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Preface to the Special Issue on “Computational and
Mathematical Methods in Information Science
and Engineering”

Wen Zhang 1,*, Xiaofeng Xu 2, Jun Wu 3 and Kaijian He 4

1 College of Economics and Management, Beijing University of Technology, Beijing 100124, China
2 College of Economics and Management, China University of Petroleum, Qingdao 266580, China;

xuxiaofeng@upc.edu.cn
3 College of Economics and Management, Beijing University of Chemical Technology, Beijing 100013, China;

wujun@mail.buct.edu.cn
4 College of Tourism, Hunan Normal University, Changsha 410081, China; paulhekj@hunnu.edu.cn
* Correspondence: zhangwen@bjut.edu.cn

With the emergence of big data and the resulting information explosion, computa-
tional and mathematical methods provide effective tools to handle the vast amounts of
data and information used in big data analytics, knowledge discovery and distillation,
and decision-making for solving complex problems in the world. The objective of this
Special Issue titled “Computational and Mathematical Methods in Information Science
and Engineering” is to provide the scientific community a channel to exchange their recent
advances in computational and mathematical methods encountered in information science
and engineering to address the real problems that occur in practice, including the theory
and potential applications. The response of the scientific community has been significant,
with nearly sixty papers being submitted for consideration, and finally, twenty papers were
accepted following a rigorous peer-review process based on quality and novelty criteria.

The paper authored by Yang et al. [1] proposes a methodology based on a spatial
Poisson regression model with model parameters being inferred by the Bayesian framework
to investigate the occurrence rate for Earth-sized planets orbiting Sun-like stars. They
analyze an exoplanet sample and its corresponding survey completeness data by using
computational and mathematical methods.

The paper authored by Cheema et al. [2] studies GLM-based control charts using
different link functions (i.e., logit, probit, c-log-log, and cauchit) with the binary response
variable. The Pearson residuals (PR)- and deviance residuals (DR)-based control charts for
logistic regression are proposed under different link functions.

The paper authored by Shan et al. [3] develops a robust online support vector regres-
sion algorithm based on a non-convex asymmetric loss function to handle the regression of
noisy dynamic data streams. Inspired by pinball loss, a truncated-insensitive pinball loss
(TIPL) is proposed to solve the problems caused by heavy noise and outliers.

The paper authored by Wang et al. [4] considers two control mechanisms for three
types of wards and patients to prevent patients from nosocomial cross-infection and
secondary infections of COVID-19: one is the dynamic bed allocation to balance the resource
utilization among isolation, buffer, and general wards; the other is to effectively control the
admission of arriving patients according to the evolution process of the epidemic.

The paper authored by Lee et al. [5] proposes a phase-resolved partial discharge
(PRPD) shape method to classify different types of defect generator units by using of-
fline partial discharge (PD) measurement instruments. The experimental measurement
was applied to two generators in the Inalum hydropower plant, located in North Sumat-
era, Indonesia.

Mathematics 2023, 11, 3187. https://doi.org/10.3390/math11143187 https://www.mdpi.com/journal/mathematics
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The paper authored by Cao et al. [6] proposes a feature image representation method
and Adversarial Generative Network with Filter (Filter-GAN) to solve the problem of
imbalanced data in malicious traffic classification. The results show that the feature image
representation method can effectively characterize the original session traffic, and Filter-
GAN can generate more efficient samples.

The paper authored by E et al. [7] aims to propose a dynamic model selection approach
that combines individual selection and combination forecasts based on both the demand
patterns and the out-of-sample performance for each item for sales forecasting in the
retail industry.

The paper authored by He et al. [8] exploits different multiscale data features in tourist
arrival movement. Two popular Mode Decomposition models (MD) and the convolutional
neural network (CNN) model are introduced to model the multiscale data features in the
tourist arrival data. The data patterns at different scales are extracted using these two
different MD models which dynamically decompose tourist arrival into the distinctive
intrinsic mode function (IMF) data components.

The paper authored by Song et al. [9] proposes a hybrid multi-attribute three-way
group decision-making method and provides detailed steps. The authors transform all
attribute values of each expert into IVIFNs. Then, they determine expert weights based
on interval-valued intuitionistic fuzzy entropy and cross-entropy and use interval-valued
intuitionistic fuzzy weighted average operator to obtain a group comprehensive evalua-
tion matrix.

The paper authored by Wu et al. [10] proposes a two-stage model based on an im-
proved clustering algorithm and the center of gravity to deal with the multi-facility location
problem arising from a real-world case. First, a distance function used in clustering is
redefined to include both the spatial indicator and the socio-economic indicator. Then, an
improved clustering algorithm is used to determine the optimal number of distribution
centers needed and the coverage of each center.

In mine extraction planning, the paper authored by Zhao et al. [11] establishes a multi-
objective planning model with the objective of obtaining the best economic efficiency, grade,
and ore quantity, taking into account the constraints of ore grade fluctuation, ore output
from the mine, production capacity of mining enterprises, and mineral resources utilization.

The paper authored by Liu et al. [12] proposes a quantum privacy-preserving set
intersection protocol for IoT scenarios, which has higher security and linear communication
efficiency. This protocol can protect identity anonymity while protecting private data.

The paper authored by Jeganathan et al. [13] examines the demand for two com-
modities in a Markovian inventory system, one of which is designated as a major item
(Commodity-I) and the other as a complimentary item (Commodity-II). Demand arrives
according to a Poisson process, and service time is exponential at a queue-dependent rate.

The paper authored by Weng et al. [14] proposes an innovative idea to derive the
mathematical model and volume equation of an egg’s shape, calculate its volume, and
verify the accuracy of the mathematical equation using the volume displacement method.
Using the proposed equation, the minimum error between the calculated egg volume and
actual egg volume is 0.01%.

The paper authored by Jiang et al. [15] proposes a knowledge interaction neural net-
work (KINN) to solve the issue of reservoir characterization in production management by
integrating the physical principle of the waterflooding process (material balance equation)
with an artificial neural network (ANN).

The paper authored by Li et al. [16] propose an opinion–edges co-evolution model
on a weighted signed network. By incorporating different social factors, five evolutionary
scenarios were simulated to investigate the feedback effects. The scenarios included the
variations in edges and signed weights and the variations in the proportions of positive
and negative opinions.
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The paper authored by Cheng et al. [17] examines multi-tiered closed-loop supply
chain network competition under carbon emission permits and discusses how stringent
carbon regulations influence the network performance.

The paper authored by Wang et al. [18] uses eXtreme Gradient Boosting (XGBoost),
a machine learning (ML) technique, to predict the career choice of college students using
a real-world dataset collected in a specific college. In addition, SHAP (Shapley Addi-
tive exPlanation) was employed to interpret the results and analyze the importance of
individual features.

The paper authored by Fan et al. [19] studies the interaction between the product
development mode and the acquisition of consumers’ environmental awareness (CEA)
information in a two-echelon green supply chain.

The paper authored by Meng et al. [20] proposes a lightweight image reconstruction
network (MSFN) for multi-scale local feature interaction based on a global connection of
the local feature channel for real-time interactive devices with a fast response.

As the Guest Editors of the Special Issue, we greatly appreciate all authors who
submitted their articles for consideration. We would also like to express our gratitude to
all the reviewers for their valuable comments and suggestions to improve the submitted
papers. The goal of this Special Issue was to attract high-quality and novel papers in the field
of “Computational and Mathematical Methods in Information Science and Engineering”.
We hope that these accepted and published papers will be considered impactful by the
international scientific community and that these papers will motivate further research on
computational and mathematical methods for solving complex problems in various fields,
disciplines, and applications.

Funding: This research was supported in part by the National Natural Science Foundation of China
under Grant Nos. 71932002 and 72174018; the Beijing Natural Science Foundation under Grant No.
9222001; the Philosophy and Sociology Science Fund from Beijing Municipal Education Commission
(SZ202110005001).

Conflicts of Interest: The authors declare no conflict of interest.
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On Study of the Occurrence of Earth-Size Planets in Kepler
Mission Using Spatial Poisson Model

Hong-Ding Yang 1,*, Yun-Huan Lee 2 and Che-Yang Lin 3

1 Institute of Statistics, National University of Kaohsiung, Kaohsiung 81148, Taiwan
2 Department of Finance, Ming Chuan University, Taipei 11103, Taiwan
3 Department of Business Administration, Yuanpei University of Medical Technology, Hsinchu 30015, Taiwan
* Correspondence: hongdingyang0111@gmail.com

Abstract: The problem of determining the occurrence rate for Earth-size planets orbiting Sun-like stars
is emerging in the universe. We propose a methodology based on a spatial Poisson regression model
with model parameters being inferred by the Bayesian framework to investigate this occurrence
rate. We analyzed an exoplanet sample and its corresponding survey completeness data. Our results
suggest that 46% of Sun-like stars have an Earth-size (i.e., 1–2 times Earth radii) planet with an
orbital period of 5–100 days. Furthermore, we are also interested in the occurrence rate of Earth
analogs hosted by GK dwarf stars (i.e., orbital period of 200–400 days and size 1–2 times Earth
radii). After completeness correction, we obtained an occurrence rate of 0.18% based on the proposed
methodology.

Keywords: conditional autoregressive model; Markov chain Monte Carlo; occurrence rate; spatial
Poisson model

MSC: 62J05; 62J12; 62J20; 85-10; 85A35

1. Introduction

In spatial epidemiology, the spatial distribution of diseases is used to construct disease
maps for finding the complex spatial patterns of interesting diseases. When Bayesian
hierarchical models are used to investigate the disease mapping, various spatially struc-
tured random effects can be considered in models. Recently, we have been witnessing a
resurgence of interest in disease mapping, and many efficient methods have been proposed
in the literature (see Moraga and Lawson 2012 [1]; Duncan et al., 2017 [2]; Lawson 2018 [3];
Baer and Lawson 2019 [4]). To the best of our knowledge, the application of disease map-
ping concepts to explore related issues in astronomy within the context of spatial regression
remains unaddressed. This knowledge gap is the driving force behind our investigation
into whether spatial disease mapping techniques can be utilized to examine the occurrence
of Earth-size planets in the Kepler survey. Disease mapping leverages neighboring region
information for parameter estimation in epidemiology, leading to more accurate spatial pre-
dictions. In this study, we extended this approach by incorporating spatial random effects
to capture the spatial correlation in the data. Interestingly, the incorporation of neighboring
region information is still relatively unexplored in astronomy (e.g., Petigura et al., 2018 [5]).

To the best of our knowledge, however, how to apply the concepts of disease mapping
to discuss the related issues in astronomy has not been adequately addressed under the
spatial regression settings. This motivates us to explore whether the techniques of spatial
disease mapping can be applied to investigate the occurrence of Earth-size planets in the
Kepler survey.

The Kepler mission aims to explore the diversity of planets and planetary systems.
The discovery of thousands of transiting planets and planet candidates by the Kepler
mission drastically broadens our knowledge of exoplanets, especially in the category of

Mathematics 2023, 11, 2508. https://doi.org/10.3390/math11112508 https://www.mdpi.com/journal/mathematics
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close-in (�1 AU) and small (�4 earth radii) planets around main-sequence dwarf stars
(see Batalha 2014 [6]; Burke et al., 2014 [7]; Mullally et al., 2015 [8]). The inference of the
occurrence of Earth-size planets is an interesting problem that has attracted the attention of
astronomers because of the important theories regarding planet formation and evolution
models (see Benz et al., 2014 [9]). Owing to the low false positive rate of the survey
(see Fressin et al., 2013 [10]; Lissauer et al., 2014 [11]) while seeing different results from
Santerne et al. (2016) [12] for giant-planet candidates, numerous works offered a window
into the statistical studies of planet occurrence rates in terms of orbital periods and planet
radius (see Dong and Zhu 2013 [13]; Fressin et al., 2013 [10]; Petigura et al., 2013 [5]; Burke
2015 [14]; Dressing and Charbonneau 2015 [15]; Silburt et al., 2015 [16]; Morton et al.,
2016 [17]).

In this paper, we took the exoplanet sample and its corresponding survey complete-
ness from Petigura et al., 2013 [5]. In the proposed methodology, we defined the planet
occurrence to be based on the detection of a planet within a specified range of orbital period
and orbital radius. To consider the spatial dependences of the data, we applied a spatial
Poisson regression model (e.g., Besag et al., 1991 [18]; Chen and Yang 2011 [19]; Cressie
2015 [20]) to model the detection probability of an exoplanet. Further, to infer the poste-
rior probability of detecting an exoplanet, a stochastic algorithm based on Markov chain
Monte Carlo (MCMC) under the Bayesian framework was designed. Finally, the posterior
inferences can simultaneously describe the number of exoplanets and the corresponding
occurrence rate in the study region.

The remainder of this paper is organized as follows. In Section 2, we introduce a joint
modeling methodology and present how to estimate parameters in the proposed model.
Section 3 applies the proposed model to determine the occurrence rate of the Kepler planet.
We conclude the paper with a discussion in Section 4.

2. Methodology

Let D be a bounded continuous random field in the �2, which is partitioned into

n = n1 × n2 regular grids D1, . . . , Dn with D =
n⋃

i=1

Di and Di
⋂

Dj = ∅ for i �= j. Let

Yi, i = 1, . . . , n, be a random variable that counts the number of exoplanets in grid Di. For
grid Di, the expected number, E, of exoplanets can be easily evaluated by:

E =
1
n

n

∑
i=1

Yi.

Motivated by the concept of a standardized mortality ratio in epidemiology (see Kelsall
and Wakefield 2002 [21]; Lawson 2018 [3]), a standardized occurrence ratio of exoplanets
for the grid Di is defined by

ri =
Yi
E

, i = 1, . . . , n.

In general, one can simply use ri as the occurrence rate of exoplanets in grid Di.
Here, one potential influential factor is that a large amount of gravity generally exists
among planets, and the correlation of the data set among grids should be considered in
estimating such an occurrence rate. Obviously, the quantity ri does not take into account
the dependence among {Y1, . . . , Yn}. Thus, using ri to estimate the occurrence rate of
exoplanets of the grid Di may yield inaccurate results. Motivated from existing works (see
Kelsall and Wakefield 2002 [21]; Chen and Yang 2011 [19]; Moraga and Lawson 2012 [1];
Lawson 2018 [3]; Baer and Lawson 2019 [4]), a spatial conditional autoregressive (CAR)
model (see Moraga and Lawson 2012 [1]; Cressie 2015 [20]; Lawson 2018 [3]; Baer and
Lawson 2019 [4]) was applied, which was used to describe possible spatial correlations
among {Y1, . . . , Yn}. The estimates of the occurrence rate of exoplanets in the grid Di, i =
1, · · · , n, were then proposed.
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2.1. Spatial Poisson Regression Model

For i = 1, . . . , n, let Ri be the occurrence rate of exoplanets in grid Di. Then, an
intuitive model for Yi given Ri; i = 1, . . . , n, is a Poisson distribution as follows:

Yi | Ri ∼ Poi(RiE). (1)

In Equation (1), RiE represents the intensity rate of the Poisson process and Ri > 0 is
the main parameter of interest in this research. In this paper, our goal was to incorporate the
spatial dependence of Y1, . . . , Yn to estimate the unobserved variables R1, . . . , Rn. Suppose
that there are p grid-level covariates observed in grid Di denoted together with 1 for the
intercept by xi = (1, xi1, . . . , xip)

′. As suggested in Basag et al. (1991) [18], the occurrence
rate Ri of interest can be modeled in the following manner:

ln(Ri) = x′iβ + δi; i = 1, . . . , n, (2)

where β = (β0, β1, . . . , βp)′ is the vector of regression coefficients and δi is a spatial random
error process. In spatial statistics, the spatial random errors δ = (δ1, . . . , δn)′ capture the
spatial variation and can offer a local adjustment to the mean trend due to unobserved
covariates. In general, we assume that δ follows a multivariate Gaussian process as follows:

δ | σ2, φ ∼ N
(

0, σ2V(φ)
)

, (3)

where the n× n matrix V(φ) is a spatial correlation matrix, φ is an unknown parameter, and
σ2 is a variance component. According to the CAR model, σ2V(φ) given in Equation (3)
can be further decomposed as

σ2V(φ) = (I − φC)−1M,

where C = (cij) is an n× n spatial association matrix, I is an identity matrix, and M = σ2 I.
Under these settings, we have the following facts: (i) (I − φC) is nonsingular; (ii) when
φ ∈ (φmin, φmax), (I− φC)−1M is symmetric and positive-definite, where the upper and lower
limits of φ are evaluated by the inverses of the smallest and the largest eigenvalues of the spatial
association matrix. For the sake of simplicity, in this paper, we constructed C according to the
rook contiguity structure; that is, the (i, j)th element of C is of the following form:

cij =

{
1, i ∼ j;
0, otherwise.

(4)

Note that i ∼ j in Equation (4) represents that Di and Dj are neighbors with a common
boundary.

We define Ni ≡ {j | j ∼ i} to be the neighborhood set of grid Di and δ−i ≡
(δ1, . . . , δi−1, δi+1, . . . , δn)′; then, the conditional distribution of δi conditioned on δ−i is
given by

δi | σ2, φ, δ−i ∼ N

(
φ ∑

j∈Ni

cijδj, σ2

)
, (5)

for i = 1, . . . , n. Note that the joint distribution of δi | σ2, φ, δ−i, i = 1, . . . , n can be shown to
be a multivariate Gaussian distribution as in Equation (3) based on the factorization theorem
of Besag (1974) [22] and the properties of multivariate Gaussian distributions. Readers can
better understand the correctness of Equation (5) by referring to De Oliveira (2012) [23]
for a comprehensive and systematic introduction to the CAR model. It is obvious from
Equation (5) that the spatial dependence is considered through the information derived
from neighbors. Notice that the spatial Poisson regression model offers the advantage of

7
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incorporating information from neighboring regions to enhance parameter estimation and
prediction. Additionally, it is worth noting that the consideration of data correlation in
recent literature is still relatively uncommon, as observed in studies such as Petigura et al.
(2018) [24].

2.2. Prior Specifications and Posterior Distribution

Using the Bayesian approach, we set mutually independent prior distributions on
parameters β, σ2, and φ as shown in Table 1. For β and σ2, the hyper-parameters are
pre-specified constants such that the corresponding priors are nearly flat. Based on the
CAR model, the spatial dependence parameter φ must fall within (φmin, φmax) to ensure
that (I − φC)−1 is a positive-definite matrix. However, φmin can be less than zero, leading
to a negative spatial correlation, which is rare in practice. Hence, we further restricted the
spatial correlation parameter φ domain to (0, φmax), ensuring positive spatial correlation.
This modification ensures that the model captures the desired spatial dependence structure
and aligns with common practices in the field. According to the priors in Table 1, the joint
prior distribution of β, σ2, and φ, denoted as π(β, σ2, φ), is given by

π(β, σ2, φ) = π(β)π(σ2)π(φ) ∝ σ−2(a+1) exp
(
− 1

bσ2

)
; σ > 0, φ ∈ (0, φmax). (6)

Combining Equations (1)–(3) and Equation (6), the joint posterior distribution of σ2, φ,
β, and δ conditioned on observed data Y = (Y1, . . . , Yn)′ satisfies:

p(σ2, φ, β, δ | Y) =
p(σ2, φ, β, δ, Y)

p(Y)

∝
n

∏
i=1

p(Yi | Ri)p(δ | σ2, φ)π(β, σ2, φ)

∝ exp

(
n

∑
i=1

Yi
(
x′iβ + δi

)− E
n

∑
i=1

exp
(
x′iβ + δi

))

×
(

det
(

σ2V(φ)
))−1/2

exp
(
− 1

2σ2 δ′V(φ)−1δ

)
×σ−2(a+1) exp

(
− 1

bσ2

)
. (7)

Because the joint posterior distribution in Equation (7) cannot be applied directly to
generate posterior samples of model parameters, an alternative method called a Markov
chain Monte Carlo (MCMC) method will be introduced in the following to generate poste-
rior samples of model parameters.

Table 1. Priors for model parameters β, σ2, and φ.

Parameter Prior Distribution Support of Hyper-Parameter

β Non-informative prior
σ2 Inverse gamma (a, b) a, b > 0
φ Uniform (0, φmax) φmax > 0

2.3. Posterior Inferences of Model Parameters

To generate posterior samples of σ2, φ, β, and δ, the conditional posterior distributions
of each parameter given all of the others are needed. One can then successively sample these
conditional posterior distributions and obtain Markov chains in the parameter spaces that
will converge to the joint posterior distribution of Equation (7) under Tierney’s conditions
(1994) [25].

8



Mathematics 2023, 11, 2508

Next, we summarize all necessary conditional posterior distributions for σ2, φ, β, and
δi, i = 1, . . . , n, based on Equations (1)–(7) as follows:

p(σ2 | φ, β, δ, Y) ∝ p(δ | σ2, φ)π(σ2)

∝ σ−2(n/2+a+1) exp
(
− 1

σ2

(
1
b
+

1
2

δ′(I − φC)δ

))
p(φ | σ2, β, δ, Y) ∝ p(δ | σ2, φ)π(φ)

∝ (det(V(φ)))−1/2 exp
(

φ

2σ2 δ′Cδ

)
p(β | σ2, φ, δ, Y) ∝

n

∏
i=1

p(Yi | Ri)π(β)

∝ exp

(
n

∑
i=1

Yix′iβ− E
n

∑
i=1

exp
(
x′iβ + δi

))
p(δi | σ2, φ, β, δ−i, Y) ∝ p(Yi | Ri)p(δi | σ2, φ, δ−i)

∝ exp

(
Yiδi − E exp

(
x′iβ + δi

)− 1
2σ2

(
δ2

i − 2δiφ ∑
j∈Ni

cijδj

))

We notice that p(σ2 | φ, β, δ, Y) is an inverse gamma distribution; that is, σ2 |
φ, β, δ, Y ∼ IG

(
n/2 + a, (1/b + δ′(I − φC)δ/2)−1). Therefore, a Gibbs sampling algo-

rithm (see Geman and Geman 1984 [26]) can be used to generate the posterior samples of
σ2. However, p(φ | σ2, β, δ, Y), p(β | σ2, φ, δ, Y), and p(δi | σ2, φ, β, δ−i, Y), i = 1, . . . , n,
are not all standard distributions; hence, a Metropolis–Hastings algorithm (see Chib and
Greenberg 1995 [27]) can be applied to φ, β, and δi, respectively, to iteratively generate an
ergodic Markov chain that yields the corresponding posterior samples. In particular, gener-
ating the posterior samples of φ is relatively difficult because φ appears in the covariance
matrix V(φ). In this paper, we treated φ as a discrete random variable that is defined on
finite grid points from 0 to φmax; hence, the values of matrix V(φ) on these finite grid points
can be computed in advance. For each step, the posterior sample of φ is generated from a

probability mass function, which is based on the values of (det(V(φ)))−1/2 exp
( φ

2σ2 δ′Cδ
)

evaluated on the finite grid points of φ ∈ (0, φmax).
Based on the posterior samples of σ2, φ, β, and δi, i = 1, . . . , n, the inferences of model

parameters and the occurrence rate of exoplanets in grid Di, i = 1, . . . , n, can be obtained.

3. Application of the Proposed Methodology

To model the occurrence distribution of planets as a function of the planet period
and radius, Petigura et al. (2013) [5] considered transiting planets that are all hosted
by GK-type stars. They defined GK-type stars as those with surface temperatures of
4100 K ≤ Teff ≤ 6100 K and gravities of 4.0 cm/s2 ≤ log g ≤ 4.9 cm/s2. Furthermore, these
planets are restricted to the brightest GK-type stars observed by Kepler (Kp = 10–15 mag).
These 42,557 stars have the lowest photometric noise in the Kepler survey, thereby max-
imizing the detectability of Earth-size planets. In the present work, we mainly studied
the occurrence rate of planets based on the catalog by Petigura et al. (2013) [5], which can
compare our findings with their seminal work by adopting the same study region. Figure 1
shows the scatter plot of the data. Let x1 be the orbital period (days), x2 be the planet
size (Earth radii), and D = [6.25, 400]× [1, 16] be the region of interest for this work; it is
divided into the 6× 4 grids shown in Figure 2. Let Yi record the number of events in grid
Di for i = 1, . . . , 24. Please note that the region D is the same as in Petigura et al. (2013) [5].
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Figure 1. The scatterplot of exoplanets in the x1–x2 space and the 24 subregions Di, i = 1, · · · , 24.
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Figure 2. The values of Yi for i = 1, · · · , 24.
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We applied the linear regression model illustrated in Equation (2) of Section 2.1 to
model the occurrence rate Ri and considered two grid-level covariates, xi1 and xi2, in the
model, where xi1 and xi2 are, respectively, defined by the central points of the orbital period
(days) and planet size (earth radii) of the grid Di (i.e., the central coordinate of the grid Di)
for i = 1, . . . , 24. As a result, the used model, called Model 1, is given by

ln(Ri) = β0 + β1x1,i + β2x2,i + δi; i = 1, . . . , 24, (8)

where β0, β1, and β2 are unknown regression coefficients, and δi is a spatial random error
process. Based on the Bayesian approach in Section 2.3, prior distributions of parameters in
θ = (σ2, φ, β0, β1, β2)

′ are, respectively, set as follows:

σ2 ∼ IG(3, 0.001)

φ ∼ U(0, φmax)

β0 ∼ U(−20, 20)

β1 ∼ U(−20, 20)

β2 ∼ U(−20, 20)

Note that φmax is 0.29 because the smallest eigenvalue of C is 3.42. Since we lacked
additional information about the central tendencies of the parameters, we selected the
hyper-parameter values for the prior distributions based on the preference for larger
variances. Although larger variances may result in a slower convergence, the MCMC
algorithm can still converge. Additionally, the larger variances allow for more flexibility
and variation in the MCMC updates, enhancing the parameter space exploration.

Next, we first examined the hypothesized model (i.e., Equations (1)–(3)) that is suitable
for analyzing the occurrence rate of Earth-size planets in the Kepler survey. In this paper, we
conducted a simulation study based on the Pearson chi-squared test to illustrate the goodness
of fit of the used model (i.e., Equation (8)); Model 1). In addition, as listed in the bottom of
Table 2, a model (i.e., Model 2) with only the regressors and a model (i.e., Model 3) with only
the spatial random error process were also used for comparison. Let Y∗(t)i ; i = 1, . . . , 24, be

independently generated from Poi
(
R∗(t)i E

)
, with E being the expected number of exoplanets

evaluated according to the observed data Y , where R∗(t)i is an estimate of the occurrence
rate Ri based on the posterior medians of θ under the used model (i.e., Model 1, Model 2, or
Model 3) and t = 1, . . . , 5, represents the t-th simulation. For each simulation replicate, the
goodness-of-fit test statistic is computed in the following manner:

χ2(t) ≡
24

∑
i=1

(
Y∗(t)i − R∗(t)i E∗(t)

)2

R∗(t)i E∗(t)

where E∗(t) is the expected number of exoplanets evaluated based on the t-th simulated
data Y∗(t)i ; i = 1, . . . , 24. The simulation results are displayed in Table 2. First, we notice
that Model 2 with only the regressors has a large χ2(t) value for each simulation replicate.
This indicates that Model 2 without considering the spatial correlation of the data is very
inappropriate. Comparing the proposed model (i.e., Model 1) versus Model 3, they have
relatively small χ2(t) values and hence Model 1 and Model 3 are both appropriate for the
analysis of the occurrence rate of Earth-size planets. Overall, the χ2(t) values of Model 1
are slightly smaller than those of Model 3, which further suggests to us to use Model 1
(i.e., Equation (8)) to analyze the data set. Even if all the estimated regression coefficients
are not significant (see Table 3), in general, the regressors should slightly contribute to
evaluating the occurrence rate. Moreover, Figure 3 shows 95% credible intervals of Yi;
i = 1, . . . , 24, for Model 1, Model 2, and Model 3. The results are in accord with Table 2;
that is, Figure 3 reveals that Model 2 performs poorly and that Model 1 and Model 3
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are fairly comparable. On the other hand, we notice that the data may contain potential
biases that may arise from observational precision that results in inaccurate estimates of the
underlying occurrence rates. In our proposed methodology, the random effects describe the
spatial correlation in the data and are a suitable remedy for missing explanatory variables,
addressing the limitations caused by uncollected vital variables. The simulation results
indicate the effectiveness of our approach in mitigating potential biases and enhancing
the model’s explanatory power. Based on the results in Table 2 and Figure 3, Model 1 in
Equation (8) is acceptable and hence we used it to analyze the occurrence rate of Earth-size
planets in the next content.

Figure 3. The 95% credible intervals for Models 1–3. Model 1: a model with the regressors and the
spatial component; Model 2: a model with only the regressors; Model 3: a model with only the spatial
component.

Table 2. The expected numbers and the values of chi-squared test statistics for Model 1, Model 2,

and Model 3 based on the observed data Y and the simulated data Y∗(t) =
(
Y∗(t)1 , . . . , Y∗(t)24

)′, where t
represents the t-th simulation with t = 1, . . . , 5.

Y∗(t)

Y
1 2 3 4 5

Model 1 E∗(t) 23.167 24.958 22.917 22.917 23.500 23.000
χ2(t) 0.665 0.389 0.560 0.680 0.580 0.129

Model 2 E∗(t) 23.083 23.000 22.125 22.917 23.125 23.000
χ2(t) 29.606 19.295 13.640 26.167 10.892 222.619

Model 3 E∗(t) 22.000 21.042 21.958 21.125 24.333 23.000
χ2(t) 0.823 0.769 0.803 0.809 0.774 0.140

Note: Model 1: ln(Ri) = β0 + β1x1,i + β2x2,i + δi ; Model 2: ln(Ri) = β0 + β1x1,i + β2x2,i ; Model 3: ln(Ri) = β0 + δi ;
i = 1, . . . , 24.
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Table 3. Summary of posterior inferences for model parameters.

Parameter 2.5% 5% Median 95% 97.5% Mean S.D.

β0 −6.052 −5.673 −0.283 2.852 3.128 −0.85 2.739
β1 −0.957 −0.893 0.066 0.593 0.664 −0.021 0.453
β2 −1.987 −1.696 0.444 1.935 2.222 0.332 1.097
σ2 45.641 49.314 74.668 119.905 132.288 78.394 22.407
φ 0.029 0.029 0.116 0.232 0.261 0.122 0.068

Note: S.D. represents the standard deviations for each model parameter.

We implemented 200,000 iterations for the posterior calculations to obtain a convergent
sequence and approximately independent posterior samples. The first 100,000 iterations
were discarded as burn-in. Then, one has an approximately independent joint posterior
sample size of 100,000 by subsampling every 10th scan. The execution time for 200,000
MCMC iterations was 56.26471 s on an i7-12700 2.10 GHz PC. The system environment was
R language version 4.2.3 lined to Intel’s Math Kernal Library (MKL) on Windows 11. The
core codes of the MCMC process were implemented using custom-written code without
relying on external packages.The trace plot in Figure 4 displays the logarithm values of
Equation (7) for the 200,000 MCMC iterations. Given that the proposed model incorporates
multiple parameters and random effect terms, we assessed the overall convergence of the
MCMC process using these logarithm values. Notably, the trace plot reveals that it belongs
to an interval within the 200,000 iterations, implying that the MCMC process has reached
convergence. Table 3 presents posterior inferences based on 10,000 posterior samples for
model parameters. Furthermore, the posterior means of Ri = exp(x′iβ+ δi) for i = 1, . . . , 24,
are shown in Figure 5. Figure 6 displays the results with estimated occurrence rates Pi,
i = 1, . . . , 24 in each grid.
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Figure 4. The logarithm trace plot of Equation (7) for the 200,000 MCMC iterations.
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Figure 5. The posterior means of Ri = exp(x′i β + δi) for i = 1, · · · , 24.
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Next, we considered the variable detection efficiency (or completeness) in order to
identify realistic occurrence rates. After obtaining the estimated occurrence rates in each
cell shown in Figure 6, we further considered the survey completeness in order to identify
realistic occurrence rates. The values of completeness function used here were constructed
by Foreman-Mackey et al. (2014) [28]. We can thus obtain the true occurrence rates Ptr

i ,
i = 1, . . . , 24 in each cell, as shown in Figure 7. Because the method proposed in this paper
is presented as a totally different approach to that of Petigura et al. (2013) [5], we need
to make a comparison with Petigura et al.’s method (2013) [5]. We computed realistic
occurrence rates with different values of orbital period (P) and planet radius (R) and the
corresponding realistic occurrence rates, as shown in Table 4. Note that case (i) in Table 4
corresponds to Jupiter-size planets.

From Table 4, we find that (1) for cases (ii), (iii), (iv), (vii), and (ix), the occurrence
rates obtained from the proposed method are larger than those of Petigura et al. (2013) [5]
by approximately a factor of two; (2) for cases (i), (v), and (vi), the occurrence rates
obtained the proposed method are almost the same as Petigura et al.’s (2013) [5]; and
(3) for cases (viii) and (x), the occurrence rates obtained by Petigura et al. (2013) [5]
are larger than the proposed method herein. Because the proposed model considers the
information of neighbors, the grid density is high, which will produce higher occurrence
rates. On the contrary, if the grid density is low, lower rates will occur. Furthermore, both
methods confirm the occurrence rates of planets with (i) P = 5–100 d and size 8–16 R⊕;
(ii) P = 25–50 d and size 1–16 R⊕; and (iii) P = 50–100 d and size 1–16 R⊕.
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Figure 7. The true occurrence rates Ptr
i for i = 1, · · · , 24.

Furthermore, we are interested in the occurrence rate of Earth analogs hosted by
GK dwarf stars, i.e., P = 200–400 d and size 1–2 R⊕. From the scatter plot shown in
Figure 1, there are no planets in this grid, and there are few planets in the neighborhood
of this grid. Thus, it is reasonable that the occurrence rate of this grid is very small. After
completeness correction, we find the occurrence rate to be 0.18% (please see case (viii) in
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Table 4), whereas the values obtained by Petigura et al. (2013) [5], Foreman-Mackey et al.
(2014) [28], and Chen and Hung (2019) [29] are 5.7%, 1.9%, and 2.5%, respectively. The
proposed method indicates that 46% of Sun-like stars have an Earth-size (1–2 R⊕) planet
with P = 5–100 d. This value is higher than Petigura et al.’s (2013) [5] due to the spatial
model considering the information of neighbors. We further conducted an additional
extrapolation of the hot Jupiter occurrence rate (i.e., the occurrence rate of 1–10 days and
8–24 R⊕) and compared it to the findings of Petigura et al. (2018) [24]. Their study reported
a hot Jupiter occurrence rate of 0.57%, whereas our extrapolated estimate stands at 4.17%.
According to the scalability of our proposed model, it provides an extrapolation with new
data. To the best of our knowledge, utilizing neighboring data information for occurrence
rate estimation in astronomy is a novel approach that has not been previously observed.
According to the inference of Petigura et al. (2013) [5], we may imply that the nearest
Earth-size planets in habitable zones of Sun-like stars are expected to orbit a star further
than 12 light-years from Earth because we adopted the 46% occurrence rate.

Table 4. Comparison of realistic occurrence rates with different values of orbital period (P) and planet
radius (R).

Case Period (P) Radius (R) Petigura et al. (2013) [5] The Proposed

(i) 5–100 d 8–16 R⊕ 1.6% 1.26%
(ii) 5–100 d 1–2 R⊕ 26% 46% *
(iii) 6.25–12.5 d 1–16 R⊕ 8.9% 17.21% *
(iv) 12.5–25 d 1–16 R⊕ 13.7% 21.74% *
(v) 25–50 d 1–16 R⊕ 15.7% 17.9%
(vi) 50–100 d 1–16 R⊕ 15.2% 13.16%
(vii) 6.25–25 d 1–2 R⊕ 11.5% 24.59% *
(viii) 200–400 d 1–2 R⊕ 5.7% 0.18%
(ix) <50 d 1–2 R⊕ 19.2% 36.9% *
(x) 200–400 d 2–4 R⊕ 5% 1%

* represents the occurrence rates obtained by the proposed method are larger than Petigura et al. (2013) by
approximately a factor of 2.

4. Discussion

Motivated by the study of Petigura et al. (2013) [5] on the prevalence of Earth-size
planets orbiting Sun-like stars, we adopted a joint modeling approach to investigate the
occurrence rates of planets around GK dwarfs. The inferred occurrence rate of Earth analogs
around GK dwarfs increases to 46%. Compared with that of Petigura et al. (2013) [5], our
approach increases the occurrence rate of Earth analogs by approximately a factor of two.
Nevertheless, our model suggests that the occurrence rate for Kepler planets with radii
between 1 and 2 earth radii and orbital periods between 50 and 400 days is 0.1451. Similar
to most of the results in the literature, our occurrence rate of 0.1451 is also larger than the
results computed by Petigura et al. (2013) [5], Dong and Zhu (2013) [13], and Foreman-
MacKey et al. (2014) [28]. We cautiously contend that our proposed model exhibits a higher
occurrence rate compared to other methods, attributed to the incorporation of spatial
random effects. These effects effectively capture the spatial correlation in the data and
moderately compensate for any missing explanatory variables. Applying our analysis
to the entire Kepler planet sample (Q1− Q16) will be left to future work. On the other
hand, the current approach does not consider the influence of time on occurrence rates.
All the data are treated as being from the same time point. Given the flexible nature of
the proposed model, we plan to incorporate the effect of time using a Poisson process in
future expansions. The expanded model will allow for dynamic predictions of variables
over time.

Taking into account the survey incompleteness, we confirm the study of Petigura
et al. (2013) [5]: the occurrence rates of planets with (i) P = 5–100 d and size 8–16 R⊕;
(ii) P = 25–50 d and size 1–16 R⊕; and (iii) P = 50–100 d and size 1–16 R⊕. The inferred
occurrence rates of Kepler planets suffer severely from systematic uncertainties (see Burke
2015 [14]). Follow-up spectroscopic observations of host stars will refine some of these
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uncertainties, providing a planet sample with better stellar parameters and pipeline com-
pleteness for our model and others to revise the proposed model, and thus present better
constraining theories of planet formation and evolution.
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Abstract: In statistical process control, the control charts are an effective tool to monitor the process.
When the process is examined based on an exponential family distributed response variable along
with a single explanatory variable, the generalized linear model (GLM) provides better estimates and
GLM-based charts are preferred. This study is designed to propose GLM-based control charts using
different link functions (i.e., logit, probit, c-log-log, and cauchit) with the binary response variable.
The Pearson residuals (PR)- and deviance residuals (DR)-based control charts for logistic regression
are proposed under different link functions. For evaluation purposes, a simulation study is designed
to evaluate the performance of the proposed control charts. The results are compared based on the
average run length (ARL). Moreover, the proposed charts are implemented on a real application for
COVID-19 death monitoring. The Monte Carlo simulation study and real applications show that
the performance of the model-based control charts with the c-log-log link function gives a better
performance as compared to model-based control charts with other link functions.

Keywords: ARL; control charts; COVID-19 data; deviance residuals; link functions; logistic profiling;
Pearson residuals

MSC: 62P30; 62J02; 62J12; 62J20

1. Introduction

Quality is one of the main requirements of any organization’s product and service
goodwill. The control charts are the main tools of statistical process control (SPC) for moni-
toring the quality of products to improve the process capability [1]. In the last few decades,
different control charts have been introduced and implemented in various industries to
monitor the online process. These control charts include the Shewhart control chart [2], the
cumulative sum (CUSUM) control chart [3] and the exponential weighted moving average
(EWMA) control chart [4]. The Shewhart-type control chart is the memoryless control chart
and is applied to detect the large shift in the mean and standard deviation of the process.
However, EWMA and CUSUM are memory-type structures used to monitor small changes
in the process parameters.

A single quality characteristic of a process is monitored by control charts, which may
be quantitative or qualitative. Sometimes, the quality characteristic depends upon the
explanatory variable(s). When the quality characteristic follows a normal distribution and
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is linearly associated with the explanatory variable, it is termed a simple linear profile. In
linear profiling, one may want to monitor the intercept, slope, and error variance [5].

In profiling, if the normality assumption is violated, we move towards the generalized
linear model (GLM)based profiling. The term GLM refers to a large class of models
popularized by Nelder and Wedderburn [6]. In the literature, several monitoring studies
were designed based on the GLM approach, and such charts are termed model-based
control charts. Skinner et al. [7] proposed a model-based control chart using deviance
residuals while the response variable follows a Poisson distribution, and they used the
square root link function. Jearkpaporn et al. [8] proposed a model-based scheme based
on the deviance residual for the system in which the response variable follows a Gamma
distribution, and they used the log link function. In addition, Skinner et al. [9] studied
the effectiveness of GLM-based control charts on the semiconductor process data based
on the deviance residuals. Koosha and Amiri [10] considered the effect of autocorrelation
presence between the observations in different levels of the independent variable in a
logistic regression profile on the monitoring procedure (T2 control chart) and proposed
two remedies to account for the autocorrelation within logistic profiles. Shu et al. [11]
reviewed the literature on regression control charts based on their importance and practical
applications. Asgari et al. [12] proposed the GLM-based control chart to monitor a two-
stage procedure under Poisson distribution. Amiri et al. [13] investigated the profiles
with binomial and Poisson responses in phase I and monitored them using three methods,
namely Hoteling T2 statistic, the F method, and the likelihood ratio test (LRT). Amiri
et al. [14] concentrated on Phase II monitoring and proposed procedures for monitoring
multivariate linear and GLM regression profiles. Qi et al. [15] developed a control chart to
monitor GLM profiles using the weighted likelihood ratio tests. Moheghi et al. [16] studied
the robust estimation and monitoring of parameters in GLM profiles in the presence of
outliers. Recently, Kinat et al. [17] proposed the Pearson and deviance residuals-based
control charts for the inverse gaussian response. Moreover, recent studies on GLM-based
control charts and their applications can be found in the literature [18–23].

One of the most important members of the GLM family is the logistic regression
profile. When the quality characteristics follow the Bernoulli distribution, we use the
logistic regression profile. Different link functions can be used for logistic regression
profiling. These link functions include the logit, probit, log-log, complementary log-log
(c-log-log), and cauchit link function. Koosha et al. [10] studied the effect of applying
different link functions on the performance of the T2 control chart in monitoring the
parameters of logistic regression profiles, and they found that the logit link function is best
for logistic regression. Yu et al. [24] analyzed the performance of the LRProb chart under
the assumption that only a small number of predictable abnormal patterns are available.
Hakimi et al. [19] proposed some robust approaches to estimate the logistic regression
profile parameters to decrease the effects of outliers on the performance of the T2 control
chart. Khosravi et al. [25] proposed three self-starting control charts to monitor a logistic
regression profile that models the relationship between a binomial response variable and
explanatory variables. Alevizakos [26] proposed two indices, cp and Spmk, for logistic
regression profiles using different link functions: the logit, probit, and the c-log-log. The
value of each index is approximately the same regardless of the used link functions. Jahani
et al. [27] developed two control charts based on Wald and Rao score test (RST) to monitor
nominal logistic regression profiles in Phase II.

The available literature showed that most researchers focused on deviance residuals-
based control charts with probit and logit link functions. In this study, we evaluate the
performance of various link functions in logistic regression profiling based on Pearson and
deviance residuals, and find out which one of the link functions shows better performance.
The outline of the research work is described as: Section 2 involves the methodology.
Section 3 presents the structure of the proposed control charts based on Pearson and de-
viance residuals. Section 4 consists of numerical evaluations, which include the simulation
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study of the proposed control charts. Section 5 describes a real-life application, and finally,
Section 6 consists of the conclusion and future recommendations.

2. The GLM-Based Control Charts

The GLM-based control chart is used to enhance the ability of linear profile when the
variable of interest follows an exponential family distribution. In this study, GLM-based
control charts are designed based on deviance residuals (DR) and Pearson residuals (PR) of
the logistic regression. Figure 1 shows all the steps of our proposed approach.

Figure 1. Follow chart of the process.

Suppose that our variable of interest (y) follows the Bernoulli distribution with proba-
bility mass function given by:

p(yi|πi) = πi
yi (1− πi)

1−yi ; y = 0, 1 (1)

where πi is the probability of success. The logistic regression model is a subset of the
binomial regression model. When the response variable (y) of a regression model belongs
to the Bernoulli distribution, the logistic regression model is the most commonly used
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statistical model; i.e., yi ∼ Be(πi), where the probability πi is a function of Xi and is
defined by:

πi =
exp

(
x′i β

)
1 + exp

(
x′i β

) , (2)

where xi is the ith row of X, which is an n × (p + 1) data matrix with p explanatory
variables, and β is a (p + 1)× 1 vector of regression coefficients. The mean and variance of
Bernoulli distribution are, respectively. given by E(yi) = πi and var(yi) = πi(1− πi).

To convert Equation (1) into an exponential format, we rewrite it as:

f (y
∣∣∣πi) = exp

[
log

(
πi

yi (1− πi)
1−yi

)]
(3)

= exp(yilogπi + (1− yi) log(1− πi)) (4)

= exp(yilogπi + log(1− πi)− yi log(1− πi)) (5)

= exp(yilog
(

πi
1− πi

)
− yi log(1− πi)) (6)

The logit link function is suitable for linking πi and Xi in the logistic regression profiles
denoted by g(πi), which is defined by:

g(πi) = log
(

πi
1− πi

)
= β0 + β1xi1 + β2xi2 + . . . + βpxip, (7)

We also assume some other link functions such as the probit, c-log-log, and the cauchit
to fit the logistic regression model. These link functions are given below:

probit g(πi) = φ−1(πi)

c-log-log g(πi) = ln(−ln(1− πi))

cauchit g(πi) = tan(π(πi − 0.5))

The maximum likelihood estimator (MLE), based on the iterative reweighted least
square technique (IRLS), is the most often used approach for estimating the parameter β,
where the following log-likelihood of Equation (5) should be maximized.

l =
n

∑
i=1

[yi log(πi) + (1− yi) log(1− πi)]

l =
n

∑
i=1

[yi log(πi) + log(1− πi)− yi log(1− πi)]

l =
n

∑
i=1

[log(1− πi)] +
n

∑
i=1

yi[log πi − log(1− πi)]

l =
n

∑
i=1

[log(1− πi)] +
n

∑
i=1

yi

[
log

(
πi

1− πi

)]
Substituting Equations (1) and (7) in the above expression, we have:

l =
n

∑
i=1

[
log

(
1− exp

(
x′i β

)
1 + exp

(
x′i β

))]
+

n

∑
i=1

yix′i β

After some simplifications, the result is as follows:

l = −
n

∑
i=1

[log(1 + exp(xiβ))] +
n

∑
i=1

yix′i β (8)
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Differentiating Equation (3) with respect to β and equating to zero yield:

∂l
∂β

= ∑n
i=1(yi − πi)x′i = 0 (9)

Equation (4) is solved using the IRLS algorithm and obtained:

β̂MLE =
(

X′ŴX
)−1

X′Ŵẑ, (10)

where

Ŵ = diag(π̂i(1− π̂i)), and ẑi = log(π̂i) +
yi − π̂i

π̂i(1− π̂i)
, (11)

where π̂i =
exp(x′i β̂MLE)

1+exp(x′i β̂MLE)
. The general form of the DR for the logistic regression model has

the following form:

rD
i = sign(yi − π̂i)

√
|2{yilogπ̂i + (1− yi) log(1− π̂i)}|,

However, the PR for the logistic regression is defined as:

rP
i =

yi − π̂i√
π̂i(1− π̂i)

3. Structure of the Control Charts

The Shewhart control chart includes a baseline as well as an upper control limit
(UCL) and lower control limit (LCL), which are represented as dashed lines that are
symmetric around the baseline. Measurements are plotted against a timeline on the chart.
Measurements that exceed the limits are considered out of control (OOC). The control
chart’s central line (CL) is the acceptable value, which is an average of the historical check
standard values. If our interest is to plot or monitor the θ̂ statistic, then the UCL, CL, and
LCL for θ̂ are, respectively, given by:

UCL = E (θ̂) + kSD (θ̂)

CL = E (θ̂)

LCL = E (θ̂)− kSD (θ̂),

where E is the expectation of θ̂, k is the charting constant, and SD is the standard deviation
of θ̂.

3.1. Logistic Regression Model-Based Control Chart Based on PR

In the model-based control chart, control limits of the PR are obtained as:

UCL = E
(

rP
i

)
+ k1

√
Var

(
rP

i
)

CL = E
(

rP
i

)
LCL = E

(
rP

i

)
− k1

√
Var

(
rP

i
)
,

where k1 is a constant that defines the size of control limits and is selected based on the
fixed in-control (IC) average run length (ARL0). When any PR crosses the control limits,
then the PR-logistic chart indicates the process is OOC otherwise, in IC condition.
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3.2. Logistic Regression Model-Based Control Chart Based on DR

In the model-based control chart, control limits of DR are obtained by the following
expressions:

UCL = E
(

rD
i

)
+ k2

√
Var

(
rD

i
)

CL = E
(

rD
i

)
LCL = E

(
rD

i

)
− k2

√
Var

(
rD

i
)
,

where k2 is a constant that defines the size of control limits and is obtained against the
fixed ARL0. When any DR crosses the control limits, the DR-logistic chart indicates that the
process is OOC otherwise, in IC condition.

4. Monte Carlo Simulation Study

In this section, we evaluate the performance of the proposed control charts under
different link functions with the help of a simulation study.

4.1. Performance Measures

The performance of the proposed control charts is evaluated using average run length
(ARL) (cf. [17,28]). The run length (RL) is described as the number of points till a signal is
indicated, and ARL is the average of the RL. The ARL is divided into two categories: IC
(ARL0) and OOC (ARL1). When the control chart is in a stable state, we use ARL0 as the
chart’s performance measure, but when the process is in an unstable state, we use ARL1.
A chart is considered to be the best among those under discussion if, on the fixed ARL0,
it has the smallest ARL1. Hence, in this study, we focused on the ARL to evaluate the
performance of the control charts under different link functions.

4.2. Data Generation

For the simulation purpose, firstly, we generate the response variable from the

Bernoulli distribution with parameter πi i.e., yi ∼ Be(πi), where π = e(β0+β1x)

1+e(β0+β1x) , x ∼
uni f orm(0, 100). The true values of β0 and β1 are set to be 0.05 and 0.06, respectively.
These variables are generated for a fixed sample size n = 1000.

4.3. Algorithm for Charting Constants

The following algorithm is used to find out charting constants.

i Set the arbitrary value as a charting constant and set regression coefficients as
β0, = 0.05 and β1 = 0.06;

ii Generate 1000 observations of the input variable (x) from the uniform distribution;
iii The mean of the logistic response variable (πi) is determined for each observation

using Equation (2);
iv The response variable is generated from the Bernoulli distribution with parameter

πi defined in step ii;
v Fit the logistic regression model and obtain the residuals DR and PR;

vi For the control charts based on PR and DR, calculate the mean and standard error
of DR and PR, respectively;

vii Determine the UCL and LCL of each proposed control chart using steps (i) and
(viii). Plot the PR and DR against their respective limits;

vii To obtain specified ARL0, repeat steps i–vii, 10,000 times.

If specified ARL0 does not achieve, then adjust the previous arbitrary value and repeat
steps i–viii until specified ARL0 is obtained. By using the above-stated algorithm, the
control charting constants are reported in Table 1.
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Table 1. Constants for the logistic regression profiling with ARL0 = 200 under various link functions.

PR DR

logit probit c-log-log cauchit logit probit c-log-log cauchit

1.045 1.0443 1.0462 1.0443 1.045 1.0443 1.0456 1.0457

4.4. Results and Discussion

This section discusses the simulated results of the logistic model-based control charts
with different link functions. Furthermore, we evaluate the performance of control charts
by inserting the additive shifts in parameters of the model, such as β0, β1, and μx.

Monitoring β0,β1 and μx in Terms of ARL

In this section, we evaluate the simulation results of the control charts based on PR
and DR in terms of ARL. For the out-of-control scenario, we considered the shifts in the
μi by changing the β0 into β0 + η, β1 into β1 + θ, and by changing the μx into μx + δ. The
OOC results in terms of ARL are reported in Tables 2–4.

Table 2. Performance of ARL0 = 200 with shift in β0 under considered link functions.

PR DR

η logit probit c-log-log cauchit logit probit c-log-log cauchit

0 201.56 199.99 200.97 200.92 200.24 199.68 199.13 199.49
0.04 117.87 121.46 129.14 121.95 119.01 124.69 111.15 125.00
0.08 53.93 56.15 62.80 61.25 55.93 55.25 55.08 66.47
0.12 24.00 23.96 26.20 22.28 21.57 22.76 20.85 21.42
0.16 7.67 7.56 9.29 7.96 8.59 7.33 10.29 8.10
0.2 4.07 4.21 3.75 3.75 3.38 3.83 3.67 3.81
0.24 2.53 2.71 2.62 2.50 2.50 2.94 3.09 2.55
0.28 2.58 2.42 2.41 2.49 2.48 2.44 2.41 2.44

Table 3. Performance of ARL0 = 200 with shift in β1 under considered link functions.

PR DR

θ logit probit c-log-log cauchit logit probit c-log-log cauchit

0 201.09 201.69 199.03 199.27 200.86 200.36 200.31 199.38
0.04 188.83 152.21 162.73 153.03 190.78 149.65 177.08 153.47
0.08 121.46 127.65 137.29 117.82 122.48 110.83 123.97 122.37
0.12 84.68 77.35 68.47 89.39 85.48 77.45 89.37 79.77
0.16 55.09 44.39 56.99 45.46 55.61 48.50 47.45 54.95
0.2 31.51 29.45 32.36 36.05 31.61 30.97 37.22 27.83
0.24 15.24 14.28 20.94 16.72 15.37 13.17 13.21 15.89
0.28 10.47 10.13 9.99 10.81 10.67 8.03 11.10 12.70

In Table 2, we evaluate the performance of the proposed control charts for monitoring
β0 in terms of ARL1 under various link functions. The outcomes revealed that raising shifts
minimizes the ARL1 values for control charts based on DR and PR by using considered link
functions. The estimated ARL1 values at maximum shift (η = 0.28) for the logit, probit,
c-log-log, and the cauchit link functions are 2.58, 2.42, 2.41, and 2.49, respectively. On
comparing the performance of link functions in the PR-based control charts, we found
that the c-log-log link function outperforms other link functions. The estimated ARL1 of
the DR-based control chart at the maximum shift (η = 0.28) for the logit, probit, c-log-log,
and the cauchit link functions are 2.48, 2.44, 2.41, and 2.44, respectively. It is clear from
the results that the c-log-log link function performs better than the other link functions.
Finally, it is also observed that the DR-based control chart with the c-log-log link function
outperformed the PR-based control chart with the c-log-log link function.
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Table 4. Performance of ARL0 = 200 with shift in μx under considered link functions.

PR DR

δ logit probit c-log-log cauchit logit probit c-log-log cauchit

0 199.28 201.73 199.61 201.54 199.68 199.49 200.05 199.36
0.04 52.19 59.56 51.04 58.92 63.32 62.33 60.67 64.53
0.08 8.29 8.20 8.47 6.99 8.58 8.31 8.72 9.16
0.12 2.81 2.60 2.88 2.54 2.40 2.50 2.58 2.75
0.16 2.48 2.47 2.51 2.49 2.53 2.52 2.53 2.50
0.2 2.63 2.61 2.64 2.59 2.61 2.62 2.62 2.65
0.24 2.80 2.79 2.77 2.82 2.76 2.78 2.71 2.70
0.28 2.95 2.89 2.95 2.95 2.84 2.94 2.94 2.93

In Table 3, we evaluate the performance of the proposed control charts for monitoring
β1 in terms of ARL1 under various link functions. The outcomes revealed that an increase
in shift minimizes the ARL1 values for control charts. The estimated ARL1 values at
maximum shift (θ = 0.28) for the logit, probit, c-log-log, and the cauchit link functions are
10.47, 10.13, 9.99, and 10.81, respectively. On comparing the performance of link functions
in PR-based control charts, we found that the c-log-log link function outperforms other
link functions. The estimated ARL1 of the DR-based control chart at the maximum shift
(θ = 0.28) for the logit, probit, c-log-log, and the cauchit link functions are 10.67, 8.03, 11.10,
and 12.70, respectively, which reveals that the probit link function performs better than the
other link functions. On comparing the performance of the DR- and the PR-based control
charts in monitoring β1 under different link functions, we observed that the DR-based
control charts with probit link function perform better than the PR-based control charts
with other link functions.

In Table 4, we evaluate the performance of the proposed control charts for the shifts in
μx in terms of ARL′1s under various link functions. The outcomes revealed that raising shifts
minimizes the ARL′1s values for control charts based on DR and PR by using considered link
functions. Table 4 presents the estimated ARL′1 values of the PR-based control charts under
different link functions. The estimated ARL′1 values report at maximum shift (δ = 0.28)
for the logit, probit, c-log-log, and the cauchit link functions are 2.95, 2.89, 2.95, and 2.95,
respectively. On comparing the performance of link functions in PR-based control charts,
we found that the probit link function outperforms other link functions. Further, the
estimated ARL′1 of the DR-based control chart at the maximum shift (δ = 0.28) for the logit,
probit, c-log-log, and the cauchit link functions are 2.84, 2.94, 2.94, and 2.93, respectively.
It is clear from the results that the logit link function performs better than the other link
functions. Finally, on comparing the performance of DR- and PR-based control charts in
monitoring μx under different link functions, we observe that the DR-based control charts
with the logit link function perform better than PR-based control charts as compared to the
other link functions.

5. Application: COVID-19 Deaths Profile Monitoring

In this modern era, COVID-19 affects different people in different ways. Here, we
monitor the mortality status of COVID-19 patients who were admitted to Benazir Bhutto
Shaheed Hospital, Rawalpindi, Pakistan. This data had been already collected by Akhtar
et al. [29], where they collected this data from three hospitals, and we are considering
one of these hospital data sets. In this application, our response variable (Y) is binary
(y = 1, if the COVID patient is discharged deceased; otherwise, y = 0). Therefore, we
consider this application for the evaluation of our proposed control charts. The data about
the demographic and vital signs of all adult COVID-19 patients who were discharged
from Benazir Bhutto Shaheed Hospital, Rawalpindi, during the first wave of COVID-19
(February to August 2020) were retrospectively collected. The National Early Warning
Score (NEWS) was calculated by following the work of the Royal College of Physicians
(RCP) (2012, page 14), and considered an independent variable in this study. The NEWS is
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based on a simple aggregate scoring system, which is computed based on vital signs (see
Table 5 [30]).

Table 5. The strategy to estimate national early warning score (NEWS).

Physiological Parameters 3 2 1 0 1 2 3

Respiration Rate ≤8 9–11 12–20 21–24 ≥25
Oxygen Saturations ≤91 92–93 94–95 ≥96

Any Supplemental Oxygen Yes No
Temperature ≤35.0 35.1–36.0 36.1–38.0 38.1–39.0 ≥39.1

Systolic Blood Pressure ≤90 91–100 101–110 111–219 ≥220
Heart Rate ≤40 41–50 51–90 91–110 111–130 ≥131

Level of Consciousness Alert Voice, Pain, or
Unconscious

We had data of a total of 916 COVID-19 patients, consisting of mortality status (y)
and NEWS (x). Based on the available data, we run logistic regression by setting logit,
probit, c-log-log, and cauchit link functions. The Pearson (PR) and deviance (DR) residuals
were obtained for estimated logistic regression models under each link function, and their
means and standard deviations (SD) are reported in Table 6. Further, we set ARL0 = 200
and obtained the limits of PR and DR-based control charts, which are also given in Table 6.
To make the OOC dataset, we have estimated a new response variable (Y1) by using
μY − uni f orm(0, 0.2). Similarly, we estimated logistic regression models and obtained
shifted PR’s and DR’s. The PR- and DR-based control charts under different link functions
are presented in Figures 2–5. The points under the pink and white shaded areas belong to
the IC and OOC situation, respectively. The blue color points indicate the IC PR’s and DR’s,
while the red color shows the OOC points. The PR- and DR-based control charts under the
logit function are presented in Figure 2, while proposed control charts based on the probit
function are portrayed in Figure 3. Figures 4 and 5 consist of PR and DR-based control
charts under c-log-log and cauchit link functions, respectively. The out-of-control points
are counted for each chart and reported in Table 6. It is revealed that the PR- and DR-based
control charts under the cauchit link function have captured a large number of OOC signals.
The second largest OOC points were detected by the PR- and DR-based control charts for
the c-log-log link function. Hence, PR- and DR-based control charts under cauchit link and
c-log-log link functions outperform all their counterparts.

Table 6. For the COVID-19 data, the mean and standard deviation of logistic regression residuals,
control limits and OOC signals under different link functions.

Link Functions logit probit c-log-log cauchit

Residuals PR DR PR DR PR DR PR DR

Mean −0.0019 −0.1476 −0.0011 −0.1468 −0.0015 −0.1473 −0.0078 −0.1529
SD 0.9971 1.0337 0.9979 1.034 0.9964 1.0345 0.9916 1.0352

LCL −1.0234 −1.1939 −1.0152 −1.1873 −1.0375 −1.2051 −1.0591 −1.2222
UCL 2.256 1.899 2.277 1.9071 2.2192 1.8847 2.1154 1.8429

OOC Signals 83 97 83 83 97 97 144 144
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Figure 2. Control chart based on PR and DR with the logit link function.

Figure 3. Control chart based on PR and DR with the probit link function.
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Figure 4. Control chart based on PR and DR with the c-log-log link function.

Figure 5. Control chart based on PR and Dr with the cauchit link function.
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6. Conclusions

In this study, the control charts are constructed based on the LR residuals (Pearson
residuals (PR) and deviance residuals (DR)) with different link functions (the logit, probit,
c-log-log, and cauchit). We evaluate the performance of the control charts with the help of a
simulation study, where ARL is considered as the evaluation criterion. The simulation study
shows that in monitoring β0, the c-log-log link function showed good performance for both
PR and DR control charts as compared to the other link functions. While monitoring β1,
the DR-based control chart with the probit link function performs better as compared to
the PR-based control charts and with other link functions due to its minimum ARL. We
also conclude that in monitoring μx, the logit link function gives a better performance
for the DR-based control chart as compared to the PR-based control charts with other
link functions. For the COVID-19 death data, the PR- and DR-based control charts were
implemented and showed that charts based on the cauchit link function indicated a large
number of signals. The 2nd link function which gives the 2nd largest OOC is the c-log-log
link function. Therefore, it is concluded from the results that mostly the DR-based control
charts with the c-log-log link function give a better performance as compared to the other
link functions.
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Abstract: Advances in information technology have led to the proliferation of data in the fields
of finance, energy, and economics. Unforeseen elements can cause data to be contaminated by
noise and outliers. In this study, a robust online support vector regression algorithm based on a
non-convex asymmetric loss function is developed to handle the regression of noisy dynamic data
streams. Inspired by pinball loss, a truncated ε-insensitive pinball loss (TIPL) is proposed to solve
the problems caused by heavy noise and outliers. A TIPL-based online support vector regression
algorithm (TIPOSVR) is constructed under the regularization framework, and the online gradient
descent algorithm is implemented to execute it. Experiments are performed using synthetic datasets,
UCI datasets, and real datasets. The results of the investigation show that in the majority of cases,
the proposed algorithm is comparable, or even superior, to the comparison algorithms in terms of
accuracy and robustness on datasets with different types of noise.
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1. Introduction

Machine learning-based techniques attempt to investigate the patterns in the data and
the reasoning behind it. Researchers in the field of machine learning field have shown
significant interest in support vector regression (SVR) algorithms owing to the strong
theoretical basis and excellent generalization ability. SVR has proven to be a reliable
method for regression and has been widely used in several applications, such as wind
speed forecasting [1,2], solar radiation forecasting [3], financial time series forecasting [4,5],
travel time forecasting [6], among others.

Classic SVR is a powerful regression method. It works by minimizing the empirical risk
loss and the structural risk, which are defined by the loss function and the regularization
term, respectively. Given a training dataset T = {(Xi, yi) | Xi ∈ Rm, yi ∈ R, i = 1, 2, . . . , N},
SVR aims to find a linear function f (X) = WTX + b, W ∈ Rm, b ∈ R or a nonlinear
function f (X) = WTφ(X) + b in feature space, to reveal the patterns and trends in the data.
The minimal problem is described as follows:

min
1
2
‖ f ‖2

H + C
N

∑
i=1

L( f (Xi)− yi) (1)

C is the regularization parameter used to adjust the model complexity and training error.
The loss function L(·) measures the difference between the predicted and observed values,
which is used to define empirical risk loss. The regularization term makes f (x) as flat as
possible to avoid overfitting. The regression estimator is obtained by solving a convex
optimization problem where all the local minima are also global.

The loss function is of significant importance for SVR. It should accurately reflect
the noise characteristics present in the training data. In recent years, researchers have
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developed various loss functions. The most commonly used loss functions are the squared
loss, linear loss, Huber loss, and ε-insensitive loss [7]. Squared loss [8,9] is a metric that
assesses the discrepancy between the predicted and actual values by calculating the mean
squared error. It is a smooth function which can be solved quickly and accurately by
convex optimization methods. However, it is sensitive to large errors, making it less robust
than other techniques. Linear loss [10,11] is a general loss function applicable to several
problems. It is less sensitive to large errors than the squared loss because it is designed
by absolute errors. Huber loss [12] is a combination of linear and squared losses and is
designed to simultaneously provide robustness and smoothness by using squared loss for
the smaller errors and linear loss for the larger errors. The combination of the two loss
functions allows for a more sophisticated understanding of the data. The ε-insensitive
loss [10,11] augments the linear loss by introducing an insensitive band to the data, which
promotes sparsity.

In the current era of data abundance, accurately analyzing dynamic data with noise
and outliers using SVR is a challenging but essential task.

One of the problems is that the loss function is not sufficiently resilient to general
noise in the data and can be adversely affected by outliers. Data collection processes are
influenced by various external factors, resulting in noise and outliers in the data. Across
numerous fields, including finance, economy, and energy, data are regularly accompa-
nied by a considerable amount of asymmetric noise. Further, noise has several forms and
is difficult to identify and remove. For example, asymmetric heavy-tailed noise that is
predominantly positive is typically found in automobile insurance claims [13]. The energy-
load data contain non-Gaussian noise with a heavy-tailed distribution [14]. The popular
loss functions mentioned above are usually symmetric, which means that the loss incurred
is the same degree regardless of the direction of the prediction error. They have proven
themselves in situations where the noise is symmetric, such as the Gaussian noise and Uni-
form noise. However, they are not as robust as dealing with asymmetric noise, including
heavy-tailed noise and outliers. This was demonstrated in a previous study [7,15,16]. In ad-
dition, comparing the predicted value to the target value, there may be different impacts
of over-estimation and under-estimation [7,14]. Take the energy market as an example,
hedging contracts between retailers and suppliers are commonly used to stabilize the cost
of goods in short term, thus reducing economic risk. Over-prediction and under-prediction
both result in economic losses, albeit of different magnitudes. Over-forecasting may incur
the cost of disposing of unused orders, while under-forecasting may cause retailers to
pay a higher price for energy loads than the contract price. Developing a more accurate
regression model requires consideration of the various penalties for over-estimation and
under-estimation.

To handle the asymmetric noise while considering the distinct effects of positive and
negative errors, two asymmetric loss functions have been proposed: quantile loss and
pinball loss [15,17,18]. These loss functions differ in terms of different penalty weights for
positive and negative errors, thus making them more robust to asymmetric noise.

Moreover, outliers have a severe impact on the accuracy of the model. The presence of
outliers skews the data and causes large deviations from the expected results. It is crucial
to consider the presence of outlier when constructing and evaluating a model. Given the
under-forecasting in dealing with general noise and outliers, there is a need for designing
a broader range of loss functions to address these issues. Researchers have developed
non-convex loss functions to handle outliers, such as correlated entropy loss [16,19] and
truncated loss functions [8,18,20,21]. These two strategies limit the outlier loss to a specific
range, thereby reducing the impact of outliers on the regression function. The asymmetric
loss function and the truncated loss functions have proven to be viable strategies for im-
proving the robustness of regression models.

Another problem is that the batch learning framework used by a typical SVR is unsuit-
able for the data flow environment. Traditional SVRs involve batch learning, which can be
challenging when dealing with large datasets owing to the increased storage requirements
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and computational complexity. Researchers have proposed various solutions to address
this problem, such as the convex optimization technique outlined in [9,15] and online
learning algorithms based on the stochastic approximation theory [22–24]. The online SVR
presented in [9] and the Canal loss-based online regression algorithm described in [22] are
used as examples. Therefore, despite the efficiency of the proposed online learning algo-
rithms for handling regression problems in data streams, other solutions may be required
when noise and outliers are present.

The current study aims to present an online learning regression algorithm based on
truncated asymmetric loss functions, which can effectively address the regression problem
in noisy data streams. We propose a novel online SVR, termed TIPOSVR, established within
the regularization framework of SVR and solved by the online gradient descent (OGD)
algorithm. TIPOSVR uses an innovative loss function. The main contributions of this study
are as follows:

(1) TIPL function proposed is a bounded, non-convex and asymmetric loss function.
Asymmetricity helps in dealing with problems arising due to the presence of asym-
metric noise, and truncation is used to reduce the effect of outliers. Additionally,
the inclusion of an insensitive band increases the sparsity of the model. It is possible
to effectively deal with the general noise and reduce the sensitivity to outliers.

(2) An online SVR (TIPOSVR), based on the TIPL function, is developed to address the
issue of the data dynamics problem. The algorithm is solved using the OGD approach.

(3) Computational experiments are performed on the synthetic, benchmark, and real
datasets. Results of the experiments indicate that TIPOSVR proposed in this study is
more accurate than the comparison algorithms in most scenarios. It has been shown
that the TIPOSVR has a high degree of robustness and generalizability.

The remainder of this paper is organized as follows. Section 2 of this paper provides a
literature review, while Section 3 presents the regularization framework and the robust loss
function of SVR. Section 4 proposes an online SVR based on the TIPL function. To validate
the performance of the proposed algorithm, Section 5 presents numerical experiments
on the synthetic, UCI benchmark, and real datasets which compare TIPOSVR with some
classical and advanced SVRs. Finally, Section 6 summarizes the main findings, limitations,
and prospects for future work of this paper.

2. Literature Review

SVR has been widely used and implemented in various fields as a powerful machine
learning algorithm. This section provides an overview of the recent advances in robust loss
functions and online learning algorithms.

2.1. Robust Loss Function

Noise is generally classified into two categories: characteristic noise and outliers. It
has been reported [21,25] that the ε-insensitive loss function is more effective for dealing
with uniform noise datasets, whereas the squared loss function is more effective in deal-
ing with Gaussian noise datasets. Aside from Gaussian and Uniform noise, asymmetric
noise, especially heavy-tail noise, also significantly affects the accuracy of a regression
model. Studies have shown that an asymmetric loss function can be used to solve the
asymmetric noise problem [15,17,18]. The quantile regression theory provides the basis for
deriving an asymmetric loss function [15]. Assigning different penalty weights to positive
and negative errors allows for a wider range of noise distributions. Quantile regression
has been increasingly used since the 1970s. Refs. [26,27] have adopted the quantile loss
function, incorporating an adjustment term νε and C(ντ(1− τ)ε), to adjust the asymmet-
ric insensitive region within the regularization framework, as expressed in optimization
problem Equation (1). The introduction of the parameter ν to control the width of the
asymmetric ε-insensitive area ensures that a certain percentage of the samples are situated
in this area and classified as support vectors. Consequently, an insensitive band that can
accommodate the necessary amount of samples is outputted to address the sampling issue,
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thereby facilitating the automated control of accuracy. The pinball loss is developed based
on quantile regression [15,18]. Extensive research on pinball loss has been conducted,
leading to the development and application of the sparse ε-insensitive pinball loss [16] and
the twin pinball SVR [28].

Several studies have been conducted to address the outlier problem, with a focus
on developing a non-convex loss function. The correlation entropy loss [16,19] is a loss
function derived from the correlation entropy theory based on the Gaussian or Laplacian
kernel. As the error moves away from zero in either direction, the loss value eventually
increases to a constant. Another type of non-convex loss function is horizontal truncated
loss. In this case, the loss value of the outlier is a constant. As described in [22], Canal
loss is a ε-insensitive loss with horizontal truncation. Ref. [29] construct a non-convex loss
function by subtracting two ε-insensitive loss functions, which yield a linear loss with
horizontal truncation. A non-convex least square loss function, proposed in [8], is based
on the horizontal truncation and squared loss. Experimental evidence suggests that these
loss functions successfully reduce the impact of outliers. The aforementioned methods
produce bounded loss functions that help reduce the sensitivity of the model to outliers by
maintaining the loss of outliers within a certain limit.

For a dataset containing noise and outliers, a combination of the asymmetric loss function
and truncated loss function is proposed to improve the robustness of the regression model,
because such a combination covers a more comprehensive range of noise distributions.

Most of the analysis uses batch learning SVR. Batch algorithms assume that data can
be collected and used via a single step process, ignoring any changes that may occur over
time. This is not the case in today’s era of the Big Data age, where the data are constantly
in flux [23,30,31]. Batch algorithms are faced with memory and computational problems
because of the considerable amount of data needed by these algorithms. Researchers have
now focused on investigating online learning algorithms to improve the performance of
regression strategies in the face of data flow.

2.2. Online Learning Algorithm

A regression algorithm should be designed to easily integrate new data into the
existing model to address the storage and computational issues caused by a large amount
of data. Online learning algorithms have been discussed and implemented in previous
studies [23,24,32,33]. A kernel-based online extreme learning machine is proposed by [34].
An online sparse SVR method is introduced in [35].

Nevertheless, these techniques are formulated in the context of convex optimization,
which is unsuitable for non-convex optimization problems. The online learning approach
is further improved according to the theory of pseudo-convex function optimization the-
ory [33]. Studies on online learning algorithms for non-convex loss functions have been
performed, including the online SVR [22] and a variable selection [36] based on Canal loss.

This study presents an online SVR that contains a bounded and non-convex loss
function. The algorithm is designed to be noise-resilient and sparse while being capable of
capturing the various data characteristics.

3. Related Work

3.1. Robust Loss Function

The loss function plays a key role in any regression model. The sensitivity of a model
to asymmetric noise is reduced using the pinball loss function, which is an asymmetric loss
function. Further, the truncated loss function reduces the effect of outliers.

3.1.1. Pinball Loss

The pinball loss is derived from quantile regression, which is more effective for dealing
with different forms of noise than linear loss. Pinball loss is defined as follows:

Lτ(u) =

{
u, u > 0
−τu, u ≤ 0

(2)
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where τ is an asymmetry parameter. By adjusting the value of τ, we can address the
problems of over and under-prediction to different degrees, making it suitable for datasets
with different noise distributions. Cross-validation is the preferred method to determine
the best value of τ. When τ = 1, the pinball loss is equivalent to a linear loss.

Incorporating a ε-insensitive band into the pinball loss enables the pinball loss to be
sparser and resilient to minor errors. ε-insensitive pinball loss is defined as:

Lε,τ(u) =

⎧⎪⎨⎪⎩
u− ε u > ε

0 −ε/τ ≤ u ≤ ε

−τu− ε u < −ε/τ

(3)

Pinball loss and ε-insensitive pinball loss present a potential solution to counteract
the asymmetric distribution of noise. These two convex loss functions are particularly
susceptible to severe noise and outliers owing to the lack of an upper bound.

3.1.2. Truncated ε-Insensitive Loss

The horizontal truncation technique provides an efficient approach to dealing with
outliers. The truncated ε-insensitive loss is a variant of the ε-insensitive loss that includes
a horizontal truncation, as shown in Figure 1. As suggested by [22], the truncated ε-
insensitive loss known as Canal loss promotes sparsity and robustness. It is defined
as follows:

LCanal (u) =

⎧⎪⎨⎪⎩
|u| − ε, ε < |u| < δ

0, |u| ≤ ε

δ− ε, |u| ≥ δ

(4)

Figure 1. Loss functions.

By limiting the loss of outliers to a predetermined value δ− ε, the impact of outliers
on the model is limited, thereby increasing the robustness of the model. The ε-insensitive
band and the area |u| ≥ δ contribute to the sparse solution of the algorithm.

3.2. Online SVR

Online learning algorithms integrate new arrival data into the historical model and
adjust the model through the parameter update strategy. When constructing a model,
the instantaneous risk is used instead of empirical risk. Online SVR is expressed as an
instantaneous risk minimization problem under the regularization framework. It is defined
as follows:

min Rinst[ f , Xi, yi] =
1
2
‖ f ‖2

H + C · L( f (Xi − yi)) (5)

The objective function consists of two components: a regularization term 1
2‖ f ‖2

H and
a loss function L(·) representing the instantaneous risk. The regularization parameter C is
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typically set by cross-validation. The model can be updated using the latest information
and previous support vector data patterns by incorporating the instantaneous risk. Conse-
quently, the memory requirements and the number of calculations are lower than those of
the batch algorithm.

4. Online SVR Based on Truncated ε-Insensitive Pinball Loss Function

In this section, we present a modified version of the pinball loss function, called TIPL,
which is a non-convex and asymmetric loss function. In addition, an online SVR for the
TIPL is designed and solved using the OGD.

4.1. Truncated ε-Insensitive Pinball Loss Function (TIPL) and Its Properties
4.1.1. Truncated ε-Insensitive Pinball Loss Function

Inspired by the pinball loss function, TIPL is developed, which is defined as follows:

LTIP(u) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

δ− ε, u ≥ δ

u− ε, ε ≤ u < δ

0, −ε/τ ≤ u < ε

−τu− ε, −δ/τ ≤ u < −ε/τ

δ− ε, u < −δ/τ

(6)

where τ is an asymmetric parameter, ε is an insensitive parameter, and δ is the truncation
parameter. TIPL is divided into five parts, as shown in Figure 1. If the error u is within
the specified tolerance range [−ε/τ, ε) as ε-insensitive area, the loss is zero. The loss is
u− ε for u ∈ [ε, δ), and −τu− ε for u ∈ [−δ/τ,−ε/τ). Except in the above cases, when
u ∈ (−∞,−δ/τ) or u ∈ [δ, ∞), the loss is fixed as a constant δ− ε.

TIPL is an improved version of the pinball loss that offers improved resistance to noise
and outliers, and produces a sparser representation of the solution. The ε-insensitive band
promotes sparsity and thus saves computing resources. Applying horizontal truncation
limits the impact of outliers on the loss value and increases the algorithm’s robustness to
large disturbances and outliers. The asymmetric feature makes the model more versatile
and applicable to a wide range of noise types.

TIPL is expressed in an equivalent form:

min{δ− ε, max{−τu− ε, u− ε, 0}} (7)

4.1.2. Properties of the TIPL Function

Property 1. LTIP(u) is a non-negative, asymmetric, and bounded function.

Proof. (1) For ∀u ∈ R, LTIP(u) ≥ 0. TIPL is non-negative.
(2) From Equation (6), LTIP(u) = −τu− ε if u ∈ [−δ/τ,−ε/τ). LTIP(u) = u− ε, if the

error u ∈ [ε, δ). Obviously, LTIP(u) �= LTIP(−u) if τ �= 1. LTIP(u) is not symmetrical.
(3) From Equation (6), LTIP(u) ≤ δ− ε, so LTIP(u) is bounded.

Property 2. LTIP(u) includes and extends both ε-insensitive loss function and truncated ε-
insensitive loss function.

Proof. From Equation (6),
When δ = ∞, LTIP(u) reduces to the ε-insensitive pinball loss function.
When τ = 1, LTIP(u) is equivalent to the truncated ε-insensitive loss function.
By inheriting the asymmetry of pinball losses and the immunity to outliers of truncated

ε-insensitive loss, TIPL achieves a higher level of resilience. TIPL differs from the ε-
insensitive pinball loss in that the former incorporates horizontal truncation, which limits
the loss of outliers to some extent and makes the model more robust. Unlike truncated ε-
insensitive loss, TIPL loss takes advantage of asymmetric functions. It assigns different
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penalty weights to positive and negative errors, enabling it to deal with general noise
distributions. δ and τ are determined using a data-driven process.

Property 3. The derivative of LTIP(u) is discontinuous.

Proof.

L′TIP(u) =

⎧⎪⎨⎪⎩
−τ, −δ/τ ≤ u < −ε/τ

0, otherwise
1, ε ≤ u < δ

(8)

As can be seen from Equation (8),
lim

u→−ε/τ−
L′TIP(u) = −τ �= lim

u→−ε/τ+
L′TIPL (u) = 0,

lim
u→−δ/τ−

L′TIP (u) = 0 �= lim
u→−δ/τ+

L′TIP (u) = −τ,

lim
u→ε−

L′TIP (u) = 0 �= lim
u→ε+

L′TIP (u) = 1,

lim
u→δ−

L′TIP (u) = 1 �= lim
u→δ+

L′TIP (u) = 0.

The derivative of LTIP(u) is discontinuous, which precludes using a convex optimiza-
tion to solve it.

4.2. Online SVR Based on the Truncated ε-Insensitive Pinball Loss Function

Within the regularization framework of SVR, the online SVR model with TIPL is
derived by incorporating the loss function LTIP(·) into Equation (5), which is defined as:

min
1
2
|| f ||2H + C · LTIP( f k−1(Xk)− yk) (9)

We chose the OGD to solve the non-convex optimization problem presented by the
TIPL loss function. The online algorithm updates the regression function by incorporating
the initial decision function f k and the new sample (Xk, yk).

The learning process involves generating a series of decision functions( f 0, f 1, . . ., f N),
with the initial hypothesis f 0 and the updated regression function f k. When a new sample
(Xk, yk) arrives, the predicted value f k−1(Xk) is calculated by the historical decision function
f k−1, and the loss value LTIP( f k−1(Xk)− yk) is determined by combining f k−1(Xk) with
the actual label yk.

The update process of f k is defined as follows:

f k = f k−1 − γk · zk (10)

where γk > 0 is the learning rate; zk = C·∂ f LTIP( f k−1(Xk)− yk)| f= f k−1 + f k−1. ∂ f LTIP( f k−1

(Xk) − yk) is determined by the renewable nucleus, i.e., ∂ f LTIP( f k−1(Xk) − yk) = L′TIP
( f k−1(Xk)− yk)·κ(Xk, ·). With uk = ( f k−1(Xk)− yk), zk is expressed as follows:

zk =

⎧⎨⎩
C · k(Xk, ·) + f k−1 ε ≤ uk < δ

f k−1 otherwise
−C · τk(Xk, ·) + f k−1 −δ/τ ≤ uk < −ε/τ

(11)

Combining Equations (10) and (11), the iterations for the decision function is de-
fined as:

zk =

⎧⎨⎩
(1− γk) f k−1 − γkC · k(Xk, ·) ε ≤ uk < δ

(1− γk) f k−1 otherwise
(1− γk) f k−1 + γkC · τk(Xk, ·) −δ/τ ≤ uk < −ε/τ

(12)

The sample is not a support vector if uk ∈ [−ε/τ, ε) or (−∞, −δ/τ) ∪ [δ, +∞). The two
regions are ε-insensitive or outlier regions, in which the samples from these regions are not
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considered during the update process. The proposed SVR model not only preserves the
sparsity of ε-insensitive loss but also increases the sparsity by eliminating outliers.

Algorithm 1 details the proposed TIPOSVR algorithm.

Algorithm 1: Online support vector regression algorithm based on the truncated
ε-insensitive Pinball loss function.

Input: Initial assumption (decision function) f 0, hyperparameter γ > 0, λ > 0,
τ > 0, ε > 0, δ > 0, C > 0, k > 0. Data sample (Xi, yi), i = 1, 2, · · · · · · ,

Output: sequence of decision functions
(

f 0, f 1, · · · · · · , f N)
1: for k = 1, 2, · · · · · · do
2: Receive data Xk

3: Predict f k−1(Xk)

4: Receive true label yk

5: Compute uk = f k−1(Xk)− yk

6: if ε ≤ uk < δ

7: fk ← (1− γk) f k−1 − γkC · k(Xk, ·)
8: elif −δ/τ ≤ uk < −ε/τ

9: fk ← (1− γk) f k−1 + γkC · τ · k(Xk, ·)
10: else

11: fk ← (1− γk) f k−1

12: end if

13: end for

4.3. Convergence of TIPOSVR

In the research of the regularized instantaneous risk minimization with Canal loss,
Ref. [22] reveals that the regularized Canal loss satisfies an inequality analogous to that
of a convex function on R, apart from two small, unidentifiable intervals. Strong pseudo-
convexity is defined based on this representation, and the convergence performance of
NROR is analyzed using online convex optimization theory. It has been demonstrated that
if the prediction deviation sequence does not fall into the unrecognizable region of Canal
loss, the average instantaneous risk will converge to the minimum regularization risk at a
rate of o

(
T−1/2

)
.

Drawing inspiration from [22], this section illustrates the strong pseudo-convexity of
the regularization TIPL loss, and concludes TIPOSVR’s convergence rate of the average
instantaneous risk to the minimum regularization risk. Definitions and propositions of
strong pseudo-convexity in this section are taken from [22].

Definition 1 ([22] Strong pseudo-convexity). A function f : χ → R is said to be strongly
pseudo-convex (SPC) on χ1 ⊂ χ with respect to x ∈ χ, if

f (x)− f (x) ≤ K〈 f ′(x), x− x〉 (13)

holds for all x ∈ χ1, with f ′(x) a Clarke subgradient of f at x, K > 0 is a contant. If the Inequality
Equation (13) holds with respect to any x ∈ χ1, f is called SPC on χ1 ⊂ χ. The collection of SPC
functions on χ1 with K > 0 are denoted asWK(χ1).

When k = 1, a strongly pseudo-convex function is equivalent to a convex function.
In order to understand the strong pseudo-convexity of the regularized TIPL’s loss, which is
a piecewise convex function, further analysis is required. Propositions 1 and Propositions
2 [22] enable us to verify the strong pseudo-convexity of TIPL loss.
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Proposition 1 ([22]). Let f : R → R be a univariate continuous function. Assume that on
each interval of (−∞, a], (a, b), [b, ∞), f (x) is convex, and f ′−(a) < 0, f ′+(b) > 0, f ′+(a) �=
0, f ′−(b) �= 0. Then we have that the Inequality (13) holds for any fixed x ∈ R and x ∈ R with

K = max
{

1,
f ′−(a)
f ′+(a)

,
f ′+(a)
f ′−(a)

,
f ′−(b)
f ′+(b)

,
f ′+(b)
f ′−(b)

,
f ′−(a)
f ′+(b)

,
f ′+(b)
f ′−(a)

}
(14)

Proposition 2 ([22]). Let f : R → R be a univariate continuous function. Let a0 < a1 <
· · · < am be the real numbers, a0 = −∞ and am = +∞. On each interval of [ai, ai+1], f (x) is
convex, and i = 0, 1, ..., m− 1. Let S be the set of the minimum points of f on R. Suppose that
the optimal solution set S ∈ [aq, aq+1]. With q ∈ [0, · · · , m− 1]. Moreover, suppose that f (x) is
strictly decreasing when X ≤ In f S and strictly increasing when X ≥ SupS. Then, for any fixed
x ∈ [a0, am] and x ∈ [a0, am]. Inequality (13) holds with

K =max

{
1,

f ′+
(
aμ

)
f ′−(av+1)

,
f ′−(ai)

f ′+
(
aj
) | q ∈ [0, .., m− 1], μ ∈ [v + 1, .., q]

v ∈ [0, .., q− 1], i ∈ [q + 1, .., j], j ∈ [q + 1, .., m− 1]}
(15)

It is evident from Proposition 1 and Proposition 2 that the parameter K of strong
pseudo-convexity is associated with the directional derivatives at the end of the intervals.
The strong pseudo-convexity of regularized TIPL loss is obtained from Lemma 1 and
Lemma 2. The proof of lemmas and theorems can be found in the supplementary material.

Lemma 1. Denote Ω0 = [t0 − δ/τ − C|β|, t0 − δ/τ]∪ [t0 + δ, t0 + δ + C|β|], suppose 0 /∈ Ω0,
f (t) = 1

2 t2 + C · LTIP(β(t− t0)) is SPC with K = max
{

2, 1 + C·τ2X2

δ , 1 + C·τX2

δ·τ−ε

}
on R\Ω0.

Lemma 2. Let the sequence instance (Xt, yt) satisfy k(Xt, Xt) ≤ X2. For a fixed g ∈ H

ut =
(

f t − g
)
/
∥∥ f t − g

∥∥, t0 = yt − g(Xt) + ut(Xt) ·
〈
ut, g

〉
,

Ω0 =
[
−δ/τ − (

ut(Xt)
)2,−δ/τ

]
∪
[
δ, δ +

(
ut(Xt)

)2
]

Assuming t0 /∈ Ω0, ξt = f t(Xt)− yt /∈ Ω0, we have

Rinst
[

f t, Xt, yt
]− Rinst[g, Xt, yt] ≤ K ·

〈
∂ f Rinst

[
f t, Xt, yt

]∣∣∣
f= f t

, f t − g
〉
H

with

K = max
{

2, 1 +
C · τ2X2

δ
, 1 +

C · τX2

δ · τ − ε

}
. (16)

Lemma 2 demonstrates that, under the given assumptions, f and g of instantaneous
loss satisfy the inequality of strong pseudo-convexity. Subsequently, we can employ online
convex optimization technology to analyze the convergence performance of TIPOSVR.
The theorem provides the rate measure of TIPOSVR convergence to minimize risk.

Theorem 1. Set example sequence S = {(Xt, yt)}T
t=0 be k(Xt, Xt) ≤ X2 holds for all t.

(
f 0, · · · , f T)

represents a hypothetical sequence produced by TIPOSVR, Rinst[g, S] = 1
T ∑T

t=1 Rinst[g, Xt, yt],
and ĝ = arg ming∈H Rinst[g, S]. Fix C, ε > 0, 0 < η < C and set the learning rate ηt = η · t−1/2.
We assume that each hypothesis f t generated by TIPOSVR satisfies the hypothesis stated in Lemma
2, for t = 0, 1, 2 · · · T, and then we have the following expression

1
T

T

∑
t−1

Rinst
[

f t, Xt, yt
] ≤ Rinst[ĝ, S] + αT−1/2 + o

(
T−1/2

)
(17)
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Among them, α = 2KX2

η + 4KX2η, K = max
{

2, 1 + C·τ2X2

δ , 1 + C·τX2

δ·τ−ε

}
.

In Theorem 1, we get an o
(

T−1/2
)

regret boundary. For each t, f t−1(Xt)− yt /∈ Ω0,

Ω0 is the union of two intervals with length u2(Xt) ≤ X2. For f t exceeding this hypothesis
in practice, the prediction error f t(Xt)− yt may fall within the zone Ω0, where losses are
flat. In this case, sample (Xt, yt) is identified as a non support vector by TIPOSVR.

5. Numerical Experiments

We performed experiments on multiple datasets with noise and outliers to evaluate the
effectiveness of the TIPOSVR. The performance of our model is then compared with those
of other online SVR models. The datasets adopted consist of synthetic datasets, benchmark
datasets, and real datasets. The artificial dataset evaluates performance under specific
fluctuations, while the benchmark and real-world datasets allow for assessing performance
in realistic environments. In the experimental part, three comparison algorithms are used
in the experiment: ε-SVR (SVR with ε-insensitive loss), SVQR (SVR with ε-insensitive
pinball loss), and NROR (SVR with truncated ε-insensitive loss), as shown in Table 1. Batch
algorithms are not included in the comparison algorithms because they are inappropriate
for training with large datasets.

Table 1. Loss functions.

Loss Function Definition

Linear ε-Insensitive loss max{0, |u| − ε}
ε-Insensitive Pinball loss max{−τu− ε, u− ε, 0}

Canal loss min{δ− ε, max{0, |u| − ε}}

Experiments are carried out using Python 3.8 on a PC with an Intel i7-5500U CPU
2.40 GHz.

To ensure the accuracy and effectiveness of the assessment, we chose absolute mean
error (MAE), root mean square error (RMSE), and time to run (TIME) as the assessment
metrics. Details of the evaluation criteria are presented in Table 2.

Table 2. Table of evaluation criteria.

Evaluation Criteria Definition

MAE 1
n ∑n

t=1

∣∣∣ f̂ t−1(xt)− yt

∣∣∣
RMSE

√
1
n ∑n

t=1

(
f̂ t−1(xt)− yt

)2

MAE is the average of the absolute errors. RMSE is the square root of the mean square
error, which provides the standard deviation of the errors. MAE is not as sensitive to
outliers as RMSE, which puts more emphasis on large error values.

Samples from the dataset are randomly selected to form the training and test sets,
with outliers and noise added to the training set. A grid search method was used to identify
the optimal values of the parameters. The Gaussian kernel k(x, x′) = exp

(−κ‖x− x′‖2)
was selected as the kernel in the work. TIPOSVR includes hyperparameters such as
the insensitivity coefficient ε, the asymmetry parameter τ, the truncation parameter δ,
the regularization parameter C, the learning rate γ and the kernel parameter κ. To negate
the effects of the kernel and regularization parameters, the most effective values of C and
κ were identified through ε-SVR, and the same values were then used for the other three
models. Grid search and five-fold cross-validation were performed on the training set for
each dataset to obtain the highest accuracy. C was taken from {0.1, 0.5} while κ choosen
from {0.5, 1, 2, 4, 8, 16}. The NROR algorithm was employed to determine the truncation
parameter δ from {0.4, 0.8, 1.6}. Cross-validation and grid search methods in TIPOSVR
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were used to select the asymmetric parameter τ from {0.4, 0.8, 1, 1.2, 1.4}. The insensitivity
parameter was set to 0.04 for simplicity.

5.1. Synthetic Datasets

The synthetic dataset is generated by a bivariate function defined as follows:

f (x1, x2) =
(5− x2)

2 + (6− x1)
2

(5− x1)
2 + (5− x2)

2 (18)

where x1 and x2 are input features of the sample with uniform distribution U[0, 10], x1 ∈
[0, 10], x2 ∈ [0, 10] and (x1, x2) �= (5, 5). The output features are generated by Equation (18),
which is shown in Figure 2.

Figure 2. Function for synthetic dataset.

Different types of noises are added to the dataset to evaluate the effectiveness of the
proposed algorithm. Consider the label of the training sample ỹi to be of the form ỹi =
yi + ζi, where ζi is noise sampled according to the noise distribution. The synthetic dataset
is affected by five different types of noise: symmetric homoscedastic noise, symmetric
heteroscedastic noise, asymmetric homoscedastic noise, asymmetric and heteroscedastic,
and asymmetric heteroscedastic noise that varies with the independent variable. Samples
generated by the bivariate function are polluted with noise. Five noisy training datasets are
generated as follows:

Type I.
ỹ(1)i = yi + ζ

(1)
i (19)

ζ
(1)
i is the Gaussian noise with a normal distribution N(0, 2), whereas ỹ(1)i is the data

label that contains symmetric homoscedastic noise.
Type II.

ỹ(2)i = yi + ζ
(2)
i (20)

ζ
(2)
i is the Gaussian noise whose distribution obeys N(0, 2), where σ2 is a random num-

ber on the interval [0, 6], ỹ(2)i is the data label containing symmetric heteroscedastic noise.
Type III.

ỹ(3)i = yi + ζ
(3)
i (21)

ζ
(3)
i is the Chi square noise whose distribution obeys χ2(1). ỹ(3)i is the data label

containing asymmetric and homoscedastic noise.
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Type IV.
ỹ(4)i = yi + ζ

(4)
i (22)

ζ
(4)
i is the Chi square noise with a Chi square distribution χ2(n), where n is the

random number on the interval [1, 4]. ỹ(4)i is the data label containing asymmetric and
heteroscedastic noise.

Type V.
ỹ(5)i = yi + xi · ζ(1)i (23)

ỹ(5)i is the data label containing asymmetric and heteroscedastic noise where the noise

varies xi · ζ(1)i significantly with the independent variable x.
The probability density function of Gaussian distribution N(0, 2) is shown in Figure 3.

The mean is zero and the variance is 2. The skewness of Gaussian distribution N(0, 2) is 0.
This distribution is symmetric.

The probability density function of δχ2 − 4 is shown in Figure 4. The mean of δχ2 − 4
is zero and the variance of δχ2 − 4 is 8. The skewness of δχ2 − 4 is

√
2. This distribution

is asymmetric.

Figure 3. The probability density function of Gaussian distribution N(0, 2).

Figure 4. The probability density function of Chi square distribution δχ2 − 4.

The noise level is determined by the ratio of noisy data in the training set, which
are set to 0%, 5%, 20%, 40%, 50%, or 60%. The training set consists of 5000 samples with
noise, and the test set consists of 5000 samples without noise. The experimental results are
listed in Tables 3–7. The performance of TIPOSVR demonstrates its effectiveness in making
accurate predictions across diverse datasets.

44



Mathematics 2023, 11, 709

Table 3 lists the accuracy and learning time of algorithms for the symmetric homovari-
ance noise dataset. The most outstanding results of each indicator are in bold font. At a
low noise level, the performance of the various algorithms is comparable, yet TIPOSVR’s
running time is significantly longer than the other comparison algorithms. The benefits
of TIPOSVR are not particularly noticeable in datasets that are symmetric and have a
low level of noise. However, when the noise level is high, TIPOSVR outperforms the
comparison algorithm.

Table 3. Operation results of algorithms under the influence of noise type I for synthetic dataset.

Noise Rate Loss Function MAE RMSE TIME (S)

0

NROR 0.081 0.136 7.70
ε-SVR 0.073 0.116 8.41
SVQR 0.098 0.134 8.49

TIPOSVR 0.071 0.098 8.53

0.05

NROR 0.083 0.140 7.36
ε-SVR 0.084 0.145 7.69
SVQR 0.077 0.106 8.18

TIPOSVR 0.073 0.105 8.25

0.2

NROR 0.091 0.158 6.56
ε-SVR 0.115 0.171 8.60
SVQR 0.087 0.122 7.24

TIPOSVR 0.084 0.116 6.21

0.4

NROR 0.094 0.155 5.54
ε-SVR 0.150 0.208 8.97
SVQR 0.095 0.124 5.98

TIPOSVR 0.086 0.120 3.94

0.5

NROR 0.103 0.164 4.42
ε-SVR 0.159 0.209 8.92
SVQR 0.079 0.135 4.95

TIPOSVR 0.091 0.145 5.17

0.6

NROR 0.193 0.280 3.82
ε-SVR 0.195 0.247 8.92
SVQR 0.146 0.219 3.68

TIPOSVR 0.096 0.131 2.85

The accuracy and learning time of various algorithms for symmetric heteroscedastic
noise datasets are summarized in Table 4. The MAE and RMSE of the TIPOSVR are
lowest when the noise rate is 5%, 40%, 50%, and 60%, showing that the TIPOSVR has
achieved an excellent matching effect. TIPOSVR is trained with the minimum time when
the noise rates are 50% and 60%, indicating that it provides accurate predictions while
saving computational resources. TIPOSVR shows the best accuracy and is followed by
NROR and SVQR. ε-insensitive loss provides the worst accuracy for datasets corrupted
by heteroscedastic noise. The performance of asymmetric ε-insensitive loss and truncated
asymmetric ε-insensitive loss is superior to that of symmetric loss, indicating that the
ability to deal with heteroscedastic noise can be significantly enhanced by adjusting the
asymmetric parameters.
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Table 4. Operation results of algorithms under the influence of noise typeII for synthetic dataset.

Noise Rate Loss Function MAE RMSE TIME (S)

0

NROR 0.080 0.125 8.90
ε-SVR 0.060 0.099 7.88
SVQR 0.074 0.098 8.21

TIPOSVR 0.082 0.119 7.95

0.05

NROR 0.081 0.136 7.70
ε-SVR 0.093 0.139 8.04
SVQR 0.076 0.104 7.69

TIPOSVR 0.070 0.101 7.71

0.2

NROR 0.074 0.115 6.00
ε-SVR 0.089 0.120 8.16
SVQR 0.081 0.111 6.69

TIPOSVR 0.082 0.117 6.97

0.4

NROR 0.076 0.131 5.35
ε-SVR 0.136 0.177 8.38
SVQR 0.092 0.134 5.09

TIPOSVR 0.073 0.113 5.62

0.5

NROR 0.095 0.148 5.35
ε-SVR 0.132 0.172 8.38
SVQR 0.094 0.122 4.49

TIPOSVR 0.069 0.111 3.52

0.6

NROR 0.160 0.272 5.28
ε-SVR 0.180 0.250 8.15
SVQR 0.104 0.153 4.06

TIPOSVR 0.096 0.142 3.39

Results of different algorithms on asymmetric homoscedastic noise are tabulated in
Table 5. In the absence of noise, the time and accuracy performance of SVQR is clearly
superior to other methods. The evidence indicates that truncation has no effect on data
regression when there is no noise, however, it will cause a longer running time. As the
noise rate increases, the superiority of TIPOSVR becomes more and more apparent, espe-
cially when the noise rate is 40%, 50%, and 60%, where it attains the best accuracy. The
results show that TIPOSVR can achieve the highest accuracy in a relatively short time for
asymmetric noise.

Simulation results of algorithms for asymmetric heteroscedastic noise datasets are
presented in Table 6. The experimental results show that TIPOSVR achieves the best MAE
performance at overall noise levels. It yields the lowest RMSE when the noise rate is 0%,
20%, 50%, and 60%. TIPOSVR performs better than NROR. The comparison between
NROR and TIPOSVR, in terms of both truncated losses, reveals that asymmetric truncated
loss is more effective than symmetric loss for heteroscedastic noise. The asymmetric feature
diminishes the influence of asymmetric noise on the regression function. The results
confirm the theoretical analysis.

The test accuracy and learning time of different algorithms, as the noise value varies
with the independent variable, are shown in Table 7. This dataset presents a more intricate
situation. The noise in the dataset depends on the independent variable. More noise and
outliers are likely to appear. The results show that all algorithms are sensitive to noise level.
TIPOSVR is still significantly more accurate than the comparison algorithms and shows its
proficiency in dealing with general noise and outliers.
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Table 5. Operation results of algorithms under the influence of noise type III for synthetic dataset.

Noise Rate Loss Function MAE RMSE TIME (S)

0

NROR 0.075 0.107 8.55
ε-SVR 0.076 0.111 8.61
SVQR 0.068 0.095 8.84

TIPOSVR 0.072 0.103 9.02

0.05

NROR 0.068 0.105 8.55
ε-SVR 0.065 0.102 8.82
SVQR 0.071 0.118 8.12

TIPOSVR 0.065 0.096 6.96

0.2

NROR 0.077 0.134 7.60
ε-SVR 0.087 0.125 9.09
SVQR 0.088 0.139 7.79

TIPOSVR 0.077 0.118 7.79

0.4

NROR 0.083 0.143 7.60
ε-SVR 0.124 0.151 9.22
SVQR 0.088 0.119 7.55

TIPOSVR 0.075 0.118 7.22

0.5

NROR 0.103 0.159 6.46
ε-SVR 0.125 0.185 8.67
SVQR 0.111 0.174 6.87

TIPOSVR 0.098 0.164 5.62

0.6

NROR 0.099 0.143 5.29
ε-SVR 0.129 0.188 8.23
SVQR 0.234 0.351 5.75

TIPOSVR 0.087 0.112 4.47

Table 6. Operation results of algorithms under the influence of noise typeIV for synthetic dataset.

Noise Rate Loss Function MAE RMSE TIME (S)

0

NROR 0.077 0.115 8.28
ε-SVR 0.089 0.118 7.83
SVQR 0.084 0.129 7.94

TIPOSVR 0.072 0.101 8.12

0.05

NROR 0.074 0.107 6.23
ε-SVR 0.074 0.106 7.97
SVQR 0.080 0.120 7.86

TIPOSVR 0.070 0111 8.13

0.2

NROR 0.078 0.148 7.04
ε-SVR 0.092 0.120 8.09
SVQR 0.081 0.109 6.46

TIPOSVR 0.071 0.097 6.41

0.4

NROR 0.174 0.285 7.04
ε-SVR 0.094 0.149 7.81
SVQR 0.083 0.113 4.67

TIPOSVR 0.077 0.134 4.30

0.5

NROR 0.133 0.237 3.42
ε-SVR 0.249 0.366 7.19
SVQR 0.174 0.225 7.24

TIPOSVR 0.107 0.152 7.75

0.6

NROR 0.220 0.286 3.84
ε-SVR 0.232 0.288 9.01
SVQR 0.230 0.277 7.96

TIPOSVR 0.126 0.165 5.00
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Table 7. Operation results of algorithms under the influence of noise type V for synthetic dataset.

Noise Rate Loss Function MAE RMSE TIME (S)

0

NROR 0.081 0.124 8.61
ε-SVR 0.086 0.118 8.05
SVQR 0.078 0.113 8.19

TIPOSVR 0.069 0.100 7.94

0.05

NROR 0.088 0.118 8.28
ε-SVR 0.077 0.113 8.31
SVQR 0.086 0.120 8.11

TIPOSVR 0.069 0.101 8.17

0.2

NROR 0.089 0.127 7.78
ε-SVR 0.101 0.134 8.44
SVQR 0.087 0.127 7.71

TIPOSVR 0.079 0.113 7.68

0.4

NROR 0.102 0.148 7.11
ε-SVR 0.107 0.160 8.43
SVQR 0.101 0.138 6.79

TIPOSVR 0.083 0.124 6.39

0.5

NROR 0.101 0.141 7.11
ε-SVR 0.166 0.228 8.45
SVQR 0.099 0.145 5.87

TIPOSVR 0.090 0.130 5.59

0.6

NROR 0.147 0.233 3.71
ε-SVR 0.127 0.194 8.64
SVQR 0.172 0.265 6.41

TIPOSVR 0.085 0.115 6.76

In summary, the study indicates that TIPOSVR is effective when applied to datasets
with different types of noise. In particular, at high noise levels (when the noise rate reaches
50% and 60%), TIPOSVR provides accurate predictions in a timely manner. This algorithm
shows excellent robustness and generalizability.

5.2. Benchmark Datasets

In this section, four datasets are selected from the UCI benchmark dataset, including
the Dry Bean dataset (DB), the Grid Stability Simulation dataset (EGSSD), the Abalone
dataset, and the Gas Turbine Generation (CCPP). To evaluate the results, three benchmark
algorithms are employed: ε-SVR, NROR, and SVQR. Table 8 provides an overview of the
attributes and sample numbers of the UCI benchmark datasets.

Table 8. Benchmark datasets description.

Tag Dataset Samples Attributes

A CCPP 9568 4
B DB 13,611 17
C EGSSD 10,000 12
D Abalone 4177 8

The data from the datasets are normalized and split equally into training and test
datasets. Research is conducted using datasets with symmetric noise characterized by
homogeneous and heteroscedastic variances. The performance of TIPOSVR is evaluated
and compared with that of the comparison algorithms on the four benchmark datasets.
The selection of the hyperparameters follows the same approach as that used for the
synthetic datasets.
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Figures 5 and 6 shows the MAE and RMSE values obtained from TIPOSVR and the
comparison algorithms for the UCI benchmark datasets with homogeneous Gaussian noise
added. No remarkable disparity is observed in the performance of the four methods without
noise when analyzing the A dataset. The performance of ε-SVR and SVQR vary significantly
as the noise rate increases. When the noise rate reaches 40%, 50% and 60%, TIPOSVR and
NROR demonstrate superior performance compared to the other two methods. In the
majority of cases, TIPOSVR has been found to be the most effective. When the noise
rate reaches 60%, it is only inferior to NROR. On dataset B, TIPOSVR, NROR and ε-SVR
demonstrate the same level of performance with no noise present. As the noise rate
increases, both ε-SVR and SVQR display more variations. The variation of both TIPOSVR
and NROR are less than that of the two methods mentioned above. At noise rates of 40%
and 50%, TIPOSVR proves to be more effective than NROR. At a noise rate of 60%, TIPOSVR
and NROR demonstrate comparable results. In comparison to SVQR, the performance of
TIPOSVR, NROR and ε-SVR on the C dataset are superior when the noise level is 0, 5%, 20%
and 40%. At noise rates of 50% and 60%, NROR and TIPOSVR show superior performance
compared to the other two methods, with TIPOSVR exhibiting the best results. For the D
dataset, NROR and TIPOSVR demonstrate the same level of performance, regardless of
the noise rate, which is superior to the other two methods. In terms of noise, the RMSE of
TIPOSVR is smaller than that of NROR.

The data indicate that TIPOSVR does not excel in symmetric homogeneity datasets
at low noise rate, and may even be inferior to NROR. At a high noise rate, TIPOSVR’s
performance is equivalent to NROR, surpassing the other two comparison algorithms,
and even surpassing NROR in some cases. TIPOSVR has been found to be successful in
dealing with regression problems that have a high noise level.

Figure 5. MAE for Gaussian noise of homogeneity on (A) CCPP, (B) DB, (C) EGSSD, (D) Abalone.
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Figure 6. RMSE for noise of homogeneity on (A) CCPP, (B) DB, (C) EGSSD, (D) Abalone.

The bar graph in Figures 7 and 8 illustrate the MAE and RMSE of each algorithm
for the benchmark datasets with heteroscedastic noise added. If the noise rate is not
more than 40% for datasets A and C, there is no significant distinction between the four
methods. At noise rates of 40%, 50% and 60%, NROR and TIPOSVR demonstrate superior
performance compared to ε-SVR and SVQR, with TIPOSVR displaying the best results
at 60%. At a noise rate of 20%, NROR and TIPOSVR prove to be more effective than
SVQR and ε-SVR when applied to dataset B. Furthermore, when the noise rate increases to
50% and 60%, TIPOSVR outperforms NROR. In the D dataset, TIPOSVR and NROR have
consistently demonstrated better performance than SVQR and ε-SVR. TIPOSVR and NROR
demonstrated an equivalent level of performance.

It is observable that in the dataset with heteroscedasticity noise, when the noise rate is
high, TIPOSVR and NROR have comparable performance, and TIPOSVR are usually more
effective than NROR. The loss function that accounts for asymmetry exhibits improved per-
formance.
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Figure 7. MAE for noise of heteroscedasticity on (A) CCPP, (B) DB, (C) EGSSD, (D) Abalone.

Figure 8. RMSE for noise of heteroscedasticity on (A) CCPP, (B) DB, (C) EGSSD, (D) Abalone.
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5.3. Real Datasets

We perform an experiment using actual data from the gas consumption dataset [37].
The dataset consists of 18 features: minimum temperature (minT), average temperature (aveT),
maximum temperature (maxT), minimum dew point (minD), average dew point (aveD), maxi-
mum dew point (maxD), minimum humidity (minH), average humidity (aveH), maximum
humidity (maxH), minimum visibility (minV), average visibility (aveV), maximum visibility
(maxV), minimum air pressure (minA), average air pressure (aveA), maximum air pressure
(maxA), minimum wind speed (minW), average wind speed (aveW) and maximum wind speed
(maxW), and the prediction label is Natural Gas Consumption (NGC).

No noise is added to the data labels on the real datasets. The training set and the
test set are divided into equal parts. The parameters and comparison algorithms settings
remain the same as before, and the calculation results are presented in Table 9.

Table 9. Evaluation table based on real dataset experimental result.

Loss Function MAE RMSE TIME (S)

NROR 0.066 0.103 2.11
ε–SVR 0.096 0.121 2.30
SVQR 0.094 0.130 2.30

TIPOSVR 0.059 0.102 2.14

Table 9 illustrates the performance of various algorithms on an actual dataset. In
Table 9, TIPOSVR is shown to perform optimally with an MAE of 0.059 and an RMSE of
0.102, indicating its ability to provide a reliable estimate of the real datasets. TIPOSVR re-
mains a viable option compared to other algorithms when dealing with real-world problems.

In summary, all datasets show the effectiveness of TIPOSVR. It is still possible to
accurately represent the data distribution even though it is corrupted by noise or outliers.
This indicates that the algorithm is advantageous in handling noisy data and lends itself to
regression in the data flow.

6. Conclusions

In this paper, we review the progress of SVR and find that the existing regression
algorithms are insufficient to effectively predict dynamic data streams containing noise and
outliers effectively.

This study introduces TIPL to assess instantaneous risk in the SVR model. This new
loss function is a combination of asymmetry loss and truncated non-convex loss function
that offers a variety of advantages. TIPL adjusts the weights of the penalties for both
positive and negative errors using asymmetric parameters τ. τ allows us to partition the
fixed width of the ε-insensitive area without sacrificing its sparsity. Horizontal truncation
is used to deal with large noise and outliers. TIPL incorporates and extends the pinball loss,
ε-insensitive loss, and truncated ε-insensitive loss.

Within the regularization framework, a TIPL-based online SVR algorithm is developed
to perform robust regression in a data flow context. Given the non-convexity of the
proposed model, an online gradient descent algorithm is chosen to solve the problem.

Experiments are performed on synthetic datasets, UCI datasets, and real datasets
corrupted by Gaussian, heteroscedastic, asymmetric, and outlier noise. Our model has
been found to be more resilient to noise and outliers than some classical and advanced
methods. It also has better prediction performance and faster learning speed. The proposed
model is therefore expected to provide more accurate predictions in the dynamic flow of
data while consuming fewer computational resources than the batch learning approach.

The main disadvantage of this model lies in the use of multiple hyperparameters.
Choosing the appropriate parameter values is essential for the algorithm to achieve optimal
performance. In our ongoing research, we aim to develop techniques for determining the
optimal hyperparameters for a given training set.
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Abstract: To effectively prevent patients from nosocomial cross-infection and secondary infections,
buffer wards for screening infectious patients who cannot be detected due to the incubation period
are established in public hospitals in addition to isolation wards and general wards. In this paper,
we consider two control mechanisms for three types of wards and patients: one is the dynamic bed
allocation to balance the resource utilization among isolation, buffer, and general wards; the other
is to effectively control the admission of arriving patients according to the evolution process of the
epidemic to reduce mortality for COVID-19, emergency, and elective patients. Taking the COVID-19
pandemic as an example, we first develop a mixed-integer programming (MIP) model to study the
joint optimization problem for dynamic bed allocation and patient admission control. Then, we
propose a biogeography-based optimization for dynamic bed and patient admission (BBO-DBPA)
algorithm to obtain the optimal decision scheme. Furthermore, some numerical experiments are
presented to discuss the optimal decision scheme and provide some sensitivity analysis. Finally,
the performance of the proposed optimal policy is discussed in comparison with the other different
benchmark policies. The results show that adopting the dynamic bed allocation and admission
control policy could significantly reduce the total operating cost during an epidemic. The findings can
give some decision support for hospital managers in avoiding nosocomial cross-infection, improving
bed utilization, and overall patient survival during an epidemic.

Keywords: buffer wards; mixed-integer programming; dynamic bed allocation; patient admission
control; COVID-19 pandemic
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1. Introduction

In recent years, the outbreaks of major infectious diseases have posed a significant
threat to human health, life security, and economic development worldwide. For example,
coronavirus disease 2019 (COVID-19) is sweeping the world rapidly, with over 500 million
confirmed cases and over 6 million deaths globally reported by the World Health Orga-
nization as of 17 April 2022 (https://covid19.who.int/ (accessed on 17 April 2022)). The
U.S. Department of Health and Human Services report showed that the average daily
admissions peaked at 145,000 during the week in mid-January 2022 due to the impact of the
Omicron variant (https://protect-public.hhs.gov/pages/hospital-utilization (accessed on
1 April 2022)). The extreme shortage of hospital beds has resulted in COVID-19 patients not
being rationally scheduled and non-COVID-19 patients not receiving urgent care, which
significantly increases the risk of virus transmission and patient death.

As we all know, inpatient beds are one of the critical resources in the daily operation
of hospitals, and their effective dispatch directly affects the operation efficiency and service
level of the whole hospital [1]. Rapid and reasonable decision-making in limited bed alloca-
tion is crucial for preventing and controlling epidemics. Hospitals must simultaneously
face the following challenges: (1) First, hospitals must urgently allocate a certain number
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of isolation beds at negative pressure for the treatment of COVID-19 patients. (2) Then,
hospitals must guarantee necessary daily medical needs and provide essential medical ser-
vices for non-COVID-19 patients with different degrees of emergency, especially those with
high emergency health conditions (The U.S. Centers for Disease Control and Prevention,
2020; https://www.cdc.gov/coronavirus/2019-ncov/hcp/relief-healthcare-facilities.html
(accessed on 1 April 2022)). (3) Last, to avoid cross-infection within the hospitals and to
ensure the normal operation of medical facilities simultaneously, hospitals must develop
relevant screening policies to screen newly arrived inpatients, especially those who have
the risk of the incubation period of COVID-19 but are excluded temporarily (which we
call “at-risk-of-COVID-19” patients) [2,3]. Therefore, it is an urgent problem to make a rea-
sonable decision on bed allocation and patient admission control under limited resources
during an epidemic.

At present, research on cross-infection prevention in hospitalization for infectious
diseases mainly focuses on three classes: (1) Put at-risk-of-COVID-19 patients into isolation
beds for separating inpatient management, for example, in Singapore and Italy [4,5]. (2) The
hospitals provide each inpatient with the necessary personal protective equipment and
then place them in the general wards [6]. (3) Many hospitals have set up buffer wards
in emergency rooms, operating rooms, or general wards to pay close attention to new
inpatients at a certain period to screen COVID-19 patients, just as in Egypt and China [3,7].
However, the first way can cause an extreme shortage of isolation beds, and in the second
way, nosocomial infections may still appear despite the provision of additional personal
protective equipment for inpatients. In contrast, inpatient observation in the buffer wards
(a separate area for a single person in a single room) can effectively identify asymptomatic
and incubated COVID-19 patients. Additionally, patients requiring acute or emergency
treatment are attended to promptly in buffer wards even when nucleic acid test results
are unknown, thus relieving the pressure of medical treatment for non-COVID-19 patients
during a pandemic.

Our work is motivated by the need for hospital managers to rationalize bed allocation
and patient admissions during the evolution of the COVID-19 pandemic so hospitals can
take on the dual obligation of admitting patients and screening for latent COVID-19 patients
to prevent cross-infection and improve overall patient survival. At the same time, hospital
administrators face the challenge of balancing limited resources in different types of wards
and patients caused by the time-varying nature and high uncertainty of hospital resource
requirements. In this paper, we study the problem of dynamic bed allocation and patient
admission control in a hospital with three types of wards in the COVID-19 epidemic. The
bed manager faces trade-offs: (1) From the perspective of dynamic bed allocation, the
arrival rate of COVID-19 patients directly leads the isolation beds to be insufficient or
empty due to the fluctuations of the epidemic. In this context, balancing the allocation
of beds among different types of wards is critical to improving bed utilization. (2) From
the perspective of patient admission control, admitting too many elective patients will
delay the treatment of emergency and COVID-19 patients in the future while admitting
too few elective patients may result in a waste of medical resources. To solve the above
problems, we propose an MIP model to jointly optimize bed resource allocation and patient
admission. Specifically, the bed manager should make the bed allocation decisions on the
isolation, buffer, and general wards and how many elective patients should be admitted
in each period. Considering the stochastic arrivals, the uncertainty of the length of stay,
and the preference of hospital administrators, we propose a dynamic bed allocation and
patient admission control problem with the objective of minimizing the total operating cost
reflecting multiple criteria. The total operating cost is composed of the bed retrofitting cost,
the empty cost, the waiting cost, the rejection cost, and the delayed transfer cost.

Based on the above analysis, the main contributions to this study are:
(1) Considering buffer wards established to prevent cross-infection and secondary

infection of COVID-19 inside the hospital, we study the dynamic bed allocation and patient
admission control problem with three different types of wards during an epidemic, isolation
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wards for admission of COVID-19 patients, buffer wards to screen the incubation risk of
COVID-19, and general wards to admit emergency and elective patients who have excluded
the risk of the incubation period of COVID-19.

(2) We formulate a MIP model that considers three different types of wards and
patients for dynamic joint optimization of bed allocation and patient admission decisions.
In addition, we propose a BBO-DBPA algorithm to solve this joint optimization problem and
obtain an optimal decision scheme that minimizes the total operating cost of the hospital.

(3) Numerical experiments are conducted to investigate how the optimal decision
scheme depends on some key parameters. Furthermore, we evaluate the performance of
the optimal decision scheme by comparing it with some benchmark policies which are
executable and have significant practical implications.

The remainder of this paper is organized as follows. In Section 2, we briefly review
the relevant literature. Section 3 presents the problem description and symbol introduction.
Section 4 gives the basic optimization formula for the programming problems. Section 5
describes the proposed BBO-DBPA algorithm. In Section 6, we analyze the numerical results
and evaluate the performance of the optimal policy with benchmark policies. Section 7
makes conclusions and presents future research.

2. Literature Review

This paper focuses on the impact of dynamic bed allocation and patient admission
control policies during the COVID-19 pandemic. So, the following three streams of literature
contribute to this research: the inpatient management of epidemics, bed planning, and
patient admission scheduling.

For the inpatient management of epidemics, hospitals tend to adopt three ways
of admission to arrange newly arrived patients during the pandemic. The first is to
place both confirmed, and unconfirmed patients in isolation wards [5,8]. Heins et al. [9]
forecasted the short-term bed occupancy of patients with confirmed and suspected COVID-
19 by Monte Carlo simulation and used the predictions to guide bed allocation. The
second way for hospitals is to admit patients who cannot be confirmed for COVID-19
to the general wards with additional personal protection [6]. A cross-sectional study
by Liu et al. [10] found that this could somewhat free up isolation beds. Unfortunately,
unexpected infections still occur. In order to prevent and control the epidemic more strictly,
the last method is to set up buffer wards to provide timely treatment to critically ill patients
in some hospitals [3,7,11,12]. In terms of the operation management of hospitals with
buffer wards during a pandemic, Liu et al. [13] built the infinite- and finite-horizon Markov
decision process (MDP) models and proposed various iteration algorithms to obtain the
optimal policy.

The bed planning problem concerns how many beds should be allocated among mul-
tiple patient classes. From the perspective of bed types, scholars have studied single and
multiple types of beds. For the single type of beds, some researchers have focused on
solving different specific problems and developed integer programming models. Pishna-
mazzadeh et al. [14] studied the bed planning problem by considering elastic management,
developed an integer planning model and solved it using a simulated annealing algorithm.
Lei et al. [15] considered the bed planning problem for both deterministic and stochastic
length of stay and constructed an integer planning model by solving it using the CPLEX
solver. Research on the multi-type bed planning problem mainly focuses on two classes:
how to assign beds with specific features to a set of patients with specific requirements
and how many beds are configured in the various departments considering different goals.
Most papers construct integer programming models for the first class and solve them using
heuristic algorithms [16,17]. For the second class, Mathematical programming models and
simulation models are the most commonly used methods to deal with this problem [18–21].
In terms of dynamic bed management in a pandemic, Ma et al. [22] developed a dynamic
programming model to study the allocation of two types of beds (isolation beds and ordi-
nary beds) and the effect of the subsidy policy on serving three types of patients (COVID-19,
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emergency, and elective patients). The study shows that the dynamic allocation between
isolation and ordinary beds can provide better utilization of bed resources.

The patient admission scheduling problem (PAS problem) is first studied by Demeester
et al. [23]. It refers to assigning patients to appropriate beds within the planning horizon to
maximize treatment efficiency, patient comfort, and medical resource utilization while con-
sidering patients’ preferences and meeting necessary medical restrictions. From a strategic
point of view, patient admission scheduling is a kind of resource planning. To solve this
kind of problem, scholars have built integer programming optimization models and put
forward effective search algorithms to solve the specific problem. Relevant studies can be
divided into two streams according to whether the research needs are random or not. Some
scholars have studied the needs of deterministic patients and constructed integer program-
ming models, which have solved these models using a tabu search algorithm [24], general
low-level heuristics algorithm [25], column generation algorithm [26], biogeography-based
optimization algorithm [27,28], Fix-and-Relax and fix-and-optimization method [29], ex-
act solution method [30] and so on. Another kind of literature has studied the dynamic
situation of the PAS problem, that is, the patient demand is random. They built the integer
programming models and solved them by using the simulated annealing algorithm [31],
late acceptance hill-climbing algorithm [32], and column generation algorithm [33].

Although the current research on optimizing bed allocation and patient admission
control has achieved initial results, it still faces challenges. In terms of the research on bed
allocation decisions, most researchers have studied the problems of hospital bed configura-
tion in different departments [34,35]. Specifically, Broek d’Obrenan et al. [36] considered
the bed allocation for multi-types of patient flow among different departments. How-
ever, the above study only considered the allocation of hospital beds for ordinary patients
and ignored the allocation of isolation beds for infectious patients during the COVID-19
pandemic. Studies on patient admission scheduling have considered the problem that
different types of patients are assigned to different types of wards according to their prefer-
ences [22,30]. However, few studies consider bed retrofitting between different types of
wards. For the optimal decision under the pandemic, some papers noted the optimization
of inpatient admission only in buffer wards (e.g., Liu et al. [13]) but did not consider the
reality that different types of patient flows need to be placed in different types of wards.
To our knowledge, almost no one has studied the dynamic bed allocation and patient
admission control problem considering the buffer wards during the pandemic. In this
study, we study the dynamic bed allocation and patient admission control problem in a
hospital with three different types of wards during an epidemic. Furthermore, we propose
a mix-integer programming approach to obtain optimal dynamic bed allocation and patient
admission control policies.

3. Problem Statement

In this section, we describe the problem of dynamic bed allocation and patient admis-
sion control, considering three different types of wards in a hospital during a pandemic.
Additionally, we present the system structure and mathematical notations.

3.1. Problem Description

To illustrate our problem more clearly, Figure 1 illustrates this problem of dynamic
bed allocation and patient admission decisions for one hospital. Inpatients are divided
into three types after the initial screening at the triage table: confirmed COVID-19 patients,
at-risk-of-COVID-19 emergency patients, and at-risk-of-COVID-19 elective patients. To
ease analysis, patients with positive COVID-19 nucleic acid we considered are unvaccinated
and are infected for the first time. Additionally, at-risk-of-COVID-19 patients refer to those
who have not confirmed COVID-19 temporarily but have the incubation risk of COVID-19.
For simplicity, we define these three types of patients as COVID-19, emergency, and elective
patients in the remainder of the paper. During the regular management of the COVID-19
epidemic, the hospital has three types of wards: isolation wards, buffer wards, and general
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wards. If there are empty beds in the isolation wards, COVID-19 patients are admitted and
occupy an empty bed directly upon arrival. As introduced above, emergency and elective
patients should be sent to the buffer wards for COVID-19 screening. Similar to COVID-19
patients, emergency patients are directly admitted once they arrive. Unlike the first two,
the bed managers perform admission control for elective patients: admit them to the buffer
wards directly or let them join the waiting queue. In the buffer wards, once an inpatient has
been diagnosed with COVID-19, this patient should be immediately moved to the isolation
wards; otherwise, the patient will be excluded from COVID-19 risk and discharged or
transferred to the general wards. The maximum duration of patient observation in the
buffer wards is usually between 3 and 6 days. To make reasonable and efficient use of
bed resources, hospitals adopt a dynamic bed allocation policy, that is, retrofitting some
empty beds in one type of ward into beds in other types of wards. Note that the number of
empty beds reserved in different types of wards differs at the beginning of the planning
horizon. Based on the process described above, bed managers need to decide the number
of retrofitted beds among different types of wards and the number of elective patients
admitted to buffer wards in each planning period.

Figure 1. The illustration of patient flow and bed allocation considering buffer wards.

According to the epidemiological characteristics, the epidemic shows a fluctuating
trend. To cover the entire epidemic trend, we assume that the arrival process of COVID-19
patients shows the characteristics of first increasing and then decreasing. Additionally,
we assume that inpatients are not allowed direct access to the general wards during an
epidemic to prevent nosocomial infections, which is in line with the literature, for example,
He et al. [7]. For ease of understanding, we give the sequence of events in any period
as follows.

1. At the beginning of period t, the hospital manager ascertains the number of beds
occupied by different types of patients and the total number of beds in each type of
ward, respectively. In addition, the number of elective patients in the waiting queue
is obtained.

2. The hospital manager retrofits some beds in each type of ward.
3. Patients in buffer wards are transferred to isolation wards or general wards. The

hospital manager obtains the number of patients requiring to be transferred and
actually transferred from buffer wards to other types of wards according to the bed
information of the wards, respectively.

4. Newly arrived patients are admitted. The COVID-19 patients must be admitted
immediately using the reserved empty isolation beds. Additionally, the hospital
should admit emergency patients upon arrival to the buffer wards due to the greater
urgency level than elective patients. Moreover, new incoming elective patients join
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the waiting list if they are not admitted. Elective patients who cannot be admitted in
this period will be evaluated as to whether they will be admitted in the later periods.

5. At the end of period t, the cured patients are discharged from the designated inpatient
wards. At the same time, empty beds are cleaned following cleaning and disinfecting
procedures before admitting new patients or retrofitting other types of wards. This is
a common setting in the literature, e.g., Liu et al. [13] and Ma et al. [22].

3.2. Definition of Parameters and Variables

We introduce a summary of the notations defined and additional parameters and vari-
ables in Table 1. Note that, for notational and model simplicity, the bed retrofit between the
general and isolation beds can be carried out with the intermediate medium of buffer beds.

Table 1. Notations of the model.

Sets Definitions

I The set of patient types, indexed by i. i ∈ I = {1, 2, 3}, where type 1, type 2, and
type 3 represent the COVID-19 patients, the emergency patients, and elective
patients, respectively

J The set of ward types, indexed by j. j ∈ J = {1, 2, 3}, where type 1, type 2, and type
3 denote the isolation wards, buffer wards, and general wards, respectively

L The set of bed retrofit policies, indexed by l. The bed retrofit policies includes
four types: l = 1 represents the retrofit from buffer beds to isolation beds and l = 3
for reverse conversion; l = 2 represents the retrofit from general beds to buffer beds
and l = 4 for reverse conversion

T The set of time periods, indexed by t

Parameters Definitions

N The total number of beds in the hospital
λi,j,t The number of patient arrivals in type i ∈ I in ward type j ∈ J in period t ∈ T
di,j,t The number of type i ∈ I patients who need to transfer from buffer wards to ward

type j ∈ J in period t ∈ T
μi,j,t The number of patients’ discharge in type i ∈ I in ward type j ∈ J in period t ∈ T
cl The unit retrofitting cost of adopting the bed retrofit policy l ∈ L
δj The opportunity cost of an empty bed in ward type j ∈ J
σ The waiting cost of an elective patient in the waiting queue per unit time
hi The rejection cost of a type i ∈ I patient
σi,j The delaying cost of a type i ∈ I patient that needs to be transferred but is delayed

Variables Definitions

nl,t The number of beds retrofitted by policies l ∈ L in period t ∈ T
xt The number of elective patients admitted to the buffer wards in period t ∈ T
Xi,j,t The number of inpatients in type i ∈ I in ward type j ∈ J in period t ∈ T + 1
Yj,t The number of beds in ward type j ∈ J in period t ∈ T + 1, including occupied and

empty beds
Di,j,t The number of patients in type i ∈ I transferred from the buffer wards to ward type

j ∈ J in period t ∈ T
Wt The number of patients in the waiting queue in period t ∈ T + 1 (i.e., the length of

waiting queue)

4. Mathematical Formulation

In this section, we consider a finite planning horizon of T periods and give a mathe-
matical formulation of the dynamic bed allocation and patient admission control problem
by developing a MIP model. The objective of our problem is to minimize the total operating
cost, including the bed retrofitting cost, the empty cost, the waiting cost of elective patients,
the rejection cost of COVID-19 patients and emergency patients, and the delayed transfer
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cost of patients who should be transferred but were not. The decision variables are ni,t and
xt. Based on the above analysis, this problem can be formulated as follows:

min Z = ∑
t∈T

∑
l∈L

nl,tcl + ∑
t∈T

wWt + ∑
t∈T

∑
j∈J

δj(Yj,t+1 −∑
i∈I

(Xi,j,t+1 + μi,j,t))+

∑
t∈T

∑
j∈J

∑
i∈I

σi,j(di,j,t − Di,j,t) + ∑
t∈T

h1[λ1,1,t − (Y1,t+1 −∑
i∈I

Xi,1,t−

∑
i∈I

Di,1,t)] + h2[λ2,1,t − (Y2,t+1 −∑
i∈I

Xi,2,t + ∑
j∈J

∑
i∈I

Di,1,t)]

(1)

Subject to
n1,t ≤ Y2,t −∑

i∈I
Xi,2,t ∀t ∈ T (2)

n2,t ≤ Y3,t −∑
i∈I

Xi,3,t ∀t ∈ T (3)

n3,t ≤ Y1,t −∑
i∈I

Xi,1,t ∀t ∈ T (4)

n4,t ≤ Y2,t −∑
i∈I

Xi,2,t − n1,t ∀t ∈ T (5)

n1,tn3,t = 0 ∀t ∈ T (6)

n2,tn4,t = 0 ∀t ∈ T (7)

Y1,t+1 = Y1,t + n1,t − n3,t ∀t ∈ T (8)

Y2,t+1 = Y2,t + n2,t + n3,t − n1,t − n4,t ∀t ∈ T (9)

Y3,t+1 = Y3,t + n4,t − n2,t ∀t ∈ T (10)

D2,j,t = min{Yj,t+1 −∑
i∈I

Xi,j,t, d2,j,t} ∀j ∈ J, ∀t ∈ T (11)

D3,j,t = min{Yj,t+1 −∑
i∈I

Xi,j,t − D2,j,t, d3,j,t} ∀j ∈ J, ∀t ∈ T (12)

xt ≤ λ3,2,t + Wt ∀t ∈ T (13)

xt ≤ max{Y2,t+1 −∑
i∈I

Xi,2,t + ∑
i∈I

Di,1,t + ∑
i∈I

Di,3,t − λ2,2,t, 0} ∀t ∈ T (14)

Xi,1,t+1 =Xi,1,t + Di,1,t + min{λi,1,t, Y1,t+1 −∑
i∈I

(Xi,1,t + Di,1,t)}−

μi,1,t ∀t ∈ T
(15)

X2,2,t+1 =X2,2,t − D2,1,t − D2,3,t + min{λ2,2,t, Y2,t+1−
∑
i∈I

(Xi,2,t − Di,1,t − Di,3,t)} − μ2,2,t ∀t ∈ T (16)

X3,2,t+1 = X3,2,t − D3,1,t − D3,3,t + xt − μ3,2,t ∀t ∈ T (17)

Wt+1 = Wt + λ3,2,t − xt ∀t ∈ T (18)

Xi,3,t+1 = Xi,3,t + Di,3,t−μi,3,t ∀i ∈ I, ∀t ∈ T (19)

Equation (1) is the objective function by minimizing hospital operating costs, including
five parts. The first term refers to the bed retrofitting cost. The second term is associated
with the waiting cost. The third term indicates the empty cost of the bed, where ∑

i∈I
(Xi,j,t+1 +

μi,j,t) represents the maximum number of patients before discharge in wards j at period t.
The fourth term represents the delayed transfer cost. The last two items express the rejection
costs of COVID-19 patients and emergency patients, where Y1,t+1 − ∑

i∈I
Xi,1,t − ∑

i∈I
Di,1,t
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represents the number of beds that can receive COVID-19 patients, and Y2,t+1 − ∑
i∈I

Xi,2,t +

∑
j∈J

∑
i∈I

Di,1,t represents the number of beds that can receive emergency patients.

Constraints (2)–(5) ensure that the number of retrofitted beds is no more than the
number of empty beds in different types of wards. Note that the empty beds in the
buffer wards should be the first ones retrofitted to isolation beds and then the general
beds, considering the pandemic control. Constraints (6) and (7) guarantee that no bed is
repeatedly retrofitted between any two types of beds in any period t. Constraints (8)–(10)
are bed conservation. Constraints (11)–(12) represent the patient transfer relationship,
where Yj,t+1 − ∑

i∈I
Xi,j,t and Yj,t+1 − ∑

i∈I
Xi,j,t − D2,j,t show the number of empty beds in

type 2 and type 3 wards before the patients were transferred, respectively. Constraint (13)
ensures that the number of elective patients admitted to buffer wards does not exceed the
sum of newly arrived patients and patients waiting in the queue in period t. Constraint (14)
ensures that the number of elective patients admitted is no more than the number of empty
beds in the buffer wards after admitting emergency patients. Constraints (15)–(19) are
the patient flow conservation where a and b represent the number of empty beds before
patients are admitted to type 1 and type 2 wards, respectively.

5. The Solution Method

In this section, we propose a BBO-DBPA algorithm to solve the dynamic bed allocation
and patient admission control problem. Biogeography-based optimization (BBO) is a new
effective evolutionary algorithm that is often used for solving NP-hard problems, and it is
proven to have a better performance compared to some other evolutionary algorithms [37].
To ensure that all solutions in the operation of the BBO-DBPA algorithm meet the model
constraints, we first provide the solution representation in the following.

5.1. Solution Representation and Decoding

In this research, we consider some constraints when representing the solutions so
that the solutions will always be feasible in the following optimization operations. In
order to represent all decision variables conveniently, we present each feasible solution
in a three-part vector. The first part, rd_n1,3,t, shows the retrofitting between buffer wards
and isolation wards. The second part, rd_n2,4,t, represents the retrofitting between buffer
wards and general wards. The third part, rd_xt, indicates the number of elective patients
admitted. These three parts have T cells, and each cell is a real number between 0 and 1.

Equations (20) and (21) describe the decoding process for rd_na,a+2,t, a = 1, 2.

tmpa,t = �rd_na,a+2,t( f reebeda,t + f reebeda+1,t)− 0.5� − f reebeda+1,t (20){
na,t = −tmpa,t if tmpa,t < 0
na+2,t = tmpa,t if tmpa,t ≥ 0

(21)

where tmpa,t is an intermediate variable, f reebedj,t represents the number of empty beds in
wards j in period t, and

f reebedj,t = Yj,t −∑
i∈I

Xi,j,t (22)

Equation (23) describes the decoding process rd_xt.

xt =

{
rd_xt( f reebed2,t − λ2,2,t) if 0 ≤ f reebed2,t − λ2,2,t) < λ3,2,t + Wt
rd_xt(λ3,2,t + Wt) if λ3,2,t + Wt ≤ f reebed2,t − λ2,2,t)

(23)

This solution representation method can ensure that the solution in the optimization
operation always meets constraints (2)–(7) and (13)–(14).
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5.2. Creating Initial Solutions

In the BBO-DBPA algorithm, the diversity of initially generated solutions can signif-
icantly affect the effectiveness of the optimization process. We use generating solutions
twice to increase the diversity of the initial generation solutions. In the first step, some
solutions are randomly generated. In the second step, if there are duplicates among these
solutions, this number of solutions is randomly generated to replace these duplicates. This
operation ensures that the generated solutions are likely to be different.

5.3. Migration

The BBO-DBPA algorithm uses migration operation to share the features from good
solutions to poor solutions effectively. The migration operation can preserve good solutions
and further expand the search scope of the solutions. Each solution will be migrated in
the algorithm based on the value of the immigration rate (λ(s)) and the emigration rate
(μs), which is calculated as in Equations (24) and (25), respectively. According to (24) and
(25), the good solution has a larger emigration rate and a lower immigration rate than the
poor solution.

λ(s) = I(1−HSIs/HSImax), (24)

μ(s) = EHSIs/HSImax, (25)

where I is the maximum immigration rate; E is the maximum emigration rate; HSIs is the
fitness value of solution s. The better the solution, the smaller the total cost and the larger
the fitness value. HSImax is the maximum fitness value. Algorithm 1 shows the migration
operation of the BBO-DBPA algorithm.

Algorithm 1 The pseudo-code of the migration operation.

1: s⇐ the solution s
2: length (s)⇐ the size of the solution
3: λ(s)⇐ calculate the migration rate of all solutions according to Equation (24)
4: μ(s)⇐ calculate the migration rate of all solutions according to Equation (25)
5: For i from 1 to length(s) do
6: NOC⇐ the number of codes, the value of NOC is 3T
7: For j from 1 to NOC do
8: r1 ⇐ random value between 0 and I
9: If r1 < λ(s) then

10: sk⇐ random solution with a probability proportional to μ(s)
11: si(j) = sk(j)
12: End if
13: End for
14: End for

5.4. Mutation

In the BBO-DBPA algorithm, a mutation operation is performed to increase the variety
of solutions and to escape from the local optimality trap. Different solutions have different
mutation rates. The mutation rate of the solution s is related to the prior probability of
existence s (Ps). In general, high and low HSI solutions are less likely to exist than medium
HSI solutions. The relationship between Ps and HSI is shown in Figure 2.

The mutation rate m(s) is calculated as in Equation (26).

m(s) = mmax(1− Ps/Psk ), (26)

where mmax is the maximum mutation probability; Psk is the maximum prior probability
of existence.

If only the mutation operation described above is performed, the mutation probability
of the good solutions and the poor solutions is relatively large. This way allows the poor
solutions to improve but also makes the good solutions likely to worsen. To keep the good
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solutions, we add the elite strategy to the mutation operation of the BBO-DBPA algorithm.
We only perform the mutation operation on the poor half of all solutions. Algorithm 2
shows the mutation operation of the BBO-DBPA algorithm.

Figure 2. The relationship between Ps and HSI.

Algorithm 2 The pseudo-code of the migration operation.

1: s⇐ the solution s
2: For i from 1 to length(s)/2 do
3: m(s)⇐ the mutation probability of solution s
4: For j from 1 to NOC do
5: r2 ⇐ random value between 0 and E
6: If r2 < m(s) then

7: si(j) = s
′
i(j)random solution with a probability proportional

8: to μ(s)
9: End if

10: End for
11: End for

5.5. The Structure of the BBO-DBPA Algorithm

The general framework of the BBO-DBPA algorithm is shown in Figure 3. Specifically,
the experiment is conducted in the following steps:

Step 1: Setting the parameters of the algorithm, including the maximum number of
iterations (maxGeneration), the size of the initially generated solutions (N), the maximum
immigration rate (I), the maximum emigration rate (E), and the maximum prior probability
of existence (Psk ), the maximum mutation probability (mmax).

Step 2: Initiating solutions. The BBO-DBPA algorithm generates the initial solutions
as described in Section 5.2 and starts the improvement loop after generating the initial
solutions.

Step 3: Sorting of solutions. The costs of the decision options represented by those
solutions are calculated as described in Section 5.1, and the fitness values are given to these
solutions. Based on it, all solutions are sorted from largest to smallest.

Step 4: Migration operation. Execute the migration operation as described in Section 5.3.
Step 5: Mutation operation. Execute the mutation operation as described in Section 5.4.
Step 6: If the number of iterations is greater than maxGeneration, stop the iteration

and output the optimal solution; otherwise, proceed to Step 3.
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Figure 3. The flow chart of the BBO-DBPA algorithm.

6. Computational Experiments

In this section, we first analyze the base case by implementing the BBO-DBPA algo-
rithm with a large finite iteration to find the optimal policy. Then, we present a sensitivity
analysis to discuss how the optimal policy depends on some key parameters. Finally, the
performance advantages are examined by comparison with some benchmark policies. All
the experiments are performed in MATLAB R2019b software. The experiments were run
on a computer with Windows 10 and an Intel Core i5-11400H processor with a 2.70 GHz
frequency and 16 GB of RAM.

6.1. Data Setting

The main data source is obtained from the public data website, which provides relevant
hospitalization data for the benchmark example in Demeester et al. [24] (https://people.cs.
kuleuven.be/wim.vancroonenburg/pas/, accessed on 17 April 2022). Specifically, we set N
= 286, T = 14, X2,3,1 = 15, X3,3,1 = 168. In addition, the information on arrival and discharge
for ED and elective patients is given in Appendix A1. Because there is no benchmark
dataset available for the problem formulated in this study, we refer to the real data of
reported COVID-19 from March 1 to March 7 and 27 April to 3 May 2022, in Jilin province
in China. It has raised the government’s concerns due to the sudden outbreak of the regional
epidemic (please see Appendix A2 for specific data). This number of reported COVID-19
was chosen as a benchmark for simulating the volatility of the pandemic and effectively
operating our proposed model at a given scale (i.e., 286 total beds). According to Pollock
and Lancaster [38], for the patient transfer in the buffer wards, we consider that 80% of the
number of reported COVID-19 (as type i = 1 patient) enter the isolation wards directly, and
20% of the number of reported COVID-19 (as type i = 2 or 3 patients) enter the buffer wards
to spend the observation period. We assume that COVID-19 patients in the incubation
period will be detected during the observation period in the buffer wards. Thus, we set the
observation period as three days based on COVID-19 evolution characteristics [39,40]. The
computer randomly generates the detection time of confirmed COVID-19 patients in the
buffer wards. In addition, the computer randomly generates the discharge times based on
the average length of stay of 7 days for COVID-19 patients [41]. To ease understanding,
we show all the hospitalization information of the three types of patients in the base case
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in Appendix A3. Based on Ma et al. [22] and communication with medical staff in real
hospitals, we set the unit retrofitting cost: cl = 10 for ∀l ∈ L; the opportunity cost of an
empty bed: δ1 = 3; δ2 = δ3 = 2; the waiting cost of an elective patient in the waiting queue
per unit time: w = 11; the rejection cost: h1 = 500, h2 = 150, h3 = 0; and the delaying cost of a
type-i patient that requires to be transferred but is delayed: σi,j = 1, ∀i ∈ I, ∀j ∈ I.

Furthermore, we modify the values of some parameters to investigate their impact
on the sensitivity analysis. Table 2 shows the sensitivity analysis numerical cases we
considered. About the parameters of the BBO-DBPA algorithm, we set the number of initial
solutions at 2000, the number of iterations at 150, the maximum immigration rate at 1, the
maximum emigration rate at 1, and the maximum mutation rate at 0.02.

Table 2. Information on sensitivity analysis of numerical cases.

Case Modified Parameter Values

1 The total number of beds (N) 206, 246, 286 1 , 326, 366
2 The number of COVID-19 patients’ Multiple 0.5, 0.75, 1, 1.25, 1.5 of base case’s

arrival (λ1,1,t) arrival rate of COVID-19 patients
3 The number of COVID-19 patients’ Multiple 0.8, 0.9, 1, 1.1, and 1.2 of base case’s

arrival (λ3,2,t) arrival rate of elective patients
1 The bolded numbers are the same as the values in the base case.

6.2. Base Case Study

We use the BBO-DBPA algorithm with a large finite space. After 992 s of running time
and 150 iterations, we obtain the optimal policy with the minimum total operating cost
of 22,672 in this hospital system. We present the results in Table 3. The results show that
the number of buffer beds retrofitted to isolation beds first increases and then decreases.
That is because the demand for isolation beds increases as more and more new COVID-19
patients arrive, then decreases in the planning horizon. Intuitively, there is no retrofit of
buffer beds to general beds because the demand for isolation beds is higher than that for
buffer beds or general beds during the pandemic.

Table 3. Hospital optimal decision scheme for dynamic bed allocation and admission control.

Decision t = 1 t = 2 t = 3 t = 4 t = 5 t = 6 t = 7 t = 8 t = 9 t = 10 t = 11 t = 12 t = 13 t = 14

n1,t 4 0 13 20 14 35 46 48 35 15 15 13 2 0
n2,t 56 51 53 12 11 7 0 22 19 29 2 3 0 2
n3,t 0 1 0 0 0 0 0 0 0 0 0 0 3 0
n4,t 0 0 0 0 0 0 0 0 0 0 0 0 0 0
xt 60 51 50 25 28 20 8 8 20 28 15 6 9 11

The number of general beds retrofitted to buffer beds shows two peaks respectively
on days 1–3 and days 8–10, and the number is higher during days 1–3 than days 8–10. That
is because buffer beds are in short supply when faced with a demand from non-COVID-19
patients in the early periods. After the incubation period (3 days), the number of general
beds retrofitted to buffer beds decreases to ensure the needs of the general wards as patients
in the buffer wards start to move to the general wards. The reason for the peak on days
8–10 is that the decrease in the number of patients admitted to the buffer wards on days
4–7 leads to the decrease in the number of patients transferred to the general wards on
days 8–10, which leads to more empty beds to retrofit. In addition, three isolation beds
are retrofitted to buffer beds on day 13. The reason is that with fewer COVID-19 patients
arriving in the latter periods, the empty isolation beds can be retrofitted into buffer beds to
admit more non-COVID-19 patients.

Figures 4 and 5 give the total number of beds in different types of wards and the
number of patients in the waiting queue. In Figure 4, the blue line indicates the number of
beds in the isolation wards, the red line represents the number of beds in the buffer wards,
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and the green line shows the number of beds in the general wards. Figure 4 shows that the
number of isolation beds increases rapidly in the first seven days, then the increasing trends
are moderate in the latter periods. Moreover, the number of buffer beds increases rapidly
from day 1 to 4 and decreases gradually after day 5. Furthermore, the number of general
beds shows an overall downward trend. The reason for the above trend corresponds to
the decision variables, which are shown in Table 3. Figure 5 shows that the number of
patients in the waiting queue gradually increases over time. Intuitively, as the number of
COVID-19 arrivals increases, some buffer beds are retrofitted to isolation beds, the buffer
beds are in short supply, and more and more elective patients are joining the waiting queue
to wait for inpatient services. The optimized results can provide decision support for
hospital administrators. During a pandemic, hospitals should make some beds empty
to admit future arrivals of COVID-19 patients and emergency patients by controlling the
admission of elective patients and retrofitting beds, which can help improve bed utilization
and overall patient survival.

Figure 4. The number of beds in different types of wards.

Figure 5. The number of patients in the waiting queue in base case.
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6.3. Sensitivity Analysis

In this section, a sensitivity analysis is used to verify the effectiveness of the proposed
model in dealing with different situations. We first conduct the experiments with some
variations in the total number of beds, the arrival rate of COVID-19 patients, and the
arrival rate of elective patients to explore the impact of the pandemic outbreak on hospital
operations. Then, we compare our optimal policy with some benchmarks. Note that all the
other parameters we do not mention are the same as the baseline values.

6.3.1. Impact of the Total Number of Beds

We first consider the impact of the total number of beds by varying N from 206 to
366 with a difference of 40. Table 4 shows the execution time of the BBO-DBPA algorithm
in seconds and the total operating cost depending on the number of beds. Moreover, we
investigate the impact of the total number of beds on the optimal dynamic policy in Table 5.
We can see that the trend of each decision variable is roughly the same as the base case
when we change the total number of beds. The larger the number of beds, the larger the
number of general beds retrofitted to buffer beds, the larger the number of buffer beds
retrofitted to isolation beds, and the larger the number of elective patients admitted.

Table 4. The execution time and optimization results in case 1.

N 206 246 286 326 366

The execution time 1013 996 992 991 1004
The total operating cost 48,958 28,546 22,672 18,603 14,946

In the first periods, the number of general beds retrofitted to buffer beds and the number
of elective patients admitted when N = 206 and 246 are smaller than those when N = 286, 326,
and 366. The reason is that the empty beds are insufficient to retrofit from general wards to
buffer wards. On days 9 to 14, the number of admitted elective patients when N = 326 and
366 is more than when N = 206, 246, and 286. The reason is that the supply of buffer beds
when N = 326 and 366 is more abundant than when N = 206, 246, and 286, so more elective
patients can be admitted.

Figures 6–9 show the number of beds in each type of ward and the number of patients in
the waiting queue under the different total numbers of beds, respectively. In Figures 6–9, the
blue, red, green, black, and mauve lines indicate the corresponding indicator values when the
total number of beds is 206, 246, 286, 326, and 366, respectively. As the total number of beds
increases, the number of beds in each type of ward increases, and the number of patients in
the waiting queue decreases. The reason is that different types of beds are in short supply for
admitting all patients requiring hospitalization. When N = 326 and 366, the number of patients
in the waiting queue decreases from day 13 to 14. The reason is that there is a sufficient supply
of buffer beds to allow elective patients to be admitted.

Figure 6. The number of beds in isolation wards in case 1.
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Table 5. Comparison of optimal decision schemes in case 1.

Decision Variable N t = 1 t = 2 t = 3 t = 4 t = 5 t = 6 t = 7 t = 8 t = 9 t = 10 t = 11 t = 12 t = 13 t = 14

206 0 0 13 21 16 18 47 22 24 12 12 9 0 0
246 3 0 12 27 11 33 58 25 31 12 12 9 0 0

n1,t 286 4 0 13 20 14 35 46 48 35 15 15 13 2 0
326 0 0 11 36 9 29 49 45 46 17 15 13 0 0
366 0 4 2 29 24 26 48 46 46 17 15 13 0 0

206 3 41 36 13 16 5 15 32 16 0 9 0 0 0
246 27 57 36 20 5 5 12 34 19 1 10 0 0 1

n2,t 286 56 51 53 12 11 7 0 22 19 29 2 3 0 2
326 58 50 61 45 11 0 0 13 19 22 17 3 0 0
366 75 34 48 78 27 0 0 8 16 22 17 11 0 1

206 0 0 0 0 0 0 0 0 0 0 0 0 3 0
246 0 0 0 0 0 0 0 0 0 0 0 0 5 0

n3,t 286 0 1 0 0 0 0 0 0 0 0 0 0 3 0
326 0 0 0 0 0 0 0 0 0 0 0 0 0 5
366 0 0 0 0 0 0 0 0 0 0 0 0 3 7

206 0 0 0 0 0 0 0 0 0 0 0 0 0 0
246 0 0 0 0 0 0 0 0 0 0 0 0 1 0

n4,t 286 0 0 0 0 0 0 0 0 0 0 0 0 0 0
326 0 0 0 0 0 0 0 0 0 0 0 0 2 0
366 0 0 0 0 0 0 1 0 0 0 0 0 1 0

206 13 37 34 28 53 27 12 6 12 11 9 0 1 1
246 34 54 34 27 25 22 12 6 12 11 10 0 3 4

xt 286 60 51 50 25 28 20 8 8 20 28 15 6 9 11
326 61 50 55 54 30 19 1 9 25 34 27 20 27 33
366 61 50 55 76 43 18 1 9 31 34 27 33 33 39

Figure 7. The number of beds in buffer wards in case 1.

Figure 8. The number of beds in general wards in case 1.
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Figure 9. The number of patients in the waiting queue in case 1.

6.3.2. Impact of the Arrival Rate of COVID-19 Patients

We now consider the impact of the arrival rate of COVID-19 patients by varying
λ1,1,t from 0.5 to 1.5 times the base case’s value with a difference of 0.25. Table 6 shows
the execution time of the BBO-DBPA algorithm in seconds and the total operating cost
depending on the arrival rate of COVID-19 patients.

Table 6. The execution time and optimization results in case 2.

Multiple of Base Case’s λ1,1,t 0.5 0.75 1 1.25 1.5

The execution time 982 970 980 985 963
The total operating cost 8125 17982 26142 49188 79268

We investigate the impact of the arrival rate of COVID-19 patients on the optimal
dynamic policy in Table 7. We can see that the trend of each decision variable is roughly the
same as the base case when we change the arrival rate of COVID-19 patients. Moreover, the
larger the arrival rate of COVID-19 patients, the larger the number of buffer beds retrofitted
to isolation beds, and the smaller the number of elective patients admitted. It suggests that
hospitals should admit fewer elective patients, thus freeing up beds to admit more new
arriving COVID-19 patients to reduce the total operating cost.

Table 7. Comparison of optimal decision schemes in case 2.

Decision Variable

Multiple
of Base
Case’s
λ1,1,t

t = 1 t = 2 t = 3 t = 4 t = 5 t = 6 t = 7 t = 8 t = 9 t = 10 t = 11 t = 12 t = 13 t = 14

0.5 4 0 0 8 10 22 27 25 27 14 9 0 0 0
0.75 4 0 2 7 15 36 36 36 35 17 13 5 0 0

n1,t 1 4 0 3 16 19 45 45 48 38 17 13 10 0 0
1.25 4 0 8 15 20 60 69 20 29 10 13 12 0 0
1.5 4 0 2 22 25 58 64 20 25 11 14 12 0 0

0.5 57 51 54 47 3 0 0 0 9 21 7 1 0 4
0.75 58 54 57 34 7 0 0 3 9 20 11 5 0 4

n2,t 1 58 54 61 32 6 1 0 18 18 7 6 4 0 0
1.25 57 59 57 19 8 5 7 26 7 0 11 5 0 0
1.5 58 53 62 24 9 0 5 25 7 2 11 5 0 0

0.5 0 0 0 0 0 0 0 0 0 0 0 2 2 9
0.75 0 0 0 0 0 0 0 0 0 0 0 0 0 4

n3,t 1 0 0 0 0 0 0 0 0 0 0 0 0 2 0
1.25 0 0 0 0 0 0 0 0 0 0 0 0 6 1
1.5 0 0 0 0 0 0 0 0 0 0 0 0 5 0

0.5 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0.75 0 0 0 0 0 0 0 0 0 0 0 0 1 0

n4,t 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1.25 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0.5 60 49 55 45 43 26 13 26 37 37 40 32 36 38
0.75 62 50 55 30 28 16 7 17 32 39 33 25 29 30

xt 1 62 50 49 19 19 10 9 11 16 17 12 6 6 5
1.25 62 49 36 12 3 0 13 6 13 12 12 2 6 7
1.5 62 50 38 10 2 0 13 6 13 12 12 2 6 5
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Figures 10–13 show the number of beds in each type of ward and the number of pa-
tients in the waiting queue under different arrival rates of COVID-19 patients, respectively.
In Figures 10–13, the blue, red, green, black, and mauve lines represent the corresponding
indicator values when the number of COVID-19 patients (λ1,1,t) is 0.5, 0.75, 1, 1.25, and
1.5 multiples of the value of λ1,1,t in the base case, respectively. As the arrival rate of
COVID-19 patients increases, the number of beds in isolation wards increases, the number
of beds in buffer wards increases, the number of beds in general wards remains roughly the
same, and the number of patients in the waiting queue increases. The reason is that different
types of beds are in short supply for receiving all patients requiring hospitalization.

The number of the three types of beds is almost the same from day 1 to 4. The reason
is that the isolation beds are in adequate supply due to the small number of arriving
COVID-19 patients, and the buffer beds are in short supply because of the large number of
non-COVID-19 patients. Thus, the empty beds in the general wards are mainly retrofitted
to buffer beds to serve non-COVID-19 patients. When the arrival rate of COVID-19 patients
is at 1.25 and 1.5 times the base case, the number of beds in all three different types is almost
the same from day 10 to day 14. The reason is that hospital beds are almost already occupied
by many COVID-19 patients, so there are no beds available to retrofit into isolation beds.

Figure 10. The number of beds in isolation wards in case 2.

Figure 11. The number of beds in buffer wards in case 2.
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Figure 12. The number of beds in general wards in case 2.

Figure 13. The number of patients in the waiting queue in case 2.

6.3.3. Impact of the Arrival Rate of Elective Patients

We now consider the impact of the arrival rate of elective patients by varying λ3,2,t from
0.8 to 1.2 times the base case’s value with a difference of 0.1. Table 8 shows the execution
time of the BBO-DBPA algorithm in seconds and the total operating cost depending on the
arrival rate of elective patients.

Table 8. The execution time and optimization results in case 3.

Multiple of Base Case’s λ3,2,t 0.8 0.9 1 1.1 1.2

The execution time 972 980 965 975 973
The total operating cost 20,937 21,602 22,605 23,611 24,833

Furthermore, we investigate the impact of the arrival rate of elective patients on the
optimal dynamic policy in Table 9. We can see that the trend of each decision variable is
roughly the same as the base case when we change the arrival rate of elective patients.
Moreover, the larger the arrival rate of elective patients, the larger the number of general
beds retrofitted to buffer beds, and the larger the number of elective patients admitted.
That is because the bigger the arrival rate of elective patients, the higher the demand for
buffer beds.

Figures 14–17 show the number of beds in each type of ward and the number of
patients in the waiting queue under different arrival rates of elective patients, respectively.
In Figures 14–17, the blue, red, green, black, and mauve lines show the corresponding indi-
cator values when the number of elective patients (λ3,2,t) is 0.8, 0.9, 1, 1.1, and 1.2 multiples
of the value of λ3,2,t in the base case, respectively. As the arrival rate of elective patients
increases, the number of beds in isolation wards remains roughly the same, the number of
beds in buffer wards increases, the number of beds in general wards decreases, and the
number of patients in the waiting queue increases. This is because the bed demand for
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COVID-19 patients has been met, and empty isolation beds are retrofitted to buffer beds to
receive arriving elective patients.

Table 9. Comparison of optimal decision schemes in case 3.

Decision Variable

Multiple
of Base
Case’s
λ3,2,t

t = 1 t = 2 t = 3 t = 4 t = 5 t = 6 t = 7 t = 8 t = 9 t = 10 t = 11 t = 12 t = 13 t = 14

0.8 1 0 8 24 14 40 44 48 31 16 12 13 0 0
0.9 2 0 12 22 15 34 46 48 31 17 13 13 0 0

n1,t 1 3 0 13 23 16 31 46 48 36 13 15 13 1 0
1.1 5 0 14 25 12 29 46 48 39 12 15 13 0 0
1.2 6 0 15 27 11 26 46 48 44 9 15 13 1 0

0.8 44 40 46 25 8 15 4 22 16 26 16 2 0 0
0.9 49 47 52 17 13 4 2 22 17 29 7 6 0 2

n2,t 1 54 52 55 15 13 2 1 21 19 28 1 3 0 3
1.1 62 58 46 18 9 3 0 22 21 19 5 1 0 3
1.2 67 62 46 19 8 3 0 20 23 8 8 1 0 2

0.8 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0.9 0 0 0 0 0 0 0 0 0 0 0 0 1 1

n3,t 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0
1.1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1.2 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0.8 0 0 0 0 0 0 0 0 0 0 0 0 2 0
0.9 0 0 0 0 0 0 0 0 0 0 0 0 5 0

n4,t 1 0 0 0 0 0 0 0 0 0 0 0 0 3 0
1.1 0 0 0 0 0 0 0 0 0 0 0 0 3 0
1.2 0 0 0 0 0 0 0 0 0 0 0 0 2 0

0.8 48 41 44 27 17 6 1 0 10 20 20 10 17 16
0.9 53 47 49 27 23 11 4 4 14 22 21 9 14 18

xt 1 59 52 52 25 30 18 5 7 21 28 14 9 9 13
1.1 66 56 45 32 37 27 9 8 24 30 12 8 9 12
1.2 70 60 44 34 44 38 8 13 28 28 16 5 8 10

Figure 14. The number of beds in isolation wards in case 3.

Figure 15. The number of beds in buffer wards in case 3.
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Figure 16. The number of beds in general wards in case 3.

Figure 17. The number of patients in the waiting queue in case 3.

6.3.4. Performance Evaluation with Benchmark Policies

We explore the performance evaluation of the optimal dynamic policy by comparing it
with some benchmark policies. Inspired by the different hospital operational management,
we propose the following three benchmark policies from the perspective of bed retrofit
policy and patient admission control policy: (1) only adopting bed retrofit policy (dynamic
bed allocation), (2) only adopting patient admission control policy, and (3) neither adopting
bed retrofit policy nor patient admission control policy. For simplicity, we denote the three
benchmark policies above as BR policy, AC policy, and nBR–nAC policy, respectively. We
define the optimal dynamic policy proposed in this paper (i.e., simultaneously adopting
bed retrofit policy and patient admission control policy) as BR–AC policy.

These benchmark policies have data settings that are consistent with the base case to
guarantee fairness. Obviously, some parameters are not available under a specific policy.
Our objective is to measure the total operating cost in four different dynamic policies.

Figure 18 shows the total operating cost under the four different policies. We can
see that the BR–AC policy and BR policy are always better than the AC policy and the
nBR–nAC policy. The reason is that the surge of COVID-19 patients and those requiring
observation leads to an elevated demand for isolation beds and buffer beds. Thus adopting
the bed retrofit policy can significantly reduce the total rejection cost for COVID-19 patients
and the total waiting cost for elective patients, thereby significantly reducing the total
operating cost of the hospital.

It also shows that the BR–AC policy always performs better than the BR policy. The
reason is that based on using the bed retrofit policy and adopting the patient admission
control policy can delay some treatment of elective patients and reserve some empty beds
for emergency and COVID-19 patients who arrive in the future through the bed retrofit
policy. Intuitively, the difference in the total operating cost between the AC policy and the
nBR–nAC policy is slight as the total number of beds increases.
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Figure 18. The total operating cost under four different policies.

We also find that the total operating cost under the AC policy and the nBR–nAC policy
increase as N increases. In contrast, the total operating cost under the BR–AC policy and
BR policy decreases as N increases. That is because our experimental setup is to add beds
to the general wards. Thus the more general beds there are, the higher the empty cost the
hospital has, thereby increasing the total operating cost. However, the BR–AC and BR
policies can significantly reduce the total rejection cost for COVID-19 patients and the total
waiting cost for elective patients. Moreover, the more general beds there are, the lower the
hospital’s total operating cost.

7. Conclusions and Future Research

We introduce a new problem of dynamic bed allocation and patient admission con-
trol for hospitals with three different types of wards and three kinds of patients during
pandemics. In addition to isolation wards for COVID-19 patients and general wards for
non-COVID-19 patients, we consider buffer wards for at-risk-of-COVID-19 patients to
prevent nosocomial virus transmission further. To solve this problem, we formulate a
MIP model to minimize the total operating cost of the hospital. By using the proposed
BBO-DBPA algorithm, we find the approximate optimal solution. Through the analysis
of numerical experiments, we discuss how the dynamic bed policy and patient admission
control can effectively reduce the total operating cost of hospitals during the pandemic. In
addition, we evaluate the performance of the optimal policy by comparing it with some
benchmark policies. We conclude that when the admission control policy is used together
with the dynamic bed policy, the total operating cost of the hospital is significantly reduced.
Although our work is motivated by healthcare operations management under pandemics,
our method and insights can also be applied to other service operations requiring screening
and being assigned to different designated departments.

In future research, the proposed method could be extended to consider resource
extension by adding additional medical staff and critical equipment or providing new
suitable beds for hospitals and resource exchange among different hospitals. We can further
study hospital resource allocation and patient admission control optimization by using the
data-driven response to COVID-19. Note that intelligent medical care with the application
of AI technology is an important direction for healthcare operations. Our future study will
discuss the dynamic allocation of medical resources in hospitals with buffer wards based
on machine learning technology.
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Abstract: This paper proposed a phase-resolved partial discharge (PRPD) shape method to classify
types of defect generator units by using offline partial discharge (PD) measurement instruments. In
this paper, the experimental measurement was applied to two generators in the Inalum hydropower
plant, located in North Sumatera, Indonesia. The recorded PRPD using the instrument MPD600
can illustrate the PRPD patterns of generator defects. The proposed PRPD shape method is used to
mark auxiliary lines on the PRPD patterns. Moreover, four types of defects refer to the IEC 60034-27
standard, which are microvoid (S1), delamination tape layer (S2), slot defect (S3), and internal
delamination (S4) and are used to classify the defect types of the generators. The results show that
the proposed method performs well to classify types of defect generator units.

Keywords: partial discharge (PD); phase-resolved PD (PRPD); rotating machine; stator coil

MSC: 35Q68

1. Introduction

Partial discharge (PD) phenomena are produced from the concentration of the local
electrical stresses in electrical insulation [1–3]. PD activity may deploy to failure resulting
in serious damage. Eventually, it would undermine the essential elements of the power
network [4]. Therefore, it is compulsory to check, identify, and monitor the PD activity
of the main rotating machine, motors, or generators [5,6]. Detection, measurement, and
interpretation of PD are great challenges due to the large variety and complexity of PD
signals [7–9]. However, PD measurements are still a widely accepted method for insulation
diagnosis, and they are specified for the type, routine, and on-site tests for the highest
voltage (HV) assets [10,11].

Generally, PD can be developed at locations where the dielectric properties of insu-
lating materials are inhomogeneous. The local electric field strength may be enhanced in
such locations [12]. This may lead to a local partial breakdown regarding local electrical
overstressing. This partial breakdown does not result in the total breakdown of the insula-
tion system [13]. Although the stator winding insulation system in HV machines normally
has some PD activity, it is inherently resistant to PD regarding the inorganic mica compo-
nents [14]. The significance of PD in these machines generally can be said as a symptom of
insulation deficiencies, such as manufacturing problems or in-service deterioration, that
finally become a direct cause of failure [15]. In conclusion, PD occurrences in machines
may directly damage the insulation, hence influencing the aging process, which depends
on the machine processes [16]. The failure time may not correlate with the PD levels, but
we are significantly looking at other factors, e.g., site operating temperature, condition of
the wedging, level of contamination, etc. [17].

The developments of digital technology, both for the equipment and software, have
created innovative solutions for improving the sensitivity, significance, and reproducibility
of power systems. For example, Li et al. developed an adaptive virtual synchronous
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generator (VSG) controller. This controller can implement optimal control policies in a no-
expert or model-free manner [18]. Zhang et al. proposed an event-triggered decentralized
hybrid control scheme for the economic cost of an integrated energy system (IES) composed
by a cluster of energy hubs (EHs) [19]. Gopinath et al. demonstrated a hybrid method for
predicting the insulation state of stator windings using an artificial neural network (ANN)
and an optimization algorithm [20]. Nair et al. successfully found slot discharges at low
frequencies, which, in practice, can significantly reduce the size and cost of test sources [21].
The developments are, by far, exceeding the capabilities of old analog systems to make it
easier both for analyzing and interpreting insulation conditions in rotating machines [22].

PD measurement from stator coil windings can be conducted in two ways [23]—
(1) online measurement [24]: the rotating machine is normally operated and connected to
the power system; and (2) offline measurement [25]: the stator winding is separated from
the power system by giving a power supply to energize the winding during the standstill
of the machine.

Indonesia Asahan Aluminum Co. Ltd, hereinafter called Inalum, is an aluminum
company in Indonesia, which has two hydropower stations that use water flow from the
Asahan River to produce electricity for the Inalum Smelting Plant. One of the power
stations is called Siguragura Power (SGP) with a capacity of 4 × 71.5 MW with a voltage
of 11 kV, and another one is called Tangga Power (TNP) with a capacity of 4 × 79.2 MW
with a voltage of 11 kV; this together is called the Inalum Power Plant (IPP), as shown in
Figure 1 [26]. The routine maintenance of the main machines in the IPP has been properly
conducted to keep power without any stoppage to fulfill the load demand at the smelting
plant, i.e., maintenance of the water turbine, generator, and equipment.

Figure 1. Location of Inalum Hydropower Plant, Paritohan, North Sumatera, Indonesia.

PD measurement at the generator intends to assess the stator coil insulation system
condition [27]. This PD measurement is applied for the first time to Inalum’s generator since
its operation in 1983, 37 years ago, to assess the stator coil of generator TNP units 2 and 3.
Furthermore, the intention of this paper was to compare the PD result of two rotating
machines with similar ratings and designs [28].

The paper is organized as follows: PD measurement for rotating machines is discussed
in Section 2. PD measurement connection is presented in Section 3. Case studies of partial
discharge measurement are discussed in Section 4. Discussion is provided in Section 5, and
the conclusions are given in Section 6.

2. Partial Discharge Measurement for Rotating Machines

In relation to the operating lifetime, the rotating HV machines continuously and
periodically face thermal, electrical, ambient, and mechanical stress. Conseil Interna-
tional des Grands Reseaux Electriques (CIGRE), also called the International Council on
Large Electric System, conducted an interesting and important statistic by observing hy-
dro generators. CIGRE observed 1199 units of generators, then recorded and analyzed
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69 incidents, and found that 56% of the failed machines are related to insulation damage.
The top 3 root causes leading to insulation damage are aging (31%), contamination of
winding (25%), and internal PD (22%). The others are shown in Table 1 [29].

Table 1. Root cause of insulation damage.

Root Cause of Insulation Damage Percentage of Failures (%)

Aging 31

Contamination of winding 25

Internal PD 22

Loosing of bars 10

Thermal cycling of overloading 7

Defective corona protection 3

Overvoltage 2

Some machines have been designed to be able to withstand an appreciable level of
discharge without significantly affecting the insulation properties based on the mica–epoxy
insulation system. For instance, the internal discharge in small volumes and some other
PD activities are even strongly detrimental to the insulation system. Moreover, the PD in
HV can be used to detect the insulation aging and evaluate the insulation condition [30].

A specific level of PD is allowed to occur in the stator insulation of a large HV
rotating machine. Admittedly, degradation of stator insulation always increases PD activity,
particularly in phase winding. It means that PD events represent certain symptoms or even
causes of winding insulation defects, depending on their location of occurrence on the
winding [31].

PD measurement can identify stator coils that have insulation problems and evaluate
the condition of stator coil insulation systems. The rotating machines that do not have
specific acceptable PD levels are unusual among high-voltage equipment [32] because the
mica-based insulation can tolerate the large magnitudes and huge difference in acceptable
magnitude to different types of PD sources in the stator insulation. PD measurement has
been used for many years as a powerful tool to detect and interpret the signs of locally
confined insulation defects.

The factors that affect the insulation such as corona can be described based on the
research of hydro generator damage samplings. At least, the data give a hint that the
original design of the winding has changed, e.g., by aging. Hence, the main challenge
in PD measurement is to classify the PD events to diagnose a damaged one. A sensitive
and selective PD measurement is suitable to discover a potential defect in stator insulation
before failure. Therefore, periodical PD measurement is expected to provide warning for
appropriate decisions and actions to minimize the possibility of risk failure in service. Many
methods are available to detect the PD activity for motors and generators. This paper used
MPD600 and its acquisition unit as the tool to measure, collect, and analyze the PD data
from the generators.

PD measurement detects most, but not all, of the common manufacturing and deterio-
ration problems in the form-wound stator windings, including the following [33]:

(1) Overheating or deterioration of thermal cycling in the long term;
(2) Poor impregnation of the epoxy inside;
(3) Improper coating of the semiconductive;
(4) Insufficient spacing between coils in the end-winding area;
(5) Looseness of coils in the slot;
(6) Contamination of winding by dust, dirty oil, moisture, etc.;
(7) Cycling problems of the load;
(8) Improper electrical connections.
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Normally, a PD pattern is viewed as a PD distribution map, in which the specific PD
quantity is correlated in a scatter plot, in obtaining information on the PD activity and its
sources. Usually, the PD distribution is in two dimensions for visualization. A PD pattern
consists of three items, φ, q, and n. The pattern is recommended to identify the causes
of PD in the stator winding insulation, where φ is the phase of occurrence, q is the PD
magnitude, and n is the frequency of PD occurrence. The frequency of PD occurrence
normally is put in the scatter plot within each phase-magnitude window, and it should
be displayed by a suitable color type whose scale can be visualized on the right side of
the plot. The PD measurement shows the three-item φ-q-n pattern as the output of the
phase-resolved partial discharge (PRPD) pattern, which sometimes is called the fingerprint
φ-q-n diagram. In addition, PD characteristics can be displayed in bipolar patterns to show
the characteristic of PD (symmetrical or asymmetrical) by displaying the PD events during
interval time recording versus discharge magnitude [34].

2.1. Definitions

The PD activity in the generator usually occurs in the stator coils. The stator coils have
many parts protecting the core winding. This paper did not include every type of fault,
e.g., mechanical faults such as broken strands. The assembly of a stator coil is simplified
with the aim to show the PD detected location found in the stator coil, as shown in Figure 2.
The simplified signs marked as S1 are microvoids, S2 is the delamination of tape layers, S3
is the slot discharge-semiconductive paint abrasion, and S4 is the delamination of winding
from the main insulation of the conductor. The purpose of signs S1, S2, S3, and S4 is to
make the recognition and interpretation of PRPD patterns easier [35].

Figure 2. Stator coil part and typical PD faults.

Table 2 refers to the nature of PD in rotating machines and displays some basic
ideas regarding the risk associated with some major PD sources. The risk assessment is
stated based on experience with modern resin-impregnated mica tape-based HV insulation
systems and may vary depending on the insulation material, surface conditions, location of
the PD source, etc. [36].

PD parameters, such as apparent charge, pulse repetition rate, current discharge,
etc., should be recorded at each voltage as stated and defined in the standard and the
PRPD diagram; the so-called fingerprints ought to be recorded as well. Limitations for
the meaning of apparent charge levels are not defined in any standard. Evaluation for the
rotating machines is a more complex procedure based on several results, such as the number
of measured PD magnitudes, PRPD pattern, QPeak, etc. The condition of the background
environment is important for evaluation.

The PD pulse repetition rate, n (kPDs/s), is the ratio between the total number of PD
recorded in the interval time selected and the duration of this certain time interval, t [16].
QIEC, which is expressed in pC or nC, is an apparent charge, which is measured according
to the IEC standard, sometimes called Q of an individual PD. An apparent charge is not
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equal to the amount of charge locally involved at the site of discharge and cannot be directly
measured [23].

Table 2. Basic risk assessment of PD fault.

PD Source Risk Remarks

Microvoid (S1) Low
Does not indicate aging factors,

whereas normal circumstances do not
lead to remarkable aging.

Delamination tape layer (S2) High

Internal delamination or tape layer
commonly results from overheating

and extreme mechanical forces, which
can lead to separation of large areas of

these layers.

Slot discharge (S3) High
Generated by poor, missing, contact

between field-grading layer and stator
slot wall.

Delamination between
conductors and insulation (S4) High

Commonly results from overheating
and extreme mechanical forces, which
can lead to separation of large areas of

these layers.

The number of charges can be measured as in (1) for testing and measuring the void
of the test object.

Q = ΔV1 × CF =
∫ tm

t0

i(t)dt (1)

where Q is the apparent charge, ΔV1 is the instantaneous applied voltage to the test object,
CF is the capacitance inside the void of the test object, t0 is the starting time, tm is the
completion time, and m is the number of the final pulse during t.

QPeak is the PD magnitude of the largest absolute discharge of any PD event seen
during the evaluation interval. QAvg is the average QIEC value during the evaluation
interval. IDis is the average discharge current over the evaluation interval. The statistical
computation of MPD600 shows the IDis value, which refers to the IEC standard [6], by
adopting the formula as shown in (2).

IDis =
Q1 + Q2 + . . . + Qm

tm − t0
= ∑m

j=1

Qj

tm − t0
(2)

where IDis is the average discharge current; and Q1, Q2, until Qm are the apparent charges,
transferred in PD pulse 1 through m [4].

PDis is the average discharge power, which is discharge current times instantaneous AC
voltage over the evaluation interval. The statistical PRPD pattern result of MPD600 shows
the values of PDis and D as calculated from the formulas shown in (3) and (4), respectively.

PDis =
1
t
(Q1V1 + Q2V2 + . . . + QiVi) = (1/t)∑m

i=1 QiV (3)

D = 1/t(Q1
2 + Q2

2 + . . . + Qm
2) (4)

where PDis is the discharge power, t is the time period, Qi is the magnitude of the i-th pulse
in terms of the charge transfer at the system terminals, and Vi is the instantaneous value of
the applied test voltage in volts at which the i-th pulse happens. D is the quadratic rate
over the evaluation interval of the sum of the individual discharge magnitudes [5]. The
quadratic rate is expressed as coulombs square per second.
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2.2. PRPD Pattern of Microvoids (S1)

Microvoid discharge refers to the internal discharges that occur within the insulation
ground wall, inside small voids. Internal activity always occurs on HV machines, for
example, measured at 13.8 kV generators under normal operating conditions [6]. During
offline measurement, it is normal that the activity appears at the lowest voltage, except in
the presence of severe problems such as slot discharge activity or severe damage of the
stress-grading paint. Microvoid activity is characterized by symmetry in the maximum
amplitude and in the number of discharge pulses when the activity occurring in both
voltage half-cycles is compared. Figure 3 shows a typical PRPD pattern of the microvoid
activity. In addition, this microvoid pattern shows the symmetry of the positive discharges,
occurring during the negative cycle of the voltage, and the negative discharges, occurring
during the positive cycle of the voltage, which has long been recognized as a characteristic
of microvoid discharges [28].

Figure 3. PRPD pattern of microvoid measured on stator bar (S1).

2.3. PRPD Pattern of Delamination Tape Layer (S2)

Delamination discharge is the discharge that occurs between conductors and an
insulation layer generated within air or gas filled in the longitudinal direction, which is
embedded between the main insulation and field-grading material [6].

This phenomenon is often created by overheating or extreme mechanical forces that
lead to the separation of large areas between two layers. Although a distinctive asymmetry
was recorded for this defect, it disappeared after a short exposure time to HV as shown in
Figure 4.

Figure 4. PRPD pattern of delamination tape layers (S2).

The asymmetrical PRPD pattern, followed by a sickle or bow shape as shown in
Figure 5, is an important attribute for the PRPD analysis of delamination discharges. In
many cases, the sickle shapes stick out of bigger symmetrical inner microvoids [6].
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Figure 5. Another PRPD pattern of delamination tape layers (S2).

2.4. PRPD Pattern of Slot Defect (S3)

In the presence of slot discharge, the PRPD pattern is completely different from what is
seen in the internal PD. A typical PRPD pattern that resulted from slot discharges exists in
the air gap between the magnetic core and the side of stator bars [28] as shown in Figure 6.
The occurrence of slot discharge activity obviously increases the risk of in-service failure.

Figure 6. PRPD pattern of slot discharge (S3).

This activity manifested a PRPD pattern stated as slot discharge at the slot area of the
stator coil. It can break the insulation gap of the stator. In comparison with the internal PD,
the PRPD pattern results from an asymmetrical shape with a magnitude of charges at the
negative cycle that is larger than the positive cycle, combined with a triangular shape [6,28].
Moreover, another feature of this PRPD pattern is typical of slot discharge marked with a
steep edge in front of a triangular pattern.

2.5. PRPD Pattern of Internal Delamination Discharge (S4)

Internal delamination is generated within air or gas filled in a longitudinal direction
that is embedded within the main insulation. This activity often results from overheating of
the main insulation or extreme mechanical force that leads to the separation of large areas
between insulation layers. The delamination tape layer pattern is an asymmetric pattern
with a higher PD reading in the negative half-wave in the AC voltage as shown in Figure 7.
The delamination reduces thermal conductivity and accelerates aging [23,28].

Large voids potentially develop over a large surface resulting in discharges of relatively
high energy, which may significantly attack the insulation. Particularly, delamination
reduces the thermal conductivity of the insulation, which might lead to accelerated aging
or even a thermal runaway. Thus, delamination needs deep attention when PD activity is
being assessed [6].

Delamination is located between copper strands and the ground-wall insulation found
on the generator bars with a resin-rich mica–epoxy insulation system. This delamination
is associated with the resin decomposition area that was caused by the PD activity in this
delamination [36]. The appearance of the decomposed resin can be figured as a white
powder. Specifically, the resin was found totally decomposed at the edges.
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Figure 7. PRPD pattern at internal delamination discharges (S4).

3. Partial Discharge Measurement Connection

The PD measurement in this paper was conducted in offline condition. Firstly, both
generators were completely shut down and separated from the system before measurement
(see Figure 8a). After the generators were completely shut down, the HV controller and
its HV-source 12 kV transformer were set up and connected to a compensating reactor
that needed the test source to deliver the impedance part of the current (see Figure 8b,c).
The test voltage was gradually stepped up by this HV controller. Then the output of the
HV controller was connected to all three HV phase terminals R, S, and T of the generator
as the test object was synchronously performed, and the channel had a digital band-pass
filter [35] (see Figure 8d).

Figure 8. PD measurement instrument and equipment connection to the generator as test object.
(a) Test object. (b) HV controller. (c) Compensating reactor and transformer. (d) Three phases’
terminals. (e) Coupling capacitor. (f) Measuring impedance. (g) MPD600. (h) USB controller.
(i) Recording data.

The measurement used a coupling capacitor as the sensor. Coupling capacitor MCC124
was used as the mounted sensor within the generator’s terminals R, S, and T to decouple
the PD signal and connected to measuring impedance (see Figure 8e). The sensor was
easily integrated into the old machine as a test object after being separated from the power
system. The MPD600 PD acquisition unit completely encapsulated components without
any control element. The impedance was measured as the input was connected to MPD600
(see Figure 8f). Then MPD600 was connected to a USB controller. The USB controller
and all connected MPD600 units were restarted, and the software continued to perform
measurements (see Figure 8g).
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The collected data were transmitted to a server via cable providers. A PC received
the recording PD data from the acquisition unit MPD600 by using a USB controller (see
Figure 8h). PD data were displayed, recorded, and analyzed through a PRPD streamer
that had been stored at the PC for every stage of the test voltages (see Figure 8i). The PD
measurement equipment connection can be seen as shown in Figure 8.

The principal difference between the various PD measuring systems is the bandwidth.
The PD pulses arriving at the terminals have a frequency spectrum characterized by the
transmission function of the machine winding. Following IEC 60270, PD measurement
systems are defined as a wide band if their bandwidth exceeds 100 kHz [6].

The range of the bandwidth for the PD record is from 100 kHz to 400 kHz, which is
the PD measurement instrument specification of MPD600. This setting follows the IEC
standard for PD setting measurement [23].

The test circuit instrument requires calibration using the CAL542D charge calibrator
by 10 nC by a calibration factor before performing measurement [5,6]. The aim of the
calibration is to compare various influences of the test circuit, e.g., power supply connection,
stray capacitance, coupling capacitance, and test object capacitance, by injecting a better
value-defined reference at the terminal after the test circuit is completely connected [23].

The lower cutoff frequency should be in the range of dozens of kilohertz following the
IEC standards [23]. It should be noted that resonance phenomena that are in the frequency
range of the PD measuring device may occur and, therefore, may also influence the PD
results depending on the winding design and measurement arrangement used.

4. Case Studies of Partial Discharge Measurement

The PD measurement uses the frequency integration at 250 kHz ± 300 kHz from
100 kHz to 400 kHz referring to the specification of MPD600 to follow the IEC
standards [23,35]. The testing voltage for the PD measurement is carried out by gradually
injecting the voltage to the test objects, initially from 20%, 40%, 60%, 80%, to 100% of the
phase-to-phase voltage 6.35 kV, which is obtained by dividing 11 kV by

√
3 and hereinafter

called the Un [5,23]. The voltage of the test procedure gradually stepped up from 1.27 kV to
6.35 kV including the following stages: 1.27 kV–2.54 kV–3.81 kV–5.08 kV–6.35 kV–5.08 kV
–3.81 kV–2.54 kV–1.27 kV, as shown in Figure 9.

Figure 9. Gradual step-up test voltage for offline PD measurement on rotating machines.

Offline PD measurement was conducted with the system presented above using
MPD600 on hydropower generator units 2 and 3 with a capacity of 79.2 MW with a voltage
of 11 kV as test objects located in TNP, IPP, North Sumatera, Indonesia. There are four units
of generators at TNP as shown in the single-line diagram of TNP in Figure 10 [26].

This paper focused on units 2 and 3 for PD data measurement. The purpose was to
assess and compare the stator coil insulation condition by PRPD analysis of the PD level in
the stator coil [27]. The main objective of the purpose of the PD measurement is to interpret
the result. The PD measurement is a powerful tool for detecting and diagnosing the locally
confined insulation defects in rotating machines [35]. The minimum magnitude of the PD
quantities that can be measured in a particular test is, in general, limited by disturbances.
These can effectively be eliminated by suitable techniques by choosing the appropriate
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coupling capacitor sensor; additional limits are obtained by the internal noise levels of the
measuring instruments and systems, physical dimensions and layout of the test circuit, and
values of the test circuit parameters.

Figure 10. Single-line diagram of TNP, Inalum Power Plant, Indonesia.

Another consideration and limit for the measurement of a minimum PD quantity
are set by the capacitance ratio of Ct/CC and the optimal values for the input impedance
of the coupling device and its matching to the measuring instruments used. Ct is the
capacitance of the test objects, and CC is the capacitance of the coupling capacitor. The
highest sensitivity would be realized if CC is greater than Ct; this condition is generally
inconvenient to satisfy due to the additional loading of the HV supply. Thus, the nominal
value of CC is limited for the actual tests, but acceptable sensitivity is usually achieved
with CC being about 1 nF or higher [23]. The coupling capacitor as a sensor in this offline
PD measurement uses the coupling-capacitor-type MCC124, 24 kV, with the capacitance
1.1 nF and Zm C542: 30 μF, 0.5 A, with the frequency bandwidth of PD measurement of
MPD600 100–400 kHz following the IEC standards. Sometimes, the PD measurement uses
a coupling capacitor with a capacitance of 80 pF with reference to the IEEE 1434 standard.

The test objects are connected to the offline PD measurement equipment. The test
voltage is increased until reaching the maximum test voltage of 6.35 kV. The PRPD pattern,
partial discharge inception voltage (PDIV), partial discharge extinction voltage (PDEV),
and the largest repeated occurrences of PD magnitude referred to as QPeak are the basic
results to interpret from any offline PD measurement on the stator, recorded during the
interval time of measurement [6]. The values of the PDIV and PDEV are influenced by
many constraints, including the rate where the voltage gradually increased as well as
the history of the voltage applied in the winding or other components thereof. In most
cases of the PD measurement, the PDIV is larger than the PDEV, which is related to the
following factors: statistical time lags of the availability of the initial electron, oxidation
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for the consumption of oxygen, and residual voltage [5,23]. Both the PDIV and PDEV may
define the limit of permissible background noise.

The PD detector obtains several important parameters from the PD measurement,
such as the PDIV, PDEV, and PD magnitude in pC. The advantages of the PD measurement
are given as follows [4]:

(1) Getting the series prediction and an indication of the insulation degradation in ad-
vance prior to failure;

(2) Avoiding unexpected in-service failures of the equipment, furthermore, can extend
uptime between outages;

(3) Avoiding service that is not important and repairing old equipment by maximizing
the operating hours;

(4) Finding a problem and repairing it before it has a chance to fail the equipment;
(5) Finding a problem with new equipment that is still under warranty;
(6) Evaluating the quality of maintenance and repairing whether to rewind it before and

after testing;
(7) Comparing the results of similar equipment to decide on maintenance on those with

higher levels of PD;
(8) Identifying the root cause of the failure mechanism in the equipment to determine the

action prior to an outage;
(9) Improving the overall reliability of the equipment.

4.1. PD Measurement Test Procedures

The PD measurement for generator units 2 and 3 was conducted on 27 January 2016
and that for unit 3 on 28 January 2016. The balance power generation unit is properly
regulated during the measurement to fulfill load demand at the smelting plant. These
procedures are briefly described as shown in Figure 11 and applied to both generator units 2
and 3 as test objects for the PD measurement. The generators are shut down and separated
from the power system network. The HV source test equipment should be well-prepared
after the generators are completely stopped. The step procedures of the PD measurement
for generator units 2 and 3 are briefly described as follows [35]:

Step (1) Preparing the HV source test equipment (see Figure 11a);
Step (2) Connecting the HV power output to the stator winding (see Figure 11b);
Step (3) Connecting the HV return to the ground (see Figure 11c);
Step (4) Connecting the PD sensor and coupling capacitor to stator winding (see Figure 11d);
Step (5) Connect the output from the PD sensor to the measurement unit (see Figure 11e);
Step (6) Connecting the PD measurement unit to the USB controller using fiber optic cable
(see Figure 11e);
Step (7) Connecting the USB controller to the PC for measurement (see Figure 11f);
Step (8) Selecting the test voltage 20% Un (see Figure 11g);
Step (9) Operating the HV output button, making sure to observe safety rules (see
Figure 11g);
Step (10) Recording the test voltage and PD stream as the PRPD output (see Figure 11h);
Step (11) Discharging the test object using the ground device after finishing the test (see
Figure 11i);
Step (12) Following steps (8) to (12) for the test voltage 40%, 60%, 80%, and 100% Un.

The complete offline PD measurement procedures can be seen as shown in Figure 12.
The first step is to completely shut down the generator and prepare the circuit of the PD
equipment, and the last step is to record and analyze the PD data and then compare them
with the ideal kind of PD defect provided by the standards IEC 60034-27 and IEC 60270.
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Figure 11. Test procedures for offline PD measurement on generator units 2 and 3 Inalum hydro
generators at TNP. (a) HV source test equipment. (b) Connecting HV output to stator winding.
(c) Connecting HV return to the ground. (d) Connecting PD sensor capacitor to the stator wind-
ing. (e) Connecting output from PD sensor to PD measurement unit and PD measurement unit
to USB controller. (f) Connecting USB controller to PC. (g) Selecting test voltage–HV output level.
(h) Recording test voltage and PD stream. (i) Discharging test object using grounding device.

4.2. PD Test Result of Phase R + S + T- Unit 2

The PD stream has been recorded from stator coil unit 2 and analyzed by the PRPD
pattern method. PD activities recorded in the range of bandwidth frequency from 100 to
400 kHz refer to the specification of the PD measurement instrument, MPD600 [23]. PRPD
pattern results are recorded during the interval time for every stage of the test voltage. The
maximum scale setting discharge on MPD600 during the test is set to 8 nC to capture the
appropriate PRPD pattern.

(1) PRPD pattern result of 20%, and 40% Un: The initial testing voltage was applied by
injecting 20% Un, 1.27 kV, to the stator coil with interval duration time. The value of
the voltage is 1.27 kV, which gradually increased during a specific interval time. This
pattern is recorded without knowing the kind of PD fault during this setup voltage.
After recording the PD stream, the test voltage is increased to 40% Un, 2.54 kV. The
PRPD patterns in these two stages, 20% and 40% Un, are still flat and small as shown
in Figure 13a,b, respectively.

(2) PRPD pattern result of 60%, 80%, and 100% Un: The next step is voltages are set up
to 60%, 80%, and 100% Un. The higher voltage obtains the higher PD magnitude as
well. The PRPD pattern is shaped like a bowl and is asymmetric. The clearest pattern
and largest PD magnitude are found in 100% Un. The recorded PRPD pattern has a
triangular shape and is asymmetric since the positive charge magnitude is higher than
the negative charge on 60%, 80%, and 100% Un as shown in Figure 13c–e, respectively.
Hence, the PD fault from this PRPD pattern can be categorized as slot discharge (S3)
as in the IEC standards [6,7,23]. The highest PD magnitude of the PRPD pattern result
is during 100% Un.
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Un

Un

Un

Figure 12. Flow chart of offline PD measurement.

The PD magnitude is set with a threshold of 50 PD/s pulse repetition and 3.5 nC with
the PD magnitude maximum found at QPeak of 8098 pC and relatively can be categorized
as a low PD magnitude, as shown in Figure 13f, for a service aged generator [26].

Data resulting from the measurement of all the levels of test voltage were collected for
further analysis. The fingerprint data, PRPD pattern, were collected during the interval
time testing. The output of the PD detector MPD600 is displayed in the PRPD pattern
graph. The data result of the discharge magnitude of QPeak and QAvg, n, IDis, PDis, and D is
higher when the voltage is set up higher. The maximum value of each variable resulted
when the test voltage is 100% Un. The value for each level of voltage test can be seen as
shown in Table 3.
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Figure 13. PD test result on generator unit 2, (a) PRPD pattern at 20% Un, (b) PRPD pattern at 40%
Un, (c) PRPD pattern at 60% Un, (d) PRPD pattern at 80% Un, (e) PRPD pattern at 100% Un, and
(f) PD threshold 50 PD/s pulse repetition.

Table 3. PRPD parameter result on unit 2.

Un
(%)

QPeak
(pC)

QAvg
(pC)

n
(kPDs/s)

IDis (nC/s)
PDis
(μW)

D
(aC2/s)

20
40
60
80

100

209.5
244.7

1930.0
3946.0
8098.0

141.1
139.3
1115.0
1995.0
4368.0

0.3
0.3

13.3
33.3
41.3

34.3
36.2

2,700.0
12,370.0
26,180.0

40.5
84.1

10,150.0
56,390.0

149,100.0

4.2
4.4

769.3
6436.0

25,070.0

The common representation of the PD events versus discharge value can display the
analysis and interpretation of the PD fault from unit 2. The display is in bipolar shape
from both negative and positive discharges [34]. It is easy to differentiate the slot discharge
and internal PD from the phase-resolved representation, and over the last decade, it has
replaced other types of representation such as bipolar or unipolar shape [7]. The level of
discharge patterns at low voltage, 20% and 40% Un, is lower compared with that at 60%,
80%, and 100% Un. The bipolar shape patterns from 20% and 40% Un are not clear since
the total amounts of PD events are 4131 and 4483 PDs as shown in Figure 14a,b in the
maximum event scale of approximately 5000 PDs.
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Figure 14. Bipolar pattern of PD events on generator unit 2, (a) 20% Un, (b) 40% Un, (c) 60% Un,
(d) 80 % Un, and (e) 100% Un.

The time duration for recording is 14.4 s. The bipolar shapes for higher voltage 60%,
80%, and 100% Un are more rounded with the total amount of PD events larger than that of
20% and 40% Un, i.e., 188,461 PDs, 491,766 PDs, and 598,533 PDs within the same duration
recording time of 14.4 s with the maximum events scale approximately 50,000 events as
shown in Figure 14c–e, respectively. The bipolar patterns have triangular shapes and
similar asymmetric patterns. The PD events in the positive cycle are larger than those in
the negative cycle. The bipolar pattern is in asymmetric shape, which shows as the slot
discharge referring to the IEC pattern [23,34].

The PD fault on stator coil unit 2 as slot discharge can be indicated from the frequency
spectrum of PD pulses as shown in Figure 15. The frequency spectrum is viewed for a wider
bandwidth up to 32 MHz to compare with the slot discharge spectrum in the IEC standard
as shown in Figure 16. PD activities are recorded in the range of bandwidth frequency from
100 to 400 kHz to refer to the specification of the PD measurement instrument MPD600 [23].
Slot discharge was detected along the frequency test during the measurement. It happened
along the frequency bandwidth, even though the trend is not similar for all the percentages
of Un as shown in Figure 17.
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Figure 15. Frequency spectrum pattern of slot discharge pulses on unit 2.

Figure 16. Frequency spectrum of slot discharge in IEC standards.

Un
Un
Un
Un
Un

Figure 17. Frequency spectrum of slot discharge MPD600 on unit 2.

Through the PRPD pattern, PD bipolar characteristic, and PD spectrum frequency
analysis, the PD defect on generator unit 2 was analyzed and interpreted as slot discharge
(S3). Slot discharge in high machines develops when the conductive slot portion coating is
damaged due to the stator bar–coil movement in the slot or the slot exit area, e.g., by loss
of wedging pressure due to settlement, erosion of the material, abrasion, chemical attack,
or manufacturing deficiencies [5,23]. The high-energy discharge develops when serious
mechanical damage or void occurs [4,16]. It can result in additional damage to the main
insulation and eventually cause an insulation fault. The level of risk of insulation damage
is high since the stator coil has slot discharge (S3).

The initial threshold of 500 pC set to determine the PDIV of unit 2 obtains a voltage of
3.846 kV. This value is 60.57% Un, and the PDEV is obtained at 2.524 kV. The highest PDIV
and PDEV occur when the threshold is at 2500 pC, since the PDIV is 5.189 kV, which is
about 81.72% Un. The PDIV and PDEV are recorded with various thresholds rather than
recording the PRPD patterns during the PD measurement, as shown in Table 4 [5,16]. The
recording can be figured out in the graph since the PDIV is larger than the PDEV, as shown
in Figure 18.
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Table 4. PDIV and PDEV with various thresholds on unit 2.

PD Threshold (pC) PDIV (kV) PDEV (kV)

500 3.846 (60.57%) 2.524

1000 3.857 (60.74%) 2.528

1500 4.926 (77.57%) 3.831

2000 5.185 (81.65%) 4.046

2500 5.189 (81.72%) 5.155
Note: PD threshold 3000 pC result is PDIV < PDEV (not typical), Un base is 6.35 kV.

Figure 18. PDIV and PDEV with various thresholds on unit 2.

4.3. PD Test Result of Phase R + S + T- Unit 3

The PD stream that has been recorded from stator coil unit 3 is analyzed by the PRPD
pattern method in the same way as that carried out in unit 2. PD activities recorded in
the range of bandwidth frequency from 100 to 400 kHz refer to the specification of the
PD measurement instrument MPD600 [23]. PRPD pattern results were recorded during
the interval time for every stage of the test voltage. The maximum discharge setting on
MPD600 during the test is set to 14 nC to capture the appropriate PRPD pattern since the
unit 3 charge magnitude is higher than the unit.

(1) PRPD pattern result of 20% and 40% Un: The initial testing voltage was applied by
injecting 20% Un, 1.27 kV, to the stator coil with interval duration time. The value of
the voltage is 1.27 kV, which gradually increased during a specific interval time. This
pattern is recorded without knowing the kind of PD fault during this setup voltage.
The PD magnitude during this voltage stage is small. After recording the PD stream,
the test voltage is increased to 40% Un, 2.54 kV. The PRPD pattern and magnitudes
of 40% Un are still small but larger than those of 20% Un. During this stage, there
are not enough PRPD pattern results to recognize the kind of PD defect. However,
the result is still higher than unit 2 since the maximum scale of the discharge was set
to 14 nC compared with 8 nC for unit 2. The PRPD patterns and magnitudes of 20%
and 40% Un are recorded as the output of MPD600 for further analysis as shown in
Figure 19a,b, respectively.

(2) PRPD pattern result of 60%, 80%, and 100% Un: The next step is the voltages are
increased to 60%, 80%, and 100% Un, with the maximum scale of discharge set to
14 nC. The higher voltage obtains the higher PD magnitude. The pattern is shaped
like a bowl and asymmetric since the negative charge magnitude is higher than the
positive charge. The PRPD patterns and magnitudes for 60%, 80%, and 100% Un are
larger than those for 20% and 40%. PRPD pattern results can be recognized for the
kind of PD defect. The patterns have triangular shapes, are asymmetric, and have
sickle shapes before having a bowl shape, as shown in Figure 19c–e, respectively.
Referring to the PRPD pattern result, the PD defect can be indicated as delamination
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(S2) and slot discharge (S3), which also refers to the IEC standards and experiences of
PD measurements [7,23].

Figure 19. PD test result on generator unit 3, (a) PRPD pattern at 20% Un, (b) PRPD pattern at 40%
Un, (c) PRPD pattern at 60% Un, (d) PRPD pattern at 80% Un, (e) PRPD pattern at 100% Un, and
(f) PD threshold 50 PD/s pulse repetition.

The PD magnitude with a threshold at 50 PD/s pulse repetition is 7.65 nC with the PD
magnitude maximum QPeak of 15,760 pC detected as shown in Figure 19f and relatively can
be categorized as the medium PD magnitude for the 33-year operation of the generator.

Similar with the treatment in unit 2, the data resulting from the measurement of all the
levels of test voltage were collected for further analysis. The PD stream data were collected
in PC software. This PD stream is the PRPD pattern, and the value is displayed on the
statistics of the MPD600 result, on the right side of the PRPD pattern. The fingerprint data,
PRPD pattern, are collected during the sine-wave cycle. The output of the PD detector
MPD600 is displayed in the PRPD pattern graph. Similar with unit 2, the data result of the
discharge magnitude of QPeak and QAvg, n, IDis, PDis, and D is higher when the voltage is
set up higher. The maximum value of each variable resulted when the test voltage is 100%
Un. The value for each level of test voltage is shown in Table 5.

The analysis and interpretation of the PD fault from unit 3 can be displayed by the
common representation of the PD events versus discharge [34]. The display pattern from
MPD600 is bipolar. The level of slot discharge is low at 20% and 40% Un. The bipolar
patterns have triangular shapes with the total amount of PD events being 25,168 PDs
and 29,583 PDs, during the duration interval of 14.4 s with maximum event scales of
approximately 5000 and 10,000 events as shown in Figure 20a,b, respectively. Anyhow,
the asymmetrical shape is not clear during this stage. However, the bipolar patterns for
60%, 80%, and 100% Un have a more rounded and triangular shape asymmetrically. The
total amount of PD events in the negative cycle is larger than that in the positive cycle, i.e.,
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418,894 PDs, 563,461 PDs, and 698,192 PDs during the interval time of 14.4 s as shown in
Figure 20c–e with a maximum PD event scale of approximately 50,000 events, respectively.
The bipolar pattern of PD events has an asymmetrical shape since the negative cycle is
larger than the positive cycle, and the triangular shape can be indicated as the PD defect on
the slot area also has delamination at the tape layer and is referred to as the IEC standard
pattern [23,34].

Table 5. PRPD parameter result on unit 3.

Un
(%)

QPeak
(pC)

QAvg
(pC)

n
(kPDs/s)

IDis (nC/s)
PDis
(μW)

D
(aC2/s)

20
40
60
80

100

4085
7121

16,760
16,690
15,760

804.8
731.8
6864.0

10,050.0
9165.0

2.2
3.1

29.2
39.4
45.7

635.3
698.4

10,690.0
25,070.0
39,660.0

729.2
2176.0

39,810.0
111,000.0
218,500.0

249.4
299.6

10,050.0
34,590.0
60,460.0

Figure 20. Bipolar pattern of PD events on generator unit 3, (a) 20% Un, (b) 40% Un, (c) 60% Un,
(d) 80 % Un, and (e) 100% Un, respectively.

Delamination discharge can be explained through PRPD, and the bipolar pattern as
above refers to the experiences of such PD measurements [7,23]. The frequency spectrum
can be viewed for a wider bandwidth up to 32 MHz from PD pulses to compare with
the standard since the pattern is like the slot discharge pattern in the IEC standards, as
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shown in Figure 21. The recorded frequency spectrum refers to the bandwidth of MPD600
in the range of 100–400 kHz. The slot discharge happened even though the magnitude
is randomly not similar, but it could be seen along the frequency setting, as shown in
Figure 22. The PD pulse was recorded higher than the spectrum in unit 2. It cannot be
distinguished whether the pulse is slot discharge or delamination through this spectrum,
but the pulse has been detected along the frequency test. The other important parameters
that needed to be recorded during the PD measurement are the PDIV and PDEV. The initial
threshold, 500 pC, is set to determine the PDIV of unit 3 and obtain the voltage of 1.262 kV.
This value is 19.87% Un, and the PDEV is obtained at 1.216 kV. The highest PDIV and PDEV
occur when the threshold is at 11,500 pC and the PDIV is 5.731 kV, which is about 90.25%
Un. The PDIV and PDEV are recorded with various thresholds rather than recording the
PRPD patterns during the PD measurement, as shown in Table 6 [5,16]. The recording data
are figured out in the graph since the PDIV is larger than the PDEV as shown in Figure 23.

Figure 21. Frequency spectrum pattern of slot discharge pulses on unit 3.

Un
Un
Un
Un
Un

Figure 22. Frequency spectrum of slot discharge MPD600 on unit 3.

Figure 23. PDIV and PDEV with various thresholds on unit 3.
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Table 6. PDIV and PDEV with various thresholds on unit 3.

PD Threshold (pC) PDIV (kV) PDEV (kV)

500 1.262 (19.87%) 1.216

1000 1.262 (19.87%) 1.216

1500 1.262 (19.87%) 1.216

2000 1.275 (20.08%) 1.263

2500 1.275 (20.08%) 1.263

3000 4.128 (65.01%) 1.275

3500 4.132 (65.07%) 1.275

4000 4.132 (65.07%) 4.124

4500 4.132 (65.07%) 4.124

5000 4.132 (65.07%) 4.124

5500 4.132 (65.07%) 4.125

6000 4.132 (65.07%) 4.125

6500 4.133 (65.08%) 4.125

7000 4.133 (65.08%) 4.125

7500 4.133 (65.08%) 4.130

8000 5.481 (86.32%) 4.130

8500 5.657 (89.08%) 4.130

9000 5.657 (89.08%) 4.130

9500 5.657 (89.08%) 4.130

10,000 5.657 (89.08%) 4.130

10,500 5.731 (90.25%) 4.130

11,000 5.731 (90.25%) 4.130

11,500 5.731 (90.25%) 4.130
Note: PD threshold 12,000 pC result is PDIV < PDEV (not typical), Un = 6.35 kV

4.4. PD Defect Measurement Found

Based on the PRPD pattern, PD bipolar characteristic, and PD spectrum frequency
analysis, the PD defect on generator unit 3 was analyzed and interpreted as the combination
of thermal aging or delamination (S2) and slot discharge (semicon paint abrasion, S3). The
internal delamination within the main insulation can be caused by imperfect curing of
the insulation system during manufacturing or by mechanical and thermal overstressing
during operation. The level of risk of insulation damage for both S2 and S3 is high based
on the PRPD pattern results [6,23].

Delamination, which is located at the interface of the copper conductor and the
main insulation, mostly results from excessive thermal cycling and is harmful, and the
delamination can cause the turn or strand of the insulation’s conductor to be severely
broken. Therefore, this delamination phenomenon must be paid attention to and should be
firstly maintained to avoid more severe damage.

The PD data results show that the values of QPeak and QAvg in unit 3 are not rapidly
increasing similar with those in unit 2. Data show that in 100% Un, QPeak and QAvg are
lower than those in 80% and 60%. This condition is probably caused by contamination
occurring on unit 3; hence, at that stage voltage, the PD is decreased. Since PD is a
symptom affected by many parameters, such as contamination, manufacturing issues, and
incorrect design, there are thermal and mechanical stresses in operation. By considering this
phenomenon, generator unit 3 should be put in priority to check the stator coil condition in
the maintenance plan schedule.
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4.5. Actual Experimental Inspection Found

The intention of this research was to compare the PD fault result from two generators
with similar rates and designs by using the same testing methods, equipment, and charac-
teristics as well, and it was found that there are different PD faults on generator units 2 and
unit 3 of the Inalum hydro generator. Therefore, the maintenance plan should be stipulated
for unit 3 as the priority while keeping the monitoring of the PD activity by periodically
measuring, for instance, every six months [30].

Slot discharges in HV machines develop when the conductive portion coating is
damaged when there is bar or coil movement in the slot exit area, e.g., by loss of wedging
pressure due to settlement, erosion of material, abrasion, chemical attack, or manufacturing
deficiencies. These are the root causes of producing slot discharge [6]. The fault typically
appears during the operation of the machine and is caused by electromechanical forces,
resulting in arcing, which can be measured as slot discharge [35].

A typical delamination tape layer develops when there is a separation of large areas
between two insulation layers in a longitudinal direction. It often results from overheating,
extreme mechanical force, or imperfect curing of the insulation system. Delamination is
dangerous since the turn or strand insulation of the conductors can be severely damaged [6].

Based on inspection experience as evidence, slot discharges in generator stator coil
units 2 and 3 at TNP were found, as shown in Figures 24 and 25. Maintenance treatment is
carried out for the stator coil as countermeasures after conducting the inspection, such as

(1) Checking the wedges of the stator coil for each stator slot as shown in Figures 24a and 25a,
overheating areas for units 2 and 3, respectively;

(2) Marking the loosened wedges for every slot so that they can be replaced by appropri-
ate new wedges as shown in Figure 24b, wedge at slot no. 86, and Figure 25b for units
2 and 3, respectively.

(3) Inspecting and marking the loosened wedges for every slot number of the stator coil,
as shown in Figure 24c, wedge at slot no. 126, and Figure 25c, wedge at slot no. 47 for
units 2 and 3, respectively.

Loose and wounded wedges were found during the routine maintenance work on
27 January 2016. In the inspection procedure, pressure meters were used to obtain the
pressure magnitude to realize the status of wedges, as shown in Figures 24a and 25a for
units 2 and 3, respectively. In the measurement, loose and wounded wedges were found
at slot nos. 126 and 86, as shown in Figures 24b and 25b for units 2 and 3, respectively.
Meanwhile, other loose and wounded wedges were inspected at slot nos. 126 and 47 as
shown in Figures 24c and 25c for units 2 and 3, respectively. The locations of the wedges
are almost similar with the locations of the conductor partial discharge nearby.

Some countermeasures need to be applied to the stator coil after collecting data
such as

(1) Tightening the loosened wedges by adding the pieces of wedges;
(2) Replacing broken wedges with new ones, with the same dimension as well;
(3) Cleaning the slot area of the stator coil by smoothly scrubbing it;
(4) Re-taping the stator coil bar for the slightly broken stator bar;
(5) Replacing the broken stator coil with a new one since there is a spare in the warehouse;
(6) Renew all the total stator coils with new ones by conducting a precise inspection or

major overhaul of the whole parts of the generator machine including turbine parts.

The last part of this countermeasure was not included in this paper, since the intention
is to compare the PD magnitude of two rotating machines with a similar rating and
design only.
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Figure 24. Visual checking on stator slot of generator unit 2. (a) Engineer checking the wedge by
gauge pressure. (b) Loosening of the wedge in slot no. 86. (c) Loosening of the wedge in slot no. 126.
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Figure 25. Visual checking on stator slot of generator unit 3. (a) Engineer checked and found marking
such as overheating. (b) Marking the loosened wedge. (c) Loosening of the wedge in slot no. 47.

5. Discussion

The PD measurement methods can bring a new point of view and contribution to other
similar rotating machines. The stator coil with the greatest activity should be subjected
to further inspections instead of the other. To summarize, the advantages of applying
PRPD pattern analysis can be listed for several types of discharge in the rotating machine
as follows:

(1) Knowing the stator coil condition: The PD measurement can be stated as the pre-
liminary checking of the condition of the stator coil without pulling out the rotor of
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the generator. The interpretation of PRPD analysis is necessary to indicate the stator
coil condition prior to being inspected. The results of the PRPD pattern analysis in
this research found that the defect on the stator coil on unit 2 is slot discharge (S3)
with a high-risk level; unit 3 has delamination (S2) and slot discharge (S3) with a
high-risk level.

(2) Early detection for stator coil treatment: The PD measurement of units 2 and 3 shows
the result condition of the stator coil insulation system. The result contributes to early
detection for the future planning of the stator coil treatment by finding out whether to
re-tape it or replace it with a new stator coil.

(3) Priority maintenance plan of the generator: The PD fault interpreted by the results of
the PRPD analysis can explain which unit of the generator has more PD activity. Then,
the stator with the highest PD magnitude should be subjected to further inspection.
Based on the result of this research, generator unit 3 should be planned to be inspected
first rather than generator unit 2 since the former has a higher peak QPeak. The PD
measurement is suggested to be periodically conducted to see the trend of PD activity
on the stator coil.

6. Conclusions

PD measurement that has been conducted in hydropower generators was presented
in this paper. The intention is to compare the PD magnitude and pattern from two rotating
machines that have similar ratings and designs. The measurement result shows that the
two generators have different PD fault on the stator coil.

The measurement results show that the stator coil defect of unit 2 is slot discharge (S3),
and unit 3 has delamination (S2) and slot discharge (S3). Based on the PRPD analysis, the
PD fault of the generator unit on generator unit 2 is a slot defect caused by stator coil–bar
movement in the slot area, but unit 3 has not only a slot defect but also delamination at
the tape layer, which is caused by mechanical overstressing during operation. Moreover,
due to the higher peak QPeak of unit 3, inspections should be scheduled first. Finally, after a
maintenance inspection, the stator coils of TNP generator units 2 and 3 were found to have
loose and damaged wedges. The location of the wedge is almost the same as the location of
the partial discharge from nearby conductors.

The benefit of the PRPD analysis on the offline PD measurements was shown in
this thesis. It certainly can provide more clear information and reference to other similar
rotating machines about PD activity. For future work, some studies are of great interest:
for instance, the new identification method of delamination and slot discharge could be
verified for the insulation condition of the stator coil for other rotating machines.
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Abstract: In recent years, with the rapid development of Internet services in all walks of life, a large
number of malicious acts such as network attacks, data leakage, and information theft have become
major challenges for network security. Due to the difficulty of malicious traffic collection and labeling,
the distribution of various samples in the existing dataset is seriously imbalanced, resulting in low
accuracy of malicious traffic classification based on machine learning and deep learning, and poor
model generalization ability. In this paper, a feature image representation method and Adversarial
Generative Network with Filter (Filter-GAN) are proposed to solve these problems. First, the feature
image representation method divides the original session traffic into three parts. The Markov matrix
is extracted from each part to form a three-channel feature image. This method can transform the
original session traffic format into a uniform-length matrix and fully characterize the network traffic.
Then, Filter-GAN uses the feature images to generate few attack samples. Compared with general
methods, Filter-GAN can generate more efficient samples. Experiments were conducted on public
datasets. The results show that the feature image representation method can effectively characterize
the original session traffic. When the number of samples is sufficient, the classification accuracy
can reach 99%. Compared with unbalanced datasets, Filter-GAN has significantly improved the
recognition accuracy of small-sample datasets, with a maximum improvement of 6%.

Keywords: malicious network traffic; GAN; imbalanced classification

MSC: 68M25

1. Introduction

The rapid development of information technology not only brings great convenience
to network users but also brings many security threats. Network traffic is an important
carrier for network information exchange and transmission. Many network attacks and
threats also exist in network traffic, so malicious traffic classification is one of the research
focuses of cyberspace security. Due to the wide application of application-layer encryption
technology, traditional port matching [1], deep packet inspection (DPI) [2–4], and other
technologies cannot accurately identify malicious traffic. Therefore, researchers try to
classify malicious traffic using various machine learning algorithms such as SVM, decision
tree, naive Bayes, etc. However, machine learning-based methods involve two problems.
First, machine learning models always rely on the knowledge and experience of profes-
sional security personnel to extract and select traffic features. Second, machine learning
models have low accuracy and poor generalization ability in multi-classification tasks.
Compared with machine learning, deep learning is a more popular method. As an end-to-
end learning method, it can automatically extract data features without human intervention.
Although the deep learning network enhances the expressive power, the performance of
this classification algorithm decreases in the case of an imbalanced class distribution of the
dataset, especially for few samples.
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Therefore, overcoming imbalanced class distribution is of great significance for the
classification of malicious traffic. To solve the problem of poor generalization of the
classification model and the feature representation in the case of a class imbalance dataset,
a representation method based on the Markov transition matrix and Adversarial Generative
Networks with Filters (Filter-GAN) is proposed in this paper.

The original input to the feature representation method is the traffic session. The
method embeds the relevant features into the feature image through the feature image
extraction algorithm. The feature images are then used to train a Generative Adversarial
Network (GAN) model and data filter based on machine learning algorithms. Finally,
the GAN model generates enough new samples to filter out more effective samples through
the data filter. These more effective samples serve as a supplement to the original dataset
to address the problem of sample imbalance.

Compared with traditional malicious traffic characterization methods and data en-
hancement methods, this method has a better feature representation effect and stronger data
enhancement effect, which can make the classification model have a better generalization
and higher classification accuracy. There are two main contributions of this paper:

• A new traffic feature representation method is proposed. The method embeds the
header feature and payload feature of each data packet into a feature image, which re-
alizes a unified representation method for traffic files. The method avoids information
loss and redundancy during preprocessing because the traffic session file is not sliced
or populated. Compared with the traditional grayscale image method, the feature
image generated by this method is more friendly to the model.

• A generative adversarial network model with a sample filter is designed. The filter
is trained and tested with real samples to screen the generated samples so that the
generated samples that pass the screening are closer to the distribution of real samples.

The rest of the paper is organized as follows. The second part introduces the related
work of malicious traffic classification. The third part elaborates the whole model frame-
work and training process, including data preprocessing, feature image extraction, model
structure, and algorithm. Section 4 describes the experimental details and result evaluation.
Section 5 concludes and proposes future work.

2. Related Work

2.1. Classification of Malicious Traffic Based on Deep Learning

Deep learning has been widely used [5–10] in the field of traffic detection and clas-
sification. Wang et al. [11] combined deep learning with traffic analysis for the first time,
pointing out the similarities between images and TCP traffic. Jia et al. [12] further studied
the application of deep learning in traffic analysis, unifying the length of the data packets,
so that the length of each data packet reaches 784 bytes. The flow vector is converted into
a 28 × 28 byte matrix and fed into a convolutional neural network for malicious traffic
classification. Wang et al. [13] converts the data packets of the same five-tuple into fixed-
length byte vectors in sequence according to time and then forms feature vectors through
data compression. The feature vector is classified using the convolutional neural network
with the Gabor function to achieve the purpose of intrusion detection. The two methods
inevitably fill or intercept bytes, resulting in loss of information.

Jiarui Man et al. [14] directly used 196 statistical features of malicious traffic to form
images, and then used a residual network for intrusion detection. Although the use of a
residual network has good advantages in multi-classification, this method does not consider
that there is no spatial position information between statistical features. Simply converting
a one-dimensional vector into a two-dimensional matrix causes redundancy of information.
Huiwen Bai et al. [15] convert network traffic into text, in which the words in the text
consist of every byte of the payload. We use the n-gram semantic neural network model to
generate continuous domain vectors, and then use the gated recurrent unit (GRU) to obtain
feature vectors for final classification. However, with the use of more encryption protocols,
the packet payload is randomly encrypted and no longer has specific semantics. This makes
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semantic-based malicious traffic detection difficult. Marín [16] takes the network traffic
byte stream directly as the input of the convolutional neural network and the recurrent
neural network, and evaluates the feature representation effect at the packet and flow
level. There are also many related works [17–20] that demonstrate the superiority of deep
learning (DL) methods for malicious traffic analysis. We conclude that the DL method
application technique consists of three steps: First, converting the data packet or pcap file
into the standard input format of DL, then selecting a deep learning model according to
the characteristics of the input data, and finally training the DL classifier to automatically
extract and classify the characteristics of the traffic.

2.2. Common Methods for Dealing with Sample Imbalances

In the field of network traffic classification, the class imbalance problem can be ex-
pressed as an order of magnitude difference in the number of samples of traffic data in
each application category, resulting in the classifier being overwhelmed by the majority
class and ignoring the minority class. Misidentifying small categories is often costly. For ex-
ample, in intrusion detection, the attack class is a small class relative to normal traffic,
and misclassifying the attack class may cause network paralysis. There are generally three
ways to deal with data imbalance: modify the objective cost function, change the sampling
strategy, and generate artificial data as shown in Table 1. The method of modifying the
loss function can alleviate the problem of quantity imbalance through different weighting
processes according to different sample sizes. This approach gives higher scores to small
classes and penalizes large classes for updating the parameters of the classification model.

Methods to address sample imbalance also include random undersampling (RUS)
and random oversampling (ROS) strategies [21–23]. Undersampling increases the number
of samples in the secondary class by discarding some sample data, thereby reducing the
sample size in the main class. Oversampling increases the amount of data for samples
with fewer classes by reusing data from classes with fewer classes. However, if the sample
size of the minority class is very small, then discarding a large number of samples from
the majority class will result in a loss of sample distribution information. While the
oversampling method repeats samples leading to severe overfitting problems, which has
been the main disadvantage of oversampling.

Table 1. A brief summary of methods for dealing with imbalanced datasets.

Author Method Reference

Wang Random Over-sampling (ROS) [21]
Vu Random Under-sampling (RUS) [22]

Cieslak RUS + ROS [23]
Chawla Synthetic Minority Over-sampling Technique (SMOTE) [24]

Chen Adaptive Synthetic Sampling (ADASYN) [25]
Nguyen SVM-SMOTE [26]
Last, F Kmeans-SMOTE [27]

As a method of oversampling, SMOTE (Adaptive Synthetic Sampling) [24] is also
widely used in the literature to solve the class imbalance problem. However, it relies on
interpolation for oversampling, resulting in poor representation of synthetic samples. SVM-
SMOTE method [26] use support vector machine (SVM) classifiers to train the support
vectors on the original training set. Based on the majority sample density of the nearest
neighbors, interpolation or extrapolation techniques are used to combine each minority
class support vector with its nearest neighbors to generate new samples. Chen et al. [25]
proposed the ADASYN (Adaptive Synthetic Sampling) method for data generation based
on the SMOTE method. However, the experimental results show that the distribution of
the generated data is quite different from the real data. Last et al. [27] applied the Kmeans
algorithm to the SMOTE method, taking inter- and intra-class relationships into account in
the generated data.

109



Mathematics 2022, 10, 3482

The classic approach to generating artificial data is based on Generative Adversarial
Networks (GAN), which are trained using a few samples as training data, rather than simply
replicating it. Related research [28] shows that GANs can efficiently generate high-quality
synthetic samples. Vu et al. [29] used the GAN model to generate data to supplement a
small number of categories. The SVM, decision tree, and random forest models were trained
on mixed data and achieved high classification accuracy. Wang et al. [30] generated multiple
minority class data simultaneously through a conditional GAN model. The generated data
are then supplemented by the minority class, which effectively improved the accuracy
compared to the original dataset. Wang et al. [31] used a GAN model for data generation on
an unbalanced encrypted traffic dataset in units of network flows. Although perceptrons
have been widely used to solve class imbalance problems, instability problems such as
vanishing gradients, mode collapse, etc. have always been shortcomings of multilayer
perceptrons. Furthermore, they do not evaluate the data distribution of the generated
samples versus the real samples. Therefore, in this paper, we propose to use filters trained
on real samples to filter the generated samples, directly avoiding crashes and instability
problems in the model. At the same time, the generated samples are evaluated using
mathematical statistical methods.

3. The Proposed Method

This section discusses the framework for malicious traffic classification based on the
Filter-GAN model, shown in Figure 1. It is divided into three stages: the data processing
stage, data enhancement stage, and classification stage. In particular, the difference between
the Filter-GAN model-based framework and the general method framework is the data
processing stage and the data augmentation stage.

Figure 1. Architecture of Filter-GAN.

In the data processing stage, the original traffic file is divided into network session
files according to the network quintuple. The network session file is used as the input of the
feature image algorithm. The algorithm generates data matrices of uniform size without
filling or intercepting valid fields. Then, these data matrices are converted into feature
images to form feature image datasets.

The data augmentation stage is mainly used to generate data to supplement the
minority class. Due to the imbalanced distribution of categories in the original traffic dataset,
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the feature image set still suffers from imbalanced problem. Therefore, firstly, through the
adversarial generative network (GAN), enough new feature images are generated and sent
to the filter to screen more effective samples as a supplement to the original feature image
set to enhance the diversity of the original feature images. It is worth mentioning that here,
the generator generates feature images instead of the original raw traffic files.

In the classification stage, a convolutional neural network model is used as the classifi-
cation model. The training set and the test set are the mixed feature image dataset and the
original feature image dataset, respectively. Finally, the classification effect is evaluated.

3.1. Feature Image Extraction Algorithm

Traffic sessions have statistical, timing, and payload-related features. To compress all
the features into one image as much as possible and improve the representation ability of
the feature image, the feature image extraction algorithm converts the header field, source
payload, and destination payload into three matrices, which are compressed into three
channels of a picture to form a complete feature image. The specific process is shown in
Figure 2.

Figure 2. Feature image extraction.

There are data packets in two directions in a network session and the header fields
of the information about the data packets themselves. The header field of each data
packet needs to remove noise and useless information, such as data link layer information
(mac address, frame type, etc.), and truncates the IP address. These data can usually be
regarded as a bit stream, and each bit string has different state transition probabilities.
This transmission process has the characteristics of a Markov chain. Therefore, the use of
Markov models can effectively characterize the spatiotemporal features of session payloads.

We read the header field and payload of each data packet in the session file in binary
mode, and then divide the payload into source payload and destination payload. Then ,
we take every four bits as a value. It can be expressed as:

bits = {b1, b2, . . . , bN×8}, bi ∈ (0, 1) (1)

v = {s1, s2, . . . , s N×8
4
}, si ∈ (0, 1, 2, ..., 15) (2)

where N is the byte length and the vector v is the encoded state vector. Consider v as a
Markov chain, calculate the probability that two adjacent states si+1 appear after si, denoted
by P(si+1|si):

Psi+1,si =
P(si+1, si)

p(si)
=

P(si+1, si)
i

∑
j=0

P(si|sj))

(3)

where si, si+1 ∈ (0, 1, 2, . . . , 15). All can form a Markov probability transition matrix:
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M =

⎡⎢⎢⎢⎣
P0,0 P0,1 . . . P0,15
P1,0 P1,1 . . . P1,15

...
...

. . .
...

P15,0 P15,1 . . . P15,15

⎤⎥⎥⎥⎦ (4)

Figure 3 is the process of converting binary data into a Markov matrix. Each value of
the Markov matrix of malicious traffic is the transmission probability of a fixed-length bit
string, not the actual value of the bit string. They represent the distribution characteristics
of network session fields. After converting the payload and the header fields into Markov
matrices, they are used as three channels of the feature image, respectively. Each value in
the matrix is used as a pixel point of the feature image to form a feature image as in feature
image extraction Algorithm 1.

Figure 3. The process of converting binary data into Markov matrix.

Algorithm 1: Feature Image Extract
Input: Network traffic Session(Pcap)
Output: Feature Image
Data: SrcPayloadBits,DstPayloadBits,HeaderBits;

1 for Packets do
2 Extract header , source payload and destination payload
3 SrcPayloadBits = SrcPayloadBits + source payload
4 DstPayloadBits = DstPayloadBits + destination payload
5 HeaderBits = HeaderBits + header
6 end
7 M1,M2,M3 ← Convert Bits to Markov matrix // using the Markov algorithm
8 Encoding M1, M2, M3 matrices as Feature Images;

3.2. Filter-Gan Model Based on Gan with Machine Learning Filter

The structure of Filter-GAN is shown in Figure 4, including generator, discriminator,
and sample filter. The first step is GAN network training. Random noise is sent to the
generator to generate enough samples, then the generated samples and real samples are
sent to the discriminator for backward propagation of the loss function so that the entire
model can generate a generated sample that is closer to the real sample image. In the
second step, the filter consisting of a machine learning model uses real data for training
and testing. When the best classification effect is achieved, it is used to screen the samples
generated in the first step. In step 3, the samples generated by the GAN model are fed into
the filter to screen more effective samples.
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Figure 4. Architecture of Filter-GAN.

3.2.1. Gan Model and Loss Function

GAN [32] includes a generator (G) and a discriminator (D). The structure of the
GAN network model constructed in this paper is shown in Tables 2 and 3. In the original
imbalanced data, for the minority attack class, the real sample x is randomly selected as the
input of D. D(x) is the output of D, representing the probability that the data distribution
of x belongs to the real data distribution Pr. A noise vector z is randomly generated in
the normal distribution Pz as the input to G. G generates synthetic samples G(z). This
generated sample is then used as the input of the discriminator, which is used to predict
the probability D(G(z)) of G(z) in the generated data distribution Pg.

Table 2. The detailed network structure of the discriminator. The input data dimension is (3, 16, 16).

Layer (Type) Output

Input (3, 16, 16)
Flatten (768, 1)
Dense 1 (512, 1)
Dense 2 (256, 1)
Dense 3 (128, 1)
Dense 4 (64, 1)
Output (1,)

Table 3. The detailed network structure of the generator, the input data is a random latent vector of
length 100.

Layer (Type) Output

Latent dim (100, 1)
Dense 1 (128, 1)
Dense 2 (256, 1)
Dense 3 (512, 1)
Dense 4 (1024, 1)
Dense 5 (768, 1)

Reshape and output (3, 16, 16)

The objective function of GAN is given as follows:

min
G

max
D

Ex∼Pr(x)[log D(x)] +Ez∼Pz(z)[log(1− D(G(z)))] (5)
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The purpose of GAN is to maximize the discriminator D and minimize the generator G.
Pr and Pz are the probability distributions of the real data and latent vectors, respectively.

Accordingly, the loss functions of D and G are:

LD = −Ex∼Pr(x)[log D(x)] +Ez∼Pz(z)[log(1− D(G(z)))] (6)

LG = Ez∼Pz(z)[log(1− D(G(z)))] (7)

3.2.2. Sample Filter Based on Machine Learning

GAN uses the maximum similarity to measure the loss of the entire model training.
When the data are distributed in high dimensions, the similarity of the data is difficult to
define, which can cause the generated samples to not be close to the real samples. However,
since GAN models can generate infinite samples, we use decision trees, random forests,
and logistic regression models to compose a sample filter to filter the generated samples.
The screening process is shown in Figure 5.

Figure 5. The process of filtering generated samples.

Each generated sample with a label is sent to three machine learning models to
obtain predicted labels. The value is 1 if the predicted label is the same as the label of the
generated sample, and 0 otherwise. Finally, we add the results of the three models to obtain
R, R ∈ (0, 1, 2, 3). For example, when a sample obtains R = 2 through the filter, meaning
that the sample is judged to be of this class by the two machine learning models in the filter.

To limit the filtering granularity of the filter, a Threshold is set. If R is greater than
or equal to the Threshold, the generated sample is added to the dataset, otherwise, it is
discarded. Algorithm 2 is the training process of Filter-GAN.
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Algorithm 2: Filter-GAN Training process.
Input: Real feature images set
Output: Discriminator D, Genarator G of GAN and Filter F

1 for each feature image do

// Traning GAN
2 Feed the feature image into discriminator D to calculate loss
3 Randomly generate Gaussian noise z
4 Feed the z Genarator G to generate generated samples X f ake

5 Feed X f ake into discriminator D to Calculate loss
6 Compute the training error
7 Update weight and bias

// Training Filter
8 Convert feature images to a one-dimensional feature data Xdata
9 Feed Xdata to Random Forests, Decision Trees, Logistic Regression model for

training
10 end

11 Combining three machine learning models as a filter F

4. Experimental Evaluation

4.1. The Datasets and Evaluation Metrics
4.1.1. Malicious Traffic Dataset

The dataset in the experiments comes from the Malware Capture Facility project [33],
which collects malicious traffic over a long period. The datasets released by this project con-
tain malicious traffic generated by various malicious attack methods, such as ransomware,
DDoS attacks, and Trojan horse attacks. Many of these malicious programs cannot generate
enough network traffic during the attack or propagation process, resulting in an imbalanced
number of malicious traffic samples.

Twelve types of malicious traffic were selected. The SplitCap.exe tool [34] was used to
split the original traffic file PCAP into network sessions, which were converted to feature
images using the feature image extraction algorithm.

In Table 4, it can be seen that there is an extreme imbalance between the samples.
For example, MinerTrojan’s samples only accounted for 1.23% of the entire dataset, and PUA
only accounted for 0.69% of the entire dataset. Therefore, there was a distribution imbalance
problem between the categories of this dataset, which can be used to verify the method
and model proposed in this paper.

Table 4. Dataset distribution after segmentation and feature image transformation.

Class Name Size Session Number Rate

CoinMiner(CM) 54 M 10,385 7.11%
WebCompanion(WebC) 227 M 6442 4.41%

Trickbot(Tbot) 33 M 30,052 20.58%
Sathurbot(Sbot) 244 M 11,453 7.84%

Ursnif 150M 10,558 7.23%
Artemis Trojan(AT) 773 M 16,719 11.45%
HPEMOTET(HPE) 70 M 13,737 9.41%

Wannacry Ransomware(WR) 6.8 M 10,829 7.41%
Necurse 20 M 2633 1.81%

Magic Hound(M-H) 20 M 30,431 20.84%
MinerTrojan(MinerT) 309 M 1795 1.23%

PUA 54 M 1008 0.69%

Total 1.91G 146,042 100%
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4.1.2. Evaluation Metrics

To evaluate the performance of our method on imbalanced datasets from multiple
perspectives, we used accuracy, precision, recall, and F1:

ACCURACY =
TP + TN

TP + TN + FP + FN
(8)

PRECISION =
TP

TP + FP
(9)

RECALL =
TP

TP + FN
(10)

F1 = 2 · Precision · Recall
Precision + Recall

(11)

4.1.3. Experimental Platform And Configuration

The training and testing of the model have been carried out under the Windows
10 operating system. The deep learning model was implemented using the Python language
based on the Torch framework. The parameters are listed in Table 5.

Table 5. Generator structure parameters.

Category Version

GPU Nvidia GPU(GeForce GTX 2080TI)
Operating System Windows 10, 64 bit

Deep Learining Platform Torch
DeepLearning Backend Torch-gpu

Cuda version 11.6
CuDNN version 7.1.4

4.2. Experimental Results and Analysis

The experiment was carried out from two aspects, the first is to prove whether the
feature extraction algorithm can effectively characterize malicious traffic. The second is
to prove the data generation model and data filter proposed in this paper, which can
effectively supplement the samples with an unbalanced number of samples.

4.2.1. Feature Image Representation Ability Experiment

To verify that the feature extraction algorithm proposed in this paper can effectively
characterize malicious network traffic, the feature image sets obtained after data processing
are respectively sent to the machine learning model and the neural network model for
multi-classification experiments. Machine learning models include random forest (rf),
decision trees (dt), and logistic regression (lr) models.

In the machine learning model, each pixel of the three-dimensional feature image (di-
mension (3, 16, 16)) is regarded as a feature, converted into a one-dimensional vector with a
feature number of 768, and normalized as a machine input to the learning model. The neu-
ral network model includes the residual convolutional neural network (res, ResNet), which
directly uses the three-dimensional feature image as the input of the model. The training
parameters are shown in Table 6.

The results of Precision, Recall, and F1 for each category in the classification results
are shown in Figure 6. the classification effects of various categories are the ResNet model,
Random Forest, Decision Tree, and Logistic Regression. The ResNet model performs
significantly better than the machine learning model, because the feature images generated
by the feature image extraction algorithm are essentially three-channel images. Each pixel
on the image is the transition probability of a fixed-length bit string in the traffic field,
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which represents the feature distribution of the field. In the field of image classification,
ResNet has a very large advantage, so the results of the ResNet model are better than the
classification results of the machine learning model. At the same time, it also shows that
the feature image extraction algorithm proposed can effectively extract malicious traffic
session features when there are enough samples in the dataset.

(a)

(b)

(c)

Figure 6. Experimental results of random forest (rf), decision trees (dt), logistic regression (lr), and
residual networks (res). (a) Precision. (b) Recall. (c) F1.

In an addition, Figure 6 shows the detection accuracy of each category using the ResNet
model, which shows results above 0.95 for most classes, except Necurse, MinerTrojan,
and PUA. In particular, the number of samples in these three categories accounts for less
than 2% of the total number of samples, and the number of training samples is less than
1000, which is very small as the amount of pre-training data for deep learning models.
Therefore, the reason for the low classification accuracy of these three categories is largely
due to the insufficient number of samples, resulting in the imbalance of sample classes.

Table 6. The training parameters in ResNet model.

Training Parameters Optimizer Learning Rate Loss Function Epochs Mini_Batch

Value SGD 0.001 crossentropy 100 128
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To solve this problem, in the following experiments, according to the distribution of
the sample size of the original dataset, Filter-GAN was used to perform data enhancement
for the categories with less than 10,000 samples.

4.2.2. Data Generation and Dataset Balancing

The network session was transformed into feature images through feature extraction
algorithms to form feature image datasets. The number of various feature images in the
feature image set also inherits this shortcoming due to the unbalanced number of web
sessions per class. According to the results of the above experiments, it can be seen that the
imbalance in the amount of data between samples leads to poor classification results.

Therefore, for categories with less than 10,000 feature images in the dataset, including
WebCompanion, Necurse, MinerTrojan, and PUA, the Filter-GAN model was used for data
augmentation. These feature image datasets were trained as input to the GAN model in
Filter-GAN. The featured image was then converted into a 1D vector (one feature per pixel)
and fed to the filter for training. Finally, the trained GAN model was used for sample
generation, and the generated samples were screened by the filter. The samples generated
by screening were closer to the data distribution of the real samples.

Samples that can pass the filter were selected and those that did not pass were dis-
carded directly. Because a GAN model can use random noise as input, it can keep generating
samples until enough valid samples are generated. Figure 7 shows the comparison of the
amount of data before and after the four small sample balances in the dataset so that the
entire dataset achieves class balance.

To highlight the effect of the filter, we use the following statistical methods to compare
the effectiveness of generated samples and real data. Considering the real data samples
A = {ai}M

i=1 ∼ Pr, and the generated data samples B = {bj}N
j=1 ∼ Pg, where ai, bj ∈ R

D.

The average of the real and generated data samples is computed as μA = 1
M ∑M

i=1 ai and
μB = 1

N ∑N
j=1 bj, respectively.

1. Euclidean distance: Euclidean distance (ED) is used to evaluate the distance of two
samples in Euclidean space. As shown in Equation (12), the lower ED indicates that
the real sample and the generated sample are more similar.

ED(A, B) = ‖μA − μB‖2 =
D

∑
d=1

(μA,d − μB,d)
2 (12)

2. Correlation Coefficient: The Pearson correlation coefficient (CC ∈ [−1, 1]) assesses
the correlation between two samples, as shown in Equation (13). The higher the
correlation between the two samples, the closer the CC is to 1.

CC(A, B) =

D ∑
d

μA,dμB,d −∑
d

μA,dμB,d

c1 × c2

c1 =
√

D ∑
d

μ2
A,d − (∑

d
μA,d)2

c2 =
√

D ∑
d

μ2
B,d − (∑

d
μB,d)2

(13)

3. Fréchet distance: The Fréchet distance (FD) is given by Equation (14). Evaluating
the distance of two samples in metric space is a robust measure relative to Euclidean
distance. A lower FD indicates that the two samples are more similar.

118



Mathematics 2022, 10, 3482

FD(A, B) = ‖μA − μB‖2 + Tr(Σ′AB)

Σ′AB = ΣA + ΣB − 2
√

ΣAΣB

ΣA =
1

M− 1

M

∑
i=1

(ai − μA)(ai − μA)
T

ΣB =
1

N − 1

N

∑
i=1

(bi − μB)(bi − μB)
T

(14)

In order to evaluate the effect of the filter, we set different thresholds, including 1,
2, and 3, to generate sample screening. For example, a threshold of 2 indicates that the
generated samples pass both machine learning models in the filter. The generated samples
of each class are screened, and the similarity estimates are calculated with the real samples,
including ED, CC, and FD. The results are shown in Table 7.

For the result of each class of samples and each threhold, the result that generated
samples pass the three machine learning models in the filter is the best; that is, the ED
and FD are the smallest, and the CC value is the largest. This shows that the filter built
by machine learning is able to filter out generated samples that are more similar to the
real samples. In other words, compared with the general GAN model, the samples that
Filter-GAN generate are closer to the real samples.

Table 7. Statistical evaluation of data augmentation methods.

Class Filter Threshold ED CC FD

PUA
1 1.4233 0.7396 0.2764
2 1.5597 0.74910 0.2380
3 0.7429 0.8763 0.1475

WebCompanion
1 3.3419 0.2437 0.7057
2 1.4356 0.6712 0.34327
3 0.7512 0.8776 0.2236

Necure
1 1.8990 0.5266 0.3572
2 1.1253 0.7132 0.2105
3 1.0797 0.7808 0.1730

MinerTrojan
1 1.0582 0.7802 0.1510
2 0.8240 0.8421 0.1332
3 0.6757 0.8895 0.1061

Note: Bold represents best values.

Figure 7. Data distribution after balancing subclasses.
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4.2.3. Experimental Results on Balanced Datasets

To compare the filtering effect of Filter on the generated samples. Experiments are
carried out on imbalanced datasets and balanced datasets with different filter thresholds.
As can be seen in Section 3.2.2, when the threshold = 1 is set, the sample passes only one
machine learning model in the filter. As can be seen from Table 8, when only the imbalance
feature image set is used as the training set for classification, the accuracy of the small
sample categories such as Necurse, MinerTrojan, and PUA is very low.

Table 8. Comparative experimental results based on balanced and unbalanced datasets.

Traffic Class Name Imbalance Dataset Threshold = 1 Threshold = 2 Threshold = 3

Pre Rec F1 Pre Rec F1 Pre Rec F1 Pre Rec F1

CoinMiner 0.9656 0.955 0.9603 0.9671 0.9523 0.9596 0.9654 0.9574 0.9614 0.9753 0.9599 0.9675
WebCompanion 0.9676 0.9676 0.9676 0.9627 0.962 0.9623 0.9697 0.9711 0.9704 0.9607 0.9699 0.9653

Trickbot1 0.9995 0.9974 0.9984 0.9968 0.9967 0.9967 0.9975 0.9988 0.9981 0.9983 0.997 0.9976
Sathurbot 0.9944 0.9979 0.9961 0.9916 0.9947 0.9931 0.9948 0.9965 0.9956 0.9907 0.996 0.9933

Ursnif 1.0 1.0 1.0 0.9977 0.9986 0.9981 0.9995 0.999 0.9992 0.9995 0.9981 0.9988
Artemis Trojan 0.9994 0.9997 0.9995 0.9982 0.9994 0.9988 0.9997 0.9994 0.9995 0.9994 1.0 0.9997
HPEMOTET 0.9993 0.9971 0.9982 0.9982 0.9994 0.9988 0.9971 0.9971 0.9971 0.9993 0.9946 0.9969
Wannacry-R 0.9956 0.9937 0.9946 0.9977 0.9926 0.9951 0.9937 0.9914 0.9925 0.9981 0.9963 0.9972

Necurse 0.9412 0.99 0.965 0.9452 0.9848 0.9646 0.955 0.9903 0.9723 0.9303 0.9848 0.9568
Magic Hound 0.9984 0.9992 0.9988 0.9987 0.9998 0.9992 0.9987 0.9992 0.9989 0.9984 0.9995 0.9989
MinerTrojan 0.757 0.8087 0.782 0.7303 0.767 0.7482 0.7872 0.7521 0.7692 0.8187 0.821 0.8198

PUA 0.8767 0.8067 0.8402 0.8497 0.8283 0.8389 0.8394 0.8592 0.8492 0.8535 0.8622 0.8578

Avarage 0.9578 0.9594 0.9584 0.9528 0.9563 0.9545 0.9581 0.9593 0.9586 0.9602 0.9649 0.9625

Note: Bold represents best values.

When using a balanced dataset with the filter, Threshold = 1. We use generated feature
image samples as a complement to the few-shot class training set. Compared with using
only the imbalanced dataset, the classification accuracy of this case is not significantly
improved, which is large because the data distribution of the samples generated by the
GAN network is not close to the real samples. That is to say, the sample size of these
four types of samples used to train the GAN network model is too small so that the GAN
network model cannot fully learn the data distribution of the small sample category so
that the generated samples of effective data distribution cannot be accurately generated.
Therefore, it is necessary to use filters to screen the generated samples.

When the Threshold = 2 or 3, the generated samples as supplementary four-type small
samples pass the classification of at least one machine learning model in the filter. The re-
sults show that the classification results of MinerTrojan, WebCompanion, and Necurse
are improved. The F-1 indicators all rose above 0.97. Necurse’s Precision and F-1 metrics
improved by 1%. In particular, the MinerTrojan category achieved an accuracy of 0.8187,
an improvement of 6%. This shows that through the filtering of the filter, the data dis-
tribution of the generated samples is closer to the real samples, which effectively solves
the problem of class imbalance in the real dataset. Filter-GAN considers the diversity
and accuracy of the generated samples, making the classification effect of the samples
more significant.

4.2.4. Comparative Experiment

We implement the commonly used methods for dealing with data imbalance as a com-
parative experiment for Filter-GAN. The first method is the Random Oversampling (ROS) [22],
which aims to improve the sampling rate of small classes. ROS generates some copies
of the secondary class examples. The method is simple to implement and requires little
computation. The second way is the synthetic minority over-sampling technique (SMOTE) [24].
The SMOTE method generates samples by evaluating the feature space of the sample and its
k-nearest neighbors, where k is determined by the number of minority samples. Specifically,
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first let the di vector be different from the feature vector of the minority sample xi, that is,
the k nearest neighbors, let d

′
i = di × r where r ∈ [0, 1]. Then, the new sample x

′
i = xi + d

′
i.

Further, some derivatives of SMOTE are also implemented, such as SVM-SMOTE [26],
ADASYN [25].

Table 9 shows the results of the comparison experiments. The table shows the overall
accuracy for the classification task and the classification accuracy for the four minority
classes. The overall accuracy of our method is higher than other methods. Secondly, the ac-
curacy rates of CM, WebC, MinerT, and PUA are also higher than other research methods.
Therefore, the Filter-GAN method outperforms other compared methods, which shows that
our method has advantages in malicious traffic characterization and data augmentation.

Table 9. The result of comparative experiment.

Method Overall Accuracy CM WebC Necurse MinerT PUA

ROS 0.9867 0.9623 0.9599 0.9392 0.7058 0.8462
RUS 0.9691 0.8907 0.8586 0.8734 0.7808 0.7972
SMOTE 0.9841 0.9578 0.9465 0.9392 0.7519 0.7168
SVM-SMOTE 0.9856 0.951 0.9502 0.9516 0.7365 0.8112
ADASYN 0.987 0.9639 0.9647 0.9417 0.7038 0.8112
GAN without Filter 0.9852 0.9603 0.9627 0.9452 0.7303 0.8497

Filter-GAN 0.9907 0.9753 0.9607 0.9303 0.8187 0.8535

5. Conclusions

The class imbalance of malicious traffic datasets leads to the low classification accuracy
of deep learning and weak generalization ability. It is solved by two aspects in this paper:
on the one hand, the features of the network session are mapped to the feature image,
which makes the low-rank feature space of the image represent the diversity of the original
traffic session. This method can generate images of uniform size and realize the uniform
expression of features in different sessions. On the other hand, to balance the original traffic
session dataset, the Filter-GAN model continuously generates new feature images through
the GAN model and uses filter to filter the generated samples, so that the generated samples
are closer to the distribution of real data. Experimental results show that the feature image
representation method can effectively classify malicious traffic families. When there are
enough class samples, the detection accuracy of the samples can reach 99%. In the case
of unbalanced samples of malicious traffic families, after using the Filter-GAN model to
enhance the small sample data, the detection and classification accuracy is also significantly
improved up to 6%.
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Abstract: Many forecasting techniques have been applied to sales forecasts in the retail industry.
However, no one prediction model is applicable to all cases. For demand forecasting of the same
item, the different results of prediction models often confuse retailers. For large retail companies
with a wide variety of products, it is difficult to find a suitable prediction model for each item. This
study aims to propose a dynamic model selection approach that combines individual selection and
combination forecasts based on both the demand patterns and the out-of-sample performance for each
item. Firstly, based on both metrics of the squared coefficient of variation (CV2) and the average inter-
demand interval (ADI), we divide the demand patterns of items into four types: smooth, intermittent,
erratic, and lumpy. Secondly, we select nine classical forecasting methods in the M-Competitions to
build a pool of models. Thirdly, we design two dynamic weighting strategies to determine the final
prediction, namely DWS-A and DWS-B. Finally, we verify the effectiveness of this approach by using
two large datasets from an offline retailer and an online retailer in China. The empirical results show
that these two strategies can effectively improve the accuracy of demand forecasting. The DWS-A
method is suitable for items with the demand patterns of intermittent and lumpy, while the DWS-B
method is suitable for items with the demand patterns of smooth and erratic.

Keywords: sales forecasting; demand pattern; dynamic weighting; model selection; retail

MSC: 62P30

1. Introduction

Retailers are under enormous pressure to grow their sales, profit, and market share [1].
Sales forecasts play a crucial role in the operation of the retail industry. Reliable sales
forecasts can significantly enhance the effectiveness of business strategy quality, reduce
operating expenses, and improve customer satisfaction. However, sales forecasting is
not an easy task due to a variety of factors affecting demand and supply. For example,
numerous factors, including weather, promotions, and pricing, have an impact on product
sales [2]. Thus, for those retailers who supply a wide range of stock-keeping units (SKUs),
accurately predicting the sales of each product will be a complex task.

Currently, many forecasting techniques have been applied to sales forecasts in the
retail industry. Simple moving averages and sophisticated machine learning algorithms
are among the techniques used. The amount of data and computing complexity required
for these models varies greatly. Many academics have attempted to assess and contrast
the effectiveness of various forecasting techniques, such as M-Competitions. However,
some scholars have found that some models perform well in a specific scene but perform
poorly in another scene [3,4]. No single prediction model is ever universally applicable in
all cases [5]. Moreover, for demand forecasting of the same item, the different results of

Mathematics 2022, 10, 3179. https://doi.org/10.3390/math10173179 https://www.mdpi.com/journal/mathematics
125



Mathematics 2022, 10, 3179

prediction models often confuse retailers. In practice, a key issue is how managers choose
the right predictive model for each product in a variety of forecasting techniques. The sales
volume and data length of each product widely vary. For example, Haolingju, a large chain
of convenience stores in Beijing, stocks more than 5000 different items in its distribution
center and has more than 800 stores. The best-selling products can sell tens of thousands
a day, such as Nongfu Spring Mineral Water. In addition, managers need to remove low-
volume products from the shelves and launch new products to meet consumer demand.
Some products are sold for a short period of time or have high volatility and skewness.
New product forecasts are ranked by forecasters as one of the most complex forecasting
tasks they encounter, as little or no historical data are available for reference [6,7].

This study proposes a dynamic model selection approach that combines individual
selection and combination forecasts based on both the demand patterns and the out-of-
sample performance for each item. Firstly, we selected nine classical forecasting methods
in the M-Competitions to build a model pool. The M-Competitions aim to learn how
to improve prediction accuracy and how to apply this learning to promote prediction
theory and practice [8]. Secondly, based on both indicators of the squared coefficient of
variation (CV2) and the average inter-demand interval (ADI), we divided the demand
patterns of items into four types: smooth, intermittent, erratic, and lumpy. For instance, the
smooth pattern is characterized by low CV2 and short ADI, while the intermittent pattern
is characterized by low CV2 and long ADI. The erratic pattern is characterized by high CV2

and short ADI, while the lumpy pattern is characterized by high CV2 and long ADI. Thirdly,
we designed two dynamic weighting strategies to determine the final prediction, namely
DWS-A and DWS-B. Finally, we demonstrated the effectiveness of this approach by using
two large datasets from a large offline retailer (Haolinju) and a large online retailer (JD) in
China. We implemented multi-round rolling forecast with different horizons. The results
show that the proposed dynamic weighting strategies outperformed the benchmark and
winner prediction models in M-Competitions, including Naïve, Comb S-H-D, and simple
combination of univariate models (SCUM). Further, we investigated the optimal weighting
strategy for each demand pattern. The analysis results suggest that the DWS-A method
is applicable to the items of intermittent and lumpy patterns, and the DWS-B method is
applicable to the items of smooth and erratic patterns.

The rest of the paper is organized as follows. Section 2 presents a literature review of
the forecasting methods and model selection. Section 3 describes the methodology of sales
forecasting. Section 4 presents the results of a sales forecasting system for two real-world
problems. Lastly, Section 5 provides a summary of the results and concludes the study.

2. Literature Review

2.1. Demand Forecasting Method in Retailing

Over the past few decades, many researchers have proposed a new prediction or
revised existing models based on application requirements. Traditional quantitative predic-
tion methods include times series, econometric models, and machine learning. At present,
scholars increasingly pay attention to the integration of mixed and combined models of
two or more models.

2.1.1. Individual Methods

(a) Time series method. Some prediction methods, such as Naïve, seasonal Naïve, and
moving averages, are very simple and effective [9]. These methods are often used as a
benchmark for new demand forecasting methods. However, the performance of the Naïve
model will drop in the long-term predictions or predicting the series of structural mutations.
Exponential smoothing is a simple and practical point prediction method in which predic-
tions are constructed from exponentially weighted averages of past observations. Simple
exponential smoothing is suitable for forecasts without significant trends or seasonal pat-
terns. In contrast, double exponential smoothing models, such as Brown’s DES and Holt’s
DES, were developed to deal with time series of linear trends [10,11]. Holt–Winter’s model

126



Mathematics 2022, 10, 3179

was developed to handle time series with trends or seasonal patterns [11,12], whereas the
ARMA model, proposed by Box and Jenkins in 1976 [13], is one of the most widely used
to predict various time series. For instance, Ali et al. [14] found that simple time series
techniques perform very well for periods without promotions.

(b) Econometric model. An econometric model is a useful tool for economic forecast-
ing and causality analysis. As a typical example of econometric models, the traditional
regression method can be used to analyze the causal relationship between product sales
and the factors affecting it [15]. For example, Divakar et al. [16] proposed a sales forecasting
model by using a dynamic regression model to capture the effects of such variables as past
sales, trend, temperature, significant holidays, etc.

(c) Machine learning method. The artificial neural network (ANN) models are widely
used in retail sales forecasts. Kong and Martin [17] found that the backpropagation neural
network (BPN) is a useful tool to generate sales forecasts and outperform statistical methods.
Meanwhile, Lee et al. [18] used the BPN method to establish a convenience store sales
forecasting model. Furthermore, Chen and Ou [19] proposed a model that integrates grey
correlation analysis and a multi-layer functional link network to predict the actual sales
data in the retail industry.

2.1.2. Hybrid Methods

No general predictive model is applicable to different types of problems. Some
researchers argued that hybrid models integrate two or more models with different capa-
bilities, which are more accurate than a single specific model with limited capabilities [2].
Aburto and Weber [20] proposed a hybrid system of combing ARIMA and neural net-
works to predict the daily demand of a Chilean supermarket. They showed an increase in
predictive accuracy and proposed a replenishment system that reduces sales failures and
inventory levels compared with previous solutions. Meanwhile, Arunraj and Ahrens [2]
developed seasonal autoregressive combined moving averages using external variable
models to predict the daily sales of banana in a retail store in Germany. Furthermore,
Liu et al. [21] combined time series and hidden Markov models to improve the reliability
of the prediction. Rubio and Alba [22] proposed a hybrid model combing ARIMA and
support vector machine to predict Colombian shares. Wang et al. [23] proposed an error
compensation mechanism to address the user’s ability to correct the model in practice and
designed a hybrid LSTM-ARMA model for demand forecasting.

2.1.3. Combination Methods

Combining forecast refers to the averaging forecasts of component methods to reduce
forecast error [24]. Makridakis and Hibon [25] proposed a combination method in the
M3 competition, namely, Comb S-H-D. This method is a simple arithmetic mean of single
exponential smoothing (SES), Holt exponential smoothing, and exponential smoothing
with the damped trend. This combination method is more accurate than the above three
methods. Makridakis, Spiliotis, and Assimakopoulos [8] found that of the 17 most accurate
methods of the M4 competition, 12 are ‘combinations’ of statistical methods. Meanwhile,
Aye et al. [26] found that the combined forecasting models perform better in forecasting
aggregate retail sales than the single models and are not affected by the business cycle and
time horizon.

2.2. Model Selection

The existing literature indicates that the performance of forecasting models largely
depends on the choice of error measures, the model used for comparison, the forecasting
horizon, and the type of data. Zhang [27] argued that no single prediction model is
applicable to all cases. For instance, Aburto and Weber [20] found that neural networks
are superior to ARIMA models, and the proposed additive hybrid approach yields the
best results. Lee, Chen, Chen, Chen, and Liu [18] found that logistic regression performed
better than BPNN and moving average, and Kuo [28] found that the fuzzy neural network
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has better performance than conventional statistical methods. Thus, which forecasting
techniques should be chosen when retailers face complex environments in production
operations and management?

Since no single model always outperforms other candidate models in all cases, it is
necessary to find a model selection method for any given SKU or item. Recently, some
scholars have paid more attention to the topic of forecasting model selection. Table 1
shows typical papers that have investigated forecasting model selection and presents the
contribution of our study to the literature. The strategies for selecting the best prediction
model according to the historical performance of candidate models can be classified into
three types: individual selection, aggregate selection, and combination forecasts. Individ-
ual selection refers to finding the most suitable prediction model for each SKU or item.
Instead, aggregate selection refers to when a single forecasting model is used for all SKUs
or items [29]. Combined forecasts combine a set of forecasting models by building a weight
coefficient vector. Individual model selection is more effective than most aggregation model
selection methods, but the former has the disadvantage of higher complexity and computa-
tional costs [30]. In the individual selection procedure, information criteria (such as Akaike
information), time series features, in-sample performance, and out-of-sample performance
are usually used as model selection criteria. For instance, Villegas et al. [31] proposed a
model selection method that combines information criteria and in-sample performance
using a support vector machine. Taghiyeh, Lengacher, and Handfield [30] developed an
approach that combines both in-sample and out-of-sample performance. Ulrich, Jahnke,
Langrock, Pesch, and Senge [4] considered model selection as a classification problem and
proposed a model selection framework via classification based on the labeled training
data. Combining different models is another effective way to improve the performance
of prediction [27]. However, Claeskens, Magnus, Vasnev, and Wang [3] showed that sim-
ple weighting schemes, such as arithmetic mean, usually produce equally good or better
predictions than more complex weighting schemes.

Table 1. Review of published literature for forecasting model selection.

Article Model Selection Strategy Model Selection Criteria Candidate Model

Fildes [29] Aggregate selection Out-of-sample performance Filter model; Robust Trend
Estimation

Taghiyeh, Lengacher,
and Handfield [30] Individual selection In-sample performance.

Out-of-sample performance
Naïve; Exponential Smoothing
Models; ARIMA; Theta

Villegas, Pedregal, and
Trapero [31] Individual selection Information criteria.

In-sample performance

White Noise; Moving Average;
Simple Exponential Smoothing;
Mean; Median

Ulrich, Jahnke, Langrock,
Pesch, and Senge [4] Individual selection Feature-based

Linear Regression; Generalized
Additive Models; Quantile
Regression; ARIMAX

Our study Individual selection.
Combination forecasts

Feature-based. Out-of-sample
performance

Benchmark and winning models in
M-Competitions

The contribution of our study is to determine the corresponding model selection
strategies that combine individual selection and combination forecasts based on both the
demand patterns and the out-of-sample performance for each item. Further, we selected
the benchmark and winning models in M-Competitions as the candidate models.

3. Methodology

In this section, we designed an automatic forecasting system to address model selection
of sales forecasting in the retail industry. Figure 1 shows the flowchart of the system
framework, which was designed to include four steps: data input and pre-processing,
construction of model pool and forecasting, classification of demand pattern and model
selection, and final prediction output and database update.
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Figure 1. The system framework flowchart.

3.1. Design of Forecasting Model Pool

According to Figure 1, we know that the sales characteristics of different items vary
greatly. Moreover, the sales characteristics of each item will also change over time. There-
fore, no single forecasting method can maintain the advantage in the demand forecasting
of all items. In this study, the idea of dynamic optimization is introduced into the task
of forecasting. Firstly, a model pool composed of multiple prediction methods was con-
structed. Secondly, a vector of dynamic weight coefficients was determined based on the
performance of the prediction methods in practice. Finally, the prediction of each item was
determined according to the corresponding demand pattern and weight vector of the item.

Based on M-Competitions, this study selected the nine most popular forecasting
models to build a pool of models for predicting sales of retail products.

Sub-Model 1: Naïve. The value of the last sales is simply used for all forecasts.
Sub-Model 2: Seasonal Naïve. Considering the sales characteristics of retail products,

the model uses daily sales for the previous week as the forecast for the same day of the
week.

Sub-Model 3: Single exponential smoothing (SES). The SES model weights the sum of
the predicted and actual values of historical sales through the smoothing coefficient.

Sub-Model 4: Holt’s linear exponential smoothing. The Holt model considers the
linear trend of the sequence on the basis of the SES model [11].

Sub-Model 5: Dampened trend exponential smoothing. The damped model considers
the damping trend on the basis of the Holt model [32].

Sub-Model 6: Comb S-H-D. The ‘Comb S-H-D’ method is the simple arithmetic average
of Models 3, 4, and 5. The Comb S-H-D model is more accurate than the three individual
methods in M3 competition [25].

Sub-Model 7: Theta. The theta model decomposes the time series into two or more
curves, which are combined by theta coefficients [33].
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Sub-Model 8: 4Theta. The 4Theta model takes into account the nonlinear pattern of
trend and the strength of adjustment trend on the basis of the theta model, and introduces
a multiplication term into the model [34].

Sub-Model 9: Simple combination of univariate model. The SCUM model combines
four methods: exponential smoothing, complex exponential smoothing, ARIMA, and
dynamic optimization theta, and takes the median of the predicted values of the four
models as the final predicted value [35]. The SCUM model outperformed most models and
improved by 5.6% compared with the benchmark model in M4 competition [8].

3.2. Demand Pattern Classification

For retail stores, the sales characteristics of different items vary greatly. The coefficient
of variation is an effective index to measure the volatility of an item’s demand, which is
defined by the ratio of the standard deviation to the mean demand. The squared coefficient
of variation (CV2) of the demand sizes is given by:

CV2 = σ2

μ2 (1)

The demand for some products may be zero in some time periods. The average inter-
demand interval (ADI) is another important indicator to describe the demand characteristics
of items. The ADI is calculated as follows:

ADI =
Z
I

(2)

where Z is the number of zero demand, and I is the number of intervals. For example, the
daily demand of an item is [3,0,2,0,0,3,0,1,0,4], and then the average inter-demand interval
is 5/4.

Based on the series’ average inter-demand interval and the squared coefficient of variation
of the demand sizes, Syntetos et al. [36] proposes a rule to classify demand patterns into four
categories: smooth (CV2 < 0.49 and ADI < 1.32), intermittent (CV2 < 0.49 and ADI ≥ 1.32),
erratic (CV2 ≥ 0.49 and ADI < 1.32), and lumpy (CV2 ≥ 0.49 and ADI ≥ 1.32).

Figure 2 shows an example of four items selling on JD, a large B2C online retailer in
China. According to CV2 and ADI, these four items represent the sales characteristics of
the four demand patterns, respectively. The smooth pattern is characterized by relatively
stable demand volatility and a short average inter-demand interval. The lumpy pattern
is characterized by high demand volatility and a long average inter-demand interval.
Obviously, the demand prediction of the lumpy pattern will be more difficult than that of
the smooth pattern.
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Figure 2. Typical sales characteristics of retail products of the four demand patterns.

3.3. Design of Dynamic Weighting Strategy

Suppose that the model pool M has m sub-models. The sub-model i predicts the
demand ŷi,T+1 at T + 1 based on the historical observations y = {y1, . . . , yT}.

ŷi,T+1 = fi(y|y1, . . . , yT), i ∈ M (3)

Let w = [w1, . . . , wm] present a weight vector. The objective of the ensemble model is
to determine the weight coefficient of each sub-model (wi) and to obtain the final prediction
value by weighted summation of the output of the sub-model.

ŶT+1 =
m

∑
i=1

wi,T+1ŷi,T+1, wi,T+1 = [0, 1], ∑ wi,T+1 = 1 (4)

The weight coefficient will change with the performance of the model in multi-round
rolling prediction. ei,t denotes the error metric of model i at t, such as the root mean square
error or symmetric mean absolute percentage error, and Ei,k represents the performance of
model i over a period of time:

Ei,k =
1
k

T+k

∑
t=T+1

ei,t, t = {T + 1, T + 2, . . . , T + k} (5)

Based on the performance of the sub-models in reality, this study proposes two
dynamic weighting strategies.
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Dynamic weighting strategy A (DWS-A): The final predictions of DWS-A are the
forecasts of that model, which outperforms other models on historical data. The weight
coefficient of sub-model i under the DWS-A is as follows:

wA
i,k =

{
1, i f Ei,k = min{Ek},

0, otherwise.
(6)

where Ek =
{

E1,k, . . . , Ei,k, . . . , Em,k
}

is the set of error metrics of all sub-models.
Dynamic weighting strategy B (DWS-B): The final predictions of DWS-A utilize all the

sub-models, which are weighted according to their performance on historical data. The
weight coefficient of sub-model i under the DWS-B is given by the formula:

wB
i,k =

max{Ek} − Ei,k

∑m
i=1 (max{Ek} − Ei,k)

(7)

In the real world, the value of error metrics will change dynamically as the models
roll forward. Thus, the weight coefficients (wA

i,k and wB
i,k) will also change with k. The final

predictions of DWS-A and DWS-B at T + k + 1 are given by the formula:

Ŷj
T+k+1 =

m

∑
i=1

wj
i,kŷi,T+k+1, j ∈ {A, B} (8)

3.4. Model Evaluation

Cross-validation is a primary method of measuring the predictive performance of a
model. In this study, symmetric mean absolute percentage error (sMAPE), mean absolute
scaled error (MASE), and overall weighted average (OWA) were used to evaluate the
performance of the forecasting methods [8,25,37]. The sMAPE is defined as:

sMAPE =
1
h

h

∑
t=1

2|yt − ŷt|
|yt|+|ŷt| . (9)

where yt is the real sales at point t, ŷt is the forecasting sales, and h is the forecasting horizon.
Items with intermittent demand and lumpy demand are very common in retailing. The
problem of large error can be avoided by using symmetric MAPE when the actual values,
yt, are close to zero.

The MASE is defined as:

MASE =
1
h

∑h
t=1|yt − ŷt|

1
n−r ∑n

t=r+1|yt − yt−r|
(10)

where r is the frequency of the data and n is the number of historical observations. The
MASE is a scale-free error metric. It never yields undefined or infinite values and therefore
is a good choice for intermittent demand and lumpy demand.

The OWA is computed by averaging the relative MASE and the relative sMAPE for all
samples. The OWA is defined as:

OWAi =
1
2

(
∑s

1 sMAPEi

∑s
1 sMAPE1

+
∑s

1 MASEi

∑s
1 MASE1

)
, i ∈ M (11)

where OWAi is the OWA of method i, s is the number of series, and sMAPE1 and MASE1
are the performance measures of Naïve. The OWA is an effective metric to compare the
performance difference between proposed models and the benchmark model. If the OWA
of the proposed model is lower than 1, it means that the proposed model outperformed the
benchmark model, and vice versa.
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4. Empirical Analysis

4.1. Empirical Data

We demonstrate the applicability of the sales forecasting methods using two real-
world problems. The first dataset was taken from Haolinju, a large chain of a convenience
store in Beijing, China. Haolinju has more than 800 stores and typically stocks more than
5000 different items in its distribution center. Haolinju’s sales data ranges from 9 July 2016
to 8 July 2018 and contains 5383 items of different categories and various time horizons.
The second dataset was taken from JD, also known as Jingdong, a large B2C online retailer
in China. JD’s sales data ranges from 1 January 2016 to 31 December 2017 and contains 1000
items of different categories and various time horizons. It should be noted that JD’s data
in June and November are excluded due to promotional activities. Since some forecasting
methods require historical data for training, we removed items with sales records less than
40 days. Then, there were 4027 items in Haolinju’s data and 936 items in JD’s data that met
the requirements.

According to the indicators of CV2 and ADI, those items in both retailers were divided
into four demand patterns: smooth, intermittent, erratic, and lumpy. Table 2 shows the
detailed descriptive statistics of CV2 and ADI on those four demand patterns. There were
1336 (33.2%) items in Haolinju’s data and 34 (3.6%) items in JD’s data that met the smooth
demand pattern. The CV2 of nonzero demand of Haolinju and JD was 0.223 and 0.376,
respectively, and the ADI of both retailers was 0.096 and 0.607, respectively. There were
1211 (30.1%) items in Haolinju’s data and 700 (74.8%) items in JD’s data that met the lumpy
demand pattern. The CV2 of nonzero demand of Haolinju and JD was 1.586 and 3.408,
respectively, and the ADI of Haolinju and JD was 7.096 and 3.862, respectively. In the
lumpy pattern, the sales volatility of Haolinju was less than JD, but the former had a longer
demand interval.

Table 2. Characteristics of the sales of the offline retailer (Haolinju) and the online retailer (JD).

Characteristics Haolinju JD

Total items
No. of series 4027 936
Mean obs./series 535.0 209.4
Smooth pattern
No. of series 1336 (33.2%) 34 (3.6%)
% Zero values 0.3 (2.2) 2.1 (4.5)
Average of nonzero demand 471.4 (1155.5) 49.8 (50.9)
CV2 of nonzero demand 0.223 (0.128) 0.376 (0.084)
ADI 0.096 (0.302) 0.607 (0.554)
Intermittent pattern
No. of series 713 (17.7%) 40 (4.3%)
% Zero values 56.8 (25.5) 12.4 (14.9)
Average of nonzero demand 38.7 (172.7) 45.6 (121.6)
CV2 of nonzero demand 0.315 (0.109) 0.403 (0.059)
ADI 6.949 (17.059) 3.739 (3.986)
Erratic pattern
No. of series 767 (19.0%) 162 (17.3%)
% Zero values 1.1 (3.4) 2.9 (4.7)
Average of nonzero demand 295.4 (667.4) 91.7 (171.1)
CV2 of nonzero demand 2.340 (4.124) 2.641 (6.377)
ADI 0.290 (0.476) 0.781 (0.518)
Lumpy pattern
No. of series 1211 (30.1%) 700 (74.8%)
% Zero values 45.8 (23.5) 21.9 (18.4)
Average of nonzero demand 34.0 (189.5) 42.3 (102.1)
CV2 of nonzero demand 1.586 (3.023) 3.408 (7.795)
ADI 7.096 (36.012) 3.862 (6.421)

ADI: average demand interval; CV: the coefficient of variation. Means (standard deviation) are presented in the
table.
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4.2. Empirical Results

Based on the two datasets drawn from an offline retailer and an online retailer, we
examined the performance of two dynamic weighting strategies by comparing with bench-
mark models such as Naïve, Comb S-H-D, and SCUM. We implemented multi-round
rolling forecast with different horizons. The last 10 days of each series were used to test the
performance of the models. We conducted the experiment with ten rounds and one horizon
for short-term forecasting, and the experiment with four rounds and seven horizons for
long-term forecasting. For example, suppose 1 item has 40 days of sales data, and we set the
forecasting horizon equal to 1. Before starting the forecasting system, we used the sales data
from day 1 to day 29 to train the sub-models and forecast the demand on day 30. In round
1, based on the performance of each sub-model on day 30, the sales data of the first 30 days
were used to predict the demand on day 31. In round 10, the sales data of the first 39 days
were used to forecast the demand on day 40. In this study, we measured the performance
of the proposed methods with Windows 10, Intel(R) Core(TM) i7-8550U CPU @ 1.80 GHz,
8.00 GB RAM. The forecasting process was performed by using R Studio Version 4.0.5. The
performances of two dynamic weighting strategies in four demand patterns were analyzed,
respectively.

4.2.1. Smooth Pattern

The forecast accuracy comparisons for different methods with different forecasting
horizons in the smooth pattern are shown in Table 3. The Comb S-H-D outperformed the
other eight methods in the model pool for Haolinju’s data when the horizon was equal to
one. In the remaining three datasets, the SCUM outperformed the other eight sub-models.
Surprisingly, the DWS-B outperformed all sub-models on all datasets, and the DWS-A
performed better than all sub-models for Haolinju’s data and JD’s data when the horizon
was equal to seven. For instance, for Haolinju’s data when the horizon was equal to seven,
the sMAPE of Naïve was 22.114%, that of Comb S-H-D was 18.749%, that of SCUM was
18.947%, while for DWS-A and DWS-B they were 17.588% and 17.387%, respectively. We
also calculated the improvement in OWA of the Comb S-H-D, the SCUM, and the two
proposed dynamic weighting strategies over the Naïve. According to OWA, for Haolinju’s
data when the horizon was equal to seven, the DWS-B was 18.4% more accurate than the
Naïve and 5.23% more than the SCUM. In general, the forecast results in the smooth pattern
indicate that the proposed DWS-B performed better than the DWS-A method and the other
three benchmark models.

4.2.2. Intermittent Pattern

The pattern of intermittent demand is characterized by a long average inter-demand
interval and a low coefficient of variation. The results of Table 4 show that the Naïve model
provided more accuracy than all other sub-models for Haolinju’s data and JD’s data when
the horizon was equal to one. This means that forecasting intermittent demand is not an
easy task. However, the DWS-A outperformed all sub-models for Haolinju’s data and JD’s
data. For instance, for Haolinju’s data when the horizon was equal to seven, the sMAPE of
Naïve was 82.682%, that of Comb S-H-D was 124.918%, that of SCUM was 126.654%, while
for DWS-A it was 75.052%. According to OWA for Haolinju’s data when the horizon was
equal to seven, the DWS-A was 11.1% more accurate than the Naïve and 7% more than the
best sub-model, sNaïve.
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Table 3. The performance of the five methods for rolling forecast testing in the smooth pattern.

Model sMAPE MASE OWA
% Improvement of Method

over the Naïve

Haolinju: Horizon = 1 (Obs. = 1336 × 1 × 10) a

Naïve 19.948 (1.991) 0.801 (0.152) 1.000 (0.000) -
Comb S-H-D 17.366 (1.812) 0.707 (0.126) 0.883 (0.076) 11.7%
SCUM 17.714 (1.966) 0.696 (0.128) 0.885 (0.070) 11.5%
DWS-A 18.594 (1.961) 0.763 (0.135) 0.942 (0.069) 5.8%
DWS-B 17.387 (1.972) 0.701 (0.133) 0.873 (0.071) 12.7%
Haolinju: Horizon = 7 (Obs. = 1336 × 7 × 4) b

Naïve 22.114 (0.967) 0.926 (0.054) 1.000 (0.000) -
Comb S-H-D 18.749 (0.135) 0.811 (0.009) 0.863 (0.043) 13.7%
SCUM 18.947 (0.216) 0.796 (0.008) 0.861 (0.043) 13.9%
DWS-A 17.588 (0.158) 0.768 (0.020) 0.813 (0.036) 18.7%
DWS-B 17.797 (0.334) 0.764 (0.010) 0.816 (0.038) 18.4%
JD: Horizon = 1 (Obs. = 34 × 1 × 10) b

Naïve 49.071 (8.709) 0.975 (0.161) 1.000 (0.000) -
Comb S-H-D 42.648 (9.694) 0.876 (0.158) 0.897 (0.129) 10.3%
SCUM 41.644 (9.287) 0.845 (0.144)) 0.871 (0.119) 12.9%
DWS-A 45.632 (6.064) 0.933 (0.234) 0.975 (0.140) 2.5%
DWS-B 40.476 (8.104) 0.819 (0.160) 0.858 (0.118) 14.2%
JD: Horizon = 7 (Obs. = 34 × 7 × 4) b

Naïve 52.739 (3.593) 1.075 (0.121) 1.000 (0.000) -
Comb S-H-D 41.531 (0.594) 0.903 (0.027) 0.841 (0.055) 25.9%
SCUM 40.942 (0.657) 0.877 (0.024) 0.821 (0.050) 27.9%
DWS-A 38.658 (1.515) 0.838 (0.009) 0.789 (0.033) 31.1%
DWS-B 38.707 (0.387) 0.823 (0.004) 0.782 (0.782) 31.8%

a The Comb S-H-D outperformed the other sub-models in this dataset. b The SCUM outperformed the other
sub-models in these datasets.

Table 4. The performance of the five methods for rolling forecast testing in the intermittent pattern.

Model sMAPE MASE OWA
% Improvement of Method

over the Naïve

Haolinju: Horizon = 1 (Obs. = 713 × 1 × 10) a

Naïve 78.516 (3.403) 1.401 (0.142) 1.000 (0.000) -
Comb S-H-D 123.704 (2.298) 1.257 (0.088) 1.241 (0.068) −24.1%
SCUM 125.214 (2.144) 1.249 (0.091) 1.248 (0.066) −24.8%
DWS-A 79.247 (3.445) 1.349 (0.097) 0.989 (0.035) 1.1%
DWS-B 111.481 (13.306) 1.254 (0.090) 1.164 (0.127) -16.4%
Haolinju: Horizon = 7 (Obs. = 713 × 7 × 4) b

Naïve 82.682 (3.055) 1.532 (0.127) 1.000 (0.000) -
Comb S-H-D 124.918 (0.553) 1.315 (0.017) 1.175 (0.061) −17.5%
SCUM 126.654 (0.344) 1.302 (0.016) 1.181 (0.063) −18.1%
DWS-A 75.052 (1.303) 1.361 (0.071) 0.889 (0.029) 11.1%
DWS-B 120.953 (1.360) 1.295 (0.029) 1.146 (0.061) −14.6%
JD: Horizon = 1 (Obs. = 40 × 1 × 10) a

Naïve 49.867 (7.385) 1.094 (0.139) 1.000 (0.000) -
Comb S-H-D 52.398 (9.005) 1.057 (0.167) 1.025 (0.193) −2.5%
SCUM 55.184 (8.113) 1.037 (0.162) 1.046 (0.171) −4.6%
DWS-A 47.535 (7.858) 1.050 (0.157) 0.960 (0.106) 4.0%
DWS-B 48.858 (7.067) 0.994 (0.160) 0.949 (0.118) 5.1%
JD: Horizon = 7 (Obs. = 40 × 7 × 4) c

Naïve 56.265 (5.720) 1.251 (0.044) 1.000 (0.000) -
Comb S-H-D 55.036 (1.417) 1.157 (0.037) 0.955 (0.083) 4.5%
SCUM 57.666 (0.224) 1.135 (0.038) 0.974 (0.077) 2.6%
DWS-A 47.379 (0.724) 1.058 (0.051) 0.857 (0.074) 14.3%
DWS-B 52.147 (1.313) 1.062 (0.020) 0.903 (0.084) 9.7%

a The Naïve outperformed the other sub-models in these datasets. b The sNaïve outperformed the other sub-models
in this dataset (OWA = 0.956). c The 4Theta outperformed the other sub-models in this dataset (OWA = 0.940).

4.2.3. Erratic Pattern

The pattern of erratic demand is characterized by a short average inter-demand
interval and a high coefficient of variation. The results of Table 5 show that the DWS-B
outperformed all sub-models for Haolinju’s data and JD’s data. For example, for Haolinju’s
data when the horizon was equal to one, the sMAPE of Naïve was 32.220%, that of Comb S-
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H-D was 31.539%, that of SCUM was 29.752%, while for DWS-B it was 28.731%. According
to OWA for Haolinju’s data, when the horizon was equal to one, the DWS-B was 8.5% more
accurate than the Naïve and 4.29% than the best sub-model, SCUM.

Table 5. The performance of the five methods for rolling forecast testing in the erratic pattern.

Model sMAPE MASE OWA
% Improvement of

Method over the Naïve

Haolinju: Horizon = 1 (Obs. = 767 × 1 × 10) a

Naïve 32.220 (2.656) 0.978 (0.686) 1.000 (0.000) -
Comb S-H-D 31.539 (1.565) 0.975 (0.670) 1.007 (0.127) −0.7%
SCUM 29.752 (1.562) 0.934 (0.667) 0.956 (0.119) 4.4%
DWS-A 30.604 (2.485) 0.976 (0.713) 0.958 (0.116) 4.2%
DWS-B 28.731 (1.563) 0.945 (0.720) 0.915 (0.089) 8.5%
Haolinju: Horizon = 7 (Obs. = 767 × 7 × 4) a

Naïve 36.492 (1.616) 1.259 (0.293) 1.000 (0.000) -
Comb S-H-D 35.613 (0.853) 1.332 (0.253) 1.025 (0.049) −2.5%
SCUM 33.380 (0.660) 1.248 (0.208) 0.969 (0.093) 3.1%
DWS-A 30.258 (1.428) 1.058 (0.258) 0.841 (0.069) 15.9%
DWS-B 31.030 (0.656) 1.140 (0.326) 0.886 (0.048) 11.4%
JD: Horizon = 1 (Obs. = 162 × 1 × 10) b

Naïve 59.324 (8.485) 1.451 (0.597) 1.000 (0.000) -
Comb S-H-D 63.360 (11.363) 1.407 (0.523) 1.046 (0.191) −4.6%
SCUM 61.548 (10.980) 1.343 (0.511) 1.003 (0.171) −0.3%
DWS-A 56.958 (6.653) 1.328 (0.482) 0.956 (0.093) 4.4%
DWS-B 56.821 (8.354) 1.298 (0.496) 0.942 (0.097) 5.8%
JD: Horizon = 7 (Obs. = 162 × 7 × 4) a

Naïve 63.030 (3.753) 1.431 (1.115) 1.000 (0.000) -
Comb S-H-D 62.366 (1.894) 1.472 (0.070) 1.022 (0.027) −2.2%
SCUM 60.903 (1.585) 1.409 (0.090) 0.983 (0.024) 1.7%
DWS-A 52.883 (2.642) 1.303 (0.889) 0.889 (0.020) 11.1%
DWS-B 54.516 (1.838) 1.294 (0.898) 0.898 (0.012) 10.2%

a The SCUM outperformed the other sub-models in these datasets. b The Naïve outperformed the other sub-
models in this dataset.

4.2.4. Lumpy Pattern

The pattern of lumpy demand, which is characterized by a long average inter-demand
interval and a high coefficient of variation, is a common phenomenon in online and offline
retail. The results of Table 6 show that the DWS-A provided more accuracy than all sub-
models for Haolinju’s data and JD’s data. For example, for JD’s data when the horizon was
equal to seven, the MASE of Naïve was 75.817%, that of Comb S-H-D was 74.057%, that of
SCUM was 74.092%, while for DWS-A it was 64.560%. According to OWA for JD’s data,
when the horizon was equal to seven, the DWS-A was 14.7% more accurate than the Naïve
and 8.38% than the best sub-model, SCUM.
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Table 6. The performance of the five methods for rolling forecast testing in the lumpy pattern.

Model sMAPE MASE OWA
% Improvement of

Method over the Naïve

Haolinju: Horizon = 1 (Obs. = 1211 × 1 × 10) a

Naïve 80.997 (3.429) 1.176 (0.158) 1.000 (0.000) -
Comb S-H-D 108.250 (1.737) 1.072 (0.102) 1.127 (0.061) −12.7%
SCUM 110.246 (1.581) 1.059 (0.103) 1.134 (0.062) −13.4%
DWS-A 81.301 (3.306) 1.143 (0.141) 0.983 (0.014) 1.7%
DWS-B 98.551 (9.256) 1.078 (0.123) 1.065 (0.073) −6.5%
Haolinju: Horizon = 1 (Obs. = 1211 × 7 × 4) a

Naïve 86.245 (0.944) 1.361 (0.112) 1.000 (0.000) -
Comb S-H-D 110.943 (0.141) 1.207 (0.035) 1.078 (0.031) −7.8%
SCUM 113.245 (0.468) 1.187 (0.034) 1.084 (0.031) −8.4%
DWS-A 76.947 (0.515) 1.218 (0.026) 0.884 (0.033) 11.6%
DWS-B 106.015 (0.426) 1.178 (0.027) 1.038 (0.028) −3.8%
JD: Horizon = 1 (Obs. = 700 × 1 × 10) b

Naïve 70.315 (4.558) 1.487 (0.368) 1.000 (0.000) -
Comb S-H-D 72.850 (8.011) 1.384 (0.386) 0.987 (0.083) 1.3%
SCUM 73.208 (7.767) 1.352 (0.383) 0.980 (0.079) 2.0%
DWS-A 68.414 (4.737) 1.401 (0.348) 0.969 (0.042) 3.1%
DWS-B 68.991 (6.494) 1.316 (0.376) 0.941 (0.055) 5.9%
JD: Horizon = 7 (Obs. = 700 × 7 × 4) b

Naïve 75.817 (1.651) 1.549 (0.041) 1.000 (0.000) -
Comb S-H-D 74.057 (0.600) 1.414 (0.079) 0.945 (0.031) 5.5%
SCUM 74.092 (0.707) 1.370 (0.075) 0.931 (0.030) 6.9%
DWS-A 64.56 (0.387) 1.341 (0.097) 0.853 (0.033) 14.7%
DWS-B 69.691 (0.719) 1.319 (0.085) 0.880 (0.029) 12.0%

a The Naïve outperformed the other sub-models in these datasets. b The SCUM outperformed the other sub-
models in these datasets.

4.3. Optimal Dynamic Weighting Strategy for Each Demand Pattern

Based on the empirical analysis results, as shown in Figure 3, we can determine an
optimal dynamic weighting strategy for each demand pattern. For items in the smooth or
erratic pattern, it is recommended to use the DWS-B method to output the final predicted
value. For items in the intermittent or lumpy pattern, it is recommended to use the DWS-A
method to output the final predicted value. This means that for such items with intermittent
or lumpy patterns, retailers only need to consider the output of the optimal sub-model as
the final predictions.

CV =

ADI =

Figure 3. Optimal dynamic weighting strategies in the four demand patterns.
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5. Conclusions

In this paper, we proposed dynamic model selection based on demand pattern classifi-
cation as a new approach in the retailing forecasting area. This approach offers a framework
to address the challenge of model selection with complex demand patterns in retail practice.
Based on a series’ average inter-demand interval and the squared coefficient of variation of
the demand sizes, we divided the demand patterns of all items of retailers into four types:
smooth, intermittent, erratic, and lumpy. Some studies have proposed specific prediction
methods for certain demand patterns, such as Syntetos-Boylan Approximation and Croston
methods for intermittent demand [38]. However, the demand pattern of items may change
over time. Moreover, any single model for demand forecasting cannot be the most accurate
in all periods of an item. It is necessary to monitor and update the demand pattern and
switch appropriate forecasting methods. We first built a pool of models, including nine
classical methods, in the M-Competitions. Then, we proposed two dynamic weighting
strategies based on the historical performance of all candidate models, namely DWS-A and
DWS-B. The DWS-A method only selects the best prediction model in the past as the final
model. The DWS-B method sets different weights according to the historical performance
of candidate models. The weights of both strategies change dynamically over time. This
framework can provide automatic model selection for retail demand forecasting. Further,
this approach has better interpretability and may be more acceptable to decision makers.

We verified the effectiveness of this approach by using two large datasets from an
offline retailer and an online retailer in China. We implemented multi-round rolling forecast
with different demand patterns and horizons to verify the generalization ability of this
approach. The pattern of smooth demand, which is characterized by low volatility and
short intervals, is easier to predict. For this pattern, the DWS-B delivered more accuracy
at various forecast horizons. Additionally, the DWS-B in the pattern of erratic demand
outperformed all models in the pool. This means that the combination forecast is more
suitable for items with a short ADI. The demand patterns of intermittent and lumpy,
which are characterized by a high proportion of zero values, are not easier to predict.
However, the DWS-A still outperformed all models in the pool. This means that individual
selection is more suitable for items with a long ADI. In general, the proposed dynamic
weighting strategies dominated the benchmark and winning prediction models in M-
Competitions, including Naïve, Comb S-H-D, and SCUM. We suggest that the DWS-A
method is applicable to the items of intermittent and lumpy patterns, and the DWS-B
method is applicable to the items of smooth and erratic patterns.

We did not consider additional prediction methods in the pool of models, such as
deep learning methods, as several models take extra time in the calculation and have
higher complexity, and their performance is not necessarily as good as statistical models [8].
However, the model pool and empirical results of this study are sufficient to prove the
effectiveness of the proposed model selection approach. In future studies, additional
models and factors that affect consumer demand should be included in this forecasting
system to improve the forecast accuracy.
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Abstract: The forecasting of tourist arrival depends on the accurate modeling of prevalent data
patterns found in tourist arrival, especially for daily tourist arrival, where tourist arrival changes are
more complex and highly nonlinear. In this paper, a new multiscale mode learning-based tourist
arrival forecasting model is proposed to exploit different multiscale data features in tourist arrival
movement. Two popular Mode Decomposition models (MD) and the Convolutional Neural Network
(CNN) model are introduced to model the multiscale data features in the tourist arrival data The data
patterns at different scales are extracted using these two different MD models which dynamically
decompose tourist arrival into the distinctive intrinsic mode function (IMF) data components. The
convolutional neural network uses the deep network to further model the multiscale data structure of
tourist arrivals, with the reduced dimensionality of key multiscale data features and finer modeling
of nonlinearity in tourist arrival. Our empirical results using daily tourist arrival data show that
the MD-CNN tourist arrival forecasting model significantly improves the forecasting reliability
and accuracy.

Keywords: tourist arrival forecast; variational mode decomposition; empirical mode decomposition;
multiscale analysis; deep learning model; convolutional neural network model; seasonal ARIMA;
ARIMA

MSC: 42C99; 62M10; 91B84; 68T05

1. Introduction

As one of the cornerstones of the rapidly developing service economy, the tourism
industry is intertwined with the development of different sectors of the economy. It is
subject to the influences of a very complicated and diversified range of factors for different
purposes over a different time horizon [1,2]. For example, key tourist motivations may
include pleasure, business visiting, relatives, conferences, study, and others [3]. The long-
term influencing factors may include macroeconomic policy adjustments. The short-term
influencing factors may include weather, diseases, exchange rate changes, natural haz-
ards, major recreation, sports events, changes in essential inputs, and trade barriers [4–12].
As these factors come and go over time, their joint influence on the tourist arrival determina-
tion process has resulted in an unstable and nonstationary tourist arrival changing process.
It represents significant factors for the sustained development of the tourism industry,
from tourism planning to budgeting. Various issues concerning different aspects of tourist
arrival have attracted significant attention from academics, practitioners, and investors.

The tourism demand forecasting research has profound implications for both public
and private parts of the economy [1]. The private or industrial sectors rely on accurate
tourist demand forecasting for their efficient operations, i.e., they need accurate tourist fore-
casts to plan, set appropriate prices, recruit enough staff, and allocate sufficient resources
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to meet the tourism demand for products and services in the holiday season and under
rapidly changing market circumstances. The public sectors, such as local governments,
rely on accurate tourist demand forecasting for public policy formulation, transportation
development, the promotion and development of specific tools, tourism industry, and re-
lated industrial development in the supply chain [13,14]. Developing a more accurate
and reliable tourist arrival forecasting model is, therefore, very important for the efficient
operation of the tourism industry and academic research [1,15].

The forecasting of tourist arrival and tourist demand has been a main research topic
in the literature over the years [16,17]. Song and Li [16] presented a comprehensive
survey on the early development of tourism demand forecasting. The mainstream tourism
demand forecasting models are classified as either qualitative models, such as judgmental
methods, or quantitative models, such as econometrics models, time series models, or
other emerging models such as Artificial Intelligence (AI) models [14,16]. The structural
econometrics model has been used to investigate the impacts of different influencing factors
on tourist arrival. For example, Nguyen and Valadkhani [5] studied the sensitivity of the
exchange rate to tourist arrival. The main problem with this approach is that the influencing
factors of tourist arrivals are very complicated and diversified. It is difficult to identify
these influencing factors exactly with high accuracy, not to mention the modeling of the
relationship between these influencing factors and tourist arrival. In the meantime, another
popular approach is the time series approach, which extracts patterns from the analysis
of the historical observation and current value of tourist arrival, and ultimately tries to
infer the future changes [18]. Mainstream time series models such as the Autoregressive
Integrated Moving Average (ARIMA) model, Seasonal ARIMA, Generalized Autoregressive
Conditional Heteroskedasticity (GARCH) model, Exponential Smoothing (ETS), Naive,
etc. have been developed to capture some of the most widely acknowledged data patterns
in the tourist demand forecasting literature such as autocorrelation, volatility clustering,
and seasonality [16,19]. Aside from these approaches, the tourism demand forecasting
literature has paid increasing attention to the potential of Artificial Intelligence and Machine
Learning models to capture and model the nonlinear data features in tourist arrivals
with an assumption-free and data-driven approach [20]; typical models include Neural
Networks and Support Vector Regression [21]. For example, Cang [22] found that the
neural network and support vector regression-based combination model achieves the best
forecasting accuracy compared to the individual models. However, the neural network
is known to suffer from the overfitting problem, especially when it is applied to a small
sample size, such as low-frequency data. In recent years, Deep Learning, as one of the
latest developments in the field, has brought much hope and been widely applied in
the economics and finance field [23,24]. It has become more and more popular in the
tourism research literature [13,25–27]. For example, Lawet al. [25] proposed a bagging-
based multivariate simple deep learning model to forecast the monthly tourist arrival. It
is constructed based on individual models such as stacked autoencoder and the kernel-
based extreme learning machine. It refers to a collection of rapidly developing models in
the Artificial Intelligence field, such as Convolutional Neural Network (CNN) and Long
Short-Term Memory (LSTM) [28–32]. Songet al. [17] provided an updated comprehensive
review on the latest developments in tourism demand forecasting. It is interesting to see
how the focus of the tourism demand forecasting models has gradually shifted from the
mostly econometric and time series approach to the more recent artificial intelligence and
data analysis model.

Until now, no consensus on the optimal tourist arrival forecasting model has been
reached in the literature after years of development [20,33,34]. The rich set of data features in
the tourist arrival data at higher frequency and larger sample size would lead to exponential
increasing level of model risk and lower level of generalization in forecasting, which has
brought new challenges as well as opportunities for better tourist arrival modeling and
forecasting [14]. When modeling and analysis are performed at a much shorter time scale,
such as at the daily or intraday frequency, many different data characteristics such as
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seasonality, autocorrelation, multiscale, etc. may prevail, with the disruptions of transient
or extreme factors [6,10]. Among the newly emerging data characteristics, the multiscale
data feature is one of the most important and promising data features. The multiscale
data feature is widely found in natural and economic systems, such as energy markets
and exchange markets. Motivations for tourist travel decisions and tourist destination
supply also vary with different time horizon focuses and budget scales, which results in
the multiscale characteristics in the tourist arrival changes. However, in the tourist arrival
forecasting and tourism management literature, the modeling of multiscale data features
has only received limited attention.

To model the multiscale data characteristics, there have been two interesting de-
velopments in the recent literature. Firstly, multiscale data decomposition models such
as Empirical Mode Decomposition (EMD) and Variational Mode Decomposition (VMD)
have received increasing attention in tourism demand forecasting [35–38]. For example,
Xing et al. [37] proposed an adaptive multiscale ensemble model that combines VMD with
the ARIMA, SARIMA, and LSSVR models; it models data features such as trend and season-
ality to produce tourist arrival forecasts with improved accuracy. Xie et al. [38] combined
Complete Ensemble EMD with Adaptive Noise (CEEMDAN) with Elman’s neural network
model to enhance the predictive accuracy of tourist arrival forecasts. Between EMD and
VMD models, EMD has been known to suffer from the inherent mode mixing issue, which
poses difficulty to its estimation accuracy. As its name implies, the mode mixing problem
refers to the fact that the supposedly unique intrinsic modes may share common charac-
teristics and demonstrate similar data patterns, making them indistinguishable from each
other [39]. The root cost is the biased estimation such that the decomposed components do
not center around unique frequency. The reduction of the mode mixing problem may come
at the cost of added noise to the intrinsic modes, while VMD takes a completely different
approach. VMD is a more recent development that takes the alternative optimization-
based approach to address the data decomposition and mode-mixing problem [40]. It
can achieve more accurate decomposition than the EMD model. These studies provide
initial evidence that multiscale models contribute to the construction of a more-accurate
forecasting model. With the accelerating development of different multiscale models in the
literature, the choice among rapidly emerging different multiscale models have attracted
increasing attention. Secondly, multiscale data features have also been incorporated in
the deep learning models, particularly in the form of filters in the Convolutional Neural
Network model. CNN uses the filters to extract the hierarchical information across different
scales [41,42]. It serves as a promising intelligence model to further extract multiscale and
hierarchical information from the data with mixed features.

The general research question of this study is the construction of a new tourist arrival
forecasting model that better takes advantage of multiscale data features and produces
accurate forecasts, given the development of different multiscale models such as EMD and
VMD models. In this paper, we propose a new MD-CNN tourist arrival forecasting model
that aims to take advantage of the multiscale data characteristics with the multiscale mode
learning approach. The proposed model takes a two-step approach. It firstly reveals the
complex heterogeneous factor structure using the MD model, including EMD and VMD
models, and identifies the optimal scale for the transient factor. It uses CNN models with
different parameters to further extract the multiscale data features and forecast tourist
arrivals with an artificial intelligence approach. Through empirical studies using the latest
tourist arrival data, we find that the extraction of multiscale factors and their incorporation
in the modeling would lead to a significant performance improvement.

Work in this paper contributes to the relevant literature by proposing a new mode-
learning-based forecasting model to capture better the multiscale data features in tourist
arrival changes. Early work in the risk forecasting area has demonstrated the potential
contribution of multiscale deep-learning-based models to risk forecasting accuracy im-
provement [43–45]. Theoretically, we propose a multiscale structure of influencing factors
for tourist arrival changes. Some factors such as macroeconomic factors and infrastructure
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structures generate impacts on the decision to travel on a long-term scale while some other
factors such as tsunamis and pandemics are more short-term focused. Empirically, we
found that the current different Mode Decomposition (MD) models and CNN model all pro-
vide different perspectives on multiscale modeling, the combination of which would lead to
better modeling and forecasting accuracy. We found that signal processing techniques such
as the Mode Decomposition (MD) model can be used to uncover the underlying dynamic
structure while deep learning models such as CNN can extract multiscale data features
further and produce optimized forecasts based on these data features. We show empir-
ical evidence that the incorporation of multiscale factors lead to a positive performance
improvement in forecasting accuracy.

The rest of the paper proceeds as follows. In Section 2, we explain and illustrate the
algorithmic details of different models involved in this paper, such as the MD models (i.e.,
EMD and VMD models), the CNN model, and the proposed MD-CNN model. Results from
empirical studies applying these models to tourist arrival data are reported in Section 3.
Section 4 presents some summarizing remarks.

2. Methodology

2.1. Mode Decomposition (MD) Model

Since the original proposition of the EMD model in geophysical research in 1998,
MD models have developed further and attracted significant attention in different disci-
plines, such as vibration engineering, biomedicine, computer science, and economics and
finance [35,46,47]. Typical mode decomposition models include Ensemble EMD (EEMD),
Complete Ensemble EMD (CEEMD) and CEEMDAN, and VMD [35,39,40,48–50]. EMD
extracts several Intrinsic Mode Functions (IMFs) at several different characterizing scales
from the original tourist arrival data. In the literature, EMD is usually perceived to be a
better choice than wavelet analysis as it represents better the physical characteristics of
the nonstationary or nonlinear signal. The classical EMD decomposition theory assumes
the white noise assumptions. It assumes that each decomposed IMF can fully represent
the underlying data characteristics at different scales [35]. However, the real-world time
series often do not exactly conform to the white noise definition. With practical data, EMD
decomposition may fail to extract the unique frequency-scale components. During the
decomposition process, the extracted IMFs need to satisfy two assumptions, usually as the
stopping criteria. The difference between zero-crossing and extrema of an ideal IMF is less
than one when the defined envelopes are symmetric. The EMD model involves several
steps, collectively known as the sitting process, which are as follows [35]:

(1) Find all local maximum and minimum points of ym,t.
(2) Use two separate cubic spline curves to connect all local maximum and minimum

points for constructing the upper envelope and the lower envelope, respectively.
(3) Calculate the local mean curve of the upper and lower envelopes.
(4) Calculate the difference between the local mean curve and the data.
(5) Repeat the previous steps until the difference satisfies the assumption of IMFs.
(6) Calculate the residual. Use the residual to replace the original signal as a new yt.

Repeat the previous steps until no more IMFs can be identified or the stopping criteria
are satisfied.

(7) Eventually, the original tourist arrival data after m repetitions can be expressed as the
sum of IMF components and a residual component, as in Equation (1):

ym,t =
J

∑
j=1

cm,j,t + rm,t. (1)

where ym,t is the tourist arrival data at time t after m repetitions, cm,j,t is the jth IMF
components at time t, and rm,t is the residual at time t.

There have been different extensions to the original EMD in the literature, such
as EEMD, CEEMD, and CEEMDAN [39,48–50]. If the empirical data satisfy the model
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assumptions of particular MD models such as CEEMDAN, it can become the preferred
choice among different EMD extensions and can be combined with CNN model. To reduce
the model risk when no single model may fit the data perfectly, the MD-CNN approach
can be used. It is possible to replace EMD with CEEMDAN in MD-CNN model. MD-CNN
is proposed as a general model that could be easily extended by including a wide range of
EMD extensions such as EEMD, CEEMD, or CEEMDAN. Overall, CEEMDAN still adopts
the iterative decomposition approach. In the meantime, Variational Mode Decomposition
(VMD) is a new MD model proposed in recent years [40]. Compared with the classic
Empirical Mode Decomposition (EMD), it takes an alternative nonrecursive, nonlinear
optimization approach to solve for the modes decomposed from the tourist arrival data.
Different from the recursive one-by-one mode decomposition process in the EMD model,
the VMD model produces the decomposed modes simultaneously. As for the well-known
mode mixing problem in the EMD model, VMD leaves it to the theoretical judgment, which
sets the number of modes. If the assumption of the number of modes is correct, VMD is
expected to produce unique modes. Naturally, there is a significant model risk if the number
of modes set is biased. To solve for the modes from the tourist arrival data, the VMD model
formulates the following constrained optimization equations in Equation (2) [40].

Minμ,ω = ∑
k
||∂t[(ϑ(t) +

j
πt

) ∗ μk(t)]e−jωkt||22
s.t. ∑

k
μk = f (2)

where μk is the kth mode (subsignals), ω is the kth center frequency, ϑ is the Dirac distribu-
tion, and ∗ is the convolution operator.

The augmented Lagrange function is constructed as in Equation (3) [40].

Ł(μk, ωk, λ) = α ∑
k
||∂t[(ϑ(t) +

j
πt

) ∗ μk(t)]e−jωkt||22 + || f (t)−∑
k

μk(t)||22+ < λ(t), f (t)−∑
k

μk(t) > (3)

where λ is the Lagrange multiplier.
The optimal modes μ̂ and ω̂ are calculated as in Equation (4) [40].

μ̂n+1
k (ω) =

( f̂ (ω)−∑u �=k μ̂i(ω) +
ˆλ(ω)
2 )

1 + 2α(ω−ωk)2

ω̂n+1
k =

∫ ∞
0 ω|μ̂k(ω)|2dω∫ ∞

0 |μ̂k(ω)|2dω
(4)

2.2. Convolutional Neural Network Model

The classic neural network model mimics the human brain structure to process the
complex mixture of data features in the nonlinear tourist arrival data [51]. The training
process to determine the network structure and parameters may become computationally
infeasible due to the high dimensional search space for parameters. The new-generation
neural network, known as the deep learning model, moves one step further to incorporate
the specific data features in the network structure, which results in a significantly reduced
number of estimated parameters [52]. As is demonstrated in the empirical and theoretical
research, a deep learning network enjoys better functional approximation and improved
generalization in the face of the overfitting situation. CNN is one popular deep learning
model that mimics human visual processing by emphasizing the major space-invariant
data features in terms of abstraction and ignoring the trivial [53]. It recognizes feature
abstraction by the depth of layers at different scales. Motivated by the activation of
certain groups of neurons by the particular information feedback in the human visual
processing system, filters in the CNN model are used to perform linear convolutional
transformation on the original tourist arrival data. The same filters are used by neurons at
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the same layer while filters across different layers can be different to represent different
data features. The feature maps are introduced to contain the transformed tourist arrival
data using the filters. When the data are processed through different convolutional layers
in the CNN model, different targeted data features are continuously produced and a
series of feature maps are produced to represent the continuous processing of information.
By convolution and pooling operations, the feature maps at deeper layers contain more
abstract data features.

In the CNN model, there are two main groups of layers, i.e., feature extraction and
nonlinearity learning. The feature extraction layer attempts to extract the key features
across different scales in a hierarchical manner and reduce the dimensionality of the input
feature as much as possible while the nonlinearity learning layer attempts to model the
nonlinear relationship between tourist arrivals and the extracted features [41]. In the
network training process, the weights of the neurons are continuously adjusted to reduce
the training errors as much as possible. In the model forecasting process, these layers work
together to produce forecasts as accurately as possible [54].

In the CNN model, the main feature extraction layers include the convolutional
layers and pooling layer. The convolutional layers use filter functions to perform the
convolutional operation and produce feature maps that contain the identified key feature
data from the original tourist arrival data. With input data X, the feature map at the next
layer is calculated as in Equation (5) [55]:

Xl+1 = f (Wl+1
⊗

dXl + bl+1) (5)

where Xl + 1 is the feature map at layer l + 1, W is the weight matrix, b is the bias matrix,
and f is the activation function for nonlinear transformation of the output data. Typical
activation functions may include Rectified Linear Unit (ReLU), Sigmoid, Tanh, among
others [55].

The pooling layer attempts to reduce the dimensionality and signify the importance of
the extracted feature. It is calculated as in Equation (6) [55]:

d(X) = Tr∈R(Xi×T+r) (6)

where T is the maximization or mean operation.
There are also several ancillary layers that are added to tackle the overfitting issue and

improve the generalization of the network [41,56]. Typical ancillary layers include dropout
layers, fully connected layers, batch normalization layers, etc.

2.3. MD-CNN Forecasting Model

As suggested in numerous empirical studies, there are far too many factors that jointly
affect the movement of tourist arrivals. This would result in significant fluctuations in
tourist arrival changes with complex and heterogeneous properties. Theoretically, we
assume that J influencing factors for tourist arrival y are defined with unique time scale
characteristics at time t as in Equation (7):

yt =
J

∑
j=1

cj,t (7)

where yt is tourist arrival at time t and cj,t is the jth intrinsic modes at time t.
Since the true generating process and multiscale structure are unknown, the multiscale

structure for tourist arrival represented by the decomposed data components is determined
using m different criteria and algorithm. For example, EMD relies on the stationarity of
the decomposed data component to identify the multiscale structure while VMD relies on
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theoretical guidance to identify multiscale structure. There are estimation biases in both
approaches, as in Equation (8):

yt =
J

∑
j=1

M

∑
m=1

ĉj,t,m + εm,t (8)

where yt is the tourist arrival data at t and ĉj,t,m is the jth intrinsic modes at time t using the
m mode decomposition model.

The future movement of tourist arrival changes are defined as the function of its
estimated J influencing factors over time, using M algorithms under different assumptions
and criteria, as in Equation (9)

ŷt+1 = f (C) (9)

where C = ĉj,t,m, j ∈ 1, . . . , J, t ∈ 1, . . . , T, m ∈ 1, . . . , M, ŷt+1 is the tourist arrival forecast at
time t + 1.

In this paper, we take VMD and EMD as two MD models and CNN as the final
estimation model, and propose a new MD-CNN forecasting model. The general structure
of the MD-CNN tourist arrival forecasting model is illustrated in Figure 1.

As illustrated in Figure 1, given MD models m, m ∈ {EMD, VMD}, the tourist arrival
data yt are decomposed into a series of IMFs accordingly, as in Equation (10).

Figure 1. Flowchart for the MD-CNN model.

ym,t =
J

∑
j=1

cj,t,m + rm,t, (10)

where ym,t is the tourist arrival data using the m mode decomposition model at time t, cj,t,m
is the jth intrinsic mode component, and rm,t is the residual component at time t.

IMFs matrices calculated with different MD models IMFj,t,m, m = {EMD, VMD} are
combined together to construct the consolidated IMFs matrix as Mj,t. For example, if EMD
and VMD—two major decomposition models in the literature—are used, the consolidated
IMF matrix is constructed as in Equation (11):

M̂i,t =

⎡⎢⎢⎢⎣
IMF1,1,VMD IMF1,1,EMD IMF1,2,VMD IMF1,2,EMD · · · IMF1,t,VMD IMF1,t,EMD
IMF2,1,VMD IMF2,1,EMD IMF2,2,VMD IMF2,2,EMD · · · IMF2,t,VMD IMF2,t,EMD

...
...

. . .
...

IMFj,1,VMD IMFj,1,EMD IMFj,2,VMD IMFj,2,EMD · · · IMFj,t,VMD IMFj,t,EMD

⎤⎥⎥⎥⎦ (11)
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IMFj,t,m is the tth intrinsic modes at scale j using multiscale models m.
The Convolutional Neural Network model is used to model the nonlinear map func-

tion f between the higher dimensional matrix M̂j,t and the tourist arrival data ŷt+1, as in
Equation (12).

ŷt+1 = f (M̂j,t) (12)

ŷt+1 is the tourist arrival data at time t + 1, f (M̂j,t) is the nonlinear function using CNN.

3. Empirical Results

Data Description and Descriptive Statistics

In our empirical study, Macao is selected as the subject of the empirical analysis to
evaluate the forecasting accuracy of different models because it is one of the most active
tourist attractions in the world. It receives an active inflow of tourists from around the
world and represents an interesting case both for city tourism and international tourism.
The dataset for tourist arrival is extensive to reflect the dynamics in the tourism industry
so that the modeling accuracy and the generalizations of the MD-CNN model can be
evaluated comprehensively in this paper. More importantly, the Macao Government
Tourism Office (MGTO) provides data at a daily level while most tourist destinations
provide data at a monthly or lower frequency, from the annual statistical report. Therefore,
we use the daily tourist arrival data in Macao from five major countries or regions to
estimate the model parameters and evaluate the forecasting accuracy of different models.
These countries include China, Hong Kong (HK), Indonesia, Philippines, and Singapore.
The dataset spans from 1 January 2017 to 13 February 2020 and is preprocessed to remove
the anomalies and outliers. The dataset is obtained from the Statistics and Census Service
(DSEC), Government of Macao SAR, China. Following the data analysis and machine
learning literature, the dataset is divided into three parts with a 49%–21%–30% ratio, which
corresponds to the training–validation–test sub-dataset.

The basic descriptive statistics for tourist arrival are reported in Table 1.

Table 1. Descriptive statistics and statistical tests for tourist arrivals from different countries or regions.

Statistics Mean×104 Standard Deviation×104 Skewness Kurtosis pJB pBDS

China 6.6678 1.7571 1.4807 7.5316 0.001 0
HK 1.7382 4.7507 1.6218 7.7804 0.001 0

Indonesia 0.0508 0.0290 2.1270 9.0066 0.001 0
Philippines 0.0862 0.0333 1.7717 8.8315 0.001 0
Singapore 0.0374 0.0150 0.6695 3.2716 0.001 0

Table 1 shows that tourist arrivals from different countries or regions have a significant
level of kurtosis, mostly bigger than 7, except for Singapore. This indicates the prevalence
of nonuniform extreme events and significant fluctuations in tourist arrival. Skewness
values have positive signs at a non-negligible scale, bigger than 1. Standard deviations
also reach the level of significance. The distributions of tourist arrival from different
countries or regions do not conform to the normal distribution, indicated by a p-value
less than 0.05 for both the Jarque–Bera (JB) test of normality and the BDS test of nonlinear
independence. There may exist nonlinear dynamics such as multiscale data features in the
tourist arrival changes.

Then, we forecast the MSEs of tourist arrival forecasts in different countries or regions
over the time period covered by the validation dataset. The MD-CNN model network
structure is Conv1(1,1)-Pool(2,2)-Conv2(1,1)-Pool(2,2)-FC(1) for all countries and regions.
Results are reported in Table 2.
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Table 2. Performance of MD-CNN model with different parameters using the model tuning dataset.

Models MSEChina,×108 MSEHK,×107 MSEIndonesia,×104 MSEPhilippines,×104 MSESingapore,×103

MD− CNN(1,1) 1.6773 1.1280 2.3589 7.8064 9.6990
MD− CNN(1,2) 1.7660 1.1260 2.7853 10.5543 8.3517
MD− CNN(2,1) 1.7654 1.1214 2.2340 8.2777 8.6854
MD− CNN(2,2) 1.7365 1.2332 2.3452 9.2343 8.4691

CNN(k,p) refers to the CNN model with parameter k for the filter size and p for the
pooling size. The number of filters is set to 11.

As reported in Table 2, the forecasting accuracy using MD-CNN with different hy-
perparameters varies. There is no optimal set of hyperparameters for MD-CNN models
in all countries or regions. In this paper, we follow the principle of MSE minimization to
select the hyperparameters for MD-CNN models with minimal MSE in different countries
or regions, respectively. In the end, we chose MD− CNN(1,1) in China and Philippines,
MD−CNN(2,1) for tourist arrivals from HK and Indonesia, and MD−CNN(1,2) for tourist
arrivals from Singapore, since the parameters are optimized for the tourist arrival of partic-
ular countries and regions. This implies that the factors for tourist arrivals from different
countries or regions have unique data characteristics and need to be captured within
different parameters.

With the optimized parameters, tourist arrivals in different countries or regions are
calculated in Table 3; we report the out-of-sample performance comparison using the
test data. The model comparison has been conducted between four models, with three
benchmark models, i.e., the Random Walk (RW), ARIMA, Seasonal ARIMA models, and our
MD-CNN model.

Table 3. Model performance using out-of-sample dataset.

Models MSEChina,×108 MSEHK,×107 MSEIndonesia,×104 MSEPhilippines,×104 MSESingapore,×103

RW 5.7607 4.4349 8.3045 3.1473 21.5561
ARIMA 2.0019 2.0368 5.4306 1.7129 9.8781

Seasonal ARIMA 1.8434 2.2151 5.8317 1.9324 5.5029
MD-CNN 1.5185 1.6382 2.8709 1.2432 5.0741

In Table 3, it is clear that the MD-CNN model produces the most accurate forecasts
with the smallest MSEs, compared with the performance of the benchmarks RW, ARIMA,
and Seasonal ARIMA models.

The superior forecasting performance of the proposed multiscale deep-learning-based
model indicates the effectiveness of the incorporation of multiscale data features during
the modeling and forecasting process. More specifically, the better performance of the MD-
CNN model is attributed to the modeling of multiscale data features during the forecasting
process, beyond the linear autocorrelation and seasonal data features captured by the
ARIMA and Seasonal ARIMA models. Meanwhile, the better performance of the MD-CNN
model compared with the RW model confirms that it is important to consider specific
data features such as multiscale and autocorrelation data features in the modeling and
forecasting process [36–38].

4. Conclusions

In this paper, a new multiscale mode-learning-based (MD-CNN) forecasting model
is proposed to predict tourist arrival changes. MD-CNN uses different MD algorithms to
model the transient factors. The CNN model is used to aggregate different factors and
forecast tourist arrival changes. A comprehensive performance evaluation was conducted
using tourist arrival data, which provides empirical evidence for the superior tourist arrival
forecasting accuracy of the MD-CNN model.
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The success of the introduction of the convolutional neural network model implies that
more advanced artificial intelligence models such as deep learning models can contribute
to better modeling of tourist arrival change. These models can be designed to target and
model specific data features such as multiscale hierarchical structure. Secondly, the results
in this paper suggest that the empirical analysis results and the forecasting performance
are sensitive to the choice of different multiscale models. The significant model risk
may result from the lack of theoretical foundation for the choice of particular multiscale
models. Thirdly, the proposed MD-CNN model is constructed as a general multiscale-
based forecasting methodology that is flexible enough to be extended to address different
modeling issues when it is presented with different tourist destinations data, beyond the
Macao tourist arrival data and EMD and VMD models used in this paper.
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Abstract: In the era of internet connection and IOT, data-driven decision-making has become a new
trend of decision-making and shows the characteristics of multi-granularity. Because three-way
decision-making considers the uncertainty of decision-making for complex problems and the cost
sensitivity of classification, it is becoming an important branch of modern decision-making. In
practice, decision-making problems usually have the characteristics of hybrid multi-attributes, which
can be expressed in the forms of real numbers, interval numbers, fuzzy numbers, intuitionistic
fuzzy numbers and interval-valued intuitionistic fuzzy numbers (IVIFNs). Since other forms can be
regarded as special forms of IVIFNs, transforming all forms into IVIFNs can minimize information
distortion and effectively set expert weights and attribute weights. We propose a hybrid multi-
attribute three-way group decision-making method and give detailed steps. Firstly, we transform
all attribute values of each expert into IVIFNs. Secondly, we determine expert weights based on
interval-valued intuitionistic fuzzy entropy and cross-entropy and use interval-valued intuitionistic
fuzzy weighted average operator to obtain a group comprehensive evaluation matrix. Thirdly, we
determine the weights of each attribute based on interval-valued intuitionistic fuzzy entropy and use
the VIKOR method improved by grey correlation analysis to determine the conditional probability.
Fourthly, based on the risk loss matrix expressed by IVIFNs, we use the optimization method to
determine the decision threshold and give the classification rules of the three-way decisions. Finally,
an example verifies the feasibility of the hybrid multi-attribute three-way group decision-making
method, which provides a systematic and standard solution for this kind of decision-making problem.

Keywords: hybrid multi-attribute; three-way group decision making; VIKOR model; grey correlation
analysis; interval-valued intuitionistic fuzzy numbers

MSC: 90B50; 03E72

1. Introduction

With the rapid popularization of the internet and the internet of things, the genera-
tion and collection speed of various decision-making data in economic production and
life is rapidly increasing. Due to the limitations of data collection technology and expert
judgment [1,2], the decision-making data show the characteristics of incompleteness, uncer-
tainty, incongruity, fuzziness and hesitation [3,4]. For this kind of decision-making problem
with complex decision data and uncertain evaluation information, the traditional optimiza-
tion mechanism model based on function relationship becomes more difficult in decision
analysis and problem-solving. In fact, there is a large amount of effective decision informa-
tion hidden in the decision data. Based on the existing decision data, we use scientific data
processing technology to objectively analyze and evaluate them and transform them into
effective decision indicators and knowledge, which can provide reliable and reasonable
suggestions and decision support for decision-makers. This data-driven decision-making
has become a new trend in modern decision-making [5–7].
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Multi-attribute decision making (MADM) is the most common decision-making prob-
lem in practice. Objects are evaluated and sorted according to the comprehensive perfor-
mance of multi-attribute. In order to reflect the uncertainty of human cognition, Zadeh
proposed fuzzy set theory [8], linguistic variable [9–11] and possibility measure and intro-
duced them into the MADM problem [12]. Nowadays, fuzzy set theory has been developed
and produced in many forms. Because the fuzzy set only has a membership index of fuzzy
objects, it is difficult to describe people’s subjective understanding of fuzzy concepts com-
pletely. Atanassov proposed intuitive fuzzy sets by adding a non-membership degree and
hesitation degree to the relationship between objects and sets [13], which can more truly
reflect the subject’s understanding of the fuzzy nature of objective things when expressing
uncertain information [14]. Since the membership degree and non-membership degree may
also be uncertain, Atanassov and Gargov further extended them into the form of interval
numbers and proposed the interval-valued intuitive fuzzy set (IVIFS) [15]. Intuitionistic
fuzzy sets and interval-valued intuitionistic fuzzy sets have been introduced into many
traditional decision models to solve MADM problems, such as the combination with AHP
(Analytic Hierarchy Process) [16,17], TOPSIS (Technique for Order Preference by Similar-
ity to an Ideal Solution) [18,19], VIKOR (VlseKriterijumska Optimizacija I Kompromisno
Resenje) [20], ELECTRE (Elimination et Choice Translating Reality) [21,22], PROMETHEE
(preference ranking organization methods for enrichment evaluations) [23], etc.

We can sort and select different schemes by MADM. However, in practice, we often
encounter the following situation: we plan to select the top 10 of the 15 suppliers as the
access suppliers, but after a comprehensive evaluation, the evaluation results of the ninth to
11th suppliers may be slightly different. There are certain risks in accepting or rejecting these
three suppliers, and further field visits may be required. This means that the 15 suppliers
can be divided into three types, i.e., accepted, rejected and to be further determined. The
three-way decision theory can make exactly three kinds of decisions in this situation. The
three-way decision is a new theory proposed by Yao on the basis of the rough set theory. A
rough set applies the lower and upper approximations of equivalence relation to divide the
universe of objects into three pair-wise disjoint regions, i.e., positive region, negative region
and boundary region [24]. In a classical rough set, the positive region and the associated
positive rules are the focus of attention, as these rules produce consistent acceptance and
rejection decisions. However, the decisions are made without any tolerance of uncertainty,
which is too strict for dealing with incomplete and noisy data and is insensitive to the cost
of classification errors. In order to overcome these deficiencies, Yao et al. introduced the
Bayesian minimum risk decision theory and proposed the decision-theoretic rough set
models [25], which can allow a tolerance of inaccuracy in lower and upper approximations
and define three regions including probabilistic positive, boundary, and negative regions.
However, there is difficulty in interpreting rules in the decision-theoretic rough set models.
For example, an object in the probabilistic positive region does not certainly belong to the
decision class, but with a high probability (i.e., the probability value is above a certain
threshold) [26], so a rule from the probabilistic positive region may be uncertain and
nondeterministic. In order to better interpret the rules qualitatively, Yao et al. introduced
the notion of three-way decision rules [27]. Positive, negative, and boundary rules are
constructed from the corresponding regions, and they represent the results of a three-way
decision of acceptance, rejection, or abstaining. In addition, the decisions of acceptance
and rejection are made with certain levels of tolerance for errors, which reflects the cost
sensitivity of decision-makers to incorrect classification decisions. Obviously, the semantics
of three-way decisions are consistent with the thinking of human beings in dealing with
complex decision-making problems. At present, three-way decision has been widely used
in the field of MADM and produced good results [28–31]. In reality, the various indicators
of evaluation objects have different expression forms. Some indicators can be expressed
in exact real numbers, some can be expressed in uncertain interval numbers, some can be
expressed as the fuzzy values of qualitative linguistic variables, and some can be expressed
in the forms of fuzzy numbers, intuitive fuzzy numbers, IVIFNs, etc. Therefore, it is of great
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significance to discuss the three-way decisions under a hybrid multi-attribute environment,
especially in the case of attributes represented by intuitionistic fuzzy numbers or IVIFNs
with more fuzzy information.

The representative studies on the three-way decisions under intuitionistic fuzzy or
interval-valued intuitionistic fuzzy multi-attribute environments are shown in Table 1.

Table 1. The representative three-way decision methods under intuitionistic fuzzy or interval-valued
intuitionistic fuzzy multi-attribute environment.

Method Basic Principle Characteristics

Jia and Liu [32] • The conditional probability is calculated by TOPSIS.
• It is easy to understand the geometric position

proximity to the ideal points, but it does not take into
account the inherent characteristics of the data, such as
the similarity with the ideal points.

Liu et al. [33]

• The conditional probability is calculated based on the
grey correlation degree between each scheme and the
ideal scheme.

• The losses are determined based on the preference
coefficient and the distance from the ideal point, and
then the threshold is determined by the Bayesian
deduction formula.

• It reflects the similarity with the ideal scheme
represented by a positive ideal point and reflects the
inherent characteristics of data.

• The loss function has certain objectivity, but the
risk-taking level needs to be determined according to
the personal preference coefficient.

Gao et al. [34]
• The conditional probability is calculated by VIKOR.
• The attribute weights are calculated according to the

method of maximizing the deviation.

• From the whole perspective of all attributes, the group
utility and individual regret relative to the ideal point
can be considered, and the factors are more
comprehensive.

Xue et al. [35]

• The comprehensive evaluation value of each scheme is
obtained by intuitionistic fuzzy additive operation
between each attribute value and the attribute weight.
Combining the hesitation degree and threshold pair, the
threshold of each scheme is obtained, and then the
classification of each scheme is given.

• The calculation is simple, but the attribute weight is not
fully used when calculating the conditional probability
value with an intuitive fuzzy logic operation.

Xue et al. [36,37]

• Based on the intuitionistic fuzzy possibility measure,
the threshold pair and three decision classifications are
determined, and then the selected schemes are further
ranked based on the decision risk.

• The classification based on probabilistic positive region,
negative region and boundary region has clear
meaning, but the attribute weight is not considered,
and the schemes in negative and boundary regions
cannot be further sorted.

Liu et al. [38]

• Three-way decision rules are formed based on the
intuitive fuzzy similarity, risk costs and closeness
degree between schemes, combined with the ordering
method of an intuitive fuzzy number.

• The classification based on similarity is easy to
understand, but attribute weights are not considered.

Ye et al. [39]

• The interval-valued intuitionistic fuzzy weighted
averaging operation is used to aggregate the group
opinions on the losses, and the score and accuracy of
the expected loss are used to determine the
classification of each scheme.

• The weights of experts are determined by grey
correlation analysis.

• The classification of each scheme is determined based
on the expected loss after the aggregation of the loss of
each expert, which fails to reflect the attribute value of
the scheme.

Liu et al. [40,41]
• Based on the optimization model and

Karush–Kuhn–Tucker condition, a new method to
determine the threshold is proposed.

• It provides an idea for determining the threshold pair
of risk losses expressed by intuitionistic fuzzy numbers
and IVIFNs.

The main methods for determining conditional probability in three-way decisions
include TOPSIS [32], grey correlation analysis [33] and VIKOR [34]. Two methods are used
to determine the decision thresholds: one is to use the optimization method to determine
the thresholds based on the subjective risk loss matrix [40,41]; the second is to determine
the losses based on the preference coefficient and the distance from the ideal points and
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then use the formula derived from Bayesian decision to determine the thresholds [33].
In addition, some scholars put forward the method of weight determination based on
deviation [34], and some scholars put forward the method of grey correlation analysis to
determine the weights of experts in group decision-making [39].

The above literature provides a good foundation for this study. However, the existing
studies still have the following contents that may be deepened. Firstly, there is a lack of
discussion on the hybrid multi-attribute three-way decision, even the study on the interval-
valued intuitionistic fuzzy three-way decision is relatively lacking. Secondly, there are few
discussions about expert weight and attribute weight in the interval-valued intuitionistic
fuzzy three-way group decisions. In fact, the interval-valued intuitionistic fuzzy group
decision matrix contains a lot of information. It is of great significance to make effective
use of the information and give the scientific weights of experts and attributes for decision
results. Thirdly, the determination method of conditional probability in the three-way
decision can be further improved. For example, the advantages of VIKOR, TOPSIS and grey
correlation analysis can be fully integrated to form a grey correlation improved VIKOR
model, which can give the conditional probability more objectively. In order to make up for
the above deficiencies, we will discuss the hybrid multi-attribute three-way group decision-
making method. The attribute values of different forms are unified into IVIFNs with the
least information distortion. Based on the IVIFNs group decision matrix, the expert weight
and attribute weight are determined. Then the conditional probability is determined by
using the improved VIKOR model based on grey correlation, and the three-way decision
rules can be formed by comparing with the threshold pair based on optimization.

The rest of this paper is organized as follows. Section 2 proposes research preliminaries,
including interval-valued intuitionistic fuzzy sets and three-way decisions. Section 3
proposes a hybrid multi-attribute three-way group decision method based on an improved
VIKOR model. Section 4 provides an illustrative example to verify the validity of the
method. Section 5 summarizes the conclusions of this study.

2. Preliminaries

2.1. Interval-Valued Intuitionistic Fuzzy Sets

Definition 1 [15]. Let X be a non-empty set and an IVIFS Ã in X is expressed as follows:

Ã =
{〈x, μ̃Ã(x), ṽÃ(x)〉|x ∈ X

}
=

{
〈x,

[
μL

Ã
(x), μR

Ã
(x)

]
,
[
vL

Ã
(x), vR

Ã
(x)

]
〉|x ∈ X

}
(1)

where, μL
Ã
(x) and μR

Ã
(x), respectively, represent the upper and lower boundaries of the membership

degree μ̃Ã(x) of the element x in X belonging to Ã; vL
Ã
(x) and vR

Ã
(x), respectively, represent the up-

per and lower boundaries of the non-membership degree ṽÃ(x) of the element x that belong to Ã. For
each x ∈ X, it satisfies the conditions: 0 ≤ μL

Ã
(x) ≤ μR

Ã
(x) ≤ 1, 0 ≤ vL

Ã
(x) ≤ vR

Ã
(x) ≤ 1,

0 ≤ μR
Ã
(x) + vR

Ã
(x) ≤ 1, ∀x ∈ X.

Definition 2 [15]. For an IVIFS Ã, the hesitation degree of element x in Ã is:

πÃ(x) = 1− μ̃Ã(x)− ṽÃ(x) =
[
πL

Ã
(x), πR

Ã
(x)

]
=

[
1− μR

Ã
(x)− vR

Ã
(x), 1− μL

Ã
(x)− vL

Ã
(x)

]
(2)

Definition 3 [42]. For an IVIFS Ã, the fuzzy degree ΔÃ(x) of element x belonging to Ã is given
as follows:

ΔÃ(x) =

√√√√ (
ΔL

Ã
(x)

)2
+

(
ΔR

Ã
(x)

)2

2
(3)

where:
ΔL

Ã
(x) =

∣∣∣μL
Ã
(x)− vL

Ã
(x)

∣∣∣, ΔR
Ã
(x) =

∣∣∣μR
Ã
(x)− vR

Ã
(x)

∣∣∣ (4)
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Definition 4 [15]. The complement of an IVIFS Ã is given as follows:

ÃC =
{〈x, ṽÃ(x), μ̃Ã(x)〉|x ∈ X

}
(5)

Definition 5 [15]. Given three IVIFNs α̃ = ([a, b], [c, d]), α̃1 = ([a1, b1], [c1, d1]) and α̃2 =
([a2, b2], [c2, d2]), their basic operations are summarized as follow:

(1) α̃1 + α̃2 = ([a1 + a2 − a1a2, b1 + b2 − b1b2], [c1c2, d1d2]);
(2) α̃1 ⊗ α̃2 = ([a1a2, b1b2], [c1 + c2 − c1c2, d1 + d2 − d1d2]);
(3) λα̃ =

([
1− (1− a)λ, 1− (1− b)λ

]
,
[
cλ, dλ

])
, λ ≥ 0;

(4) α̃λ =
([

aλ, bλ
]
,
[
1− (1− c)λ, 1− (1− d)λ

])
, λ ≥ 0.

Definition 6 [42]. Let IVIFS(X) be the set of all IVIFSs in X, a real-valued function E: IVIFS(X)
[0, 1] is called an entropy measure for IVIFSs if it satisfies the following axiomatic requirements:

(1) E
(

Ã
)
= 0, if and only if Ãis an exact set, namely.

Ã = {〈x, [1, 1], [0, 0]〉 or 〈x, [0, 0], [1, 1]〉|x ∈ X };
(2) E

(
Ã
)
= 1, if and only if Ã = {〈x, [0, 0], [0, 0]〉|x ∈ X };

(3) E
(

Ã
)
= E

(
ÃC

)
;

(4) For a constant a in (0, 1), let ΔL
a , ΔR

a , πL
a and πR

a be the sets of all IvIFSs
{〈x, μ̃Ã(x), ṽÃ(x)〉}

in X with ΔL
Ã
(x) = a, ΔR

Ã
(x) = a, πL

Ã
(x) = a , πR

Ã
(x) = a , respectively. E

(
Ã
)

is strictly

monotone decreasing with respect to ΔL
Ã
(x) on ΔL

a and ΔR
Ã
(x) on ΔR

a respectively and is strictly
monotone increasing with respect to πL

Ã
(x) on πL

a and πR
Ã
(x) on πR

a , respectively.

Definition 7. In [43], for an IVIFS Ã in X, X = {x1, x2, . . . , xn}, the authors define the following
entropy function:

E
(

Ã
)
=

1
n

n

∑
i=1

2− 2
(
ΔÃ(xi)

)3
+

(
πL

Ã
(xi)

)3
+

(
πR

Ã
(xi)

)3

4
(6)

It is not difficult to prove that the above entropy function satisfies the axiomatic condition of
interval-valued intuitionistic fuzzy entropy in Definition 6.

Definition 8 [44]. Given two IVIFSs Ã and B̃ in X, X = {x1, x2, . . . , xn}, the cross entropy of
them is defined as follows:

D
(

Ã , B̃
)
=

n

∑
i=1

⎡⎣dÃ (xi) ln
dÃ (xi)

1
2

(
dÃ (xi) + d˜̃B(xi)

) +
(
1− dÃ (xi)

)
ln

1− dÃ (xi)

1
2

(
2− dÃ (xi)− d˜̃B(xi)

)
⎤⎦ (7)

where:

dÃ (xi) =
1
2

[
μL

Ã
(xi) + μR

Ã
(xi)

2
+ 1−

vL
Ã
(xi) + vR

Ã
(xi)

2

]
=

μL
Ã
(xi) + μR

Ã
(xi) + 2− vL

Ã
(xi)− vR

Ã
(xi)

4
(8)

dB̃ (xi) =
1
2

[
μL

B̃
(xi) + μR

B̃
(xi)

2
+ 1−

vL
B̃
(xi) + vR

B̃
(xi)

2

]
=

μL
B̃
(xi) + μR

B̃
(xi) + 2− vL

B̃
(xi)− vR

B̃
(xi)

4
(9)

Obviously, 0 ≤ D
(

Ã , B̃
)
≤ n ln 2, and D

(
Ã , B̃

)
= 0, if and only if μ̃Ã(x) = μ̃B̃(x),

ṽÃ(x) = ṽB̃(x). The cross entropy can also be called the relative entropy or divergence measure,
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which indicates the discrimination degree of IVIFS Ã fromB̃. Since the cross entropy formula does
not satisfy the symmetry, we rewrite it as follows:

D∗
(

Ã , B̃
)
= D

(
Ã , B̃

)
+ D

(
B̃ , Ã

)
(10)

It is not difficult to prove that the following relationships hold: D∗
(

Ã , B̃
)
= D∗

(
Ã

C
, B̃C

)
,

D∗
(

Ã , B̃
)
= D∗

(
B̃, Ã

)
and 0 ≤ D∗

(
Ã , B̃

)
≤ 2n ln 2.

Definition 9 [15]. Let α̃j =
([

aj, bj
]
,
[
cj, dj

])
( j = 1, 2, · · · , n) be a set of IVIFNs, interval-

valued intuitionistic fuzzy weighted averaging operator is as follows:

IvIFWAω(α̃1, α̃2, · · · , α̃n) =

([
1−

n

∏
j=1

(
1− aj

)ωj , 1−
n

∏
j=1

(
1− bj

)ωj

]
,

[
n

∏
j=1

cj
ωj ,

n

∏
j=1

dj
ωj

])
(11)

where ω = (ω1, ω2, · · · , ωn)
Tis the weighting vector of the IVIFNs α̃j (j = 1, 2, · · · , n).

Definition 10 [45]. Given two IVIFNs α̃1 = ([a1, b1], [c1, d1]) and α̃2 = ([a2, b2], [c2, d2]), the
distance of them is as follows:

d(α̃1, α̃2) =
1
6
(|a1 − a2|+ |b1 − b2|+ |c1 − c2|+ |d1 − d2|+ |e1 − e2|+ | f1 − f2|) (12)

where πα̃1
= [e1, f1] and πα̃2 = [e2, f2] are the hesitation degree of α̃1 and α̃2, respectively.

2.2. Three-Way Decision

Assuming U is a finite nonempty set, R is an equivalence relation defined on U, and
apr(α,β) = (U, R) is a probabilistic rough approximation space, then for X ⊆ U, let 0 ≤ β ≤
α ≤1, the upper and lower (α, β)- approximation sets of apr(α,β) can be expressed as [25]:{

apr
(α,β)

(X) = {x ∈ U|Pr(X|[x] ) ≥ α}
apr(α,β)(X) = {x ∈ U|Pr(X|[x] ) > β} (13)

where [x] is the equivalence class of X with respect to R.
In the above formula, Pr(X|[x] ) = |[x] ∩ X|/|[x]| represents the conditional probabil-

ity of classification, and |·| represents the cardinality of elements in the set. (α, β)-upper
and lower approximation sets divide the domain into three parts, i.e., positive domain
POS(α,β)(X), negative domain NEG(α,β)(X) and boundary domain BND(α,β)(X) [27]:

(a) POS(α,β)(X) = {x ∈ U|Pr(X|[x] ) ≥ α};
(b) BND(α,β)(X) = {x ∈ U|β < Pr(X|[x] ) < α};
(c) NEG(α,β)(X) = {x ∈ U|Pr(X|[x] ) ≤ β}.

The thresholds α and β are often given artificially in advance, and so are too subjective
and difficult to obtain. Decision rough set introduces Bayesian theory into probability rough
set and uses loss function to construct the division strategy of three-way decision with the
minimum overall risk, which promotes the development of rough set theory. The decision
rough set describes three-way decision processes through the state set Ω = {X,¬X} and
the action set A = {aP, aB, aN}. The state set Ω = {X,¬X} represents two states of
events, that is, belonging to concept X and not belonging to concept X. The action set
A = {aP, aB, aN} indicates that three action strategies of acceptance, delay and rejection
can be adopted for different states. Considering that different actions will cause different
losses, we record that λPP, λBP and λNP, respectively, represent the losses of actions aP, aB
and aN when x ∈ X, and λPN, λBN and λNN, respectively, represent the losses of actions
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aP, aB and aN when x /∈ X. Therefore, the expected losses of actions aP, aB and aN can be
expressed as: ⎧⎨⎩

L(aP|[x] ) = λPPPr(X|[x] ) + λPNPr(¬X|[x] )
L(aB|[x] ) = λBPPr(X|[x] ) + λBNPr(¬X|[x] )
L(aN |[x] ) = λNPPr(X|[x] ) + λNNPr(¬X|[x] )

(14)

According to Bayesian decision criteria, we select the action set with the minimum
expected loss as the best action scheme, and obtain the following three decision criteria [27]:

(P): Both L(aP|[x] ) ≤ L(aB|[x] ) and L(aP|[x] ) ≤ L(aN |[x] ) are satisfied, then x ∈
POS(X);

(B): Both L(aB|[x] ) ≤ L(aP|[x] ) and L(aB|[x] ) ≤ L(aN |[x] ) are satisfied, then x ∈
BND(X);

(N): Both L(aN |[x] ) ≤ L(aP|[x] ) and L(aN |[x] ) ≤ L(aB|[x] ) are satisfied, then x ∈
NEG(X).

Because Pr(X|[x] ) + Pr(¬X|[x] ) = 1, the above rules (P)~(N) are only related to the
conditional probability Pr(X|[x] ) and the loss function λ••(• = P, B, N). Generally, the loss
of accepting the right thing is not greater than that of delaying to accept it, and both of them
are less than the loss of rejecting the right thing. The loss of rejecting the wrong thing is not
greater than that of delaying rejecting it, and both of them are less than the loss of accepting
the wrong thing. Therefore, these loss parameters satisfy the following relationships: 0 ≤
λPP ≤ λBP < λNP, 0 ≤ λNN ≤ λBN < λPN, and the decision rules (P)~(N) can be rewritten
as [27]:

(P1): If Pr(X|[x] ) ≥ α, x ∈ POS(X);
(B1): If β < Pr(X|[x] ) < α, x ∈ BND(X);
(N1): If Pr(X|[x] ) ≤ β, x ∈ NEG(X).
where: {

α = λPN−λBN
(λPN−λBN)+(λBP−λPP)

β = λBN−λNN
(λBN−λNN)+(λNP−λPP)

(15)

3. Hybrid Multi-Attribute Three-Way Group Decision Based on Improved VIKOR Model

Several experts evaluate multiple programs based on multiple indicators. Quantitative
indicators may be expressed as exact real numbers, or as interval numbers with minimum
and maximum boundaries. Qualitative indicators may be expressed by proper linguistic ex-
pressions (values of some linguistic variables), fuzzy numbers, intuitionistic fuzzy numbers
or IVIFNs. In accordance with the actual situation, all experts adopt the same expression for
the same indicator of each scheme. For this hybrid multi-attribute group decision-making
problem, scholars have proposed two different methods. One is to directly construct a
hybrid multi-attribute decision matrix and apply TOPSIS, prospect theory, or other methods
to make decisions [46,47]. Another is to transform different forms of attributes into the
same form and construct a decision model based on a single form of attributes [48–51].
IVIFNs are more flexible and practical in dealing with fuzziness and uncertainty, and other
forms of expression can be regarded as special forms of IVIFNs. Therefore, transforming
hybrid multi-attribute values into IVIFNs can minimize information distortion. Moreover,
after being transformed to the same form, we can effectively calculate the expert weight
and attribute weight. Therefore, we choose the latter method for the hybrid multi-attribute
group decision-making. The overall decision-making steps are shown in Figure 1.
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Figure 1. The steps of hybrid multi-attribute three-way group decision making.

3.1. IVIFN Conversion of Different Forms of Attributes

Let scheme set G = {G1, G2, . . . , Gn}, attribute set A = {A1, A2, . . . , Am} and decision
maker set D = {D1, D2, . . . , Dl}. The decision maker Dk applies real numbers, interval
numbers, values of linguistic variables, intuitionistic fuzzy numbers and IVIFNs to give
evaluation value rij

(k) for the attribute Aj (j = 1, 2, . . . , m) of the scheme Gi (I = 1, 2, . . . , n),
thus forming a hybrid multi-attribute decision-making matrix: R(k) = [rij

(k)]n×m. Where, rij
(k)

= xij
(k) is expressed by an exact real number, rij

(k) = [xij
L(k), xij

R(k)] by an interval number, rij
(k)

= sij
(k) by a linguistic variable value, rij

(k) = (μij
(k), vij

(k)) by an intuitionistic fuzzy number,

and r(k)ij =
(

μ̃
(k)
ij , ṽ(k)ij

)
=

([
μ

L(k)
ij , μ

R(k)
ij

]
,
[
vL(k)

ij , vR(k)
ij

])
by an IVIFN.

For the intuitionistic fuzzy number (uij
(k), vij

(k)), we can transform it to an IVIFN as
follows:

r̃(k)ij =
([

μ
(k)
ij , μ

(k)
ij

]
,
[
v(k)ij , v(k)ij

])
(16)

For a real number xij
(k), we first use the linear proportion, vector normalization,

extreme value transformation, or other methods to make dimensionless processing. For
example, the calculation formula of the linear proportion method is as follows:

y(k)ij =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

x(k)ij

max
h=1,2,··· ,n

x(k)hj

, j ∈ J1

max
h=1,2,··· ,n

x(k)hj −x(k)ij

max
g=1,2,··· ,n

(
max

h=1,2,··· ,n
x(k)hj −x(k)gj

) , j ∈ J2

(17)

where J1 is an indicator of benefit type that the larger the better, and J2 is an indica-
tor of cost type that the smaller the better. Then we transform yij

(k) into an intuition-
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istic fuzzy number rij
(k) = (yij

(k), 1 − yij
(k)), and transform rij

(k) into an IVIFN r̃(k)ij =([
y(k)ij , y(k)ij

]
,
[
1− y(k)ij , 1− y(k)ij

])
.

For an interval number [xij
L(k), xij

R(k)], we first carry out dimensionless processing. For
example, the calculation formula of the linear proportion method is as follows:

yL(k)
ij =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

xL(k)
ij

max
h=1,2,··· ,n

xR(k)
hj

, j ∈ J1

max
h=1,2,··· ,n

xR(k)
hj −xR(k)

ij

max
g=1,2,··· ,n

(
max

h=1,2,··· ,n
xR(k)

hj −xL(k)
gj

) , j ∈ J2

(18)

yR(k)
ij =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

xR(k)
ij

max
h=1,2,··· ,n

xR(k)
hj

, j ∈ J1

max
h=1,2,··· ,n

xR(k)
hj −xL(k)

ij

max
g=1,2,··· ,n

(
max

h=1,2,··· ,n
xR(k)

hj −xL(k)
gj

) , j ∈ J2

(19)

Then we transform [yij
L(k), 1 − yij

R(k)] into an IVIFN r̃(k)ij = ([yL(k)
ij , yL(k)

ij ], [1− yR(k)
ij ,

1− yR(k)
ij ]).

Let a linguistic evaluation set Sq =
{

Sq
i

∣∣∣i ∈ {
− q−1

2 , · · · ,−1, 0, 1, · · · , q−1
2

}}
, here q

is an odd positive number, the IVIFN corresponding to the q linguistic evaluation granular-
ity can be expressed as [52]:

μ̃q =

(
μ̃

q

− q−1
2

, μ̃
q

− q−1
2 +1

, · · · , μ̃
q
0, · · · , μ̃

q
q−1

2 −1
, μ̃

q
q−1

2

)
=

((
μ̃

q
0

) q+1
2 ,

(
μ̃

q
0

) q+1
2 −1

, · · · , μ̃
q
0 · · · ,

(
μ̃

q
0

)1/( q+1
2 −1)

,
(

μ̃
q
0

)1/( q+1
2 )

) (20)

ṽq =

(
ṽq

− q−1
2

, ṽq

− q−1
2 +1

, · · · , ṽq
0, · · · , ṽq

q−1
2 −1

, ṽq
q−1

2

)
=

(
1−

(
1− ṽq

0

) q+1
2 , 1−

(
1− ṽq

0

) q+1
2 −1

, · · · , ṽq
0 · · · , 1−

(
1− ṽq

0

)1/( q+1
2 −1)

, 1−
(

1− ṽq
0

)1/( q+1
2 )

) (21)

where μ̃
q
0 = ṽq

0 =
[
0.5− 1

2q , 0.5
]
. Then, for a linguistic variable value sij

(k), we determine
the linguistic evaluation value of the corresponding level in the q granularity, and then
express it with the corresponding IVIFN.

In this way, we can transform the hybrid multi-attribute decision-making matrix R(k)

into an interval-valued intuitionistic fuzzy decision matrix R̃k =
[
r̃(k)ij

]
n×m

, k = 1, 2, . . . , l,

where r̃(k)ij =
(

μ̃
(k)
ij , ṽ(k)ij

)
=

([
μ

L(k)
ij , μ

R(k)
ij

]
,
[
vL(k)

ij , vR(k)
ij

])
.

3.2. Determination of Expert Weight Based on Entropy and Cross Entropy

In multi-attribute group decision-making, the smaller the difference between the eval-
uation value of a decision-maker and other decision-makers, the greater weight should be
given to this decision-maker. At the same time, the higher the effectiveness of information
in a decision-maker’s evaluation matrix, that is, the smaller the redundancy, the greater the
weight of this decision-maker. In evaluating the redundancy and difference of information,
we introduce entropy and cross-entropy to measure them, respectively, and then build a
model to determine the weights of experts.
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For the evaluation matrix of a single decision maker, we use entropy E(k) to express
the redundancy of evaluation information, and the formula is as follows:

E(k) =
1
m

m

∑
j=1

E(k)
j (22)

where E(k)
j represents the entropy of the jth indicator obtained from the decision matrix of

the kth expert. According to Definition 7, its expression is as follows:

E(k)
j = 1

n

n
∑

i=1

2−2
(

ΔÃ

(
r̃(k)ij

))3
+
(

πL
Ã

(
r̃(k)ij

))3
+
(

πR
Ã

(
r̃(k)ij

))3

4 ,

j = 1, 2, · · · , m
(23)

Based on the entropy of each expert, we can calculate the expert weight as follows:

w(k)
1 =

1− E(k)

∑l
h=1

[
1− E(h)

] , k = 1, 2, · · · , l (24)

To reflect the difference between a single decision-making matrix and the other
decision-making matrices, we define the cross entropy as follows:

D(k) =
1

(l − 1)mn

l

∑
t=1,t �=k

D∗
(

r(k), r(t)
)

(25)

According to Definition 8, the formula of D∗
(

r(k), r(t)
)

is as follows:

D∗
(

r(k), r(t)
)

=
n
∑

i=1

m
∑

j=1
[d
(

r̃(k)ij

)
ln

d
(

r̃(k)ij

)
1
2

(
d
(

r̃(k)ij

)
+d

(
r̃(t)ij

))
+
(

1− d
(

r̃(k)ij

))
ln

1−d
(

r̃(k)ij

)
1
2

(
2−d

(
r̃(k)ij

)
−d

(
r̃(t)ij

))
+d

(
r̃(t)ij

)
ln

d
(

r̃(t)ij

)
1
2

(
d
(

r̃(k)ij

)
+d

(
r̃(t)ij

))
+
(

1− d
(

r̃(t)ij

))
ln

1−d
(

r̃(t)ij

)
1
2

(
2−d

(
r̃(k)ij

)
−d

(
r̃(t)ij

)) ]

(26)

Because 0 ≤ D∗
(

r(k), r(t)
)
≤ 2mn ln 2, 0 ≤ D(k) ≤ 2 ln 2. Then, based on the

cross-entropy, we can calculate the expert weight as follows:

w(k)
2 =

2 ln 2− D(k)

∑l
h=1

[
2 ln 2− D(h)

] , k = 1, 2, · · · , l (27)

By aggregating w(k)
1 and w(k)

2 with weight coefficients γ and (1-γ), respectively, we can
calculate the final expert weight as follows:

wk = γw(k)
1 + (1− γ)w(k)

2 (28)

3.3. Determination of Group Comprehensive Evaluation Matrix

Combined with all the experts’ weights, we apply the interval-valued intuitionistic
fuzzy weighted averaging operator to calculate the group comprehensive evaluation matrix
X =

[
x̃ij

]
n×m, where:
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x̃ij =
([

μL
ij, μR

ij

]
,
[
vL

ij, vR
ij

] )
= I IFWAw

(
r̃(1)ij , r̃(2)ij , · · · , r̃(l)ij

)
=

([
1− l

∏
k=1

(
1− μ

L(k)
ij

)wk
, 1− l

∏
k=1

(
1− μ

R(k)
ij

)wk
]

,
[

l
∏

k=1

(
vL(k)

ij

)wk
,

l
∏

k=1

(
vR(k)

ij

)wk
]) (29)

3.4. Determination of Attribute Weight Based on Entropy

Based on the group comprehensive evaluation matrix, we apply the entropy value
method to determine the weight of each attribute:

ωj =
1− Ej

∑m
h=1(1− Eh)

, j = 1, 2, · · · , m (30)

where:

Ej =
1
n

n

∑
i=1

2− 2
(
ΔÃ

(
x̃ij

))3
+

(
πL

Ã

(
x̃ij

))3
+

(
πR

Ã

(
x̃ij

))3

4
, j = 1, 2, · · · , m (31)

3.5. Determination of Conditional Probability

The determination of conditional probability is the key to a three-way decision. The
VIKOR method originates from TOPSIS and can take group utility and individual regret
into account. Grey correlation analysis can make full use of sample information to reflect
the internal law of sample data. We use the VIKOR method improved by grey correlation
analysis to determine the conditional probability, and the concrete steps are as follows:

Step 1: According to the evaluation matrix X, the positive and negative ideal solutions
are as follows:

x̃+ =
(

x̃+1 , x̃+2 , · · · , x̃+m
)
, x̃− =

(
x̃−1 , x̃−2 , · · · , x̃−m

)
(32)

where: ⎧⎪⎪⎨⎪⎪⎩
x̃+j =

([
max

i
μL

ij, max
i

μR
ij

]
,
[

min
i

vL
ij, min

i
vR

ij

])
x̃−j =

([
min

i
μL

ij, min
i

μR
ij

]
,
[

max
i

vL
ij, max

i
vR

ij

]) (33)

Step 2: Calculate the group utility value Si and the individual regret value Ri of the ith
scheme:

Si =
m

∑
j=1

ωjd
(

x̃+j , x̃ij

)
d
(

x̃+j , x̃−j
) , Ri = max

j=1,2,··· ,m

ωjd
(

x̃+j , x̃ij

)
d
(

x̃+j , x̃−j
) , i = 1, 2, , n (34)

where d(x, y) represents the distance between two IVIFNs x and y, which can be calculated
according to Definition 10. The smaller the value of Si, the higher the group utility. The
smaller the value of Ri, the smaller the individual regret.

Step 3: Determine the best and the worst group utility values as follows:

S+ = min
i=1,2,··· ,n

Si, S− = max
i=1,2,··· ,n

Si (35)

The best and the worst individual regret values are:

R+ = min
i=1,2,··· ,n

Ri, R− = max
i=1,2,··· ,n

Si (36)

Step 4: Calculate the grey correlation degree between the ith scheme and the positive
and negative ideal solutions as follows:

ε+i =
1
m

m

∑
j=1

ε+ij , ε−i =
1
m

m

∑
j=1

ε−ij , i = 1, 2, · · · , n (37)
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where:

ε+ij =

min
g=1,2,··· ,n

min
h=1,2,··· ,m

ωhd
(

x̃+h , x̃gh

)
+ ρ max

g=1,2,··· ,n
max

h=1,2,··· ,m
ωhd

(
x̃+h , x̃gh

)
wjd

(
x̃+j , x̃ij

)
+ ρ max

g=1,2,··· ,n
max

h=1,2,··· ,m
ωhd

(
x̃+h , x̃gh

) (38)

ε−ij =
min

g=1,2,··· ,n
min

h=1,2,··· ,m
ωhd

(
x̃−h , x̃gh

)
+ ρ max

g=1,2,··· ,n
max

h=1,2,··· ,m
ωhd

(
x̃−h , x̃gh

)
wjd

(
x̃−j , x̃ij

)
+ ρ max

g=1,2,··· ,n
max

h=1,2,··· ,m
ωhd

(
x̃−h , x̃gh

) (39)

In the above formula, ρ ∈ [0, 1] is the distinguishing coefficient. The smaller the value
of ρ, the greater the distinguishing ability. Generally, ρ is taken as 0.5.

Step 5: Calculate the group utility value and individual regret value of the ith scheme
based on grey correlation analysis as follows:

ζi =
ε−i
ε+i

, ξi = max
j

ε−ij
ε+ij

, i = 1, 2, · · · , n (40)

Both the group utility value and the individual regret value are indicators that the
smaller the better. Then the best and the worst group utility values are, respectively:

ζ+ = min
i=1,2,··· ,n

ζi, ζ− = max
i=1,2,··· ,n

ζi (41)

The best and the worst individual regret values are:

ξ+ = min
i=1,2,··· ,n

ξi, ξ− = max
i=1,2,··· ,n

ξi (42)

Step 6: Determine the benefit ratio of the ith scheme based on the VIKOR-grey correla-
tion analysis method as follows:

Qi = σ

(
Siζi − S+ζ+

S−ζ− − S+ζ+

)
+ (1− σ)

(
Riξi − R+ξ+

R−ξ− − R+ξ+

)
, i = 1, 2, · · · , n (43)

where σ represents the compromise coefficient between group utility and individual regret,
0 ≤ σ ≤ 1. If σ > 0.5, it represents the principle of conformity.

Step 7: The smaller the benefit ratio of the ith scheme, the greater the probability that it
belongs to the acceptable state Z. The conditional probability can be calculated as follows:

Pr(Z|[Gi] ) = 1−Qi (44)

3.6. Determination of Decision Thresholds

The threshold pair (α, β) is another key parameter of a three-way decision, which is
determined by the loss function. In practice, it is difficult for decision-makers to give the
exact value of risk loss of each action under different states. They prefer to use uncertain
expressions, such as interval number, fuzzy number, linguistic variable value, intuitionistic
fuzzy number and IVIFN. According to the linear or nonlinear ordering rules of vari-
ous uncertain forms, scholars proposed the corresponding determination methods of the
threshold pair [40,41,53,54]. Considering the deficiency of large information distortion in
linear ordering, Liu et al. proposed a generalized scalable and nonlinear sorting method
to determine the threshold pair for the risk loss matrix represented by IVIFNs from the
perspective of optimization [41].

The expert group expresses the risk loss values of three actions aP (acceptance), aB
(delay) and aN (rejection) under two states Z (acceptable) and ZC (unacceptable) as IVIFNs,
as shown in Table 2.
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Table 2. Risk loss matrix.

Z ZC

aP
([

μL
PZ, μR

PZ
]
,
[
vL

PZ, vR
PZ

]) ([
μL

PZC , μR
PZC

]
,
[
vL

PZC , vR
PZC

])
aB

([
μL

BZ, μR
BZ

]
,
[
vL

BZ, vR
BZ

]) ([
μL

BZC , μR
BZC

]
,
[
vL

BZC , vR
BZC

])
aN

([
μL

NZ, μR
NZ

]
,
[
vL

NZ, vR
NZ

]) ([
μL

NZC , μR
NZC

]
,
[
vL

NZC , vR
NZC

])

Then the optimization model for solving α and β is as follows [41]:

α = min g

s.t.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

2−(vL
PZ)

g(
vL

PZC

)h−(vR
PZ)

g(
vR

PZC

)h

2+(1−μL
PZ)

g(
1−μL

PZC

)h
+(1−μR

PZ)
g(

1−μR
PZC

)h−(vL
PZ)

g(
vL

PZC

)h−(vR
PZ)

g(
vR

PZC

)h ≤

2−(vL
BZ)

g(
vL

BZC

)h−(vR
BZ)

g(
vR

BZC

)h

2+(1−μL
BZ)

g(
1−μL

BZC

)h
+(1−μR

BZ)
g(

1−μR
BZC

)h−(vL
BZ)

g(
vL

BZC

)h−(vR
BZ)

g(
vR

BZC

)h

2−(vL
PZ)

g(
vL

PZC

)h−(vR
PZ)

g(
vR

PZC

)h

2+(1−μL
PZ)

g(
1−μL

PZC

)h
+(1−μR

PZ)
g(

1−μR
PZC

)h−(vL
PZ)

g(
vL

PZC

)h−(vR
PZ)

g(
vR

PZC

)h ≤

2−(vL
NZ)

g(
vL

NZC

)h−(vR
NZ)

g(
vR

NZC

)h

2+(1−μL
NZ)

g(
1−μL

NZC

)h
+(1−μR

NZ)
g(

1−μR
NZC

)h−(vL
NZ)

g(
vL

NZC

)h−(vR
NZ)

g(
vR

NZC

)h

g + h = 1, g, h ≥ 0

(45)

β = max g

s.t.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

2−(vL
NZ)

g(
vL

NZC

)h−(vR
NZ)

g(
vR

NZC

)h

2+(1−μL
NZ)

g(
1−μL

NZC

)h
+(1−μR

NZ)
g(

1−μR
NZC

)h−(vL
NZ)

g(
vL

NZC

)h−(vR
NZ)

g(
vR

NZC

)h ≤

2−(vL
PZ)

g(
vL

PZC

)h−(vR
PZ)

g(
vR

PZC

)h

2+(1−μL
PZ)

g(
1−μL

PZC

)h
+(1−μR

PZ)
g(

1−μR
PZC

)h−(vL
PZ)

g(
vL

PZC

)h−(vR
PZ)

g(
vR

PZC

)h

2−(vL
NZ)

g(
vL

NZC

)h−(vR
NZ)

g(
vR

NZC

)h

2+(1−μL
NZ)

g(
1−μL

NZC

)h
+(1−μR

NZ)
g(

1−μR
NZC

)h−(vL
NZ)

g(
vL

NZC

)h−(vR
NZ)

g(
vR

NZC

)h ≤

2−(vL
BZ)

g(
vL

BZC

)h−(vR
BZ)

g(
vR

BZC

)h

2+(1−μL
BZ)

g(
1−μL

BZC

)h
+(1−μR

BZ)
g(

1−μR
BZC

)h−(vL
BZ)

g(
vL

BZC

)h−(vR
BZ)

g(
vR

BZC

)h

g + h = 1, g, h ≥ 0

(46)

3.7. Classification and Sorting of Schemes

According to the value of the threshold (α, β), we can classify schemes:

(1) If the conditional probability of the ith scheme Pr(Z|[Gi] ) ≥ α, the scheme Gi can be
accepted;

(2) If Pr(Z|[Gi] ) ≤ β, the scheme Gi shall be rejected;
(3) If β < Pr(Z|[Gi] ) < α, the scheme Gi can be used as a candidate scheme and needs

further evaluation.

In addition, the larger the value of Pr(Z|[Gi] ), the greater the possibility of selecting
the scheme Gi. If α = β, the three-way decision model degenerates into a two-way decision-
making model. If Pr(Z|[Gi] ) ≥ α, we accept the scheme Gi; Otherwise, we reject the
scheme Gi.

4. An Illustrative Example

We use the latent dirichlet allocation topic model to mine customers’ demand factors
for mobile phone performance, and extract six features, namely appearance (A1), fast
response (A2), endurance (A3), screen definition (A4), running fluency (A5) and battery
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heating (A6). We organize four experts D1, D2, D3 and D4 from China Mobile Communica-
tions, China United Network Communications and China Telecommunications in the field
of mobile communication performance evaluation to evaluate the above characteristics
of the five mobile phone brands G1~G5. In order to verify the feasibility of the method
proposed in this paper, after discussion with experts, the forms of different indicators are
set as follows:

(1) A1 is evaluated in the form of percentage real number. The prettier the mobile phone,
the larger the value of A1.

(2) A2 is evaluated in the form of percentage interval number. For example, if an expert
thinks that a mobile phone responds well to various functional requirements, accord-
ing to the percentage system, it can be regarded as more than 80, but less than 85, then
he can give an evaluation value of [80, 85].

(3) A3 and A6 are evaluated in the form of seven granularity values of linguistic evalua-
tion variables {very poor, poor, relatively poor, average, relatively good, good, very
good}. For example, if an expert thinks the battery life of a mobile phone is very good,
he can assign A3 to it as “very good”.

(4) A4 is evaluated in the form of an intuitive fuzzy number. For example, an expert
thinks that the membership degree of a clear screen display of a mobile phone is 0.8
and that of unclear is 0.1, or he organizes 10 people to vote on whether the screen
display of a mobile phone is “clear”, with eight supporting, one opposing and one
neutral. In this case, he can value A4 as an intuitive fuzzy number [0.8, 0.1].

(5) A5 is evaluated in the form of IVIFN. For example, an expert thinks that the mem-
bership degree of the smooth operation of a mobile phone is [0.6, 0.7] and that of
unsmooth operation is [0.1, 0.2], he can value A5 as an IVIFN ([0.6, 0.7], [0.1, 0.2]). Or,
an expert organizes 10 people to vote on whether the operation of a mobile phone is
smooth or not, six of them think it is definitely smooth, and one thinks it is smooth,
but hesitate; one thinks it is definitely not smooth, one thinks it is not smooth but
hesitates; one is not sure whether it is smooth and chose to abstain. In this case, he
can also value A5 as an IVIFN ([0.6, 0.7], [0.1, 0.2]).

The evaluation matrices of the four experts are shown in Tables 3–6, respectively. We
will select the brands that can be agented, rejected and pending from the five mobile brands.

Table 3. The evaluation matrix of expert D1.

Brand A1 A2 A3 A4 A5 A6

G1 82 (90, 95) poor [0.8, 0.15] ([0.6, 0.7], [0.2, 0.25]) average

G2 90 (70, 73) good [0.45, 0.5] ([0.3, 0.34], [0.5, 0.5]) very good

G3 96 (80, 85) relatively poor [0.9, 0.05] ([0.8, 0.85], [0.05, 0.1]) relatively poor

G4 75 (92, 96) relatively good [0.6, 0.2] ([0.5, 0.6], [0.2, 0.4]) very good

G5 87 (80, 88) average [0.8, 0.05] ([0.6, 0.75], [0.1, 0.18]) relatively good

Table 4. The evaluation matrix of expert D2.

Brand A1 A2 A3 A4 A5 A6

G1 90 (88, 98) relatively poor (0.7, 0.24) ([0.8, 0.82], [0.1, 0.12]) relatively poor

G2 88 (70, 75) good (0.3, 0.62) ([0.4, 0.6], [0.32, 0.35]) good

G3 94 (83, 90) poor (0.88, 0.1) (0.9, 0.05) relatively poor

G4 82 (77, 86) good (0.8, 0.1) ([0.4, 0.6], [0.3, 0.35]) relatively good

G5 83 (75, 85) relatively good (0.75, 0.15) ([0.65, 0.72], [0.1, 0.15]) relatively good
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Table 5. The evaluation matrix of expert D3.

Brand A1 A2 A3 A4 A5 A6

G1 84 (92, 94) relatively poor (0.9, 0.1) ([0.63, 0.73], [0.12, 0.14]) relatively poor

G2 90 (86, 91) average (0.5, 0.35) ([0.7, 0.75], [0.15, 0.19]) average

G3 92 (88, 94) relatively poor (0.75, 0.14) ([0.5, 0.65], [0.12, 0.14]) relatively good

G4 87 82 relatively good (0.65, 0.24) ([0.82, 0.82], [0.15, 0.15]) good

G5 91 (79, 85) good (0.88, 0.05) ([0.69, 0.74], [0.22, 0.26]) average

Table 6. The evaluation matrix of expert D4.

Brand A1 A2 A3 A4 A5 A6

G1 82 (88, 90) poor (0.73, 0.15) ([0.82, 0.9], [0.08, 0.1]) relatively good

G2 88 (84, 90) relatively good (0.55, 0.42) ([0.63, 0.7], [0.13, 0.18]) very good

G3 87 90 relatively poor (0.73, 0.27) ([0.5, 0.55], [0.3, 0.38]) average

G4 94 (92, 96) relatively good (0.78, 0.18) ([0.71, 0.77], [0.15, 0.23]) relatively good

G5 91 (86, 89) average (0.86, 0.1) ([0.6, 0.66], [0.2, 0.24]) relatively poor

We transform all the elements in the above four evaluation matrices into IVIFNs. The
results are shown in Tables 7–10.

Table 7. The transformed evaluation matrix of expert D1.

Brand A1 A2 A3

G1 ([0.9574, 0.9574], [0.0426, 0.0426]) ([0.9375, 0.9375], [0.0104, 0.0104]) ([0.0787, 0.125], [0.8231, 0.875])

G2 ([0.9362, 0.9362], [0.0638, 0.0638]) ([0.7292, 0.7292], [0.2396, 0.2396]) ([0.754, 0.7937], [0.1751, 0.2063])

G3 ([1, 1], [0, 0]) ([0.8542, 0.8542], [0.1146, 0.1146]) ([0.1837, 0.25], [0.6848, 0.75])

G4 ([0.8723, 0.8723], [0.1277, 0.1277]) ([0.9583, 0.9583], [0, 0]) ([0.6547, 0.7071], [0.2507, 0.2929])

G5 ([0.883, 0.883], [0.117, 0.117]) ([0.8333, 0.8333], [0.0833, 0.0833]) ([0.4286, 0.5], [0.4286, 0.5])

Brand A4 A5 A6

G1 ([0.8, 0.8], [0.15, 0.15]) ([0.6, 0.7], [0.2, 0.25]) ([0.4286, 0.5], [0.4286, 0.5])

G2 ([0.45, 0.45], [0.5, 0.5]) ([0.3, 0.34], [0.5, 0.5]) ([0.8091, 0.8409], [0.1344, 0.1591])

G3 ([0.9, 0.9], [0.05, 0.05]) ([0.8, 0.85], [0.05, 0.1]) ([0.1837, 0.25], [0.6848, 0.75])

G4 ([0.6, 0.6], [0.2, 0.2]) ([0.5, 0.6], [0.2, 0.4]) ([0.8091, 0.8409], [0.1344, 0.1591])

G5 ([0.8, 0.8], [0.05, 0.05]) ([0.6, 0.75], [0.1, 0.18]) ([0.6547, 0.7071], [0.2507, 0.2929])
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Table 8. The transformed evaluation matrix of expert D2.

Brand A1 A2 A3

G1 ([0.8542, 0.8542], [0.1458, 0.1458]) ([0.898, 0.898], [0, 0]) ([0.1837, 0.25], [0.6848, 0.75])

G2 ([0.9375, 0.9375], [0.0625, 0.0625]) ([0.7143, 0.7143], [0.2347, 0.2347]) ([0.754, 0.7937], [0.1751, 0.2063])

G3 ([1, 1], [0, 0]) ([0.898, 0.898], [0.0816, 0.0816]) ([0.0787, 0.125], [0.8231, 0.875])

G4 ([0.7813, 0.7813], [0.2188, 0.2188]) ([0.7857, 0.7857], [0.1224, 0.1224]) ([0.754, 0.7937], [0.1751, 0.2063])

G5 ([0.8854, 0.8854], [0.1146, 0.1146]) ([0.7245, 0.7245], [0.1633, 0.1633]) ([0.6547, 0.7071], [0.2507, 0.2929])

Brand A4 A5 A6

G1 ([0.7, 0.7], [0.24, 0.24]) ([0.8, 0.82], [0.1, 0.12]) ([0.1837, 0.25], [0.6848, 0.75])

G2 ([0.3, 0.3], [0.62, 0.62]) ([0.4, 0.6], [0.32, 0.35]) ([0.754, 0.7937], [0.1751, 0.2063])

G3 ([0.88, 0.88], [0.1, 0.1]) ([0.9, 0.9], [0.05, 0.05]) ([0.1837, 0.25], [0.6848, 0.75])

G4 ([0.8, 0.8], [0.1, 0.1]) ([0.4, 0.6], [0.3, 0.35]) ([0.6547, 0.7071], [0.2507, 0.2929])

G5 ([0.75, 0.75], [0.15, 0.15]) ([0.65, 0.72], [0.1, 0.15]) ([0.6547, 0.7071], [0.2507, 0.2929])

Table 9. The transformed evaluation matrix of expert D3.

Brand A1 A2 A3

G1 ([0.913, 0.913], [0.087, 0.087]) ([0.9684, 0.9684], [0.0105, 0.0105]) ([0.1837, 0.25], [0.6848, 0.75])

G2 ([0.9783, 0.9783], [0.0217, 0.0217]) ([0.9053, 0.9053], [0.0421, 0.0421]) ([0.4286, 0.5], [0.4286, 0.5])

G3 ([1, 1], [0, 0]) ([0.9474, 0.9474], [0, 0]) ([0.1837, 0.25], [0.6848, 0.75])

G4 ([0.9457, 0.9457], [0.0543, 0.0543]) ([0.8632, 0.8632], [0.1368, 0.1368]) ([0.6547, 0.7071], [0.2507, 0.2929])

G5 ([0.9565, 0.9565], [0.0435, 0.0435]) ([0.8316, 0.8316], [0.1053, 0.1053]) ([0.754, 0.7937], [0.1751, 0.2063])

Brand A4 A5 A6

G1 ([0.9, 0.9], [0.1, 0.1]) ([0.63, 0.73], [0.12, 0.14]) ([0.1837, 0.25], [0.6848, 0.75])

G2 ([0.5, 0.5], [0.35, 0.35]) ([0.7, 0.75], [0.15, 0.19]) ([0.4286, 0.5], [0.4286, 0.5])

G3 ([0.75, 0.75], [0.14, 0.14]) ([0.5, 0.65], [0.12, 0.14]) ([0.6547, 0.7071], [0.2507, 0.2929])

G4 ([0.65, 0.65], [0.24, 0.24]) ([0.82, 0.82], [0.15, 0.15]) ([0.754, 0.7937], [0.1751, 0.2063])

G5 ([0.88, 0.88], [0.05, 0.05]) ([0.69, 0.74], [0.22, 0.26]) ([0.4286, 0.5], [0.4286, 0.5])

Table 10. The transformed evaluation matrix of expert D4.

Brand A1 A2 A3

G1 ([0.8723, 0.8723], [0.1277, 0.1277]) ([0.9167, 0.9167], [0.0625, 0.0625]) ([0.0787, 0.125], [0.8231, 0.875])

G2 ([0.9362, 0.9362], [0.0638, 0.0638]) ([0.875, 0.875], [0.0625, 0.0625]) ([0.6547, 0.7071], [0.2507, 0.2929])

G3 ([0.9255, 0.9255], [0.0745, 0.0745]) ([0.9375, 0.9375], [0.0625, 0.0625]) ([0.1837, 0.25], [0.6848, 0.75])

G4 ([1, 1], [0, 0]) ([0.9583, 0.9583], [0, 0]) ([0.6547, 0.7071], [0.2507, 0.2929])

G5 ([0.9681, 0.9681], [0.0319, 0.0319]) ([0.8958, 0.8958], [0.0729, 0.0729]) ([0.4286, 0.5], [0.4286, 0.5])

Brand A4 A5 A6

G1 ([0.73, 0.73], [0.15, 0.15]) ([0.82, 0.9], [0.08, 0.1]) ([0.6547, 0.7071], [0.2507, 0.2929])

G2 ([0.55, 0.55], [0.42, 0.42]) ([0.63, 0.7], [0.13, 0.18]) ([0.8091, 0.8409], [0.1344, 0.1591])

G3 ([0.73, 0.73], [0.27, 0.27]) ([0.5, 0.55], [0.3, 0.38]) ([0.4286, 0.5], [0.4286, 0.5])

G4 ([0.78, 0.78], [0.18, 0.18]) ([0.71, 0.77], [0.15, 0.23]) ([0.6547, 0.7071], [0.2507, 0.2929])

G5 ([0.86, 0.86], [0.1, 0.1]) ([0.6, 0.66], [0.2, 0.24]) ([0.1837, 0.25], [0.6848, 0.75])
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According to Formulas (22)–(23), we calculate that the values of entropy E(1), E(2), E(3)

and E(4) are 0.341134, 0.360570, 0.331364 and 0.336861, respectively. Then, according to
(24), the four experts’ weights w1

(1), w1
(2), w1

(3) and w1
(4) are 0.250513, 0.243123, 0.254227

and 0.252137, respectively. According to (25)–(26), the values of cross entropy D(1), D(2),
D(3) and D(4) are 0.03027, 0.033022, 0.035811 and 0.037154, respectively, and according to
(27), the expert’ weights w2

(1), w2
(2), w2

(3) and w2
(4) are 0.222170, 0.242347, 0.262814 and

0.272669, respectively. Taking the weight coefficient γ as 0.5 and substituting it with (28),
the final expert weights w1, w2, w3 and w4 are 0.236341, 0.242735, 0.258521 and 0.262403,
respectively. Combined with expert weights, we apply the formula (29) to calculate the
group comprehensive evaluation matrix, as shown in Table 11.

Table 11. The group comprehensive evaluation matrix.

Brand A1 A2 A3

G1 ([0.9079, 0.9079], [0.0921, 0.0921]) ([0.9364, 0.9364], [0, 0]) ([0.1329, 0.1901], [0.7506, 0.8099])

G2 ([0.9519, 0.9519], [0.0481, 0.0481]) ([0.8293, 0.8293], [0.1069, 0.1069]) ([0.6657, 0.7157], [0.2425, 0.2843])

G3 ([1, 1], [0, 0]) ([0.9177, 0.9177], [0, 0]) ([0.1594, 0.2214], [0.7161, 0.7786])

G4 ([1, 1], [0, 0]) ([0.9157, 0.9157], [0, 0]) ([0.682, 0.731], [0.2298, 0.269])

G5 ([0.9359, 0.9359], [0.0641, 0.0641]) ([0.8331, 0.8331], [0.1006, 0.1006]) ([0.5933, 0.6507], [0.2985, 0.3493])

Brand A4 A5 A6

G1 ([0.8004, 0.8004], [0.1514, 0.1514]) ([0.7313, 0.8067], [0.1165, 0.1416]) ([0.4013, 0.4675], [0.4709, 0.5325])

G2 ([0.4602, 0.4602], [0.4589, 0.4589]) ([0.5418, 0.6303], [0.2308, 0.2731]) ([0.7305, 0.7722], [0.1934, 0.2278])

G3 ([0.8281, 0.8281], [0.1202, 0.1202]) ([0.7276, 0.7742], [0.1003, 0.1309]) ([0.4049, 0.4712], [0.467, 0.5288])

G4 ([0.7208, 0.7208], [0.1724, 0.1724]) ([0.6521, 0.7186], [0.19, 0.2599]) ([0.725, 0.7684], [0.1972, 0.2316])

G5 ([0.8315, 0.8315], [0.0783, 0.0783]) ([0.6375, 0.7186], [0.1471, 0.2042]) ([0.5071, 0.5696], [0.3749, 0.4304])

According to (31), we calculate that the entropy values of six attributes are 0.105597,
0.187031, 0.439343, 0.378227, 0.423710 and 0.469141, respectively. Then, according to (30),
the six attributes’ weights are 0.223771, 0.203397, 0.140271, 0.155562, 0.144183 and 0.132816,
respectively. According to (32)–(33), we obtain the positive and negative ideal solutions are:

x̃+ = (([1, 1], [0, 0]), ([0.9364, 0.9364], [0, 0]), ([0.682, 0.731], [0.2298, 0.269]), ([0.8315, 0.8315],
[0.0783, 0.0783]), ([0.7313, 0.8067], [0.1003, 0.1309]), ([0.7305, 0.7722], [0.1934, 0.2278]))

x̃− = (([0.9079, 0.9079], [0.0921, 0.0921]), ([0.8293, 0.8293], [0.1069, 0.1069]), ([0.1329, 0.1901], [0.7506, 0.8099]),
([0.4602, 0.4602], [0.4589, 0.4589]), ([0.1329, 0.1901], [0.7506, 0.8099]), ([0.4602, 0.4602], [0.4589, 0.4589]),

([0.5418, 0.6303], [0.2308, 0.2731]), ([0.4013, 0.4675], [0.4709, 0.5325]))

According to (34)–(44), We calculate the group utility value Si, the individual regret
value Ri, the group utility value ζi of grey correlation analysis, the individual regret value
ξi of grey correlation analysis, the benefit ratio Qi and the conditional probability Pr(Gi) of
each mobile phone brand in turn. The results are shown in Table 12.

Table 12. The conditional probability value of each scheme based on improved VIKOR model.

Brand Si Ri ζi ξi Qi Pr(Gi)

G1 0.537312 0.223771 1.111560 3 0.917785 0.082215

G2 0.624022 0.203397 1.060860 2.549017 0.84188 0.158121

G3 0.330910 0.132834 0.924580 2.581907 0.387610 0.612390

G4 0.172601 0.086148 0.622639 1.027416 0 1

G5 0.534577 0.196129 0.913147 1.499537 0.501100 0.498900
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The four experts jointly give the risk loss matrix represented by IVIFNs, as shown in
Table 13.

Table 13. Risk loss matrix results.

Action Z ZC

aP ([0.015, 0.100], [0.805, 0.836]) ([0.865, 0.900], [0.000, 0.066])

aB ([0.555, 0.650], [0.300, 0.320]) ([0.250, 0.355], [0.452, 0.536])

aN ([0.951, 0.982], [0.007, 0.018]) ([0.024, 0.085], [0.818, 0.840])

We substitute the data in the above table into the nonlinear programming models (45)
and (46) and obtain that α = 0.608646 and β = 0.122339. It can be seen that the conditional
probabilities of G3 and G4 are greater than α, indicating that the two mobile phone brands
can be chosen as an agent. If the conditional probability of G1 is less than β, this mobile
phone brand shall be excluded. The conditional probabilities of G2 and G5 are between α
and β, so they need to be further investigated

In order to reflect the difference between the improved VIKOR model and other
conditional probability models, we calculated the conditional probability results and the
three classification results under TOPSIS, grey correlation analysis and traditional VIKOR
models. The results are shown in Table 14.

Table 14. The results under TOPSIS, grey correlation analysis and VIKOR models.

Brand
TOPSIS Grey Correlation Analysis VIKOR

Relative Proximity to the
Weighted Negative Ideal Point

Classification
Grey Correlation

Degree
Classification

Conditional
Probability

Classification

G1 0.482436 delay 0.738883 accept 0.096041 reject

G2 0.178874 delay 0.752781 accept 0.074021 reject

G3 0.821297 accept 0.794445 accept 0.655037 accept

G4 0.891682 accept 0.897226 accept 1 accept

G5 0.253693 delay 0.773943 accept 0.199499 delay

It can be seen that the conditional probability results of grey correlation analysis are too
close to effectively distinguish the differences between brands. TOPSIS results of different
brands are different to some extent, but brands G1, G2 and G3 are all pending, which indicates
that the distinction is not obvious enough. Of course, this is related to the risk loss matrix
given by decision-makers. However, considering only the proximity to positive and negative
ideal points, it is difficult to reflect the intrinsic characteristics of data. Nor does it capture
decision-makers' attitudes to utility and regret. The results of the VIKOR method are similar
to those of improved VIKOR, but there are differences in brand G1, which is greatly related to
the addition of grey correlation analysis results reflecting the inherent characteristics of data.
In general, the improved VIKOR model can not only reflect the proximity to the ideal points,
but also reflect the inherent characteristics of data and decision-makers’ trade-offs on utility
and regret, and the results of it are relatively objective.

5. Conclusions

For the hybrid multi-attribute decision-making problem, we propose a three-way
group decision-making method based on the improved VIKOR model. Based on the
transformed interval-valued intuitionistic fuzzy decision matrix, we apply entropy and
cross-entropy to determine the expert weights and obtain the group comprehensive eval-
uation matrix. Then, we use entropy to obtain attribute weights. By using the improved
VIKOR method by grey correlation analysis, we determine conditional probability. By
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comparing the conditional probability with the decision threshold pair based on optimiza-
tion, we obtain the classification rules of the three-way decision. The example analysis
shows that the method has good three-way classification and can provide support for
actual management decision-making. This study has the following features and benefits:
First, it considers the hybrid multi-attribute environment, especially the interval-valued
intuitionistic fuzzy environment containing more fuzzy information, which is closer to
the actual decision-making and has better universality. Second, considering the group
decision-making environment, the hybrid multi-attribute evaluation matrix is given by
each expert, which is more consistent with reality. Moreover, the proposed expert weight
determination method can not only reflect the differences among experts’ opinions, but also
reflect the uncertainty degree of each expert’s evaluation opinion, and the obtained weights
are more reasonable and objective. Different from scholars’ studies, this paper mainly
has three aspects of innovation. First, from the perspective of research, it expands the
research of hybrid multi-attribute decision-making and three-way group decision-making.
Second, it deepens the research on expert weights and attribute weights in interval-valued
intuitionistic fuzzy group decision making and improves the objectivity of weights. Thirdly,
an improved VIKOR model based on grey correlation analysis is proposed to determine
the conditional probability, which improves the scientificity of the conditional probability.

There are some shortcomings in this study. First, in the determination of expert
weights and attribute weights, only one form of interval-valued intuitionistic fuzzy entropy
is considered. In fact, there are many forms of interval-valued intuitionistic fuzzy entropy
that meet the axiom conditions. How do they affect the weight results and final results, and
whether there will be contradictory conclusions? These are not tested. Second, for the risk
loss matrix represented by IVIFNs, we use the threshold determination method based on
the optimization model, but there is another interactive threshold determination method,
that is, to determine the losses based on the preference coefficient and the distance from
the ideal points, and then calculate the thresholds. How much is the difference between
the results of these two methods? In addition, is it more advantageous to combine the
two, that is, to first determine the threshold loss matrix in an interactive way and then
determine the thresholds by an optimization method? These aspects are also not explored.
Third, we adopt the method of conditional probability determination of the improved
VIKOR model. In fact, the prospect theory based on an ordinary utility curve is being
gradually introduced to determine conditional probability. Limited by the fact that the
prospect theory based on the IVIFN decision matrix is not perfect, we have not conducted
research on this aspect. Based on the shortcomings of the method, further research can be
conducted in the following aspects. First, we can analyze the influence of other forms of
interval-valued intuitionistic fuzzy entropy on expert weights, attribute weights, and the
final results. Second, based on the risk loss matrix expressed by IVIFNs, we can discuss the
impact of other threshold determination methods on the decision results. Third, we can
further improve the prospect theory based on the IVIFN decision matrix and introduce it
into the determination of the conditional probability of a three-way decision.
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Abstract: Distribution centers are quite important for logistics. In order to save costs, reduce energy
consumption and deal with increasingly uncertain demand, it is necessary for distribution centers to
select the location strategically. In this paper, a two-stage model based on an improved clustering
algorithm and the center-of-gravity method is proposed to deal with the multi-facility location
problem arising from a real-world case. First, a distance function used in clustering is redefined to
include both the spatial indicator and the socio-economic indicator. Then, an improved clustering
algorithm is used to determine the optimal number of distribution centers needed and the coverage
of each center. Third, the center-of-gravity method is used to determine the final location of each
center. Finally, the improved method is compared with the traditional clustering method by testing
data from 12 cities in Inner Mongolia Autonomous Region in China. The comparison result proves
the proposed method’s effectiveness.

Keywords: multi-facility location problem; clustering algorithm; center-of-gravity method

MSC: 68T20

1. Introduction

Selecting a proper site for a distribution center can effectively save costs, increase
profits, improve customer satisfaction and reduce circulation time. Therefore, the location
problem has been one of the most important decisions in logistics system planning [1].
Among these, the selection of distribution center sites has become one of the most popular
research interests in logistics management. Readers interested in this field could refer to
some recent research [2–7].

As the logistics in real-world become increasingly complicated due to factors that sig-
nificantly increase the uncertainty in logistics planning, such as economy development, the
prevalence of online retailing, increasing natural disasters, etc. It is necessary to introduce
more indicators to deal with the uncertainty during the site selection process. This research
includes demand uncertainty in the model described in a proper mathematical function,
which takes both the spatial condition and the economic condition into consideration
when selecting the proper locations for distribution centers. Hopefully, this research could
provide a planning strategy for the selection of distribution center sites.

In this paper, all data is extracted from a real case of 12 cities in Inner Mongolia
Autonomous Region, China. The author proposes a two-stage model based on an improved
clustering algorithm and the center-of-gravity method to solve the location problem of
distribution centers and provides a strategy for the logistics transportation in this case. The
improved model proposed in this paper is compared with the traditional clustering method
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by testing data from 12 cities and is proved to be effective. The main work of this paper is
as follows:

1. Proposes a modified distance function takes both spatial indicators and socio-economic
indicators into consideration, which makes the model match the real case better.

2. Divides demand points into different regions using an improved clustering algorithm
first, then uses the center-of-gravity method to modify the clustering center to select
the location of the distribution center in each region.

3. Compares the new model with the traditional clustering method using the data from
a real case. The results indicate that the method proposed in this paper has a better
performance.

The remainder of this paper is organized as follows. Section 2 reviews the literature
on location problems. Section 3 presents the methodology of a two-stage model, including
the improved clustering algorithm and the center-of-gravity method. Section 4 describes
the obtained results using the proposed model. Section 5 compares the results between
proposed model and different clustering algorithms. Section 6 concludes the research.

2. Literature Review

The location problem (LP) is a classical problem. The original problem can be traced
back to the Fermat problem. The first industrial application of the Fermat problem was
proposed by Alfred Weber in 1909 and called the Weber problem [8]. The purpose of
the Weber problem is to find the location of a warehouse to minimize the total distance
among all customers. Ever since Weber’s seminal work, LP has been booming in both the
academical world and the industrial world. In previous researches, LP is well classified on
the basis of model assumptions, constraints and objectives functions [9].

Based on the number of facilities involved, the location problem could also be classified
into two categories, the single-facility location problem (SFLP) or the multi-facility location
problem (MFLP). The SFLP is to determine the location of a single facility using the criteria
of distance and cost. The common methods include the Weiszfeld method [10] and the
center-of-gravity method [11]. However, one single facility might not be able to meet the
increased service demand for its capacity is limited. This is where it becomes a multi-facility
location problem, which is the problem to be studied in this paper.

The MFLP is commonly seen in humanitarian relief [12,13], emergency response [14],
health care facility locations [15,16] and other fields. The objective function and criteria
for facility location are considered from different perspectives in many studies, such as
total cost, total transportation time and satisfaction [17]. Because MFLP covers a wide
range and need to consider many factors, it can be divided into different problems, for
example, it could be divided as the deterministic problem if the information in the problem
is determined, and the probabilistic and stochastic problem if not. The former mainly
focuses on coverage maximization [18,19] and resource minimization [20]. The latter had
been largely discussed in earlier researches on the uncertainties of location problems,
such as uncertain demand [21,22] and disruption risk [23]. Probabilistic and stochastic
location problems can be divided into stochastic programming problems [24] and robust
optimization problems [25]. For the detailed classification of MFLPs, interested readers can
refer to Wang et al. [26].

There are two commonly methodologies used in MFLP researches: exact methods and
heuristic algorithms [27]. In early researches, the scale of the location problem is usually
small. Branch-and-bound [28] and cutting plane [29] are quite popular. However, with the
expansion of the problem scales and the increase of the constraints, it becomes difficult
to obtain the accurate solution. Finding a proper solution of a large-scale problem in a
reasonable time has become the mainstream of LP researches, among which, the heuristic
algorithm has been proposed for this purpose. Commonly used heuristic algorithms
include genetic algorithm [30], particle swarm optimization [31], tabu search [32], cuckoo
search [33] and Lagrangian relaxation [34]. However, the most distinctive disadvantage of
heuristic algorithms is the computationally burdensome to find the best solution.
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How to deal with the computational burden has then become many researchers’
interests. One widely adopted perspective is the clustering-based algorithms. By defining
the location problem as a kind of clustering problem, the researcher would divide customers
or demand points into different clusters, each of which is supplied by one facility. Then there
would be only one SFLP in each cluster needs to be solved. Thus, by decomposing the multi-
facility location problem (MFLP) into multiple single-facility location problems (SFLP),
the researcher could simplify the complexity of calculation [35]. Among those researchers,
Esnaf and Kucukdeniz [36] proposed a hybrid method using the fuzzy clustering algorithm
to divide the whole region into certain number of areas, each supplied by one very facility,
then they used the center-of-gravity method to select the location point of each facility.
Kuecuekdeniz et al. [37] proposed a method which integrates fuzzy c-means and convex
programming for solving a capacitated MFLP, where fuzzy c-means is used to convert an
MFLP to an SFLP. Gupta et al. [38] used fuzzy c-means and particle swarm optimization to
optimize the locations of public service centers. Researches mentioned above proved that
the clustering-based algorithms are applicable in practice [39]. Nonetheless, few researchers
have dedicated to improving the distance function in clustering.

In this paper, an MFLP of distribution centers arising from a real-world case is studied
with clustering-based algorithms. The author uses the clustering algorithm to decompose
the MFLP into multiple SFLPs and then uses the center-of-gravity method to select the
locations of distribution centers by solving each SFLP. The work differs clearly from the
previous literature. In this paper, both spatial and socio-economic indicators are well
embedded in the clustering method. An improved distance function is proposed to explain
the clustering results affected by the two types of indicators. Furthermore, the effectiveness
of the proposed method is proved by a comparison on different methods.

3. Methodology

The proposed two-stage model (2SM) aims to compute the optimal number and
locations of distribution centers with minimal total transportation cost. The structure of the
model is composed of two sequential stages.

1. Determine the optimal number of distribution centers by improved clustering for
an MFLP.

In this stage, the author proposes an improved K-Medoids clustering algorithm to
classify the demand points and determine the optimal clustering strategy. The improved
clustering algorithm can be summarized as follows:

• Redefine the distance function by introducing three socio-economic indicators.
• Select the initial clustering center based on the density to improve the algorithm’s efficiency.
• Use the elbow method to determine the optimal number of clusters.

2. Determine the optimal distribution center location by the center-of-gravity method
for each SFLP.

After clustering, the location of each cluster distribution center is solved as a SFLP
by employing the center-of-gravity method, which optimizes transportation cost. The
framework of the model is given in Figure 1.
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k 

 

Figure 1. Framework of the proposed model.

3.1. Improved Clustering Algorithm

The clustering algorithm [40] is a kind of unsupervised machine learning method. Its
main idea is to divide the objects into different clusters to maximize the object similarity
in each cluster and minimize the object similarity between any two clusters. To deal with
noise data and outliers effectively, the author employs the K-Medoids clustering algorithm
and modifies it to fit the work. The K-Medoids clustering algorithm [41,42] is an adjustment
of the classical K-Means clustering algorithm. The pseudocodes for the K-Medoids are
shown in Algorithm 1.

Algorithm 1 K-Medoids Clustering Algorithm

Input: Data points {xi}N
i=1, number of clusters K

Choose different xi as initial clustering center ck for k = 1 to K
Set Ck ← {ck} for k = 1 to K
for i = 1 to K do

Cp ← Cp ∪ {xi} , where p = argminp∈IK
1

d(xi, cP)

end

while allocation result of any xi changed do

for k = 1 to K

ck ← argminxi∈Ck
∑

xt∈Ck

d(xt, xi)

end

for i = 1 to N do

if xi ∈ Ck′ and d(xi, ck) < d(xi, ck′ ) then

Ck ← Ck ∪ {xi} and Ck′ ← Ck′ \{xi}
end

end

end

Output: Clustering results {Ck}K
k=1

Different from the K-Means, in the iterative process, the K-Medoids selects the data
point closest to the data’s mean in the cluster as the new clustering center instead of
choosing the average of all data points.
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In the clustering algorithms, there are three factors affect the performance of clus-
tering directly: distance measurement, algorithm efficiency and number of clusters. In
consideration of the factors, an improved clustering method is proposed to meet the
real-world situation.

3.1.1. Redefine the Distance Function

Euclidean distance is a common distance function in clustering algorithm that mea-
sures the distance between two points in m-dimensional space. The two-dimensional
distance function considering the longitude and the latitude is as follows:

Dij =
√(

xi − xj
)2 − (

yi − yj
)2 (1)

where Dij measures the distance between point i and point j; xi and xj are the longi-
tudes of point i and point j, respectively; and yi and yj are the latitudes of point i and
point j, respectively.

Euclidean distance is simple and effective when dealing with homogeneous indicators.
But when the indicators are different, it misses some practical interpretability. To cope with
this setback, the author redefines the distance function considering both spatial indicators
and socio-economic indicators. The spatial indicators represent the actual distance between
two points. The socio-economic indicators reflect the logistics-level score of each point. The
detailed computing process is as follows.

(1) Compute the logistics-level score.

The logistics-level score proposed in this research mainly considers three dimensions:
economy development, traffic congestion and total logistics demand, which is represented
respectively by the per capita disposable income of urban residents, the population density
and the permanent urban population, as shown in Table 1. Note that there is no available
data on population density. Instead, the ratio of permanent urban residents to urban
built-up area is used as in Equation (2).

population density =
permanent urban population

urban built up area
(2)

Table 1. The indicator composition of the logistics-level score.

Dimension Indicator

Economy development per capita disposable income of urban residents
Traffic congestion population density

Total logistics demand permanent urban population

As the actual data of the corresponding indicators is obtained, the author computes
each city’s logistics-level score using the entropy weight method, which is used to determine
the weight coefficient of each indicator by computing the information entropy. To a certain
extent, the entropy weight method can avoid subjective judgment when determining
weight coefficients [43]. The smaller the information entropy value of one indicator is,
the larger the weight coefficient assigned to it becomes [44]. The logistics-level score is
computed as Equations (3)–(8):

First, the data are normalized by Equations (3) and (4):

Yij =
Xij −min

i

(
Xij

)
max

i

(
Xij

)−min
i

(
Xij

) (3)
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Yij =
max

i

(
Xij

)− Xij

max
i

(
Xij

)−min
i

(
Xij

) (4)

Equation (3) is the normalized formula of the utility indicator, and Equation (4) is
the normalized formula of the cost indicator. Xij is the jth (j = 1, 2 . . . , m) indicator of
city i (i = 1, 2 . . . , n). Yij is the indicator data after normalization. Since the greater the
population density is, the greater the traffic congestion becomes, population density should
be considered as the cost indicator. The other two indicators are utility indicators.

Then, the information entropy is computed by Equations (5) and (6):

Pij = Yij/
n

∑
i=1

Yij (5)

Ej = − 1
lnn

n

∑
i=1

PijlnPij (6)

where Pij is the weight of city i in the jth indicator and Ej is the information entropy of the
jth indicator.

After that, the weights of the indicators are computed by Equation (7):

Wj =
(
1− Ej

)
/
(

n−∑m
j=1 Ej

)
(7)

where Wj is weight of the jth indicator.
Finally, the logistics-level score of each city is computed by Equation (8):

Zi =
m

∑
j=1

YijWj (8)

where Zi is the logistics-level score of city i.

(2) Define the distance between two points:

D
(
Xi, Xj

)
=

D2
ij(

ZiZj
)u (9)

In Equation (9), D
(
Xi, Xj

)
measures the distance between any two cities, which is

affected by two distance indicators: spatial and socio-economic. D2
ij is the spatial distance

between any two cities, which represents the spatial indicators. The greater the spatial
distance is, the greater the distance between the two cities becomes. ZiZj is the logistics
score distance between any two cities, which represents the socio-economic indicators. Zi
and Zj are the logistics-level scores of city i and city j, respectively. The greater the logistics
score distance is, the closer the connection between the two cities at the logistics level
lies, and the smaller the distance between the two cities in the clustering process becomes.
u represents the degree of influence of the logistics-level score in the distance function
between any two cities. The larger u is, the greater the influence of the logistics-level score
becomes. When u is 0, the distance function is equivalent to the Euclidean distance.

3.1.2. Select the Initial Clustering Center

To reduce the time complexity of the clustering algorithm effectively and avoid the
interference of noise data, the author introduces the idea of density into the clustering
algorithm to determine the initial clustering center in this research. The steps of selecting
the initial clustering center are as follows.

First, the domain radius ra of the demand points Xi is computed by Equation (10):

ra =
1
2

max{‖Xi − Xk‖} (10)
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The domain radius ra measures the maximum distance between Xi and other de-
mand points.

Then, the density factor Di of Xi is computed by Equation (11):

Di =
n

∑
j=1

exp

[
−‖Xi − Xj‖2

(2ra)
2

]
(11)

A larger Di means that more demand points surround Xi, i.e., Xi has a closer rela-
tionship with other points. The point with a greater density factor is more likely to be a
clustering center. The exponential function could make sure that the point surrounded by
more demand has a greater density factor.

After figuring out the density factors of all demand points, the factors are arranged in
the descend order. Then, the demand points are selected corresponding to the top k density
factors as the initial clustering center.

3.1.3. Determine the Optimal k

The clustering algorithm aims to divide the similar sample points into the same
cluster and effectively distinguish the dissimilar sample points. In this process, k will
significantly affect the final clustering performance. To obtain the optimal clustering results,
it is necessary to determine the optimal selection of k before clustering. In this research, the
elbow method is used to obtain the optimal k by computing the sum of the squares of error
(SSE) between the sample points and their respective clustering centers. The equation for
computing SSE is Equation (12):

SSE =
k

∑
i=1

∑
x∈Ci

(x− Pi)
2 (12)

where Ci represents the ith cluster, Pi is the clustering center of Ci and x is the point
belonging to the Ci.

The core idea of the elbow method lies in the following: With the increase in cluster
number k, sample division will be more refined, and the aggregation degree of each cluster
will be gradually improved; thus, SSE will gradually become smaller. In addition, when k
is less than the optimal cluster number, SSE decreases greatly because the increase of k will
greatly increase the degree of aggregation of each cluster. However, when k reaches the
optimal cluster number, the return of aggregation degree obtained by increasing k decreases
rapidly. This means decrease of SSE will tend to be gentler as k continues to increase.

3.1.4. The Flowchart of Clustering Algorithm

Based on the improvements discussed above, the clustering algorithm flow is
as follows:

Step 1: Obtain the data of each city required by the model, normalize the data for each
indicator to eliminate the dimensional influence.

Step 2: Compute the density factor of each city and arrange each city in the order of
density factor from large to small.

Step 3: Take the top k points in Step 2 as clustering centers and take the remaining
n− k points as sample points for clustering. Corresponding clustering results are obtained.

Step 4: Compute the sum of distances between each point in the cluster and the
remaining points in the same cluster, redetermine the center of each cluster according
to the principle of the minimum sum of distances. On this basis, obtain the results by
clustering again.

Step 5: Repeat Step 4 until clustering result obtained becomes stable. Take this result
as the result under k.

Step 6: Change the value of k (k ≤ √n) and repeat Steps 3–5 to obtain clustering results
under different k.
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Step 7: Use the elbow method to obtain the optimal k and the optimal clustering scheme.
Step 8: Output the optimal clustering results.
Figure 2 shows the flow chart of the clustering algorithm.

k 

k 

 k 

k k

k n

 

Figure 2. The flow chart of the clustering algorithm.

3.2. The Center-of-Gravity Method

The center-of-gravity method is used to obtain the optimal distribution center location
within each cluster after clustering. The point is to minimize the transportation cost between
any demand point and the distribution center.

In the logistics distribution system, the coordinate of each logistics demand point is
defined as i(xi, yi)(i = 1, 2, . . . ., n) according to geographical location, and the coordinate
of distribution center P is set as (x0, y0). Equation (13) shows the objective function:

H =
n

∑
i=1

hiwidi (13)

where H is total transportation cost, hi is demand of goods at point i, wi is transportation
cost from distribution center to point i and di is distance of distribution center to point i.

Here hi is defined as follows:

hi = ∑
s∈S

pisaisui = ui ∑
s∈S

pisais (14)

where S is the set of scenarios, pis is the probability of scenario s occurring at point i, ais is
the demand coefficient when scenario s occurs at point i, ais = 1 denotes a stable demand
case and ui is per capita disposable income of urban residents at point i.

182



Mathematics 2022, 10, 2519

In the first stage of this method, the gravity centers of each cluster are computed by
the following formulas:

x0 =
∑n

i=1 hiwixi/di

∑n
i=1 hiwi/di

(15)

y0 =
∑n

i=1 hiwiyi/di

∑n
i=1 hiwi/di

(16)

di =

√
(x0 − xi)

2 + (y0 − yi)
2 (17)

P(x0, y0) is the extreme point, which is a necessary condition for the optimal solution.
If it is not optimal, the iterative method is introduced to find the optimal solution. The
solution formulas are as follows:

x(q+1)
0 =

∑n
i=1 hiwixi/d(q+1)

i

∑n
i=1 hiwi/d(q+1)

i

(18)

y(q+1)
0 =

∑n
i=1 hiwiyi/d(q+1)

i

∑n
i=1 hiwi/d(q+1)

i

(19)

d(q+1)
i =

√
(x(q+1)

0 − xi)
2
+ (y(q+1)

0 − yi)
2

(20)

This computing process ends when the difference between the last two coordinates of
distribution center is lower than a specific minimal value.

3.3. Evaluation Function

In this paper, the evaluation function’s object is evaluating the sum of the transporta-
tion costs from each distribution center to its responsible demand points. To describe the
function accurately, assumptions should be made and given as follows. The capacity of
each distribution center can always meet all the demands of the points covered by it. Each
demand point is supplied by only one distribution center. Omit the rental, maintenance
and other costs related to transporting vehicles during the transportation process. Trans-
portation costs include only freight rates and transportation distance, with the exclusion
of labor costs incurred from loading and unloading. Based on the assumptions above, the
evaluation function can be calculated as follows:

F =
k

∑
i=1

∑
j∈Ni

mijwij J (21)

where i indicates the distribution center, j indicates the demand point, Ni is the set of all
requirement points covered by i distribution center, mij is the transportation distance from
the distribution center i to the demand point j, wij is the total weight of goods transported
from distribution center i to the demand point j, and J is the unit rate from distribution
center i to the demand point j.

4. Case Study

In this section, taking Inner Mongolia Autonomous Region as an example, the author
analyzes the locations of distribution centers in 12 cities to provide a better solution for its
logistics transportation. The algorithm is implemented in Python version 3.8.

4.1. Data Collection and Processing

There are six indicators involved: the longitude, the latitude, the per capita disposable
income of urban residents, the permanent urban population, the urban built-up area and
the population density.
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The longitude and the latitude are obtained from Baidu Maps. The per capita dispos-
able income of urban residents, the permanent population and the urban built-up area of
each city in 2019 are downloaded from the official website of the Inner Mongolia Bureau of
Statistics. The population density of each city is computed by Equation (2). Table 2 shows
the initial data used in this case.

Table 2. The initial data.

City Name Longitude Latitude PCDIUR 1 PUP 2 Population
Density

Z

Hohhot 111.7555 40.8484 49397 265.5 0.8019 0.7287
Baotou 109.8465 40.6629 50427 232.48 0.9408 0.6293

Hulun Buir 119.7814 49.1724 35482 116.41 0.5209 0.4503
Xing’an 122.0406 46.0893 30408 75.13 0.6744 0.2171
Tongliao 122.2505 43.6580 34127 143.03 0.8690 0.2561
Chifeng 118.8938 42.2608 34101 211.42 0.8636 0.3397
Xilin Gol 116.0486 43.9390 40778 80.2 0.4478 0.5496
Ulanqab 113.1314 41.0003 33042 100.29 0.4569 0.4218

Ordos 109.7886 39.6136 49768 165.04 0.5958 0.7352
Bayannur 107.3950 40.7494 32634 91.77 0.6942 0.2676

Wuhai 106.8010 39.6629 45010 52.9 0.8491 0.3668
Alxa 105.7354 38.8583 42983 21.06 0.3637 0.5696

1 PCDIUR: Per capita disposable income of urban residents. 2 PUP: Permanent urban population.

In order to eliminate the influence of data dimension on the results, all indicators are
normalized in advance.

4.2. The Location Problem’s Solution

According to the methodology proposed in Section 3, the location problem is solved
as follows.

Compute the domain radius ra and the density factor Di of each city using the latitude
and the longitude. Sort the density factor in the descend order, as shown in Table 3.

Table 3. Domain radius ra and density factor Di for each city.

City Name Domain Radius Density Factor Ranking

Hohhot 0.503365 4.328515 1
Baotou 0.468513 4.25465 2

Bayannur 0.520765 4.245805 3
Ordos 0.577318 4.18387 4
Wuhai 0.614253 4.003441 5

Ulanqab 0.43221 3.649514 6
Alxa 0.64415 2.272527 7

Tongliao 0.511665 2.100625 8
Xing’an 0.543144 1.842189 9
Chifeng 0.421892 1.756682 10
Xilin Gol 0.34472 1.590949 11

Hulun Buir 0.64415 1.275099 12

Select the top k cities in Table 3 as the initial centers for clustering. Use the elbow
method to evaluate the clustering results with different k.

Since it contains 12 demand points in total, the value range of k lies in [2, 4] according
to the principle of k ≤ √n. Figure 3 shows the sum of the squares of error (SSE) when k
takes the values in [2, 6]. The optimal value is k = 3.
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Figure 3. The SSE when k lies in [2, 6].

After selecting the optimal k, clustering results are obtained according to the improved
clustering algorithm, which is shown in Table 4.

Table 4. The clustering results for the optimal k.

Regions Central City Covered Cities

Region 1 Xing’an Tongliao, Chifeng, Hulun Buir
Region 2 Hohhot Ulanqab, Baotou, Ordos, Xilin Gol
Region 3 Wuhai Bayannur, Alxa

The result is modified by the center-of-gravity method. In this process, the permanent
urban population is taken to represent the demand of each city. The modified results are
shown in Table 5 and Figure 4. C0, C1, C2 and Center are in different colors in Figure 4.

Table 5. The location results for the 2SM.

Clustering City Name Longitude Latitude Demand

C0

Xing’an 122.0406 46.08926 75.13
Tongliao 122.2505 43.65798 143.03
Chifeng 118.8938 42.26083 211.42

Hulun Buir 121.8592 50.18671 116.41
Center 0 121.2842 44.08581

C1

Hohhot 111.7555 40.84842 265.5
Ulanqab 112.2595 42.44243 100.29
Baotou 110.3877 42.15471 232.48
Ordos 109.7886 39.61359 165.04

Xilin Gol 114.1209 44.03614 80.2
Center 1 111.4345 41.1818

C2

Wuhai 106.801 39.6629 52.9
Bayannur 107.8949 41.73579 91.77

Alxa 101.339 41.36085 21.06
Center 2 107.849 41.68704
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Figure 4. The location results for the 2SM.

A distribution center cannot be set up outside the city because of its infrastructure
requirements. So, the distribution center is sited in a city closest to the location results for
the 2SM. The results are shown in Table 6.

Table 6. The final location results for the 2SM.

Regions Central City Covered Cities

Region 1 Tongliao Chifeng, Hulun Buir, Xing’an
Region 2 Hohhot Ulanqab, Baotou, Ordos, Xilin Gol
Region 3 Bayannur Alxa, Wuhai

5. Evaluation

To evaluate the effectiveness of the two-stage model (2SM), the author makes a com-
parison on the results of it with three models’ based on the traditional K-means algorithm.
For each model, k is set as 3. Details are shown in the following.

Model 1: Geographic clustering model (GCM). This model considers only the geo-
graphical indicator. It takes the linear distance between cities as the similarity measurement.
The distance between cities is computed based on the longitude and the latitude of each
city. The location results are obtained by K-means clustering. The results are shown in
Table 7 and Figure 5. C0, C1, C2 and Center are in different colors in Figure 5.

Table 7. The location results for the GCM.

Clustering City Name Longitude Latitude Demand

C0
Hulun Buir 121.8592 50.18671 116.41

Center 0 121.8592 50.18671

C1

Hohhot 111.7555 40.84842 265.5
Baotou 110.3877 42.15471 232.48

Ulanqab 112.2595 42.44243 100.29
Ordos 109.7886 39.61359 165.04

Bayannur 107.8949 41.73579 91.77
Wuhai 106.801 39.6629 52.9
Alxa 101.339 41.36085 21.06

Center 1 108.6037 41.11695

C2

Xing’an 122.0406 46.08926 75.13
Tongliao 122.2505 43.65798 143.03
Chifeng 118.8938 42.26083 211.42
Xilin Gol 114.1209 44.03614 80.2
Center 2 119.3265 44.01106
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Figure 5. The location results for the GCM.

Model 2: Five-indicator clustering model (5ICM). This model contains five normalized
indicators used in this paper: the longitude, the latitude, the per capita disposable income
of urban residents, the permanent urban population and the population density. Euclidean
distance is used to compute the distance between cities, the results are obtained by K-means
clustering as shown in Table 8 and Figure 6. C0, C1, C2 and Center are in different colors in
Figure 6.

Table 8. The location results for the 5ICM.

Clustering City Name Longitude Latitude Demand

C0

Hulun Buir 121.8592 50.18671 116.41
Xing’an 122.0406 46.08926 75.13
Tongliao 122.2505 43.65798 143.03
Chifeng 118.8938 42.26083 211.42
Center 0 121.261 45.5487

C1

Xilin Gol 114.1209 44.03614 80.2
Ulanqab 112.2595 42.44243 100.29

Bayannur 107.8949 41.73579 91.77
Alxa 101.339 41.36085 21.06

Center 1 108.9036 42.3938

C2

Hohhot 111.7555 40.84842 265.5
Baotou 110.3877 42.15471 232.48
Ordos 109.7886 39.61359 165.04
Wuhai 106.801 39.6629 52.9

Center 2 109.6832 40.5699

Model 3: Improved five-indicator clustering model (I5ICM). Based on the result of
Model 2, this model incorporates the center-of-gravity method to obtain lower transporta-
tion costs. The results are shown in Table 9 and Figure 7. C0, C1, C2 and Center are in
different colors in Figure 7.
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Figure 6. The location results for the 5ICM.

Table 9. The location results for the I5ICM.

Clustering City Name Longitude Latitude Demand

C0

Hulun Buir 121.8592 50.18671 116.41
Xing’an 122.0406 46.08926 75.13
Tongliao 122.2505 43.65798 143.03
Chifeng 118.8938 42.26083 211.42
Center 0 121.2842 44.08581

C1

Xilin Gol 114.1209 44.03614 80.2
Ulanqab 112.2595 42.44243 100.29

Bayannur 107.8949 41.73579 91.77
Alxa 101.339 41.36085 21.06

Center 1 112.2504 42.44865

C2

Hohhot 111.7555 40.84842 265.5
Baotou 110.3877 42.15471 232.48
Ordos 109.7886 39.61359 165.04
Wuhai 106.801 39.6629 52.9

Center 2 110.9376 41.0485

The total transportation costs of the four models are shown in Table 10.

Table 10. The transportation costs of the four models.

GCM 5ICM I5ICM 2SM

Transportation cost 3864.2391 4100.9813 3539.9559 3220.9834

As shown in Table 10, the 2SM proposed in this research has the lowest total trans-
portation cost. Furthermore, compared with the three traditional models, the following
conclusions can be drawn:

1. Compared with the result of the geographic clustering model (GCM), clustering with
five indicators (5ICM) has an increase in cost, this indicates that if the distance function
or algorithm is not adjusted, the result will be worse than the original method.

2. Using the center-of-gravity method to modify the clustering with five indicators
(I5ICM) significantly reduces the cost.
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3. If the distance function is modified reasonably and the algorithm is improved into the
two-stage model (2SM) proposed in this study, the cost will be further reduced.

 

Figure 7. The location results for the I5ICM.

6. Results and Conclusions

In this research, a two-stage location selection model based on an improved cluster-
ing algorithm and the center-of-gravity method is proposed for an MFLP arising from
a real-world problem. This methodology is proved to be effective and contributing to
future logistics system planning strategy researches. The following conclusions are drawn
as follows.

First, the more indicators introduced into LP, the more realistic the research becomes.
In this paper, three socio-economic indicators, namely, economy development, traffic
congestion degree and total logistics demand, are introduced in defining a distance function
used in clustering, each of which could affect the decision on the site of a distribution
center. Different from most of the existing researches, which only used spatial indicators,
this research introduces three socio-economic indicators to evaluate a city’s potential to
accommodate a distribution center, described as the logistics-level score. This method
provides a more comprehensive perspective for decision-makers to choose proper sites
for distribution.

Second, an improved clustering algorithm is used to divide demand points into
different regions. The improved algorithm redefines the traditional distance function,
which could not reflect the distance result caused by the socio-economic indicators. The
improved distance function takes both the positive effect of the three socio-economic
indicators and the passive effect caused by the spatial indicators into consideration, and
proved to be more effective than GCM, 5ICM and I5ICM in the case study.

Third, based on the methodology discussed above, this research divides 12 cities in
Inner Mongolia into 3 regions and selects 1 city for each region as the regional distribution
center. This is consistent with the government’s current logistics center planning strategy.
Such consistency indicates that this methodology could be used as an optional reference
for local governments’ logistics planning.

The limitation of this paper may lie in the selection of the clustering indicators. Al-
though three socio-economic indicators are introduced in the 2SM, it is still impossible to
describe the complexity of the logistics in real world. This means more socio-economic
indicators or even more kinds of indicators should be introduced into LP researches. Be-
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sides, during the SFLP process, the author takes only the total transportation cost as the
final objective and omits some other influential decision making factors. In subsequent
research, other objectives/constraints such as carbon emission reduction and sustainable
development can be added to the existing research.
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Abstract: Mine extraction planning has a far-reaching impact on the production management and
overall economic efficiency of the mining enterprise. The traditional method of preparing under-
ground mine production planning is complicated and tedious, and reaching the optimum calculation
results is difficult. Firstly, the theory and method of multi-objective optimization are used to establish
a multi-objective planning model with the objective of the best economic efficiency, grade, and ore
quantity, taking into account the constraints of ore grade fluctuation, ore output from the mine,
production capacity of mining enterprises, and mineral resources utilization. Second, an improved
particle swarm algorithm is applied to solve the model, a nonlinear dynamic decreasing weight
strategy is proposed for the inertia weights, the variation probability of each generation of particles is
dynamically adjusted by the aggregation degree, and this variation probability is used to perform
a mixed Gaussian and Cauchy mutation for the global optimal position and an adaptive wavelet
variation for the worst individual optimal position. This improved strategy can greatly increase the
diversity of the population, improve the global convergence speed of the algorithm, and avoid the
premature convergence of the solution. Finally, taking a large polymetallic underground mine in
China as a case, the example calculation proves that the algorithm solution result is 10.98% higher
than the mine plan index in terms of ore volume and 41.88% higher in terms of economic efficiency,
the algorithm solution speed is 29.25% higher, and the model and optimization algorithm meet the
requirements of a mining industry extraction production plan, which can effectively optimize the
mine’s extraction plan and provide a basis for mine operation decisions.

Keywords: multi-objective optimization; mining plan; metal mines; adaptive; hybrid mutation

MSC: 90C29

1. Introduction

The preparation of the extraction plan, as a basic link in the production operation of
a mining enterprise, is one of the most critical tasks in the production decision of a mine,
and the rationality of the plan preparation directly affects the efficiency of the subsequent
production links and the overall economic efficiency of the mining enterprise [1–3]. The
traditional manual preparation method is not only time-consuming and intensive but also
has poor accuracy and is difficult to modify. The reason for this is mainly the complex
underground mine conditions during the preparation of the plan, which requires com-
prehensive consideration of the spatial and temporal constraints between the production
processes and the mines and their continuity. Therefore, how to develop the underground
mine production plan quickly and accurately has been an urgent problem to be solved.

With the continuous advancement of computer technology and operations research
theory, many researchers have started to try to use the powerful simulation computing
power of computers to simulate the mine production process, so as to continuously opti-
mize the mine extraction plan [4,5]. Several researchers recognize that integer programming
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can solve discrete production scheduling decision problems in the mining industry [6,7].
Many studies on mine production planning related to integer programming theory were
subsequently carried out [3,8–12]. Dimitrakopoulos and Ramazan [13] developed an
optimization framework for stochastic mine production scheduling considering mine un-
certainties based on an ore body model and an integer planning approach. Weintraub
et al. [14] developed a large, aggregated integer planning model (MIP) based on cluster
analysis for mine planning at CODELCO, a national copper mine in Chile, through which
data information of all CODELCO mines can be obtained to optimize the mine extraction
planning. Newman et al. [15] developed a mixed integer planning model for underground
mining operations in Kiruna mine, Sweden. This optimization model identifies an opera-
tionally feasible recovery sequence that minimizes deviations from the planned production
quantities. Terblanche and Bley [16] used a mixed integer planning approach to construct a
theoretical model applicable to the optimization of extraction production plans for open pit
and underground mines but did not verify the feasibility of the model. Nehring et al. [17]
proposed an improved modified model formulation for the classical model of long-term
mine planning, assigning different human resources and equipment to each mining area.
In the classical model, only one binary variable is assigned to each activity in each mining
area, whereas the improved model assigns one binary variable to all activities under a more
stringent assumption.

Although there are more existing studies on mathematical planning methods, most
of these models achieve the solution of mine production planning with a single economic
indicator; however, since mine extraction production planning is a complex system of
engineering, it is difficult to highlight the production plan preparation and optimization
effect by considering only a single economic indicator [18]. In order to overcome these
difficulties, researchers have used a variety of computational intelligence methods to solve
multi-objective prediction and optimization problems, and heuristic algorithms are effective
methods to improve the solution speed and avoid involving local optimal solutions, while
having unique advantages for multi-objective optimization problems (MOP). Little and
Topal [19] investigated the methodology of whole life of mine (LOM) production planning
generated using a simulated annealing technique and stochastic simulation representation
of the ore body with the objective of maximizing the net present value (NPV) of the mine.
Hou et al. [20] addressed the production planning for the next three years of the mine
using an artificial bee colony optimization algorithm. Otto and Bonnaire [21] developed a
“Greedy randomized adaptive search” program to help solve models for copper mining
development and improve the speed of solution. O’Sullivan and Newman [22] proposed an
optimization heuristic algorithm to set a complex set of constraints based on an optimization
algorithm in a mining operation model for an underground lead–zinc mine in Ireland.
Wang et al. [23] proposed a multi-objective optimization model formulation by taking the
grade of mined and processed ore as the main constraint, maximizing mining returns and
efficient use of natural resources as the objective function, and used a genetic algorithm to
find the optimal solution to the multi-objective optimization problem. Nesbitt et al. [24]
considered the uncertainty faced in the economic value of minerals faced by mines with
long operating cycles. For a hard rock mine, the method of creating a stochastic integer
program helps the mine to customize a mining schedule with a high degree of feasibility.

However, the use of traditional heuristic algorithms in the preparation of mining
industry extraction production plans leads to slow solution speed and reduced global con-
vergence performance, which brings many difficulties to the preparation and optimization
effect of the actual production operation plan in real time and has a profound impact on
the production management and economic efficiency of the enterprise. Therefore, in order
to solve these problems, which are due to the complexity of multi-metal mine production
planning, and since it is difficult to achieve the optimal results by traditional methods, this
paper takes the best economic efficiency, grade, and ore volume as the goal and integrates
constraints such as ore grade fluctuation, ore output of mining sites, mine production
capacity, and mineral resource utilization. A production planning model is established,
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and the model is optimally solved by an improved particle swarm optimization (PSO)
algorithm with nonlinear inertia weights and adaptive mutation probability (NAMPSO) in
the context of an engineering example to improve the model’s solving speed and increase
the global convergence performance of the algorithm, thereby verifying the feasibility of
the model solution method.

2. Balanced Mining Plan Model

2.1. Model Analysis

There are many factors that need to be considered comprehensively in the preparation
of an underground mine extraction plan, and by analyzing the current situation faced
by underground mining and the existing mining technology conditions [25–30], the main
factors that need to be considered in the process of extraction plan preparation are shown
in Figure 1.

(1) Economic efficiency: when mining in the market economy, the first factor to consider
is the economic factors, that is, to ensure that the mining enterprise can obtain a better
economic benefit.

(2) The planned quantity of mining: for mining enterprises to carry out normal operations,
mining plans must be able to ensure the mine’s subsequent production of ore demand.

(3) Planned metal quantity: for mines with metal quantity as the production target,
the quantity of ore mined should be guaranteed to meet the requirements of metal
quantity for production and processing.

(4) Ore loss and dilution ratios: in the process of balanced mining in underground
metal mines, ore loss and dilution ratios must be controlled in order to ensure the
maximization of the comprehensive benefits of the enterprise and the maximization
of resource recovery and utilization.

(5) Ore quality and grade: due to the variability of mineral resources endowment, there
are differences in quality and grade of ore per mining site; therefore, the devel-
opment of the extraction plan needs to take full account of such differences and
achieve the requirements of the extracted ore in terms of quality and grade through
reasonable planning.

(6) Ore reserves: to achieve balanced mining, the development of the extraction plan
must take into account the limits of the ore reserve of each mineral deposit and
mine excavation.

(7) Operating capability: mining enterprises need to have a full understanding of the
existing production technology conditions of the mine, production equipment, and
the ability and quality of operators when formulating the extraction plan.

(8) Production continuity requirements: once the mine is established, it must ensure
that production activities can be carried out continuously and steadily; therefore, the
mine’s mining plan must consider the ore reserves of the mineral deposit, cutting,
retrieval, and preparation for mining to ensure that the mine production activities can
be carried out continuously and steadily.

(9) Mine transportation and hoisting capacity: Most of the waste rock and all the ore
produced by underground metal mines rely on haulage and hoisting equipment to
transport and hoist. The production capacity of the mine must be matched with the
transport and hoisting capacity of the mine.

(10) Mine processing plant capacity: in order to avoid the long-term backlog of mined
ore, resulting in increased mining production costs or affecting underground mining
operations, the total output of ore during the planning period is generally required to
be on par with the processing capacity of the plant.
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Figure 1. Factors affecting the preparation of the mining plan.

In principle, each underground metal mine plan should consider all the factors in
Figure 1, but in practice some factors can be combined and simplified according to the
actual situation of the specific mine. For example, only one of the planned mining quantities
and planned metal quantity are required, and only the smaller of the mine transport and
hoisting capacity and mine processing plant capacity should be considered. At the same
time, it is possible to add other influencing factors.

The process of preparing an extraction plan based on balanced mining is essentially a
process of seeking an extraction solution that meets the requirements of various stakehold-
ers in the process of comprehensive coordination of various constraints. Therefore, with
the help of the objective optimization method in operations research theory, the complex
extraction planning can be transformed into an MOP problem model by converting various
restrictions into constraints and the final objective into an objective function, thus turning
the complex programming process into a mathematical optimization problem.

2.2. Model Building
2.2.1. Model Assumptions

This modeling is carried out based on the following three basic assumptions:

(1) The mining method assumed for the model is room-and-pillar mining. The mine
development system has been completed before the preparation of the mining plan,
and the mining plan constructed in this paper mainly includes the output of each
mineral deposit and the mining cut of each block during the planning period.

(2) The ore reserves, the grade of each metallic element in the ore, and the content of
contaminants in each mineral deposit (including the mined room, the mined pillar,
the mined and cut room, the mined and cut pillar, and the complete block that has not
yet been mined) have all been proven.

(3) The planned mineral deposits should be capable of simultaneous mining operations.

2.2.2. Model Parameters Definition

This model parameters are defined at the end of the paper.
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2.2.3. Objective Functions

Equation (1) indicates the maximization of corporate revenue: from the perspective
of corporate profitability, one of the purposes of mining enterprises conducting extractive
operations is to obtain economic benefits, so the maximization of corporate revenue is one
of the main objectives of the preparation of the extraction plan.

maxQ =
H
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h=1

B

∑
b=1

xbuebhsh ph +
H

∑
h=1

R

∑
r=1
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H
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K
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zkekhsh ph (1)
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K

∑
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zk (3)

Equation (2) indicates the grade optimization: from the perspective of mineral pro-
cessing, due to the variability of mineral resource endowment, the development of the
extraction plan needs to take full account of such differences to achieve the minimum
fluctuations in the average grade of the extracted ore.

Equation (3) indicates the ore production maximization: the more ore extracted during
the planning period, the higher the production efficiency and the better the mining operation.

2.2.4. Constraints

After establishing the target of the extraction plan, it is necessary to transform each
restriction into the constraint of the target function. Combined with the actual underground
mining, the constraints are mainly the following six kinds.

B
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Equation (4) indicates the metal quantity constraint: the actual quantity of metal
produced cannot be lower than the minimum amount of metal required during the
planning period.
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Equation (5) indicates the ore reserve constraint: the ore reserves of each mine room
and pillar, as well as the ore reserves of the mining preparation works, are limited and
cannot be exceeded.

Equation (6) indicates the production capacity constraints: the development of extrac-
tion plans needs to consider the existing technical conditions of the mine’s production and
production equipment, etc., and cannot exceed the maximum production capacity.

Equation (7) indicates the production continuity constraints: once the mine is fully
operational, it must ensure that production activities can be carried out continuously and
steadily; therefore, the mine’s mining plan must be prepared to consider mining preparation
blocks. Back mining blocks in the ore reserves can be articulated reasonably as the general
requirements of the planned period for mining preparation blocks, and the ore reserves are
not less than the planned period for back mining of ore to ensure that the mine production
activities can be carried out continuously and steadily.

Equation (8) indicates the mine hoisting capacity constraint: the mining capacity
cannot exceed the maximum hoisting capacity of equipment during the planning period.

Equation (9) represents the variable non-negative constraint: recovery of ore quantity
in all mine rooms and pillar and mining preparation block quantity are non-negative
quantities that are greater than or equal to zero.

2.3. Optimized Solution

The optimal solution (xb, yr, zk) to the objective is the optimal operation plan for the
planning period. However, due to the large number of decision variables, it is difficult
to find the optimal solution by manual calculation. In order to solve the above MOP
problem, this paper does not use the traditional single-objective processing methods, such
as weight coefficient summation or objective constraint, but finds a set of feasible solutions
based on the Pareto optimal solution set in order to provide more decision options for the
decision maker. Therefore, it is necessary to find an appropriate algorithm and then solve
the problem with the powerful computing facilities. In this paper, an improved particle
swarm algorithm is adopted to solve the above MOP problem [31].

3. Materials and Methods

3.1. Basic Particle Swarm Optimization Algorithm

The particle swarm algorithm was proposed by Kennedy, an American psychologist,
and Dr. Eberhart, an electrical engineer, in 1995 [32]. This algorithm is used to guide the
updating of the velocity and position of the next generation of particles by the individual
optimal position and the global optimal position of the particles in the population, so that
the particles always move toward the individual optimal position and the global optimal
position and finally converge to the global optimal position [33,34].

In the M-dimensional search space, there exists a population xij consisting of N
particles, where i ∈ {1, . . . , N}, j ∈ {1, 2, · · · , M}; the velocity and position components of
the i particle at the t iteration in the j dimension are vij(t) and xij(t), respectively; Pbest,ij(t)
denotes the optimal position component of the particle; gbest,j(t) denotes the optimal
position component of the population; w is the inertia weight coefficient; c1, c2 is the
learning factor; r1, r2 is a random number obeying uniform distribution within (0, 1) [35].

The velocity and position update of the basic particle swarm algorithm are as indicated
by Equations (10) and (11) [36].

vij(t + 1) = wvij(t) + c1r1(Pbest,ij(t)− xij(t)) + c2r2(Gbest,j(t)− xij(t)) (10)

xij(t + 1) = xij(t) + vij(t + 1) (11)
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3.2. Optimization Strategies
3.2.1. Nonlinear Dynamic Decreasing Inertia Weighting Strategy

The inertia weight w is one of the important parameters affecting the performance
of PSO algorithm. The larger the inertia weight is, the faster the particle swarm moves,
the ability to search the local space is reduced, and the ability to detect the global space
is enhanced; the smaller the inertia weight is, the lower the speed of the particle moves,
the ability to search the local space is enhanced, and the ability to detect the global space
is reduced. Therefore, appropriate improvement of inertia weights can improve the per-
formance of the PSO algorithm. For this reason, Shi [37] proposed a linear decreasing
particle swarm optimization (LDPSO) algorithm, with the following linear decreasing
inertia weight strategy:

w = (wmax − wmin)×
(

tmax − t
tmax

)
+ wmin (12)

where tmax denotes the maximum number of iterations; t denotes the current number of
iterations; wmax and wmin denote the set maximum inertia weights and minimum inertia
weights, respectively. Through several experimental analyses, the authors found that as the
number of iterations increases, when wmax = 0.9, wmin = 0.4, the search performance of the
algorithm is greatly improved [38,39].

In this paper, based on the LDPSO algorithm and inspired by the ideas in the litera-
ture [39–42], we propose a nonlinear dynamic decreasing weight strategy particle swarm
optimization (NDIWPSO) algorithm in which the inertia weights are set as nonlinear
exponential functions, as shown in Equation (13):

w = (wmax − wmin)×
(

1− 1
1 + exp((−kt)÷ tmax)

)
+ wmin (13)

where k is the control factor. Compared with LDPSO, when w is close to wmax, the value of
w increases, and NDIWPSO is dominated by the first term of Equation (10) during most of
the iterations. Then, the ability of the particle to expand the search space is enhanced, and
it is more advantageous in searching the global space, while the contraction ability of the
particle to the location of the optimal value decreases, and the ability to search the local
space is then weakened; when w is close to wmin, the value of w decreases and NDIWPSO is
dominated by the last two terms of Equation (10) during most of the iterations, and then the
particle is more advantageous in searching for the optimal value in the local interval, and
the ability to search the global space is weakened. So, the nonlinear exponential function,
Equation (13), can coordinate the algorithm to achieve better between the ability of local
search and global search.

3.2.2. Dynamic Learning Factor Strategy

In addition to the inertia weights ω, the learning factors C1, C2 also need to be im-
proved to make them more suitable for system optimization search.

c1 = 1− ln 2
(

t
tmax

)
(14)

c2 = 1 + ln 2
(

t
tmax

)
(15)

Equations (14) and (15) are the improvement of the learning factor [42]; as the iterative
process proceeds, c1 decreases while c2 increases, and in the early iterative process, the
particles are mainly influenced by the individual information, which is beneficial to increase
the population diversity. In the later iterative process, the particles are mainly influenced
by the population information, which is beneficial to the particles to rapidly approach the
global extremes and obtain the optimal solution.
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3.2.3. Adaptive Variation Probability and Global Optimal Hybrid Mutation Strategy

In order to increase the diversity of the population, a variation strategy is applied to
it based on the previous optimization, which leads the particles to jump out of the local
optimal value points and search in a more global space. The specific implementation is
as follows.

If f t
avg, fmaxt , fmint represent the mean, maximum and minimum values of particle

fitness in the t generation, respectively, then Equation (16) for the aggregation degree δ of
particles in the t generation is as follows.

δ =
1
N

N

∑
i=1

∣∣∣∣∣ f
(
xt

i
)− f t

avg

fmaxt − fmint

∣∣∣∣∣ (16)

When the deviation of the fitness of individual particles from the overall average
fitness is larger, the diversity of particles is better, and vice versa, the diversity of particles
is worse. Therefore, when δ is larger, the diversity of particles is better, and when δ is
smaller, the diversity of particles is worse. Therefore, the aggregation degree δ can be used
to dynamically adjust the probability of variation of particles in each generation, and let
the probability of variation in the t generation be pt

m, as shown in Equation (17). α is used
to regulate how fast the variance probability changes and is a constant that takes values in
the range [2,4].

pt
m = δe−α(1+ t

tmax ) (17)

In this paper, a mutation on the optimal position of the particle is used, and if
rand ∈ [

0, pt
m
]
, a mixture of Gaussian (Equation (18)) and Cauchy (Equation (19)) dis-

tributions is used to vary the optimal position of the particle. pg denotes a random one
of the global optimal and global suboptimal positions; gbest denotes the global optimal
position; randn is a random number of Gaussian distribution; Cauchy is a random number
of Cauchy distribution.

gbest = pg× (1 + 0.5× randn) (18)

Cauchy = tan(π × (rand− 0.5)) (19)

gbest = pg× (1 + 0.5× Cauchy) (20)

The pseudo-code for the global optimal hybrid mutation strategy is Mut1 (Algorithm 1).

Algorithm 1: Mut1.

begin
Evaluate the best position gbest
and the second best position psec
if rand < 0.5

pg = gbest
else

pg = psec
end
if rand < pt

m
gbest = (1 + 0.5 × randn );

end
if rand < pt

m
Cauchy = tan (π (randn − 0.5));
gbest = pg × (1 + 0.5 × Cauchy );

end
end
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3.2.4. Worst Personal-Best Position Adaptive Wavelet Mutation Strategy

In the above hybrid variation strategy, the global optimal and suboptimal extremes
are utilized for variation, while the worse individual extremes are not utilized. In fact, in
the population, the worse individual extremes have limited guiding effect on the particles;
thus, variation on the worse individual extremes is beneficial to accelerate the convergence
of the population.

The worst individual optimal adaptive wavelet variation strategy [43] (Mut2):
The worst individual extreme value particle m is selected, and the search boundary of

the selected particle in the j dimension is Pbest,mj ∈ [xmin, xmax]. Pbest,mj is varied according
to Equation (21), and in this paper, adaptive wavelet variation is used to improve the worst
individual extreme value to speed up the evolution of the population. δ is the wavelet
function value, ψ(x) is the wavelet function, and Morlet wavelet is chosen as the wavelet
base in Equations (22)–(24). a is the scale parameter, and more than 99% of the energy of
the wavelet function is contained in (−2.5, 2.5), so the range of values of ϕ in the formula
is the pseudo-random number of (−2.5a, 2.5a) [44]. The wavelet amplitude decreases
continuously with the increase of parameter ψ(x). In order to adjust the wavelet amplitude
ψ(x) adaptively, the adaptive parameter a is proposed in this paper, and its expression is
Equation (25). k and a0 are positive constants, and this paper sets k = 10, a0 = 5.

Pbest,mj =

⎧⎨⎩ Pbest,mj + σ
(

xmax − Pbest,mj

)
, if σ > 0

Pbest,mj + σ
(

Pbest,mj − xmin

)
, if σ ≤ 0

(21)

σ =
1√
a

ψ
( ϕ

a

)
(22)

ψ(x) = e−
x2
2 cos(5x) (23)

σ =
1√
a

e−
(

ϕ
a )

2

2 cos
(

5
( ϕ

a

))
, ϕ ∈ [−2.5a, 2.5a] (24)

a = kt + a0 (25)

3.3. Algorithm Steps

Step 1. (Initialization): set the current number of iterations t = 1, the maximum number
of iterations tmax, the population size N, the dimensionality of the search space M,
and the initial position and velocity of each particle generated randomly.

Step 2. (Optimal update): the velocity and current position of each particle are updated
according to Equations (10), (11) and (13)–(15), and the value of the fitness function
f (xi) is calculated for each particle.

Step 3. (Individual Optimal Update): for each particle xi, if the current fitness function
value f (xi) is better than the individual historical optimal position f (gbest), update
the individual optimal gbest.

Step 4. (Global Optimal Update): for each particle xi, if the current fitness function value
f (xi) is better than the global optimal position f (gbest), the global optimal gbest
is updated.

Step 5. Calculate the aggregation degree δ and the variation probability pt
m of the particle

population according to Equation (16); if rand ∈ [
0, pt

m
]
, mutate according to the

mutation strategies Mut1 and Mut2 in Sections 3.2.3 and 3.2.4.
Step 6. Calculate the particle fitness and update pbest and gbest.
Step 7. t = t + 1 and return to step 2 until t reaches the set maximum number of iterations

and stop.
Step 8. The optimal result is output, and the algorithm is finished.
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3.4. Construction of the Fitness Evaluation Function

For the MOP problem model of the extraction plan, this paper uses the evaluation
function method to construct the fitness function. Specifically, we set an arbitrary best
value Q∗ and A∗ for the objective functions Q(xi, yj, zk) and A(xi, yj, zk) respectively, and
construct the fitness evaluation function F(xi, yj, zk) of the extraction plan by calculating
the difference between each objective function and it and pursuing the minimum of the
sum. Equation (26). A∗ is the planned quantity of ore to be produced, Q∗ is the planned
economic efficiency of the enterprise during the plan period.

F(xi, yj, zk) =

√
(

Q−Q∗
Q∗ )

2
+

√
(

A− A∗
A∗ )

2
+

√
(

σt − σt∗
σt∗

)
2

(26)

4. Engineering Applications and Results Analysis

4.1. Mine Engineering Overview and Basic Data

In order to verify the effectiveness of the NAMPSO algorithm for industrial mining
planning of multi-metal mines, the actual mining production data of a large underground
metal mine rich in gold (Au), antimony (Sb), and tungsten (WO3) in Hunan Province,
China, are taken as an example, and the numerical model of the mine is shown in Figure 2.
In this paper, the annual production task index of this mine and the actual situation of the
mine are combined, and the balanced mining extraction plan model established in Section 2
and the NAMPSO algorithm for solving multi-objective optimization problems proposed
in Section 3 are applied to optimize the extraction plan of this mine for each quarter and
obtain the annual optimal mining plan.

 

Figure 2. Digital model of underground multi-metal mine.

The production target of the mining company for this mine in the current year is
shown in Table 1.

Table 1. Production task indicators.

Total Ore Production 80,000 t Excavation footage 480 m
Mining Quantity 78,000 t Excavation ore quantity 2000 t

Metal Au Sb WO3

Comprehensive Ore Grade 3.75 g/t 0.188% 0.125%
Metal Quantity 300 kg 150 t 100 t

Mineral Processing Recovery Rate (%) 89.7 97.0 70.0

Among them, after the completion of the mining tasks of the previous year, the ore
reserves of the mine’s preparation rooms (13) and preparation pillars (8), as well as the part
of the works of the excavated blocks (9) that need to be completed in this year, are shown
in Table 2.
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Table 2. Parameters of the mine rooms, mine pillars, and excavated blocks.

Name Number Mining Quantity/Extraction Footage
Grade(e1, e2, e3)

Au (g/t) Sb (%) WO3 (%)

Mined pillar

1314-1 b1 1089 t 7.1 0.21 0.17
1102-1II b2 2543 t 10.93 0.25 0.08

...
...

...
...

...
...

708-1 b8 12,312 t 6.16 0.11 0.14

Mined room

508-1 r1 25,854 t 6.97 0.23 0.16
2516-1 r2 2709 t 6.71 0.23 0.11

...
...

...
...

...
...

12,514-1 r13 5180 t 5.62 0.13 0.65

Excavated block

12,520 k1 80.1 m 4.52 0.16 0.16
12,520-1 k2 56.3 m 4.37 0.21 0.23

...
...

...
...

...
...

5016 k9 94.7 m 3.25 0.00 0.00

4.2. Balanced Mining Model Parameters

According to the balanced mining extraction plan model constructed in Section 2.2
of this paper, the parameters involved in the mathematical model of the extraction plan
are organized as follows, considering the actual situation of the mine and referring to the
production experience of the mine in previous years:

(1) Excavated blocks B = 9, Mine pillars K = 8, Mine rooms R = 13.
(2) Production ore quantity factor for block mining preparation works u = 4.2 t/m,

Quantity of ore contained in 1 m of mining preparation U = 166.7 t/m.
(3) Quantity factor of prepared mining blocks/ during the plan period η = 1.
(4) Maximum mining capacity: D1 = 25,000 t, D2 = 25,000 t, D3 = 180 m.
(5) Metal types H = 3, Average quarterly ore output A = 20,000 t, Maximum underground

hoisting capacity quarterly A1 = 35,000 t.
(6) Gold concentrate contains gold price (metal price) p1 = 235,000 Yuan/kg, antimony

concentrate contains antimony price (metal price) p2 = 29,700 Yuan/t (antimony con-
centrate valuation coefficient is 0.6), tungsten concentrate contains tungsten price
p3 = 150,000 Yuan/t. The quarterly revenue required by the enterprise can be calcu-
lated according to the quarterly metal quantity task as Q∗ = 22,488,750.

4.3. Algorithm Parameter Setting

For the above engineering example data and the constructed model, the algorithm is
applied on the MATLAB platform to solve the plan model optimally. There are 30 parame-
ters of decision variables in this metal mine mining planning model, so the dimension of
each particle in the algorithm M = 30; the population size of particles N = 150, the number
of iterations T = tmax = 3000; the learning factor c1, c2 varies with the number of iterations t;
the ore loss rate of the mining site is considered to be 5%.

4.4. Engineering Example Simulation

Based on the equilibrium mining model and the data in Tables 1 and 2, the PSO
algorithm and the NAMPSO algorithm were applied to find the optimal extraction plan
for each quarter of a year, and the iterative convergence process of the model solution was
calculated to obtain four quarters, as shown in Figure 3. From the fitness function curves,
we can see that the fitness function values of the two algorithms are close to the improved
algorithm slightly better, but the convergence speed of the improved PSO algorithm is
significantly faster in the first two quarters (PSO converges around the 1550th, 450th, 1400th,
and 120th generations, and NAMPSO converges around the 1100th, 250th, 1200th, and 80th
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generations), the convergence speed is improved by about 29.25%, and the specific results
of the balanced extraction plan are shown in Tables 3–5.

Figure 3. Convergence curve of the optimal adaptation degree of the mining plan.

Table 3. Quarterly and annual mining plan.

Name
Mining Quantity

Q1 Q2 Q3 Q4 Full Year

Mine pillar

1314-1 201.6 47.8 492.8 196.3 938.4
1102-1II 74.7 166.0 43.0 443.6 727.3

...
...

...
...

...
...

708-1 1151.0 3697.0 3903.4 3439.0 12,190.4

Mine room

508-1 2247.4 1808.9 850.7 11,899.8 16,806.8
2516-1 430.7 362.8 819.7 733.0 2346.2

...
...

...
...

...
...

12,514-1 1261.2 1397.7 1652.5 676.0 4987.5

Total 22,297.1 21,082.3 20,751.3 22,305.4 86,436.1

Table 4. Quarterly and annual excavation plan.

Name
Excavation Footage (m)

Q1 Q2 Q3 Q4 Full Year

Excavated block

12,520 23.6 5.0 7.6 9.9 46.1
12,520-1 18.5 17.9 5.0 10.6 51.9

...
...

...
...

...
...

5016 15.4 36.9 30.9 4.3 87.5

Total (m) 174.3 179.4 134.3 72.1 560.1

By-product ore quantity (t) 731.9 753.7 564.0 302.7 2352.3

From the convergence curve in Figure 3, it can be seen that when the NAMPSO
algorithm is used to solve the extraction plan, the value of the objective function fluctuates
between 3.2 and 1.2 when the number of iterations is between 0 and 500, indicating that
the algorithm converges to the global optimal solution slowly at the early stage of iterative
computation when the number of particles within the population is high under a certain
initial population size and at the late stage of iterative computation, i.e., after 500 iterations,
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the algorithm starts to converge smoothly and rapidly to the global optimal solution of
the objective function. It can also be seen that the NAMPSO algorithm, when solving
the production planning model with complex constraints, performs nonlinear dynamic
optimization of the inertia weights of the algorithm and introduces an adaptive variational
probability strategy to make the particles outside the feasible domain enter the feasible
domain quickly, which leads to a slow convergence computation at the early stage of the
algorithm search, while the computation speed of the algorithm is faster at the later stage,
and it is easy to jump out of the local optimal solution problem.

Table 5. Extraction plan optimization results by quarter and year.

Time Economic Benefits
Total Ore

Quantity (t)

Au Sb WO3

Quantity
(kg)

Grade
(g/t)

Quantity
(t)

Grade
(%)

Quantity
(t)

Grade
(%)

Q1 30,498,831.0 23,028.9 108.3 5.244 43.5 0.195 25.0 0.155
Q2 30,168,711.6 21,836.0 107.4 5.482 39.8 0.188 25.0 0.164
Q3 30,382,181.5 21,315.3 108.4 5.668 38.9 0.188 25.1 0.168
Q4 36,643,023.2 22,608.1 134.3 6.623 44.6 0.204 25.0 0.158

Full Year 127,692,747.3 88,788.3 458.4 5.755 166.8 0.194 100.1 0.161

4.5. Analysis of Results

Combined with the enterprise’s target requirements for the mine’s extraction produc-
tion, a comparative analysis of the extraction plans given in this paper for each quarter
shows that:

(1) As shown in Figure 4, in terms of mining quantity, the actual mining quantity of
each quarter and year in the balanced mining plan is slightly higher than the planned
mining quantity, which can meet the annual mining quantity target specified by the
enterprise. At the same time, the proportion of mining quantity in each quarter is 26%,
25%, 24%, and 25%, respectively, which meets the requirement of balanced mining.

Figure 4. Convergence curve of the optimal adaptation degree of the mining plan.
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(2) As shown in Figure 5, in terms of the production of gold, antimony, and tungsten, the
actual production for each quarter and year in the extraction plan given in this paper
is slightly higher or equal to the planned production, which fully meets the annual
metal production target set by the enterprise. The percentages of gold production in
each quarter are 24%, 23%, 24%, and 29%, respectively; the percentages of antimony
production in each quarter are 26%, 24%, 23%, and 27%, respectively; and the percent-
ages of tungsten production in each quarter are 25%, 25%, 25%, and 25%, respectively.
From the absolute uniform distribution of tungsten production in each quarter, it can
be seen that the algorithm takes the achievement of tungsten production as one of the
key conditions when searching for the optimal mining plan, which fully meets the
metal content constraint requirement of the model, and because the grade of tungsten
is relatively the lowest among the three metals in the ore of each mining site, the value
of tungsten is relatively the lowest among the three metals, and the recovery rate of
tungsten beneficiation is also the lowest.

Figure 5. Comparison of actual and planned production of metal quantities.

(3) As shown in Figure 6, the average grade of gold and tungsten is higher than the
planned ore grade, the average grade of gold and tungsten in the ore mined in each
quarter is basically balanced, and the average grade of antimony in the ore mined in
each quarter is basically the same as the planned grade. Therefore, the mining plan
searched by the method of this paper achieves the balance of the ore grade, and the
ore grade fluctuation is small.
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Figure 6. Comparison of actual grade and planned grade of ore mined.

(4) As shown in Figure 7, in terms of economic benefits, the annual economic benefits of
the extraction plan given in this paper increased by 41.88% compared to the planned
economic benefits. The actual production of each quarter and year is slightly higher
than the planned production, and the production of each metal also meets the require-
ments, so the economic benefits of each quarter and year are necessarily higher than
the planned economic benefits, and the actual benefits of each quarter account for
24%, 23%, 24%, and 29%, respectively, and in general, the economic benefits of each
quarter are balanced and stable, which can well fulfill the benefit targets given by
the company.

Figure 7. Comparison of actual and planned economic benefits.

(5) As shown in Figure 8, in terms of mining balance, in order to seek the quarterly
quantity of ore production that satisfies each constraint, the quantity of ore mined
from each mineral deposit (including the mine room and pillar) varies each quarter,
which reflects the equilibrium process of ore matching. Through four quarters of
mining, the ore reserves of each mining field are basically depleted, and in actual
production the ore reserves of the mining field can be considered as the end of mining
when they are below a certain value. After one year of mining, most of the 21 recovery
mining fields involved in the plan can be considered as completed. In order to ensure
that mine production can be carried out continuously, it is necessary to adhere to the
principle of balanced mining and excavation with excavation first. In this paper, the
mining plan is formulated mainly through the balance between the recovery quantity
and mining preparation quantity to ensure the continuity of production, as shown
in Figure 9. This paper contains nine mining preparation fields, each of which has
a different footage of excavation in each quarter, and the reason for this is that the
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quantity of ore production from each mining preparation project also must meet the
production constraints. After four quarters of mining preparation work, the nine
mining preparation fields are basically finished and can be used as back mining fields
for the next year, which can ensure the continuous progress of production work in the
next year.

Figure 8. Distribution of ore production and remaining ore in each mining field by quarter.

Figure 9. Distribution of excavation works and remaining works in each mining field by quarter.
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5. Conclusions

Aiming at the multi-objective optimization problem faced by underground multi-
metal mine extraction plans, this paper proposes an improved particle swarm optimization
algorithm, which makes the global relative optimal solution converge smoothly and quickly
by nonlinear dynamic optimization of inertia weights of a particle swarm algorithm,
while introducing an adaptive mutation probability strategy, mixed mutation strategy
for relatively optimal individuals, and adaptive wavelet mutation strategy for the poorer
optimal individuals to achieve the solution of the balanced mining plan. The optimal
extraction plan searched was compared and analyzed with the production target proposed
by the enterprise in five aspects: economic efficiency, ore production, metal quantity, ore
grade, and extraction balance. The results prove that the balanced mining plan model
constructed by using this paper and the quarterly and annual mining plans obtained by
using the NAMPSO algorithm not only fully meet the production task requirements, but
also the algorithm solution results are 10.98% higher than the mine plan index in terms of
ore quantity, 41.88% higher in terms of economic efficiency, and 29.25% higher in terms
of algorithm solution speed, which can well achieve the balanced production of the mine.
Thus, the practicality and feasibility of the model and algorithm are highlighted.

The optimization of the engineering examples in this paper focuses on optimization
with deterministic information and has limitations that can provide a reference for decision
makers. Future research will focus on optimization under uncertainty, seeking quantitative
methods for the uncertain information in the complex system of a mine. At the same time,
the optimization algorithm solution can be adapted in the future not only in the mine
quarry but in the whole mine system, as it is included in the optimization model, while
updating the optimization algorithm to achieve the optimization of the mine system from a
single link to the whole, thus helping the mining enterprises to obtain greater economic
benefits and improve the efficient use of limited mineral resources.
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Abbreviations

Model parameters definition
Indices Definition

B number of mining preparation blocks within the orebody model
R number of mining rooms within the orebody model
K number of mine pillar rooms within the orebody model
H number of metal types
b set of preparation blocks, b ∈ {1, . . . , B}
r set of mine rooms, r ∈ {1, . . . , R}
k set of mine pillars, k ∈ {1, . . . , K}
h set of metal types, h ∈ {1, . . . , H}
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Parameters

Xb Mining preparation work for block b, meter
Yr Ore reserves in the mine room r, ton
Zk Ore reserves in the mine pillar k, ton
D1 Maximum block mining preparation capacity, meter/a plan period
D2 Maximum mine room recovery capacity, ton/a plan period
D3 Maximum mine pillar recovery capacity, ton/a plan period
η Quantity factor of prepared mining blocks during the plan period,1~2
A Ore production during the plan period, ton
A1 Maximum hoisting capacity of underground hoisting equipment, ton
Q Enterprise revenue during the plan period, yuan
ph The price of the h ore produced during the plan period, yuan/ton
U Quantity of ore contained in 1 meter of mining preparation, ton/meter
u Production ore quantity factor for block mining preparation works, ton/meter
sh mineral processing recovery rate of h metal, %
Sh Minimum requirements for h metal production during the plan period, ton
σh The average grade of h metal in the production ore
σ∗h The grade required by the enterprise for h metal in the ore

ebh erh ekh
The average grade of h metal in the mining preparation blocks b, mine room r mine
pillar k, %

Variables

xb Mining preparation work for block b in the mining plan, meter/a period
yr Recovery of ore quantity in mine room r of the mining plan, ton/a period
zk Recovery of ore quantity in mine pillar k of the mining plan, ton/a period
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Abstract: The rapid development of the Internet of Things (IoT), big data and artificial intelligence
(AI) technology has brought extensive IoT services to entities. However, most IoT services carry
the risk of leaking privacy. Privacy-preserving set intersection in IoT is used for a wide range of
basic services, and its privacy protection issues have received widespread attention. The traditional
candidate protocols to solve the privacy-preserving set intersection are classical encryption protocols
based on computational difficulty. With the emergence of quantum computing, some advanced
quantum algorithms may undermine the security and reliability of traditional protocols. Therefore, it
is important to design more secure privacy-preserving set intersection protocols. In addition, identity
information is also very important compared to data security. To this end, we propose a quantum
privacy-preserving set intersection protocol for IoT scenarios, which has higher security and linear
communication efficiency. This protocol can protect identity anonymity while protecting private data.

Keywords: private set intersection; quantum authentication; oblivious quantum key distribution;
Internet of Things

MSC: 81P94

1. Introduction

In the Internet of Things (IoT), many devices are connected to exchange data through
the internet [1,2]. The core components of IoT are smart devices, the internet and con-
nectivity, where IoT devices collect information about personal behavior. In recent years,
the development of IoT has brought about many practical scenarios, such as the Internet of
Medical Things (IoMT) [3], smart cities [4], and smart homes [5]. IoT services bring great
convenience to human life.

As a basic service, privacy-preserving set intersection (PSI) in IoT is widely used in
various practical environments. For example, in IoMT, hospitals cannot share electronic
medical records while protecting patient privacy. Patients with similar symptoms also can-
not exchange and share medical information. Therefore, there exists the phenomenon of in-
formation islands in IoMT. In this regard, personal health information (PHI) can be securely
shared through profile matching [6] based on PSI. In a cloud environment, Abadi et al. [7]
proposed an efficient delegated privacy set intersection scheme on outsourced private
datasets. In addition, private graph intersection operation also plays an important role
in social networks. Zuo et al. [8] proposed an efficient and privacy-preserving verifiable
graph intersection scheme using cryptographic accumulators in social networks.

Because of its importance and wide applicability, many privacy-preserving set in-
tersection (PSI) protocols have been proposed. In 2004, Friedman et al. [9] proposed the
first PSI protocol, where a set can be used with homomorphic encryption to ensure secure
computation. In 2019, Le et al. [10] proposed a PSI protocol based on secret sharing, which
removes the trusted third party of the protocol [11]. Kolesnikov et al. [12] proposed a
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new PSI protocol, which improved the communication efficiency of the protocol [13] by
2.9–3.3 times. In 2020, Chase et al. [14] proposed a novel lightweight multi-point oblivi-
ous pseudorandom function protocol based on oblivious OT extension and utilized it to
construct a PSI scheme. In 2021, Badrina Rayanan et al. [15] proposed an updated privacy
set intersection protocol, which allows two parties that have constantly updated sets to
calculate their privacy set intersections.

However, most existing PSI protocols are based on difficulty assumptions, which are
vulnerable to attacks by quantum technology. As a consequence, classical PSI protocols may
not have long-term security and the design of quantum-resistant PSI protocols becomes
a research hot spot. In addition, quantum cryptography [16,17] has emerged, which can
guarantee information-theoretic security.

In this article, we propose a general system model of privacy-preserving set inter-
section in IoT, which is aided with edge computation (ED). Then, we present a quantum
protocol for a private-preserving set intersection with identity authentication. A novel quan-
tum PSI in IoT is designed with the help of obvious quantum key distribution, quantum
authentication and count Bloom filter.

Our contributions, in this paper, are summarized as follows:

• We propose a general system model aided with ED of PSI, which is suitable for IoT
applications.

• we present a novel quantum updatable PSI protocol in IoT, which can be roughly
divided into three phases: key generation, encryption and decryption.

• We analyze security and communication efficiency of the protocol. The protocol has ef-
ficient communication efficiency, i.e., linear communication complexity O(τ)(τ � N)
qubits, where N is the size of the universal set. The proposed protocol has higher secu-
rity. The protocol also provides identity authentication to protect identity information
and to maintain the integrity of the transmitted information.

The remainder of this article is organized as follows. In Section 2, we introduce the
related works of a privacy-preserving set intersection in a quantum setting. Then, we
describe our system model, security model and design goals in Section 3. In Section 4,
we present our quantum PSI protocol, followed by security analysis and performance
evaluation in Section 5. Then, we have some discussions in Section 6. Finally, we draw our
conclusions in Section 7.

2. Related Works

2.1. Quantum PSI Protocol

In 2015, Shi et al. [18] first proposed a cheat-sensitive quantum PSI protocol using
phase-encoded private query. Then, Cheng et al. [19] presented a new quantum PSI protocol,
which is cryptanalysis and an improvement of the protocol [18]. Cheng’s protocol shows
that the protocol [18] is not as efficient as claimed because the communication complexity
should be O(nlogN) instead of O(n). Later, Maitra [20] presented a fair quantum PSI
protocol based on a set membership decision protocol [21]. However, these protocols need
complicated oracle operators and multi-particle entangled states. Subsequently, in order to
enhance the realizability, Kumar [22] introduced a feasible quantum private set intersec-
tion protocol with single photons using the flexible oblivious quantum key distribution
(OQKD) [23]. Based on the quantum PSI protocol [22], Debnath et al. [24] presented an effi-
cient quantum PSI protocol, which reduced communication complexity. However, a multi
feasible OQKD protocol [25] was broken by the protocol [26] using the man-in-the-middle
attack. Therefore, the security of protocols [22,24] may not be guaranteed.

2.2. Oblivious Quantum Key Distribution

In 2011, Jakobi et al. [27] proposed a practical oblivious quantum key distribution
(OQKD) protocol, which guaranteed better efficiency and feasibility of a private quantum
query. The oblivious key can be distributed between two parties by using SARG04 QKD [28],
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where the sender knows the whole key while the receiver only knows a single or a few bits
of the key. The main process of OQKD can be briefly described as follows:

The sender, i.e., Alice, generates a long quantum sequence including states | ↑〉, | ↓〉,
| ←〉, | →〉, where two quantum states carry a bit of classical information, e.g., {| ↓〉, | ↑〉}
represent the bit 0 and {| ←〉, | →〉} denote the bit 1. Then, Alice sends the quantum
sequence to the receiver. After receiving it, the receiver, i.e., Bob, measures each qubit
randomly in↔ basis or � basis.

Then, Bob announces that he successfully measured the positions of the qubits and
discards the missed or undetected qubits. For each qubit that Bob successfully measured,
Alice announces a pair of verification qubits to verify the correctness of Bob’s measured
results. Due to the uncertainty of measurements in quantum mechanics, Bob only obtains
partial values that match a pair of qubits published by Alice. In other words, Bob can only
obtain partially correct values of the key. In order to reduce Bob’s information on the raw
key, two parties cut the raw key into multiple substrings of length N and added these
strings bitwise to obtain the final key with length N.

Then, Gao et al. [23] proposed a variant OQKD protocol in which a variable angle θ was
introduced in the protocol [27]. That is, they use four generalized states {|0〉, |1〉, |0′〉, |1′〉},
where |0′〉 = cosθ|0〉+ sinθ|1〉 and |1′〉 = cosθ|0〉 − sinθ|1〉.

Later, Xiao et al. [29] integrated an identity authentication mechanism into the OQDK
protocol [27] to present a new OQKD protocol that can implement mutual identity authen-
tication to resist malicious adversary attacks. First, two parties register with a trusted third
party (Certificate Authority, CA) to obtain their respective identity information, i.e., Alice’s
identity string IDC and Bob’s identity string IDS. Then, Alice sends the qubits used as the
original key (QOK) along with the qubits for authentication (QA) to CA. All qubits need to
be forwarded by the CA to Bob, where QA are modified by the CA based on the identity
strings of both parties. Both parties can authenticate with QA to obtain a key K that can
be used for subsequent anonymous authentication. Another difference with the OQDK
protocol [27] is that instead of directly disclosing the quantum bit pairs used to verify Bob’s
measurement results, Alice encrypts them with the key K and sends them to Bob. The
system model is shown in Figure 1.

Figure 1. System model of the OQKD protocol [29].

2.3. Quantum Authentication

Quantum message authentication is an important research direction in quantum
cryptography and is divided into two parts: authentication of classical information [30] and
authentication of quantum information [31]. Curty et al. [30] proposed the first protocol for
classical information by quantum entangled states. Subsequently, Xi et al. [32] proposed a
quantum authentication scheme that required only single photons. This protocol assumes
that two parties pre-share a classical key and a pair of quantum operators. Then, the sender
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converts a classical message into quantum bits and transmits these qubits to the receiver
through the quantum channel. Finally, the receiver verifies the authenticity of the qubits.

The main process of the protocol [32] is as follows:
Suppose that Alice has a classical set {m1, m2, ...mn}, where mi ∈ {0, 1} and i ∈

{1, 2, ..., n}. Two parties, Alice and Bob, share a secret key {s1, s2, ...sn+1} in advance, where
si ∈ {0, 1} and i ∈ {1, 2, ..., n + 1}. Then, two parties also pre-share two publicly quantum
unitary operations, U0 and U1, which should satisfy the following conditions:

1. U0|v〉〈v|U+
0 + U1|v〉〈v|U+

1 �= 0.
2. There is no a unitary operation Ue to make 〈v|U+

i UeUi|v〉 = 0, where i ∈ {0, 1}.
3. 〈v|U+

0 U1|v〉 �= 0.

where |v〉 is an arbitrary qubit.
Two parties select two pairs of arbitrary quantum states, i.e., |ϕ0〉, |ϕ1〉, and |ψ0〉, |ψ1〉,

where 〈ϕ0|ϕ1〉 = 0 and 〈ψ0|ψ1〉 = 0. As shown in Tables 1 and 2, Alice generates a
pair of quantum states {|ai〉|ti〉}, where the first qubit represents the quantization of mi
and the second qubit implies the relevant label of mi. Alice transforms classical informa-
tion {m1, m2, ...mn} to obtain a quantum sequence {|a1〉, |t1〉, |a2〉, |t2〉, ...|an〉, |tn〉} by the
method in Tables 1 and 2, then sends the quantum sequence to Bob.

After receiving the quantum sequence, Bob selects suitable measurement bases by the
method in Table 3, then measures the quantum sequence {|a1〉, |t1〉, |a2〉, |t2〉, ...|an〉, |tn〉}. If
each quantum pair satisfies the equation |ti〉m = Usi+1 |ai〉m, where |ti〉m and |ai〉m are mea-
surement results of |ti〉 and |ai〉, respectively, the quantum sequence passes the verification
of Bob.

Table 1. The value of |ai〉.

si/mi
1 0 1

0 |ai〉 = |ϕ0〉 |ai〉 = |ϕ1〉
1 |ai〉 = |ψ0〉 |ai〉 = ψ1〉

1 The row represents the value of mi , while the column represents the value of si .

Table 2. The value of |ti〉.

si+1 |ti〉
0 U0|ai〉
1 U1|ai〉

Table 3. Measurement basis of |ti〉.

si+1/si
1 0 1

0 {U0|ϕ0〉, U0|ϕ1〉} {U1|ϕ0〉, U1|ϕ1〉}
1 {U0|ψ0〉, U0|ψ1〉} {U1|ψ0〉, U1|ψ1〉}

1 The row represents the value of si , while the column represents the value of si+1.

2.4. Count Bloom Filter

A Bloom filter is an efficient data structure that is mainly used to determine or find
whether an element exists in a set. The Bloom filter was first proposed by B.H. Bloom in
1970 [33]. Since Bloom filters do not support delete operations, it cannot be adapted to
dynamic data environments. A counting Bloom filter that can support a delete operation is
proposed in the protocol in [34].

Figure 2 shows the composition of a counting Bloom filter. It mainly consists of two
tools: an array of size m and k different collision-resistant hash functions {H1, ..., Hk},
where Hi : {0, 1}∗ −→ {1, ..., m} for i ∈ {1, 2, ..., k}. Suppose Alice has a private set
S = {s1, s2, ..., sn}. She wants to map all elements of S into the m-size array CBFs by k
hash functions. Initially, Alice obtains an empty array CBFs, where all elements are set
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to 0. For each element x of S, Alice uses hash functions {H1, ..., Hk} to obtain positions
{H1(x)th, ..., Hk(x)th} in CBFs, and adds 1 to the values in these positions.

Figure 2. Counting bloom filter.

In general, if someone wants to insert an element into CBFs, he can use hash functions
to map the element to the corresponding positions in CBFs and add one to the values in
these positions. In addition, if someone wants to query whether an element x belongs to
S, he only needs to map the element x to the corresponding positions in CBFs by hash
functions. Then, he determines whether the values in all these positions are non-zero. If
there exists a position where the value is 0, then it means that the element x cannot belong
to S. If Alice wants to delete an element x of S to CBFs, she only needs to map the element
x to the corresponding positions in CBFs and reduces the value of all positions by one unit
(value = value − 1). Please note that x must belong to S. However, if the values in all
positions are non-zero, it is possible that x is not in S. That is, the count Bloom filter has
false positives.

3. Models and Design Goal

3.1. System Model

In this section, we will illustrate our design of the privacy-preserving set intersection
from a system perspective. Our system model consists of five groups of entities: (1) IoT
devices; (2) devices for an edge device; (3) a server provider; (4) a client and (5) a certificate
authority, as shown in Figure 3.

Figure 3. System model aided with ED of PSI in IoT scenarios.
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IoT Devices: IoT devices equipped with sensing and communication capabilities
are deployed in areas of interest. IoT devices generate real-time data and periodically
report data to the edge device. Communication between IoT devices and edge devices is
classic communication.

Edge Devices (ED): In order to improve efficient communication, an edge device
is deployed at the network edge, which receives the data reported from IoT devices.
After receiving data, it locally processes, aggregates, and forwards data to a service provider.

Service Provider (SP): An SP might consist of servers equipped with quantum devices.
The SP directly provides the IoT services to the end client. Specifically, we take the IoMT
scenario as an example to describe the privacy-preserving set intersection. In hospitals,
various IoT devices monitor patients’ physical health, such as physiological parameters
and living habits. After IoT devices report data to an ED, ED first processes data locally.
Then, the ED forwards processing results to SP through wireless communication. When
physicians belonging to other hospitals want to obtain data on patients with similar diseases,
SP will respond to the client according to this protocol.

Client: A client may be an end device that is equipped with quantum devices. She
receives anonymous encrypted data from SP and calculates the privacy intersection of
their sets.

Certificate Authority (CA): A CA is a trusted third party that generates identity
information for clients and servers. CA is also equipped with quantum devices that can
forward quantum states to the client. CA is only used in the basic building block of the
protocol: oblivious key distribution scheme [29], which is introduced in Section 2.2.

In this paper, the quantum devices required above only need to support single-
photon preparation, measurement, and simple single-bit operations. That is, the quan-
tum device we describe is not a full-fledged quantum computer including quantum ran-
dom memory but has some basic devices [35–38] and single-bit circuits that can support
single-photon operations.

3.2. Security Model

We consider honest-but-curious parties, where adversaries may attempt to learn more
information from a given protocol execution but are not able to deviate from the protocol.

Definition 1. Privacy-preserving set intersection (PSI) protocol—there are two communicating
parties, i.e., a client with a private set C and an SP with a private set S. After executing a PSI
protocol, the client outputs the intersection of their respective private sets, i.e., C ∩ S, but the SP
obtains nothing. Furthermore, a PSI protocol should meet the following privacy requirements:

(1) SP Privacy: The client learns no information about the SP’s private set except the intersec-
tion C ∩ S.

(2) Client Privacy: SP cannot obtain any private information about the client’s private set.

Traditionally, PSI uses a static setting where computation is performed only once
on both parties’ input sets. We also consider that parties can periodically calculate the
intersection of their private updatable sets.

In addition, we also consider external adversary attacks and authentication analysis to
enhance security. That is, the protocol should also meet the following security requirement:

(3) Authentication: If the tag passes authentication, the client will continue to execute
the protocol, otherwise, terminate.

Due to the focus on privacy-preserving of two parties, i.e., a client and an SP, during the
interaction, we do not consider the honesty of IoT devices and EDs. That is, they faithfully
report data and are not subject to attack.

3.3. Design Goal

The design goals are as follows.
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• The proposed protocol can not only protect the private data of both parties but also
protect the identity information of both parties. The protocol needs to ensure cor-
rectness without losing the ability to protect privacy. In order to enhance privacy
protection, the protocol is required to protect the identity information of both parties.
In addition, the protocol may be subject to external attacks with quantum devices, so
it needs to have a certain resistance to external attacks.

• The proposed protocol should have efficient communication efficiency. This protocol
only needs the linear communication complexity of O(τ) qubits.

4. Proposed Protocol

In this protocol, assume that a client has a private set C = {c1, c2, ..., cv} and an SP has
a private set S = {s1, s2, ..., sw}, where w > v. All elements of sets C and S lie in ZN , where
ZN = {0, 1, 2, .., N − 1}.

Furthermore, SP and the client have the same count Bloom filter parameters, i.e., hash
functions {h1, h2, ..., hλ} and the length τ of the count Bloom filter [34,39].

The protocol consists of three main parts, including key generation phase, encryption
phase and decryption phase. Next, we will describe these phases. In addition, specific
notations used in the following text are illustrated in Table 4.

Table 4. Definitions of notations.

Notations Definitions

C The client’s private set
S The SP’s private set

{h1, h2, ..., hλ} The hash functions
τ The length of the count Bloom filter
kB The raw key distributed by the SP
K The message authentication key from the protocol [29]
kb The intermediate key after checking the SP’s honesty

k∗b , k∗ The final key distributed by the SP
CBF The SP’s count Bloom filter
BF The variant of CBF

KBF Encryption result of the array BF by the key k∗
|ai〉, |ti〉 The ith element of the encryption result of the array KBF by the key K
CBFC The client’s count Bloom filter

{p1, , p2..., pm} The positions index of non-zero items of CBFC

4.1. Key Generation

In this section, two parties, i.e., a client and an SP, will be distributed a special asym-
metric key. SP knows every bit of the key, while the client only knows partial bits of the key,
where each bit that the client knows is associated with a unique element of her private set.
For instance, assume that position indexes of the key bits start from 0 to N − 1. Suppose
that Alice has a set X = {x1, x2..., xn}, where xi ∈ {0, 1, , ...N − 1} and n < N. Then, Alice
only knows the x1th, x2th, ...and xnth bits of the key.

Step 1: The client and SP invoke Xiao’s Oblivious Quantum Key Distribution (OQKD)
protocol [29] to share a random secret (τ + q)-bit key kB. SP knows the whole key kB,
and the client only knows m + q bits of key kB (note that m is the number of non-zero
items in the client’s array CBFC during decryption phase, τ is the size of SP’s array BF in
encryption phase and q is a security parameter).

Furthermore, as for reference [29], we can also obtain the τ + 1 bits message authenti-
cation key K, which only are known by the SP and client.

Step 2: Then, the client randomly chooses q bits of the key to check whether SP is
honest. That is, she requests SP to announce the values of these checked bits. If these values
published by SP do not entirely match those that she has deciphered, it would indicate that
SP is dishonest or there is an outside eavesdropper. If the client discovered a dishonest SP
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or any outside eavesdropping, she would terminate this protocol, otherwise, continue to
the next step.

Step 3: SP and the client discard q checked bits of the raw key kB and further obtain the
intermediate key kb of length τ. Similarly, the client only knows m bits of key kb, while SP
still knows all bits. Actually, the client knows not only m-bit values: kb(j1), kb(j2), ..., kb(jm)
but also their respective position indexes: {j1, j2, ..., jm}, where kb(ji) denotes the ji th bit of
kb. In addition, SP does not know the bits which the client knows.

Step 4: The client generates a random permutation π of an τ-element sequence by
position index set {j1, j2, ..., jm} and non-zero items’ position index set {p1, p2..., pm} of the
count Bloom filter CBFC, which must meet the following condition

{kb(j1), . . . , kb(jm)} = {k∗b(p1), , . . . , k∗b(pm)} (1)

where k∗b is a new sequence after applying the permutation π to τ-element sequence kb,
i.e., k∗b = π(kb). Then the client announces the permutation π to SP.

Step 5: SP obtains the final key k∗b = π(kb) from key kb by permutation π. Obviously,
the client only knows partial bits: k∗b(p1), k∗b(p2), . . . , k∗b(pm), where k∗b(pi) denotes the
pith bit of k∗b for i = {1, 2, ..., m}. However, SP does not know any secret information about
position index set {p1, p2..., pm} without {j1, j2, ..., jm}.

Here, we give a simple example to illustrate how to generate an oblivious key between
the client and SP, as shown in Figure 4. The client and SP share the length τ = 14 of the count
Bloom filter. The client has position indexes, {p1 = 4, p2 = 7, p3 = 8, p4 = 14}, of non-zero
items in the count Bloom filter, and thus finally, she only knows k∗b(4), k∗b(7), k∗b(8) and
k∗b(14), while SP knows all bits of k∗b . The elements of Figure 4 with blue background are
the checked qubits, such as kB(11) and kB(15). The elements with black slashes are the
checked qubits that have been discarded, such as kb(15) and kb(16).

Figure 4. Illustration of generating the key. (a) How to reduce the client’s information in the key.
(b) How to obtain the final key k∗b from the raw key kB.
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4.2. Encryption

Suppose that SP has a private set S = {s1, s2, ..., sw}, where every element lies in ZN .
She employs λ independent collision resistant hash functions {h1, h2, ..., hλ}.

Step 6: In this step, SP utilizes Algorithm 1 to generate an array of τ elements.
First, SP maps the private set S = {s1, s2, ..., sw} to the counting Bloom filter CBF =
{CBF1, CBF2, ..., CBFτ} through hash functions {h1, h2, ..., hλ}. Then, SP selects an array
BF = {BF1, BF2, ..., BFτ}, where all elements initialize to 0. All elements of corresponding
positions in BF are set to 1, according to non-zero items in CBF. SP has position indexes
{q1, q2, ..., ql} of non-zero items in the array BF. The construction process is shown in
Figure 5.

Furthermore, SP’s database is constantly changing in the actual environment. There-
fore, SP synchronously modifies the local counting Bloom filter through Algorithms 2 and 3.

Algorithm 1 Generating an array of τ elements

Require: {s1, s2, ..., sw}.
Ensure: BF ∈ {0, 1}τ .

1: for i = 1 to τ do
2: CBF[i] = 0
3: BF[i] = 0
4: end for
5: // All τ elements in CBF and BF are set to 0 initially.
6: for i = 1 to w do
7: for j = 1 to λ do
8: CBF[hj(si)] = CBF[hj(si)] + 1;
9: end for

10: end for
11: // That is, for each element si of the private set S, the h1(si)th, h2(si)th, ...,and hλsith

the elements of CBF all plus 1.
12: for i = 1 to τ do
13: if CBF[i] > 0 then
14: BF[i] = 1;
15: end if
16: end for
17: // That is, for each element si of the private set S, the h1(si)th, h2(si)th, ...,and hλ(si)th

the elements of BF all set 1.

Algorithm 2 Adding an element to count Bloom filter

Require: x.
Ensure: BF and CBF, where CBF = CBF ∪ x.

1: Execute Algorithm 1 to generate CBF and BF
2: for i = 1 to λ do
3: CBF[hi(x)] = CBF[hi(x)] + 1;
4: if BF[i] = 0 then
5: BF[i] = 1;
6: end if
7: end for
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Algorithm 3 Deleting an existing element from count Bloom filter

Require: x;
Ensure: BF and CBF, where CBF = CBF− x;

1: Execute Algorithm 1 to generate CBF and BF
2: for i = 1 to k do
3: CBF[i] = CBF[i]-1;
4: if CBF[i] = 0 then
5: BF[i] = 0 ;
6: end if
7: end for
8: //Please note that it must guarantee that the element indeed belongs to the set associ-

ated with count Bloom filter before deleting it.

Figure 5. The process of transforming data.

Step 7: After obtaining the array BF, SP encrypts it with the key k∗(k∗ = k∗b) to obtain

KBF = k∗ ⊕ BF

= {k∗1⊕BF[1], k∗2⊕BF[2], ..., {k∗n⊕BF[τ]}
= {KBF1, ...KBFτ}.

(2)

Then, as for reference [32], the client and SP publicly select two unitary quantum
operations U0, U1, which should satisfy the conditions of Section 2.3.

According to the key K and operations U0, U1, SP transforms KBF} into τ pairs of
qubits {|a1〉, |t1〉, |a2〉, |t2〉, ..., |aτ〉, |tτ〉}, where each item KBFj is associated with a pair of
qubits |aj〉, |tj〉. First qubit |aj〉 is the quantization of KBFj and the second |tj〉 is the tag of
KBFj. Finally, SP sends this quantum sequence to the client.

4.3. Decryption

Suppose that a client has a private set C = {c1, c2, ..., cv}, where every element lies in
ZN . He also employs λ independent collision resistant hash functions {h1, h2, ..., hλ}.

Step 8: The client also generates a count Bloom filter CBFC of τ size and can obtain
position indexes of non-zero items in CBFC, i.e., {p1, p2, ..., pm}.

Furthermore, the client’s database is also constantly changing in actual environments.
Therefore, the client synchronously modifies the local counting Bloom filter through
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Algorithms 2 and 3. However, different from SP, the client does not need to generate
the array BFC that is similar to BF.

Step 9: After receiving the quantum sequence from SP, the client verifies each pair of
qubits. As previously introduced in Section 2.3, if the client finds that equation |ti〉m =
UKi+1 |ai〉m holds, where i ∈ {1, 2, ..., τ}, the verification will succeed, otherwise, it will
fail. |ti〉m and |ai〉m are measurement results of |ti〉 and |ai〉, respectively. If the client
discovered a dishonest SP or any outside eavesdropping, she would terminate this protocol,
otherwise, continue to the next step. After successful authentication, the client obtains a
correct encrypted array KBF = {KBF1, ..., KBFτ}. Then the client decrypts KBF to obtain
decrypted values of partial position indexes {p1, p2, ..., pm} in KBF by k∗, where the client
only knows m bits of k∗. Furthermore, the decryption of array KBF is also reflected in
Algorithm 4.

Finally, the client continues to execute Algorithm 4 to obtain the desired private set
intersection C ∩ S.

Algorithm 4 Obtaining the set intersection

Require: C = {c1, c2, ..., cv}, KBF, {p1, p2, ..., pm}, k∗;
Ensure: χ ∈ {0, 1..., N − 1}τ , where χ = C ∩ S;

1: for i = 1 to τ do
2: PBF[i] = 0;
3: χ[i] = 0;
4: end for
5: for i = p1 to pm do
6: PBF[i] = KBF[i] ⊕k∗[i];
7: end for
8: //Initialization and setting values;
9: z = 0;

10: for i = 1 to v do
11: for j = 1 to λ do
12: if PBF[hj(c[i])] = 0 then
13: Break;
14: end if
15: end for
16: χ[++z] = c[i];
17: end for
18: //Testing membership tests

5. Security Analysis and Performance Evaluation

In this section, we mainly analyze the security and performance evaluation of this
protocol. In the above definition 1, PSI protocol satisfies the following three security
properties:

1. Correctness: After executing the protocol, the client should obtain the correct set
intersection (C ∩ S).

2. SP Privacy: The client learns no information about SP’s set except C ∩ S.
3. Client Privacy: SP cannot obtain any private information about the client’s set.
Next, we specifically analyze three properties of this protocol.

5.1. Correctness

As we know, the client has a private set C = {c1, c2, ..., cv} and SP has a private set
S = {s1, s2, ..., sw}, where w > v. All elements of sets, i.e., C and S, lie in ZN , where
ZN = {0, 1, 2, .., N − 1}.

Furthermore, SP and the client have same count Bloom filter parameters: hash func-
tions {h1, h2, ..., hλ} and the size τ of the count Bloom filter. Then, SP has position indexes
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{q1, q2, ..., ql} of non-zero items in BF. The client also has position indexes {p1, p2, ..., pm}
of non-zero items in the count Bloom filter CBFC. Then, we will obtain

i ∈ S ∩ C ⇐⇒ i ∈ S ∧ i ∈ C

=⇒ BF[j] �= 0∧ CBFC[j] �= 0

∧ j ∈ {h1(i), h2(i), ..., hλ(i)}
(by hash functions {h1, h2, ..., hλ})

=⇒ BF[j] �= 0∧ j ∈ {p1, p2, ..., pm}
=⇒ BF[j] ∧ j ∈ {q1, q2, ..., ql} ∧ j ∈ {p1, ..., pm}
=⇒ BF[j] ∧ j ∈ {q1, q2, ..., ql} ∩ {p1, p2, ..., pm}
=⇒ KBF[j] ∧ j ∈ {q1, q2, ..., ql} ∩ {p1, p2, ..., pm}

(by Equations (2))

=⇒ PBF[j] ∧ j ∈ {q1, q2, ..., ql} ∩ {p1, p2, ..., pm}
(by step 1 � 7 of Algorithm 4)

=⇒ i ∈ χ⇐⇒ i ∈ S ∩ C

(by step 10 � 17 Algorithm 4)

Therefore, the set of all parameters i satisfying condition i ∈ χ is equal to the intersec-
tion of their respective private sets, i.e., C ∩ S. Thus, the proposed protocol is correct.

Furthermore, we give an example to clearly illustrate correctness of the protocol from
Figure 6. In this example, the client has a private set C = {25, 34, 56, 36, 57} and SP has a
private set S = {20, 34, 56, 38, 50}, where all elements of sets C and S lie in Z60.

Figure 6. An example of privately computing C ∩ S.

Two parties have the same count Bloom filter parameters: hash functions h1, h2 and the
length of the count Bloom filter τ = 16. First, SP and the client successfully construct their
own count Bloom filters, i.e., CBF and CBFC. In addition, SP extends count Bloom filter
CBF to obtain an array BF. Then, SP has position indexes {2, 3, 4, 6, 10, 12, 14} of non-zero
items in BF. The client also has position indexes {2, 3, 4, 6, 10, 14} of non-zero items in the
count Bloom filter CBFC.

In addition, the quantum sequence {a1, t1, a2, t2..., aτ , tτ} has no influence on the
correctness of the protocol. Therefore, we do not consider the quantum sequence in the
following example.
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After the key generation phase, SP secretly obtains the final key k∗(k∗ = k∗b), where
the client obtains values of position indexes of red digits in the key k∗. Obviously,
CBFC[h1(i)] �= 0 and CBFC[h2(i)] �= 0 if i ∈ C. If i ∈ S, BF[h1(i)] �= 0 and BF[h2(i)] �= 0, be-
cause CBF[h1(i)] �= 0 and CBF[h2(i)] �= 0. Therefore, {CBFC[h1, h2(i)] ∩ BF[h1, h2(i)]} �= 0,
if i ∈ C ∩ S. Please look at those positions in BF, where the number color is red and the
number is 1. After encryption and decryption, these positions are still representations of set
intersection in the array PBF, i.e., j ∈ red ∧ PBF[red] = 1, if i ∈ C ∩ S and j ∈ {h1(i), h2(i)}.
Furthermore, KBF is an encrypted array of BF by the key k∗, where SP knows all elements.
This array PBF is an array that partially decrypts KBF with the key k∗, where the client
only knows part of the elements. In our example, j ∈ {2, 4, 10, 14}, if i ∈ C ∩ S. Then,
the client uses the array PBF to obtain the set intersection χ, i.e., {34, 56}, by Algorithm 4.

5.2. Security

The protocol consists of three main parts, i.e., key generation phase, encryption phase
and decryption phase. The security analysis of the protocol will be orderly presented.

5.2.1. SP privacy

During key generation, the security of Step 1 is guaranteed by Xiao et al.’s OQKD
protocol [29]. By the analysis of reference [29], a dishonest client will not receive more
bits than expected, i.e., m + q-bit, even with more efficient measures, such as the optimal
unambiguous state discrimination (USD) measurement.

During the encryption phase, SP firstly maps a private set S = {s1, s2, ..., sw} to an array
CBF = {CBF1, CBF2, ..., CBFτ} through hash functions {h1, h2, ..., hλ} that the client also knows.
Then, SP changes CBF = {CBF1, CBF2, ..., CBFτ} to obtain an array BF = {BF1, BF2, ..., BFτ}.
That is, if a dishonest client obtains BF, she may obtain SP’s private set S = {s1, s2, ..., sw}.
However, SP encrypts BF by the key k∗, where SP knows all the bits of the key, while the
client only knows the partial bits. The security of BF has information-theoretic security
because SP uses one-time pad encryption. During the decryption phase, the client can
just decrypt the encrypted array KBF to obtain partial values of BF by k∗, where she only
knows m-bit of the key. That is to say, the client cannot have more information about SP’s
private set S.

In a word, the protocol can protect the privacy information of SP.

5.2.2. Client Privacy

Specifically, if a dishonest SP wants to eavesdrop on the client’s private key during the
key generation phase, the probability that his dishonesty will be detected by his client is at
least 1− 1

2q , where q is a secure parameter.
The security in Step 1 of key generation is guaranteed by Xiao et al.’s OQKD proto-

col [29]. Based on reference [29], a dishonest SP will introduce bit errors. That is, if SP
obtains a message on the conclusiveness of the client’s bits, he will lose information on the
bit values that the client has recorded. Actually, it is impossible for SP to have both correct
bit value and conclusiveness message of the client’s measurement, i.e., position index of the
correct basis. Therefore, SP cannot simultaneously obtain a bit value kb(j) that is a correct
result deciphered by the client and its corresponding index j.

In Step 2 of key generation, the client randomly compares q bits of the key with
corresponding bits announced by SP to decide whether SP is dishonest. SP cannot know
which bits will be taken as the checked bits before the client declares them.

Moreover, for each checked bit, if SP does not honestly execute the protocol, he
will receive an error probability of 1

2 in the honesty test. Therefore, for a dishonest SP,
the successful probability of completely passing the honest test is less than 1

2q .
Finally, in Step 4 of key generation, the client declares the permutation π to SP, which

is defined by two sets {j1, j2, ..., jm} and {p1, p2, ..., pm}. Next, the condition probability
P({j1, j2, ..., jm}, {p1, p2, ..., pm}|π) will be analyzed. Although the permutation π is ran-
domly selected by the client, it still must satisfy Equation (1). That is, the client announces
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a random permutation π with m fixed points, where fixed points are private, but the
permutations are public. Accordingly, the number of permutations satisfies the condition
m!(τ −m)!.

For simplicity, suppose that JM denotes two arrays {j1, j2, ..., jm} and {p1, p2, ...pm}.
p(|) and I(; ) denote the conditional probability and mutual information, respectively. Then,
we deduce following results:

P(π) =
1
τ!

(3)

P(π | JM) =
1

m!(τ −m)!
(4)

P(JM) =
1

Cm
τ · Cm

τ
(5)

I(π; JM) = log
P(π | JM)

P(π)

= log
1

t!(τ−m)!
1
τ!

= log
τ!

t!(τ −m)!

(6)

I(JM) = − log P(JM) = − log
1

Cm
τ · Cm

τ

= 2 log Cm
τ = 2 log

τ!
t!(τ −m)!

(7)

I(JM | π) = I(JM)− I(π; JM)

= 2 log
τ!

t!(τ −m)!
− log

τ!
t!(τ −m)!

= log
τ!

t!(τ −m)!

(8)

I(JM | π) = − log P(JM | π) (9)

P(JM | π) =
1
τ!

m!(τ−m)!

=
1

Cm
τ

(10)

The probability of successfully guessing values of two arrays {j1, j2, ..., jm} and
{p1, p2, ..., pm} through the public permutation π is negligible, i.e., 1

Cm
τ

.

As we know that p(M) = 1
Cm

τ
, so p(JM|π) = p(M). In other words, the probability of

successfully guessing these sets {j1, j2, ..., jm} and {p1, p2, ...pm}with the public permutation
π is equal to the probability of directly guessing values of set {p1, p2, ...pm} without π.
In addition, the set {j1, j2, ..., jm} is the client’s private message. Therefore, it is difficult for
the SP to obtain the private set {p1, p2, ...pm} even if the client declares the permutation π.

In a word, the honest test (i.e., q checked bits) ensures the honesty of SP during the key
generation phase. The probability of successfully guessing the private sets by the public
permutation π is negligible, i.e., 1

Cm
τ

.
Furthermore, the client does not send any information during encryption and decryp-

tion phases, so private information is not leaked. Therefore, the protocol can protect the
client’s private information.

5.3. External Security Analysis and Anonymity Analysis

In this protocol, we not only consider the three basic properties above but also consider
external adversary security analysis and anonymity analysis.
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5.3.1. External Security Analysis

During the key generation phase, the external security of Step 1 is guaranteed by
Xiao et al.’s OQKD protocol [29]. Their protocol is resistant to external attacks, such as
impersonation and man-in-the-middle attacks, through quantum bits for authentication
(QA). Thus, our protocol can resist external attacks in the key generation phase.

Furthermore, they also use quantum bits to generate a key K, which is shared by SP
and the client.

In the Step 7 of the encryption phase, even if a malicious adversary impersonates
the client, she cannot obtain SP’s private set S = {s1, s2, ..., sw} by the encrypted quan-
tum sequence {|a1〉, |t1〉, |a2〉, |t2〉, ..., |aτ〉, |tτ〉}. First, the quantum sequence is obtained
by encrypting the array KBF with the key K. The adversary cannot obtain values of K,
which is only known by the client and SP. Secondly, the adversary also cannot know
the values of the array KBF, where the security is information-theoretic security. There-
fore, even if the adversary pretends to be the client to obtain the quantum sequence
{|a1〉, |t1〉, |a2〉, |t2〉, ..., |aτ〉, |tτ〉}, he cannot obtain SP’s private information.

Furthermore, a malicious adversary may apply man-in-the-middle attack in Step 7
of encryption and Step 9 of decryption phases. She first intercepts the quantum sequence
sent by SP and then sends fake information to the client so that the client decrypts fake
information. However, the client verifies the correctness of the transmitted information.
Once any bit is wrong, the client will think there is an external adversary or SP is dishon-
est. The adversary cannot obtain values of the key K, so fake information cannot pass
verification. Therefore, in the encryption and decryption phases, our protocol can resist
impersonation and man-in-the-middle attacks.

In a word, the protocol can resist external attacks, such as impersonation and man-in-
the-middle attacks.

5.3.2. Anonymity Analysis

In the key generation phase, the anonymity analysis of Step 1 is guaranteed by
Xiao et al.’s OQKD protocol [29]. They send quantum sequences through CA.

During the encryption phase, SP only sends quantum sequences {a1, t1, a2, t2, ..., aτ , tτ}
to clients that SP already knows in step 1 of the key generation phase. However, in de-
cryption phase, the client cannot directly determine whether the quantum sequence
{a1, t1, a2, t2, ..., aτ , tτ} is sent from the actual SP, even if quantum information indeed
comes from SP. Because the client cannot determine the source of the quantum sequence.
Therefore, the protocol provides an authentication function. That is, if the quantum se-
quence {a1, t1, a2, t2, ..., aτ , tτ} passes authentication, the sequence is indeed sent by SP.
After the quantum sequence {a1, t1, a2, t2, ..., aτ , tτ} are authenticated, the client can obtain
the actual encrypted array KBF from SP.

Therefore, the protocol can guarantee the anonymity of the communicating parties.

5.4. Performance

In the key generation of the protocol, it uses single photons as quantum resources.
There are no complicated quantum operators except projective measurements of single
photons and simple single-bit operators. In encryption and decryption, the protocol only
uses simple single-bit operators and projective measurements of single photons; thus, it is
easy to implement this protocol in a real-life setting.

Next, we will consider the role of protocol in updatable databases. In encryption and
decryption, counting Bloom filters are employed to reduce communication overhead and
accommodate dynamic databases. Counting Bloom filters are employed to handle the
updated data from Algorithms 2 and 3. With the increase in data, we only need to change
corresponding values in the count Bloom filter according to updatable values, instead of
creating a completely new Bloom filter at each modification. At the same time, the size τ of
the count Bloom filter will not be changed when updating the database on a small scale.
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Instead, the protocol only increases the size of the counting Bloom filter to reduce the false
rate after that data increases to a certain threshold.

With the size τ of the count Bloom filter remaining the same, if the client needs more
key bits due to the increase in data, the client only needs to request insufficient key bits
from SP, not all bits of the key. For example, the client and SP had the key k∗1 of the τ length,
where the client only knew k-bit values of the key, while SP knew all bits of the key. Now,
the client has the size l(l > k) of position indexes of non-zero items in the count Bloom filter.
Then, the client only needs to obtain a new key k∗2 of the p(p <= τ) length from SP, where
the client only knows (k− l)-bit. Later, the client combines the key k∗1 and k∗2 to form a new
key k∗3 of τ length after applying the permutation pl, where the client knows l-bit of k∗3. The
effect of pl is similar to the effect of π. Then, the client announces the permutation pl to SP.
In this way, we can reduce the communication overhead of keys and the cost of preparing
them. Of course, we consider the semi-honesty model, where the client should not deceive
SP. Thus, the protocol can significantly reduce computation and storage overhead.

From Table 5, we can see a comparative summary of existing quantum private set
intersection (QPSI) protocols. The communication complexity of our protocol is O(τ)-
qubit. The transmitted qubits of the OQKD protocol [29] in key generation are κ(τ + q) + z
qubits, where z is the number of the qubits for authentication, κ is a security parameter
and κ ≈ log

√
(τ + q). Then, in the encryption phase, SP only transmits 2τ-qubit to

the client. Therefore, the communication complexity (qubit) of our protocol depends on
the communication complexity (qubit) of OQKD protocol, i.e., O(τ), because τ # q in
O(κ(τ + q) + z). The client needs a single-photon measurements of the κ(τ + q) + z-qubit
in the key generation phase. CA only needs to change the quantum state of the z-bit in
the key generation. Therefore, the computation complexity of the key is O(τ). SP needs to
generate 2τ-qubit while performing quantum transformations on them in the encryption
phase. The client needs single-photon measurements of 2τ-qubit in the decryption phase.
Therefore, the computation complexity of transmitted messages is O(τ). The computation
complexity of this protocol is O(τ).

Table 5. Comparison summary.

Protocol Ours [24] [22] [18] [19] [20]

Quantum
resource single photons single photons single photons multi-particle

entangled states
multi-particle

entangled states
multi-particle

entangled states

Complicated
oracle operators no no no yes yes yes

Dimension of the
Hilbert Space 2 2 2 N N N

Quantum
measurements

single-photon
measurements

single-photon
measurements

single-photon
measurements

projective
measurements

projective
measurements

projective
measurements

Intersection
cardinality

revealed to SP
no no no no no yes

Communication
complexity

(qubit)
O(τ) O(ς) O(N) O(vlogN) O(vlogN) O(v + l)logN

Computation
complexity

(qubit)
O(τ) O(ς) O(N) O(v) O(v) O(N + l)

Round
complexity in the

set intersection
1 1 1 2 3 4

Resistant to
external attacks yes no no no no no
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Similarly, we analyze that the communication complexity of the protocol [24] should be
O(ς)-qubit (N # ς# q), because the OQKD protocol [23] that they cite needs to transmit
ω(ς + q)-qubit, where a security parameter is ω ≈ log

√
(ς + q). The communication

complexity of the protocol [22] should be O(N)-qubit (N # ς # q) because the OQKD
protocol [23] that they cite needs to transmit ω(N + q)-qubit, where a security parameter is
ω ≈ log

√
(N + q).

In addition, our protocol only needs single photons, which are easier to achieve in a
real-life setting. We also have a linear communication performance O(τ), where τ ≈ ς� N
and τ < v in large-scale data. We need only one round of communication during the data
transfer phase, i.e., {|a1〉, |t1〉, |a2〉, |t2〉, ..., |aτ〉, |tτ〉}.
6. Discussion

PSI have a wide range of application environments in IoT. In this paper, a novel
quantum PSI in IoT is designed with the help of OQKD, quantum authentication and count
Bloom filter. We describe the correctness and security of this protocol by formal expressions.
Of course, there is also some security analysis software for reference, such as AVISPA and
SCYTHER. In this paper, we extend the OQKD method to PSI. In Table 6, we describe some
differences between this paper and the underlying protocol.

Table 6. Comparison with the OQKD protocol [29].

Protocol Research Themes
SP (Server)

Honesty Test
The Data Process

Matching Method
between Keys

and Data

Ours private query no no a shift value
[29] PSI yes count Bloom filter a permutation

Below we present some limitations of the protocol and the direction of future work.
Limited by the current development of quantum technology, we are not able to conduct
experiments and perform practical validation of the protocols in the IoT. Although the
development of quantum facilities is still immature, there already exist some programming
environments capable of simulating a small number of quantum bits, e.g., HiQ quantum
cloud platform, IBM quantum cloud platform. The OQKD of key generation is similar
to that of quantum key distribution (QKD). As far as we know, the key rate of QKD is
14.5 b/s under experimental conditions of 75 MHz clock rate and time bin encoding [40],
which is the most advanced development [41]. Quantum devices are also subject to this
protocol. We hope to perform experimental validation of the protocol in the future. The
OQKD protocol [29] is the first protocol that combines OQKD methods with quantum
authentication, but to our knowledge, its efficiency is not optimal. In the future, we can
improve the efficiency of the overall protocol with other existing OQKD protocols [42–44].
The quantum authentication method used in the overall protocol requires relatively more
conditions. In the future, we will improve the authentication method with better quantum
authentication protocols. In addition, we hope to combine this protocol with existing
classical methods so that the protocol can contribute to the development of research in
other directions [7,45]. At the same time, we would like to promote a new idea: the most
likely faster implementation of OQKD or QKD as a basic building block for other research
topics. We hope to combine QKD and OQKD with other technologies to create a whole
new security system.

7. Conclusions

In this paper, we proposed a generic system model aided with ED for PSI in IoT.
Then, we presented a quantum PSI protocol in IoT. Our proposed quantum PSI protocol
obtained higher security and only needed the communication complexity of O(τ) qubits.
The proposed protocol can not only protect the private data of two parties but also protect
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identity information of two parties. The proposed protocol had an authentication function
to prevent malicious adversary attacks and maintain information integrity.
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Abstract: The use of a Markovian inventory system is a critical part of inventory management. The
purpose of this study is to examine the demand for two commodities in a Markovian inventory
system, one of which is designated as a major item (Commodity-I) and the other as a complimentary
item (Commodity-II). Demand arrives according to a Poisson process, and service time is exponential
at a queue-dependent rate. We investigate a strategy of (s, Q) type control for commodity-I with
a random lead time but instantaneous replenishment for commodity-II. If the waiting hall reaches
its maximum capacity of N, any arriving primary client may enter an infinite capacity orbit with a
specified ratio. For orbiting consumers, the classical retrial policy is used. In a steady-state setting,
the joint probability distributions for commodities and the number of demands in the queue and the
orbit, are derived. From this, we derive a waiting time analysis and a variety of system performance
metrics in the steady-state. Additionally, the physical properties of various performance measures
are evaluated using various numerical assumptions associated with diverse stochastic behaviours.

Keywords: classical retrial policy; queue dependent service rate; waiting time analysis; infinite orbit

MSC: 60K20; 60K25

1. Introduction

The function or usage of one product may be dependent on another product in general.
The first product is the major commodity and the second one is the complimentary of the
first product, such as mobile phone with memory card, bike with helmet, printer with
ink cartridge, computer with software, torch with battery, etc. From the production point
of view, both commodities are correlated with each other. According to the demand of
both commodities, a firm will sell them abundantly to the targeted population who are
economically benefited with the purchase.

Elaborately if the cost of one product increases, the customer demand for the cor-
responding complimentary product decreases. So the customers’ interest towards the
product will be changed. Furthermore, it will spoil the existing quantity of the product and
hence, the company may encounter lose in their sales. In order to maintain the goodwill
of business, the company should sell their product along with its complimentary product.
Furthermore any company must plan to introduce a new product as a compliment of
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another product that will gain customers interests towards the new product with positive
feedback. It can be applied in any industry right from software to dairy products. These
impacts make us analyze the economic strategy of multi inventory system which sells both
products with an affordable cost.

In reality, many servers can adjust the speed of service according to customer satisfac-
tion which impacts brand reputation. In a queuing system, some authors considered queue
length-dependent service times (see Abolnikov [1], Dshalalow [2], Fakinos [3], Harris [4]
and Ivnitskiy et al. [5]). Furthermore, if an arriving customer finds the waiting room
full, the customer decides to reattempt to get the entry with certain proportion. Under
such real conditions, the proposed model deals with two commodity perishable inventory
system that is the novelty of this paper. The next section elaborates the Review Literature
of this model. System description is presented in Section 3. Under stability conditions, the
mathematical and waiting time of the model is studied in Sections 4 and 5, respectively.
System characteristics and numerical analysis are presented in Sections 6 and 7, respectively.
Conclusion of the deal is presented in the final section.

Related Works

The relevant features of the present study are discussed in various modeling of queuing
inventory system. Before making procurement of some products in an inventory system, a
customer should need some demonstration about the product. It will take some positive
time for a server showing its demonstration. In that duration, any arriving customer may
wait for his/her turn. An inventory system with arbitrary service time was first studied
by Sigman and Simchi-levi [6]. Schwarz et al. [7] first developed an inventory queuing
system for which lead time, service time and the time between each arrival into the system
are all considered to be independent exponential distributions. This was discussed by
Berman et al. [8]. Recently, regarding service facilities one can refer [9].

Gebhard [10] considered a M/M/1 queuing system with two rate of service policy.
Sangeetha and Sivakumar [11] studied a perishable inventory system for MAP arrival and
Phase type service distribution environment and found an optimal policies of service rates
in order to minimize the expected total cost. Under the steady state approximation, the
probability of empty state and mean queue length are also obtained. Furthermore Doo Il
Choi et al. [12] individually studied the queue dependent service time with finite capacity
and infinite capacity queue. In these models, one rate of service is fixed up to a certain level
in the queue and another rate of service is provided after finding the queue size beyond
that level. Jeganathan et al. [13] considered an inventory queuing system which provides k
independent phases of services with each service rate depending upon two discrete states
of queue length.

Keerthana et al. [14] considered the postponed and renewal demands on their inven-
tory system in which they follow arbitrary demand distribution for the inter-arrival times.
The economical advantages of an inventory system are analyzed with three kinds of retrial
mode by Krishnamoorthy and Jose [15]. Amirthakodi and Sivakumar [16] investigated
the feedback mechanism on their inventory system with an orbital search policy. Dhanya
Shajin and Krishnamoorthy [17] explored the advanced reservation, cancellation, over-
booking with an impatient customers. Furthermore, more queries regarding inventory and
production inventory discussion, can be referred through [18–21].

Paul Manuel et al. [22] studied a perishable finite capacity retrial inventory system
with service facilities. The inter-retrial time and life time of a stored item for each model
discussed here are exponentially distributed. Furthermore, Paul Manuel et al. [23] counted
a constant rate of retrial from infinite space orbit is dealt with a finite queuing perishable
inventory. Kathiresan et al. [24] considered an inventory system with finite capacity waiting
hall. In this model,any arriving customer can also use a finite capacity orbit whenever there
is no vacant in waiting hall and there is a vacant in the orbit with constant rate of retrial.
Most of the times, the nature of the retrial policy is dependent on the size of the customers
in the orbit which is discussed as a classical retrial policy (CRP). Artaljeo et al. [25] and
Ushakumari [26] both elaborately discussed CRP in an inventory system.
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The merits of multi item service facilities are pointed out in some publications. The
optimum ordering policy of multi-item inventory system under some different constraints
of total cost function was studied by Veinott and Wagner [27] and Wagner et al. [28].
Alscher and Schneider [29] determined a multi-item inventory control model undertaking
with varying costs of multi items. Kalpakam and Arivarignan [30] considered a joint (s,S)
reordering policy of a multi-item inventory. In this model, S denotes the aggregate of
maximum stock level of each commodity and whenever the aggregate stock level reaches
to s, the quantity of each commodity are ordered up to its maximum stock level and the
replenishment time of any joint new order is zero. Anbazhagan and Arivarignan [31–33]
analyzed the different ordering policies of two commodities inventory system under the
assumption of various random conditions. Sivakumar et al. [34] studied two commodity
inventory queuing system where any one of two item is replaceable when a demanded
item is not available. Instead of a finite waiting hall, Sivakumar [35] studied the same with
retrial demand.

Yadavalli et al. [36] studied a two commodity coordinated inventory system in which
demand of each commodity is sold with another commodity under a distinct Bernoulli
schedule and arrival pattern of a customer is poisson. Furthermore, Yadavalli et al. [36]
thoroughly investigated two perishable commodity inventory system with three types of
customers where the demand of one commodity is always bulk. Anbazhagan et al. [37]
introduced the gift item for a customer whenever the quantity of the demand of the main
product is beyond certain level. Under a base stock ordering policy, a two commodity
inventory system with a finite capacity waiting hall was analyzed by Gomathi et al. [38].
Anbazhagan and Jeganathan [39] independently studied the ordering policies of primary
product and gift item, but compliment item may also be sold when a customer do not make
any demand of primary product.

2. System Description

A single server two commodity inventory system with a limited queue of size N
and an optional retrial facility of indefinite size is considered in this model, in which one
commodity is designated as a significant item and the other as a complimentary item is
taken into consideration. When a customer first enters the system, they purchase a large
item and depart with a complementary item after the service is completed. The interval
between the arrival times of any two customers is exponentially distributed with rate λ
between them. The single server delivers queue-dependent service at a rate of xμ, where
x denotes the number of consumers currently waiting in line at the time of the request.
If there is no available space in the queue, any new customers who join in an endless
retrial orbit with a rate of qλ. After some exponential time has passed, the customer can be
reintroduced into the system to satisfy his or her demand, with the rate of reintroduction
being uλr, where u represents the number of orbital clients present at the time.

For each commodity, a continuous review ordering policy is considered: (s, Q) and
(0, S2)(instantaneous) are the ordering policies for the major item and complimentary item,
respectively; further, anytime the level of stock for a major item falls below s, the system
immediately places an order for quantity Q of the major item, and the time it takes for
the ordered quantity of major item to arrive is exponential with rate β, as shown in the
following diagram. However, whenever the stock of the complimentary item reaches zero,
the order for quantity S2 is placed immediately. The deteriorating times of both items are
random and exponential in nature, with intensities of γ1 and γ2 for the major item and γ2
for the complimentary item, respectively.

3. Analysis of the Model

Let X1(t), X2(t), X3(t), W(t) described number of demands in the orbit, current inven-
tory level of first commodity (CIL1), current inventory level of second commodity (CIL2),
number of demands in the waiting hall (queue), respectively. Assumption developed on
the birth death process make a stochastic process Y(t) = {(X1(t), X2(t), X3, W(t)), t ≥ 0}
and it is also said to be a continuous-time stochastic process (CTSP) having the state
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space E such that E = {(℘1,℘2,℘3,℘4) : ℘1 = 0, 1, · · · ;℘2 = 0, 1, · · · , S1;℘3 = 1, · · · , S2;
℘4 = 0, 1, · · · , N}.
3.1. Construction of Infinitesimal Generator Matrix

Indicating to the discrete state space and continuous time Markov chain, the transition
matrix of Y(t) having the structure as follows:

B =

⎛⎜⎜⎜⎝
B00 B01 0 0 0 · · ·
B10 B11 B01 0 0 · · ·

0 B20 B21 B01 0 · · ·
...

...
. . . . . . . . . . . .

⎞⎟⎟⎟⎠,

where

B01 =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
qλ ℘′1 = ℘1, ℘1 ∈ {0, 1, 2, · · · }

℘′2 = ℘2, ℘2 ∈ {0, 1, 2, · · · S1}
℘′3 = ℘3, ℘3 ∈ {1, 2, · · · S2}
℘′4 = ℘4, ℘4 = N

0, otherwise.

,

B℘10 =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
℘1λr, ℘′1 = ℘1 − 1, ℘1 ∈ {1, 2, · · · }

℘′2 = ℘2, ℘2 ∈ {0, 1, 2, · · · , S1}
℘′3 = ℘3, ℘3 ∈ {1, 2, · · · , S2}
℘′4 = ℘4, ℘4 ∈ {0, 1, 2, · · · , N − 1}

0, otherwise.

and
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B℘1,℘′1
=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

β ℘′1 = ℘1, ℘1 ∈ {0, 1, 2, . . .}
℘′2 = ℘2 + Q, ℘2 ∈ {0, 1, 2, . . . , s}
℘′3 = ℘3, ℘3 ∈ {1, 2, . . . , S2}
℘′4 = ℘4, ℘4 ∈ {0, 1, . . . , N}

λ ℘′1 = ℘1, ℘1 ∈ {0, 1, 2, . . .}
℘′2 = ℘2, ℘2 ∈ {0, 1, 2, . . . , S1}
℘′3 = ℘3, ℘3 ∈ {1, 2, . . . , S2}
℘′4 = ℘4, ℘4 ∈ {0, 1, . . . , N − 1}

℘2γ1 ℘′1 = ℘1, ℘∈{0, 1, 2, . . .}
℘′2 = ℘2 − 1, ℘2 ∈ {1, 2, . . . , S1}
℘′3 = ℘3, ℘3 ∈ {1, 2, . . . , S2}
℘′4 = ℘4, ℘4 ∈ {0, 1, . . . , N}

℘3γ2 ℘′1 = ℘1, ℘1 ∈ {0, 1, 2, . . .}
℘′2 = ℘2, ℘2 ∈ {0, 1, 2, . . . , S1 − 1}
℘′3 = S2, ℘3 = 1
℘′3 = ℘3 − 1, ℘3 ∈ {2, 3, . . . , S2}
℘′4 = ℘4, ℘4 ∈ {0, 1, . . . , N}

℘4μ ℘′1 = ℘1, ℘1 ∈ {0, 1, 2, . . .}
℘′2 = ℘2 − 1, ℘2 ∈ {1, 2, . . . , S1}
℘′3 = S2, ℘3 = 1
℘′3 = ℘3 − 1, ℘3 ∈ {2, 3, . . . , S2}
℘′4 = ℘4 − 1, ℘4 ∈ {1, 2, . . . , N}

−[H(s− ℘2)β + ℘2γ1 ℘′1 = ℘1, ℘1 ∈ {0, 1, 2, . . .}
+℘3γ2 + v2δ̄0℘2℘4μ ℘′2 = ℘2, ℘2 ∈ {0, 1, 2, . . . , S1}
δN℘4 qλ + δ̄N℘4℘1λr] ℘′3 = ℘3, ℘3 ∈ {1, 2, . . . , S2}

℘′4 = ℘4, ℘4 ∈ {0, 1, . . . , N}

0, otherwise.

The infinitesimal generator matrix, B, is to be obtained by the transitions as follows:

1. (℘1,℘2,℘3, N)
qλ−→ (℘1 + 1,℘2,℘3, N)℘1 = 0, 1, 2, · · · ;℘2 = 0, 1, 2, · · · S1;

℘3 = 1, 2, · · · S2.

2. (℘1,℘2,℘3,℘4)
℘1λr−−→ (℘1 − 1,℘2,℘3,℘4 + 1)℘1 = 0, 1, 2, · · · ;℘2 = 0, 1, 2, · · · S1;

℘3 = 1, 2, · · · S2;℘4 = 0, 1, 2, · · ·N − 1.

3. (℘1,℘2,℘3,℘4)
β−→ (℘1,℘2 + Q,℘3,℘4)℘1 = 0, 1, 2, · · · ;℘2 = 0, 1, 2, · · · s;

℘3 = 1, 2, · · · S2;℘4 = 0, 1, 2, · · ·N.
4. (℘1,℘2,℘3,℘4)

λ−→ (℘1,℘2,℘3,℘4 + 1)℘1 = 0, 1, 2, · · · ;℘2 = 0, 1, 2, · · · S1;
℘3 = 1, 2, · · · S2;℘4 = 0, 1, 2, · · ·N − 1.

5. (℘1,℘2,℘3,℘4)
℘2γ1−−→ (℘1,℘2 − 1,℘3,℘4)℘1 = 0, 1, 2, · · · ;℘2 = 1, 2, · · · S1;

℘3 = 1, 2, · · · S2;℘4 = 0, 1, 2, · · ·N.
6. (℘1,℘2,℘3,℘4)

℘3γ1−−→ (℘1,℘2,℘3 − 1,℘4)℘1 = 0, 1, 2, · · · ;℘2 = 0, 1, 2, · · · S1;
℘3 = 1, 2, · · · S2;℘4 = 0, 1, 2, · · ·N.

7. (℘1,℘2,℘3,℘4)
℘4μ−−→ (℘1,℘2 − 1,℘3 − 1,℘4 − 1)℘1 = 0, 1, 2, · · · ;℘2 = 1, 2, · · · S1;

℘3 = 1, 2, · · · S2;℘4 = 1, 2, · · ·N.
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3.2. Matrix Geometric Approximation
Steady State Analysis

Consider the point at which this truncation procedure stops for the matrix-geometric
approximation to be K. In order to identify the steady state of the considered system using
Neut’s Rao truncation approach, we make the assumptions that Bi0 = BK0 and Bi1 = BK1
for all i ≥ K. In addition, the updated generator matrix for the truncated system with the
following structure is created.

B̂ =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

B00 B01 0 0 0 · · · 0 0 0 0 0 · · ·
B10 B11 B01 0 0 · · · 0 0 0 0 0 · · ·

0 B20 B21 B01 0 · · · 0 0 0 0 0 · · ·
...

...
...

...
...

. . .
...

...
...

...
...

. . .
0 0 0 0 0 · · · BK0 BK1 B01 0 0 · · ·
0 0 0 0 0 · · · 0 BK0 BK1 B01 0 · · ·
...

...
...

...
...

. . .
...

...
...

...
...

. . .

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

Theorem 1. The steady-state probability vector, χ, where

χ = (χ(0), χ(1), · · · , χ(S1)),
χ(℘2) = χ(℘2,0), χ(℘2,1), · · · , χ(℘2,S2)℘2 = 0, 1, · · · , S1

χ(℘2,℘3) = χ(℘2,℘3,0), χ(℘2,℘3,1), · · · , χ(℘2,℘3,N)℘2 = 0, 1, · · · , S1and℘3 = 0, 1, · · · , S2

that corresponds to the generator matrix is denoted by BK where BK = BK0 +BK1 +B01 is given by

χ(i) = χ(Q)ei, i = 0, 1, . . . , S1.

where

ei =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

(−1)Q−iFQE−1
Q−1FQ−1 · · · Fi+1E−1

i , i = 0, 1, · · · , Q− 1
I, i = Q

(−1)2Q−i+1
S1−i
∑

j=0
[(FQE−1

Q−1FQ−1 · · · Fs+1−jE−1
s−j)×

GE−1
S1−j(FS1−jE−1

S1−j−1FS1−j−1 · · · Fi+1E−1
i )], i = Q + 1, Q + 2, · · · , S1

and χ(Q) is obtained by solving

χ(Q)[(−1)Q
s−1
∑

j=0
[(FQE−1

Q−1FQ−1 · · · Fs+1−jE−1
s−j)GE−1

S1−j(FS1−jE−1
S1−j−1FS1−j−1 · · · Fi+1E−1

i )]

FQ+1 + EQ + (−1)QFQE−1
Q−1FQ−1 · · · F1E−1

0 G] = 0

and
S1
∑

j=1
χ(i)e = 1.

Proof. We have

χBK = 0 and χe = 1 (1)

where

[BK]ij =

⎧⎪⎪⎨⎪⎪⎩
Ei j = i, i = 0, 1, 2, · · · , S1;
Fi j = i− 1, i = 1, 2, · · · , S1;
G j = i + Q, i = 0, 1, 2, · · · , s;
0 otherwise
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The first equation of the above framework yields the following set of equations:

χ(i+1)Fi+1 + χ(i)Ei = 0, i = 0, 1, · · · , Q− 1
χ(i+1)Fi+1 + χ(i)Ei + χ(i−Q)G = 0, i = Q, Q + 1, · · · , S1 − 1
χ(i)Ei + χ(i−Q)G = 0, i = S1

Solving the system of equations, we will get the stated result.

Theorem 2. The stability condition of the system at the truncation point K is given by

r1qλ < r2Kλr

where r1 =
S1
∑

℘2=0

S2
∑

℘3=1
χ(℘2,℘3,N) and r2 =

S1
∑

℘2=0

S2
∑

℘3=1

N
∑

℘4=1
χ(℘2,℘3,℘3).

Proof. From the well known result of Neuts on the positive recurrence of BK we have

χ(K)
B01e < χ(K)

BK0e

and by exploiting the structure of the matrices B01 and BK0, we get, for ℘2 = 0, 1, 2, · · · , S1,
℘3 = 1, 2, · · · , S2 and ℘4 = 0, 1, 2, · · · , N.

χ(℘2,℘3,℘4)B01e < χ(℘2,℘3,℘4)BK0e.

First, [χ(0), χ(1), · · · , χ(S1)]B01e < [χ(0), χ(1), · · · , χ(S1)]BK0e

Due to the structure of B0, L.H.S becomes

χ(℘2)B0 = χ(℘2,℘3,N)qλ.

On the other hand, due to structure of B1 R.H.S becomes

χ(℘2)B1 = [χ(℘2,℘3,1), χ(℘2,℘3,2), · · · , χ(℘2,℘3,N)]Kλr

Therefore, the last inequality becomes

S1

∑
℘2=0

S2

∑
℘3=1

χ(℘2,℘3,N)qλ <
S1

∑
℘2=0

S2

∑
℘3=1

N

∑
℘4=1

χ(℘2,℘3,℘4)Kλr

Hence,
r1qλ < r2Kλr

where r1 =
S1
∑

℘2=0

S2
∑

℘3=1
χ(℘2,℘3,N) and r2 =

S1
∑

℘2=0

S2
∑

℘3=1

N
∑

℘4=1
χ(℘2,℘3,℘4) as desired.

Remark 1. Using r1qλ < r2Kλr, we get,

r1qλ

r2Kλr
< 1

If
r1

r2K
= m(say), then

λ

λr
<

1
m

.

3.3. Limiting Probability Distribution

It can be seen from the structure of the rate matrix B and from the Theorem 3, that
the Markov process {X1(t), X2(t), X3(t), W(t), t ≥ 0} with the state space E is regular.
Henceforth, the limiting probability distribution
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Υ(℘1,℘2,℘3,℘4) = lim
t→∞

Pr[X1(t) = ℘1, X2(t) = ℘2, X3(t) = ℘3, W(t) = ℘4|X1(0), X2(0), X3(0), W(0)],

exists and is independent of the initial state.
Let Υ =

(
Υ(0), Υ(1), . . . ,

)
satisfies

ΥB = 0, Υe = 1.

We can partition the vector Υ(℘1), as

Υ(℘1) =
(

Υ(℘1,0), Υ(℘1,1), . . . , Υ(℘1,S1)
)

,℘1 ≥ 0

and
Υ(℘1,℘2) =

(
Υ(℘1,℘2,1), Υ(℘1,℘2,2), . . . , Υ(℘1,℘2,S2)

)
,℘1 ≥ 0, 0 ≤ ℘2 ≤ S1

Υ(℘1,℘2,℘3) =
(

Υ(℘1,℘2,℘3,0), Υ(℘1,℘2,℘3,1), . . . , Υ(℘1,℘2,℘3,N)
)

,℘1 ≥ 0, 0 ≤ ℘2 ≤ S1, 0 ≤ ℘3 ≤ N

Theorem 3. Utilizing the vector Υ = (Υ(0), Υ(1), . . . , ) and the specific structure of B, R can be
determined by

R2
BK0 + RBK1 +B01 = 0

where R is the minimal non-negative of the matrix quadratic equation.

Proof. Assume

R =

⎛⎜⎜⎜⎜⎜⎝
D00 D01 · · · D0S1
D10 D11 · · · D1S1
D20 D21 · · · D2S1

...
...

. . .
...

DS10 DS11 · · · DS1S1

⎞⎟⎟⎟⎟⎟⎠
where

Dij =

⎛⎜⎜⎜⎜⎜⎝
R11 R12 · · · R1S2

R21 R22 · · · R2S2

R31 R32 · · · R3S2
...

...
. . .

...
RS21 RS22 · · · RS2S2

⎞⎟⎟⎟⎟⎟⎠, i, j ∈ 1, 2, · · · , S2

Since the block matrix B01 has (S1 + 1)(S2) number of nonzero rows, the assumed R
matrix also has the same number of nonzero rows. Now, due to the specified structure of
B01, the structure of the block matrix Rmn is of the form

Rmn =

⎛⎜⎜⎜⎜⎜⎝
0 0 0 0 0 · · · 0
0 0 0 0 0 · · · 0
0 0 0 0 0 · · · 0
...

...
...

...
...

. . .
...

l0
mn l1

mn l2
mn l3

mn l4
mn · · · lN

mn

⎞⎟⎟⎟⎟⎟⎠, m, n ∈ 1, 2, · · · , S2

is also square matrix of dimension N + 1.
Now, exploiting the coefficient matrices BK0,BK1,B01 with R2 and R equating with 0,

we obtain a system of (N + 1)-dimensional vector as follows:
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For i = 0, 1, · · · , S1, j = 0, m = 1, 2, · · · , S2, n = 1, 2, · · · , S2− 1, C(j)
h be the diagonal el-

ements of the corresponding matrix Ej where j = 0, 1, 2, · · · , S1 and
h = 1, 2, · · · , S2(N + 1).

(l0
mnC(j)

(n−1)(N+1)+1 + l0
m(n+1)(n + 1)γ2 + l0

mn(j + 1)γ1 + l1
m(n+1)1μ, l0

mnλ + l1
mnC(j)

(n−1)(N+1)+2+

l1
m(n+1)(n + 1)γ2 + l1

mn(j + 1)γ1 + l2
m(n+1)2μ, · · · , lN−2

mn λ + lN−1
mn C(j)

(n−1)(N+1)+N + lN−1
m(n+1)(n+

1)γ2 + lN−1
mn (j + 1)γ1 + lN

m(n+1)Nμ, lN−1
mn λ + lN

mnC(j)
n(N+1) + lN

m(n+1)(n + 1)γ2 + lN
mn(j + 1)γ1+

δi0qλ) = 0

For j = 0, m = 1, 2, · · · , S2, n = S2

(l0
mnC(n−1)(N+1)+1 + l0

m11γ2 + l0
mn(j + 1)γ1 + l1

m11μ, l0
mnλ + l1

mnC(n−1)(N+1)+2 + l1
m11γ2 + l1

mn(j+

1)γ1 + l2
m12μ, · · · , lN−2

mn λ + lN−1
mn C(n−1)(N+1)+N + lN−1

m1 1γ2 + lN−1
mn (j + 1)γ1 + lN

m1Nμ, lN−1
mn λ+

lN
mnCn(N+1) + lN

m11γ2 + lN
mn(j + 1)γ1 + δi0qλ) = 0

For j = 1, 2, · · · , S1 − 1, m = 1, 2, · · · , S2, n = 1, 2, · · · , S2 − 1

(l0
mnC(j)

(n−1)(N+1)+1 + l0
m(n+1)(n + 1)γ2 + l0

mn(j + 1)γ1 + l1
m(n+1)1μ + H(s− j)l0

mnβ

S2
∑

d=1
l0
mdl0

dnNλr + l0
mnλ + l1

mnC(j)
(n−1)(N+1)+2 + l1

m(n+1)(n + 1)γ2 + l1
mn(j + 1)γ1 + l2

m(n+1)2μ+

H(s− j)l1
mnβ, · · · ,

S2
∑

d=1
lN−2
md ldnN−2Nλr + lN−2

mn λ + lN−1
mn C(j)

(n−1)(N+1)+N + lN−1
m(n+1)(n + 1)γ2+

lN−1
mn (j + 1)γ1 + lN

m(n+1)Nμ+

H(s− j)lN−1
mn β,

S2
∑

d=1
lN−1
md lN−1

dn Nλr + lN−1
mn λ + lN

mnC(j)
n(N+1) + lN

m(n+1)(n + 1)γ2 + lN
mn(j + 1)γ1

+δijqλ + H(s− j)lN
mnβ) = 0

For j = 1, 2, · · · , S1 − 1, m = 1, 2, · · · , S2, n = S2

(l0
mnC(n−1)(N+1)+1 + l0

m11γ2 + l0
mn(j + 1)γ1 + l1

m11μ + H(s− j)l0
mnβ,

S2
∑

d=1
l0
mdl0

dnNλr + l0
mnλ+

l1
mnC(j)

(n−1)(N+1)+2 + l1
m11γ2 + l1

mn(j + 1)γ1 + l2
m12μ + H(s− j)l1

mnβ, · · · ,
S2
∑

d=1
lN−2
md lN−2

dn Nλr+

lN−2
mn λ + lN−1

mn C(n−1)(N+1)+N + lN−1
m1 1γ2 + lN−1

mn (j + 1)γ1 + lN
m1Nμ+

H(s− j)lN−1
mn β,

S2
∑

d=1
lN−1
md lN−1

dn

Nλr + lN−1
mn λ + lN

mnCn(N+1) + lN
m11γ2 + lN

mn(j + 1)γ1 + δijqλ + H(s− j)lN
mnβ) = 0

For j = S1, m = 1, 2, · · · , S2, n = 1, 2, · · · , S2 − 1

(l0
mnC(j)

(n−1)(N+1)+1 + l0
m(n+1)(n + 1)γ2 + H(s− j)l0

mnβ,
S2
∑

d=1
l0
mdl0

dnNλr+

l0
mnλ + l1

mnC(j)
(n−1)(N+1)+2 + l1

m(n+1)(n + 1)γ2 + H(s− j)l1
mnβ, · · · ,

S2
∑

d=1
lN−2
md lN−2

dn Nλr + lN−2
mn λ+

lN−1
mn C(j)

(n−1)(N+1)+N+

lN−1
m(n+1)(n + 1)γ2 + H(s− j)lN−1

mn β,
S2
∑

d=1
lN−1
md lN−1

dn Nλr + lN−1
mn λ + lN

mnC(j)
n(N+1) + lN

m(n+1)(n+

1)γ2 + δijqλ + H(s− j)lN
mnβ) = 0

For j = S1, m = 1, 2, · · · , S2, n = S2
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(l0
mnC(n−1)(N+1)+1 + l0

m11γ2 + H(s− j)l0
mnβ,

S2
∑

d=1
l0
mdl0

dnNλr + l0
mnλ + l1

mnC(j)
(n−1)(N+1)+2+

l1
m11γ2 + H(s− j)l1

mnβ, · · · ,
S2
∑

d=1
lN−2
md lN−2

dn Nλr + lN−2
mn λ + lN−1

mn C(n−1)(N+1)+N + lN−1
m1 1γ2+

H(s− j)lN−1
mn β,

S2
∑

d=1
lN−1
md lN−1

dn Nλr + lN−1
mn λ + lN

mnCn(N+1) + lN
m11γ2 + δijqλ + H(s− j)lN

mnβ) = 0

Equating the (N + 1)-dimensional vector to zero vector we obtain a set of equations,
after solving such equations, one can obtain the elements of R matrix.

Theorem 4. Due to the specific structure of B the vector Υ can be determined by

Υ(i+K−1) = Υ(K−1)Ri; i ≥ 0 (2)

where R is the solution of

R2
BK0 + RBK1 +B01 = 0 (3)

and the vector Υ(i), i ≥ 0

Υ(i) =

⎧⎪⎨⎪⎩ σX(0)
K
∏

j=i+1
Bj0(−Bj−1), 0 ≤ i ≤ K− 1

σX(0)R(i−K), i ≥ K
(4)

where

σ = [1 + X(0)
K−1

∑
i=0

K

∏
j=i+1

Bj0(−Bj−1)e]
−1. (5)

Proof. The sub vector (Υ(0), Υ(1), . . . , Υ(K−1)) and the block partitioned matrix of B satisfies
the following set of equations

Υ(0)
B00 + Υ(1)

B10 = 0

Υ(i−1)
B01 + Υ(i)

Bi1 + Υ(i+1)
B(i+1)0 = 0; 1 ≤ i ≤ K− 1 (6)

Υ(K−2)
B01 + Υ(K−1)(B(K−1)1 + RB2) = 0;

using Equation (6), we get,

Υ(i) = Υ(i+1)
B(i+1)0(−Bi)

−1, 0 ≤ i ≤ K− 1 (7)

where

Bi =

{
Bi0, i = 0
(Bi1 −Bi0(−Bi−1)

−1
B01), 1 ≤ i ≤ K

Then

(Υ(K), Υ(K+1), Υ(K+2) . . .)

⎛⎜⎜⎜⎝
BK B01 0 0 0 · · ·
BK0 BK1 B01 0 0 · · ·

0 BK0 BK1 B01 0 · · ·
...

...
...

...
...

. . .

⎞⎟⎟⎟⎠ = 0 (8)
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Assume,

σ =
∞

∑
i=K

Υ(i)e (9)

X(i) = σ−1Υ(K+i), i ≥ 0 (10)

where X is also a 4-dimensional continuous time Markov chain such as Υ. The similar
partitions are also applicable to X. From (8) we get

Υ(K)BN + Υ(K+1)
BK0 = 0

Υ(K+i) = Υ(K+i−1)R, i ≥ 1

This can be written as

X(0)BN + X(1)
B01 = 0

X(i) = X(i−1)R, i ≥ 1

Since
∞
∑

i=0
X(i)e = 1, then

X(0)(I − R)−1e = 1

Hence,

Υ(i) = σX(0)R(i−K), i ≥ K (11)

Again by (7) and (10),

Υ(i) = σX(0)
K

∏
j=i+1

Bj0(−Bj−1), 0 ≤ i ≤ K− 1 (12)

Therefore, combining (11) and (12), we get (4) and X(0) is the unique solution of
the system

X(0)(BK + RBK0) = 0 (13)

X(0)(I − R)−1e = 1 (14)

Since
∞
∑

i=0
Υ(i)e = 1 and (13),

σX(0)
K−1

∑
i=0

K

∏
j=i+1

Bj0(−Bj−1)e + σX(0)
∞

∑
K

R(i−K)e = 1

which gives (5).

4. Waiting Time Analysis

The waiting time of a customer is defined as the time interval between the customer
enters into the waiting hall and leaves the system after the service completion. Using the
Laplace–Stieltjes transform (LST), we look at the waiting time of demand in the queue as
well as the orbit independently for each node. Since the state space of the proposed model
is infinite, the analytical work on finding the waiting time distribution is a difficult task to
do so naturally. Thus, we restrict the orbit size to be finite say L(L > K) to find the waiting
time of a customer in the waiting hall and orbit. We denote Wp and Wo are continuous
random variables to represent the waiting time distribution of a customer in the queue and
orbit, respectively. The objective is to describe the probability that a customer has to wait,
the distribution of the waiting time and nth order moments.
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Waiting Time of a Demand in Queue

To enable waiting time distribution of Wp, we shall define some complementary
variables. Suppose that the QIS is at state (℘1,℘2,℘3,℘4),℘4 > 0 at an arbitrary time t:

1. Wp(℘1,℘2,℘3,℘4) is the time until chosen demand become satisfied.
2. LST of Wp(℘1,℘2,℘3,℘4) is ∗Wp(℘1,℘2,℘3,℘4)(y), and we denote Wp by ∗Wp(y).

3. ∗Wp(y) = E
[
eyWp

]
LST of unconditional waiting time (UWT).

4. ∗Wp(℘1,℘2,℘3,℘4)(y) = E
[
eyWp(℘1,℘2,℘3,℘4)

]
LST of conditional waiting time (CWT).

Theorem 5. The expected waiting time of a demand in the queue is defined by

E[Wp] =
L

∑
℘1=0

S1

∑
℘2=0

S2

∑
℘3=0

N−1

∑
℘4=0

Υ(℘1,℘2,℘3,℘4)E[Wp(℘1,℘2,℘3,℘4 + 1)] (15)

Proof. To obtain the CWT, we apply first step analysis as follows:
For 0 ≤ ℘1 ≤ L,℘2 = 0, 1 ≤ ℘3 ≤ S2, 1 ≤ ℘4 ≤ N

∗Wp(℘1, 0,℘3,℘4)(y) =
δ̄N℘4 λ

a

∗
Wp(℘1, 0,℘3,℘4 + 1)(y) +

℘3γ2

a
∗
Wp(℘1, 0,℘3 − 1,℘4)(y) +

β

a

∗
Wp(℘1, Q,℘3,℘4)(y) + (16)

δ̄N℘4℘1λr

a

∗
Wp(℘1 − 1, 0,℘3,℘4 + 1)(y) +

δN℘4 δ̄L℘1 qλ

a

∗
Wp(℘1 + 1, 0,℘3,℘4)(y),

where a = (y + δ̄N℘4 λ + ℘3γ2 + β + δ̄N℘4℘1λr + δN℘4 δ̄L℘1 qλ).
For 0 ≤ ℘1 ≤ L, 1 ≤ ℘2 ≤ S1, 1 ≤ ℘3 ≤ S2, 1 ≤ ℘4 ≤ N,

∗Wp(℘1,℘2,℘3,℘4)(y) =
δ̄N℘4 λ

b

∗
Wp(℘1,℘2,℘3,℘4 + 1)(y) +

H(s− ℘4)β

b

∗
Wp(℘1,℘2 + Q,℘3,℘4)(y) +

℘2γ1

b
∗
Wp(℘1,℘2 − 1,℘3,℘4)(y) +

wγ2

b
∗
Wp(℘1,℘2,℘3 − 1,℘4)(y) +

(℘4 − 1)μ
b

∗
Wp(℘1,℘2 − 1,℘3 − 1,℘4 − 1)(y) + (17)

δ̄N℘4℘1λr

b

∗
Wp(℘1 − 1,℘2,℘3,℘4 + 1)(y) +

δN℘1 δ̄L℘1 qλ

b

∗
Wp(℘1 + 1,℘2,℘3,℘4)(y) +

μ

b

where, b = (y + δ̄N℘4 λ + H(s− ℘2)β + ℘2γ1 + ℘3γ2 + ℘4μ + δ̄N℘4℘1λr + δN℘4 δ̄L℘1 qλ).
Now, we differentiate the Equations (16) and (17) for (n + 1) times and computing at

y = 0, we have,
For 0 ≤ ℘1 ≤ L,℘2 = 0, 1 ≤ ℘3 ≤ S2, 1 ≤ ℘4 ≤ N,

E[Wn+1
p (℘1, 0,℘3,℘4)] =

δ̄N℘4 λ

a
E[Wn+1

p (℘1, 0,℘3,℘4 + 1)] +

wγ2

b
E[Wn+1

p (℘1,℘2,℘3 − 1,℘4)] +
β

a
E[Wn+1

p (℘1, Q,℘3,℘4)] + (18)

δ̄N℘4℘1λr

a
E[Wn+1

p (℘1 − 1, 0,℘3,℘4 + 1)] +

δN℘4 δ̄L℘1 qλ

a
E[Wn+1

p (℘1 + 1, 0,℘3,℘4)] + (n + 1)E[Wn+1
p (℘1,℘2,℘3,℘4)],
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wherea = (y + δ̄N℘4 λ + ℘3γ2 + β + δ̄N℘4℘1λr + δN℘4 δ̄L℘1 qλ).
For 0 ≤ ℘1 ≤ L, 1 ≤ ℘2 ≤ S1, 1 ≤ ℘3 ≤ S2, 1 ≤ ℘4 ≤ N,

E[Wn+1
p (℘1,℘2,℘3,℘4)] =

δ̄N℘4 λ

b
E[Wn+1

p (℘1,℘2,℘3,℘4 + 1) +

H(s− v)β

b
E[Wn+1

p (u, v + Q, w, x)] +
vγ1

b
E[Wn+1

p (℘1,℘2 − 1,℘3)] +

wγ2

b
E[Wn+1

p (℘1,℘2,℘3 − 1)] +
(℘4 − 1)μ

b
E[Wn+1

p (℘1,℘2 − 1,℘3 − 1,℘4 − 1)] + (19)

δ̄N℘4℘1λr

b
E[Wn+1

p (℘1 − 1,℘2,℘3,℘4 + 1)] +

δN℘4 δ̄L℘1 qλ

b
E[Wn+1

p (℘1 + 1,℘2,℘3,℘4) + (n + 1)E[Wn+1
p (℘1,℘2,℘3,℘4)]

where, b = (y + δ̄N℘1 λ + H(s− ℘2)β + ℘2γ1 + ℘3γ2 + ℘4μ + δ̄N℘4℘1λr + δN℘4 δ̄L℘1 qλ).
The LST of UWT of a demand in the queue is given by

∗Wp(y) = 1−
L

∑
℘1=0

S1

∑
℘2=0

S2

∑
℘3=1

N−1

∑
℘4=0

Υ(℘1,℘2,℘3,℘4) + (20)

L

∑
℘1=0

S1

∑
℘2=0

S2

∑
℘3=1

N−1

∑
℘4=0

Υ(℘1,℘2,℘3,℘4)∗Wp(℘1,℘2,℘3,℘4 + 1)(y)

The nth moments of UWT, using (20), is given by

E[Wn
p ] = δ0n + (1− δ0n)

L

∑
℘1=0

S1

∑
℘2=0

S2

∑
℘3=1

N−1

∑
℘4=0

Υ(℘1,℘2,℘3,℘4)E[Wn
p (℘1,℘2,℘3,℘4 + 1)] (21)

Using Equation (21) and substitute n = 1, we get the desired result as in (15).

Corollary 1. The expected waiting time of a orbital demand is defined by

E[Wo] =
L−1

∑
℘1=0

S1

∑
℘2=0

S2

∑
℘3=1

N

∑
℘4=0

Υ(℘1,℘2,℘3,℘4)E[Wo(℘1 + 1,℘2,℘3,℘4)] (22)

5. System Characteristics

This section explores the necessary and sufficient system performance of the pro-
posed model.

5.1. Mean Inventory Level for First Commodity

The mean inventory of the first commodity is defined as

Δ1 =
∞

∑
℘1=0

S1

∑
℘2=1

S2

∑
℘3=1

N

∑
℘4=0

℘2Υ(℘1,℘2,℘3,℘4)

5.2. Mean Inventory Level for Second Commodity

The mean inventory of the second commodity is defined as

Δ2 =
∞

∑
℘1=0

S1

∑
℘2=0

S2

∑
℘3=1

N

∑
℘4=0

℘3Υ(℘1,℘2,℘3,℘4)
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5.3. Mean Reorder Rate for First Commodity

The mean reorder rate of first commodity is defined as

Δ3 =
∞

∑
℘1=0

S2

∑
℘3=1

N

∑
℘4=1

℘4μΥ(℘1,s+1,℘3,℘4) +
∞

∑
℘1=0

S2

∑
℘3=1

N

∑
℘4=0

(s + 1)γ1Υ(℘1,s+1,℘3,℘4)

5.4. Mean Reorder Rate for Second Commodity

The mean reorder rate of second commodity is defined as

Δ4 =
∞

∑
℘1=0

S1

∑
℘2=1

N

∑
℘4=1

℘4μΥ(℘1,℘2,1,℘4) +
∞

∑
℘1=0

S1

∑
℘2=0

N

∑
℘4=0

γ2Υ(℘1,℘2,1,℘4)

5.5. Mean Perishable Rate for First Commodity

The mean perishable rate of first commodity is given by

Δ5 =
∞

∑
℘1=0

S1

∑
℘2=1

S2

∑
℘3=1

N

∑
℘4=0

℘2γ1Υ(℘1,℘2,℘3,℘4)

5.6. Mean Perishable Rate for Second Commodity

The mean perishable rate of second commodity is given by

Δ6 =
∞

∑
℘1=0

S1

∑
℘2=0

S2

∑
℘3=1

N

∑
℘4=0

wγ2Υ(℘1,℘2,℘3,℘4)

5.7. Mean Number of Primary Customer Lost

The mean number of primary customer lost in the system is defined as

Δ11 =
∞

∑
℘1=0

S1

∑
℘2=0

S2

∑
℘3=1

(1− q)λΥ(℘1,℘2,℘3,N)

5.8. Overall Rate of Retrial

The expected overall rate of retrial of the orbit customer in the system is given by

Δ12 =
∞

∑
℘1=1

S1

∑
℘2=0

S2

∑
℘3=1

N

∑
℘4=0

℘1λrΥ
(℘1,℘2,℘3,℘4)

5.9. Successful Rate of Retrial

The expected successful rate of retrial of the orbit customer in the system is given by

Δ13 =
∞

∑
℘1=1

S1

∑
℘2=0

S2

∑
℘3=1

N−1

∑
℘4=0

℘1λrΥ
(℘1,℘2,℘3,℘4)

5.10. Fraction of Successful Rate of Retrial

The expected fraction of successful rate of retrial of the orbit customer in the system is
given by

Δ14 =
Δ13

Δ12

6. Cost Analysis and Numerical Illustrations

The mean total cost (MTC) is given by
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MTC = (Ch1 ∗Δ1) + (Ch2 ∗Δ2) + (Cs1 ∗Δ3) + (Cs2 ∗Δ4) + (Cp1 ∗Δ5) + (Cp2 ∗Δ6) +
(Cw1 ∗ E[Wp]) + (Cw2 ∗ E[Wo]) + (Cb ∗Δ11).

To compute the MTC per unit time, the following costs are considered

Ch1 = The holding cost of commodity-I per unit item per unit time t.
Ch2 = The holding cost of commodity-II per unit item per unit time t.
Cs1 = Set up cost of commodity-I per run.
Cs2 = Set up cost of commodity-II per run.
Cp1 = Perishable cost of commodity-I per unit item per unit time.
Cp2 = Perishable cost of commodity-II per unit item per unit time.
Cw1 = Waiting cost of a customer in the queue per unit time t.
Cw2 = Waiting cost of a orbiting customer per unit time t.
Cb = Cost due to loss of customers per unit time.

Numerical Illustrations

Numerical analysis is an applied mathematics technique that allows staggeringly
large amount of data to be processed and analyzed for trends, thereby aiding in forming
conclusions. This is done nowadays in a computer environment, providing massive in-
creases in speed and usefulness of calculations. This numerical work is carried out by
fixing the parameters and cost values which are involved in the proposed mathematical
model. Due to the nature of the proposed model, the determination of the parameter values
assumed randomly under the satisfaction of the stability condition. The numerical value
of stationary probability vector whose sum gives one. After such verification’s (stability
condition and normalising condition), we proceed the numerical works. To perform these
numerical illustrations, we fix the parameter values as Ch1 = 0.001, Ch2 = 0.01, s = 4,
Cs1 = 4.1, Cs2 = 3.5, Cp1 = 2, Cp2 = 1.8, Cw1 = 1.6, Cw2 = 1.1, Cb = 3.6, N = 5,
λ = 3.6, β = 0.93, γ1 = 0.21, γ2 = 0.2, λr = 4.46, q = 0.5, μ = 25.5. The proposed
study is only valid if the assumed parameters must satisfy the stability condition and
normalising condition.

Example 1. From Table 1, for varying S1, the economical capacity S1(S∗1) is determined at each S2
and is identified by the expected total cost which is column minimum with underline. Similarly,
the economical capacity S2(S∗2) is determined at each S1 and is identified by the expected total cost
which is row minimum and is given in bold form. When we increase the number of first commodity,
the MTC holds the both decreasing and increasing property. It shows that the MTC is not monotonic
regarding the change in S1. This will produce the minimum MTC at some S1. Similarly, the same
monotonic property holds for the second commodity. Therefore, we also obtain the minimum MTC
for S2. Since both S1 and S2 holds the minimum MTC, the proposed model produces the convex
point at some (S1, S2) locally. Finally the local minimum expected total cost is determined at S∗1
and S∗2 where the row minimum and column minimum matches, so that the cost will be identified
with both underlined and in bold script. Using Table 1, S∗1 = 25, S∗2 = 7, MTC∗ = 8.991429.

The graphical illustration of the optimum MTC is shown in Figure 1. If the values of S1 increases,
then the value of MTC have both increasing and increasing quality. It means that S1 will give the
optimum MTC. When we work on the S2 with the similar manner as S1, this also gives the minimum
MTC. Finally, both S1 and S2 are increased together, we obtain the convex at some point of this proposed
mathematical model. This convexity also helps us to determine the fixation of parameters and cost
values of the model. Under the obtained convex result, we perform the further numerical work.
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Figure 1. S1 vs. S2 on MTC.

Table 1. Mean total cost rate as a function of S1 and S2.

S1/S2 5 6 7 8 9

23 9.179124 9.105358 9.072545 9.076211 9.098163
24 9.111433 9.046548 9.021119 9.051946 9.080716
25 9.044719 9.008342 8.991429 9.033913 9.076386
26 9.054109 9.008624 8.996934 9.039765 9.094405
27 9.065483 9.032995 9.024460 9.064498 9.126085

Example 2. From the exploration of Figures 2–6, the responses of Δ3, Δ9, Δ11, Δ13 and MTC
under the subject of queue capacity and primary arrival rate are explained below.

• When we increase λ, the number of arrival in the system as well as sales of first commodity are
increased. So the number of customer and number of sold commodity are directly proportional
to each other, the commodity-I reaches the reorder point as soon. Therefore, the mean reorder
rate increases according to the increase of λ. Likewise, the queue size N also cause the increase
of the mean reorder rate of the commodity-I. It is shown in Figure 2.

• As the increase of arrival rate, we observe that the number of customer in the waiting hall will
increase from the Figure 3. The expansion of queue size N also cause the increase of number of
customer in the waiting hall. Δ9 monotonically increases as both N and λ increase.

• However, as we predicted, the customer lost rate will increase when λ increases due to the
restriction of finite waiting hall size. Once the waiting hall starts overflow, the new arrivals at
that moment either goes to an orbit or they considered as lost under the Bernoulli’s schedule. It
is shown in Figure 4. However, this can be controlled when we expand the queue size.

• As λ increases, the mean successful rate of retrial decrease. This is because the primary
customer occupies the places in the waiting hall. When the orbit customer tries to enter into
the waiting hall and finds that there will be very less seats available, the number of customer
enters into the waiting hall will decrease. Similarly the same situation will happen when the
queue size is expanded. This can be seen from Figure 5.

• According to occurrence of the arrival rate, the total cost of the system changed with the direct
proportion. Since every customer requires an item, we should maintain the sufficient stock
level according to the occurrence of customer in the waiting hall. So that the holding cost of
the required items also increased accordingly. Thus the mean total cost value of the system
increased as we increase both λ and N. It can be seen in Figure 6.
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Figure 2. λ vs. N on Δ3.

Figure 3. λ vs. N on Δ9.

Figure 4. λ vs. N on Δ11.
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Figure 5. λ vs. N on Δ13.

Figure 6. λ vs. N on MTC.

Example 3. Table 2 shows the different characteristics of MTC and Δ11 with varying combinations
Q, s, S2 and q with set up cost dependent lead time for commodity 1.

• Basically the lead time of any receiving order depends upon the ordering quantity. Normally
the lead time of an order decreases with increasing the order quantity. In addition, the set up
cost per order may increase if the transportation cost increases with Q.

• But as β increases, MTC decreases due to high sensitive nature of lead time. β increases means
that the average time of an ordered item to reach the system will be reduced. According to this
fact the unnecessary delay of receiving the ordered items can be avoided. Relaxation of this
delay time helps to reduce the MTC.

• As S2 increases, MTC has both decreasing and increasing property under the given random
environmental conditions. It possess the optimal MTC. As per the changes due to S2, the Cs2
will play the same role as S2 on MTC.

• If we increase q, then the customer decides to leave the system without entering into the orbit.
This leads to increase of mean customer lost. At the same time, it helps to reduce the mean total
cost whenever it increases.
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Table 2. Mean total cost vs. Customer lost.

N S2 Cs2

Q = 18, s = 2, q = 0.5 Q = 18, s = 2, q = 0.75 Q = 16, s = 4, q = 0.5 Q = 16, s = 4, q = 0.75
β = 1, Cs1 = 6 β = 1, Cs1 = 6 β = 0.75, Cs1 = 5.5 β = 0.75, Cs1 = 5.5

MTC Δ11 MTC Δ11 MTC Δ11 MTC Δ11

2 2 3 8.7536 1.5519 7.5094 0.7532 9.0950 1.5882 8.0698 0.7743
3 3.5 8.6646 1.5519 7.1303 0.7532 8.7645 1.5882 7.3157 0.7743
4 4 8.7541 1.5519 7.0804 0.7532 8.7776 1.5882 7.1392 0.7743

4 2 3 10.3059 1.5886 9.9867 0.7724 12.5089 1.6150 13.0528 0.7870
3 3.5 9.2156 1.5886 8.1644 0.7724 10.0960 1.6150 9.5449 0.7870
4 4 9.1308 1.5886 7.8589 0.7724 9.7125 1.6150 8.7821 0.7870

Example 4. From Table 3, Under the given cost structure and some parameters associated with
service and any kind of arrivals, the comparisons of results of queue dependent with non-queue
dependent service policies, the merits of the proposed model are studied and stated below:

• As μ increases, Δ11 and Δ14 increases. This is because the average service time per customer is
reduced. So the overflowing of a customer in the waiting hall has been controlled by the server.
Thus the attempt of an retrial customer to enter into the waiting hall becomes successful. In
the mean time the customer lost is also controlled.

• At any given rate of primary arrival and retrial, the total cost curve is either decreased or
convex under the given range of μ with non-queue dependent service time but it is lower at any
given μ with queue dependent service time. Since the queue dependent service rate will reduce
the average service time per customer, the optimal MTC of the proposed model is attained in
the queue dependent service time cases only.

• As we expected E[Wp], E[Wp], Δ14 and MTC all increases as λ increases. The number of
incoming arrival into the system generally increases the expected waiting time of a primary as
well as retrial customer, MTC and customer lost when it increases.

• Further all these measures are much lower at queue dependent service time except Δ14.
• As μ increases, MTC, E[Wp] and E[Wo] decreases and Δ11 and Δ14 decreases. This is due to

the decreases of the mean service while increasing μ which reduces the number of customers in
the waiting hall.

• We can notice that Δ14 decreases and others decrease on increasing the parameter vale of λ.
Because the number of customers in the waiting hall increases if λ is increased.

• On comparing, the measures E[Wp], E[Wo] and MTC under the parameter variation, Queue
dependent service time is more effective than the non-queue dependent service time. For the
others, non-queue dependent service time is effective.

Table 3. Queue dependent service time Vs Non queue dependent service time.

Queue Dependent Service Time Non Queue Dependent Service Time

λ λr μ E[Wp] E[Wo] Δ14 MTC Δ11 E[Wp] E[Wo] Δ14 MTC Δ11

3.2 2.2 5 0.0325 0.0545 0.9283 7.7969 1.2069 0.0785 0.2167 0.8799 11.2858 0.7562
10 0.0269 0.0431 0.9569 8.1573 1.2751 0.0349 0.0656 0.8950 8.9257 1.0759
15 0.0256 0.0404 0.9689 8.6277 1.2930 0.0288 0.0497 0.9171 8.9840 1.1803
20 0.0250 0.0393 0.9756 9.1269 1.3008 0.0268 0.0447 0.9326 9.3530 1.2259

3.2 5 0.0224 0.0356 0.9273 7.6068 1.2671 0.0549 0.1433 0.8766 10.7980 0.7821
10 0.0185 0.0280 0.9564 7.7515 1.3431 0.0241 0.0433 0.8925 8.4550 1.1201
15 0.0176 0.0263 0.9685 7.9831 1.3634 0.0198 0.0326 0.9151 8.314 1.2347
20 0.0172 0.0255 0.9753 8.2393 1.3722 0.0185 0.0292 0.9308 8.4485 1.2862

4.2 5 0.0171 0.0263 0.9272 7.5383 1.3009 0.0422 0.1066 0.8749 10.5441 0.7975
10 0.0141 0.0207 0.9564 7.6030 1.3823 0.0184 0.0323 0.8916 8.2765 1.1440
15 0.0134 0.0194 0.9685 7.7398 1.4044 0.0151 0.0242 0.9144 8.0709 1.2644
20 0.0131 0.0188 0.9752 7.8979 1.4140 0.0141 0.0217 0.9301 8.1125 1.3198
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Table 3. Cont.

Queue Dependent Service Time Non Queue Dependent Service Time

λ λr μ E[Wp] E[Wo] Δ14 MTC Δ11 E[Wp] E[Wo] Δ14 MTC Δ11

3.6 2.2 5 0.0398 0.0716 0.9291 8.5298 1.3357 0.1020 0.3253 0.8859 12.8286 0.8124
10 0.0324 0.0557 0.9572 9.0293 1.4180 0.0435 0.0889 0.8972 10.0259 1.1803
15 0.0308 0.0521 0.9690 9.6480 1.4392 0.0351 0.0653 0.9181 10.0798 1.3060
20 0.0301 0.0505 0.9756 10.2973 1.4484 0.0325 0.0581 0.9331 10.5559 1.3608

3.2 5 0.0275 0.0467 0.9279 8.3045 1.4044 0.0718 0.2146 0.8828 12.2445 0.8386
10 0.0224 0.0362 0.9566 8.5384 1.4962 0.0302 0.0586 0.8946 9.4455 1.2293
15 0.0212 0.0338 0.9686 8.8598 1.5204 0.0243 0.0429 0.9159 9.2578 1.3674
20 0.0207 0.0328 0.9753 9.2066 1.5308 0.0224 0.0380 0.9312 9.4438 1.4295

4.2 5 0.0210 0.0345 0.9276 8.2237 1.4435 0.0554 0.1594 0.8810 11.9324 0.8546
10 0.0170 0.0267 0.9565 8.3560 1.5418 0.0231 0.0437 0.8935 9.2145 1.2560
15 0.0162 0.0249 0.9686 8.5547 1.5683 0.0185 0.0318 0.9150 8.9471 1.4011
20 0.0158 0.0241 0.9752 8.7743 1.5796 0.0171 0.0281 0.9304 9.0161 1.4680

7. Conclusions

This paper analyses a single server two commodity inventory system with queue-
dependent services for finite queue and an optional retrial facility. We applied a Neuts
matrix geometric approach to resolve the infinitesimal generator matrix and further we
derived a stability condition and the steady state probability vector of the system. Upon
computing the necessary system characteristics of the system, we obtained the mean total
cost of the considered model. This model explored the queue dependent and non-queue
dependent service polices in a two commodity retrial inventory system. The minimal
optimum mean total cost is obtained for the queue-dependent service policy. Indeed, this
policy also helped to reduce the rate of customer lost and his/her expected waiting time.
Apart from that the retrial customers successful retrial rate also increased as we expected.
As for the consequences, the queue dependent service is more profitable when the major
product attached with its complimentary. As a result of the numerical survey, maximum
stock levels of both products are economically controlled. Furthermore, the fixed stocking
capacities of inventory and the preference level of customer entering into the orbit, the
system may control the size of queue with the ordering quantity which corresponds to
lead time and set up cost. However, the comparison of queue dependent and non-queue
dependent service polices will give a great impact on the inventory management. The
readers can easily understand these different service polices which one is adoptable to
bring out the profitable business. This model will be extended into a multi server service
system in the future. In such an environment, one can analyse the impact of customer lost
and their waiting time with the single server model. This analysis also helps to the business
people to develop their business.
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Notations
0 Null matrix of an appropriate order
e A column vector of the each entries are one with an appropriate dimension
I An identity matrix of an appropriate order

δij

{
1, if j = i,
0, otherwise

H(z)
{

1, ifz ≥ 0,
0, otherwise

δ̄ij 1− δij
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Abstract: In the egg industry, it is necessary to estimate the egg volume accurately when estimating
egg quality or freshness in a non-destructive method. Egg volume and weight could obtain egg
density and could be used to determine egg freshness. Therefore, the egg geometric must be obtained
first to establish a volume equation with a geometric shape. This research proposes an innovative
idea to derive the mathematical model and volume equation of egg shape, calculate its volume, and
verify the accuracy of the mathematical equation proposed using the volume displacement method.
Using the proposed equation, the minimum error between the calculated egg volume) and actual
egg volume is 0.01%. The maximum volume error does not exceed 2%. The egg shape equation can
accurately draw the outer contour curve of the egg by the half-length of the maximum long axis and
maximum breadth of the short axis, and the distance from the center point of the egg to the maximum
breadth (xm).

Keywords: egg shape equation; displacement of volume method; egg volume

MSC: 14-11

1. Introduction

Egg geometry is often used in food research, agricultural engineering, biological
sciences, mechanical engineering, architecture, and so on. This involves research on the
classification and ecological morphology of poultry populations [1,2], predicting the weight
relationship of chicks after egg hatching [3], and egg hatchability [4,5]. An egg can with-
stand external forces exerted during grading and transportation. Therefore, the mechanical
properties of simulated eggshells are usually analyzed [6], and the best protection method
is proposed. Eggshell shapes have also been used to design underwater installations,
containers [7], and buildings [8]. Therefore, mathematical equations for egg shape, egg vol-
ume, and related parameters are required to perform related research and in applications.

Egg shape can be divided into oval, pyriform, circular, and elliptical forms [1,9].
The shape classification of eggs is mainly based on the ratio of the maximum breadth
(B) to the maximum length (L) of the egg multiplied by 100, which is called the shape
index (SI) [10,11]. The SI is used to judge whether the egg is approximately round or
oval (i.e., degree of shape). Mathematically speaking, eggs are prolate spheroids [5],
which approximate the volume of ellipsoids. Therefore, for egg volume calculation, the
deformation equation with the volume of ellipsoids as the base is often used for calculation,
as shown in Equation (1) [5,10].

V = kv
4
3

π

(
L
2

)(
B
2

)2
≈ kvLB2. (1)
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kv is the compensating coefficient, B is the maximum width equatorial, and L is the
maximum egg length. Eggs shape of various breeds is different, and the kv value of the
volume calculation Equation (1) will also change accordingly [12]. The commonly used
kv = 0.5236 is a standard ellipsoid. To increase the accuracy of the egg volume calculation,
Narushin (1997) set kv = 0.496 [13]. A follow-up study by Narushin (2005) proposed a more
accurate correction equation for egg volume, kv = (0.6057− 0.0018B), and the coefficient
of determination reaching 0.958, as shown in Equation (2) [14]. It was subsequently proved
that kv is not a constant but a function of the linear parameters of the egg shape (that is, the
maximum length L and maximum breadth B of the egg) [14–16]. Subsequently, Narushin
(2021) again proposed that kv = 0.5136 and Equation (2) can be more accurate and closer to
the actual egg volume when calculations are performed [15].

V =
(

0.5202LB2 − 0.4065
)

. (2)

In 1948, the German mathematician Fritz Hügelschäffer used two non-concentric
circles to construct a deformed ellipse to form an egg-shaped curve [8,17]. Preston (1953)
multiplied the basic ellipse equation by a cubic polynomial so that the deformed ellipse
equation can describe a variety of egg shapes [18]. Smart (1969) found the tangent angle
(taper angle) of the edge of the egg-shaped contour and introduced the short axis of the
ellipse equation to describe the outer shape of the egg [19]. Narushin et al. (2020) applied
Hügelschäffer’s egg-shaped contour model to calculate the volume of an egg [20].

This study aims to derive a simplified equation that can quickly, directly, and accurately
calculate the egg volume (V) based on the egg-shaped contour equation proposed by Smart
(1969) and use the displacement of volume method to calculate volume. The egg volume
calculated by the equation established in this paper is compared to the actual measured
volume. This helps compare the theoretical equation and actual measurement error value
as well as the accuracy of the theoretical equation. Further verifications were made by
comparing the present results to the previously reported egg volume equations. The egg
volume equation established in this study can be used as one of the reference methods for
quick and accurate egg volume calculation. In addition, the egg-shaped contour equation
was drawn and compared with the actual shooting shape, which further confirmed the
reliability of the egg-shaped contour equation drawn in this research.

2. Materials and Methods

2.1. Egg Sample

The theoretical equation for egg volume proposed in this paper uses 47 eggs and
measures the respective volume of each egg by the displacement of volume method. It is
used to verify the difference between the egg volumes found using the theoretical equation
and the actual experimental measurement.

2.2. Egg Dimension Parameter and Volume Measurement

For egg dimensions, a digital caliper is used to measure the maximum long (L) and
maximum short (B) axes of eggs and the distance from the long axis half-length to the
plane of the maximum breadth of eggs (xm). The resolution of the digital caliper can reach
0.01 mm.

The actual volume of the egg is measured according to the volume displacement
method, with the following practical guideline steps, as shown in Figure 1. Place the
egg to be measured in a 500 mL graduated empty cylinder, and add water up to the
400 mL mark. Remove the egg from the measuring cylinder, reset the precision electronic
balance (HG-2000, Shinko Denshi Co. Ltd., Tokyo, Japan) to zero, and then add the water
in the measuring cylinder to 400 mL. As the density of water approaches 1 g/cm3, the
weight of the added water corresponds to the volume of the eggs. Removing the eggs
from the graduated cylinder requires preventing the water in the graduated cylinder from
overflowing. Therefore, let the water droplets adhering to the egg’s surface remain in
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the measuring cylinder before removing the egg for higher precision. The water droplet
adhering to the surface of the eggshell has a significant influence on the measurement of
egg volume.

Figure 1. Flow chart of egg volume measurement.

2.3. Egg Volume Equation

Preston (1953) multiplied the basic ellipse equation by a polynomial to modify the
ellipse shape to achieve a variety of egg shape equations for describing the geometric shapes
of various bird eggs [18]. The follow-up work by Smart (1969) also used the ellipse equation
as the basis to measure the tangent angle of the outer edge of the egg and introduced the
ellipse equation to describe the shape of the egg [19], as follows:

x2

a2 +
y2

(b + x tan θ)2 = 1. (3)

Köller [21] multiplied the y2 term by t(x) based on the ellipse Equation:

x2

a2 +
y2

b2 · t(x) = 1, (4)

where a and b are the long and short axes of the ellipse, respectively, as shown in Figure 2.
t(x) = 1 + kx is a simple function, which converts the ellipse into an egg-shaped curve.
When the value of k is large, the y-axis of the ellipse is not symmetric. When the value
of k is small, it will be closer to the standard ellipse shape, as shown in Figure 2b. k = 0
corresponds to the standard elliptic curve.

Figure 2. (a) Smart (1969) egg-shaped curve parameter location diagram. (b) Köller’s egg-shaped
curve diagram of the change of the function k value in Equation (4).
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We have found that when (b + x tan θ)−2 in Smart (1969) equation is converted by
power series, (1 + 2kx) can be obtained, and the conversion process is as follows:

Equation (5) can be obtained by expanding Equation (3) to power series as

x2

a2 +
y2

b2

[(
1− 2

tan θ

b
x
)
+
−2(−3)

2!

(
tan θ

b
x
)2

+ · · ·
]
= 1. (5)

When x = xm, Equation (6) can be obtained by neglecting the higher-order terms in
Equation (5) as

x2

a2 +
y2

b2

(
1− 2

tan θ

b
x
)
= 1 (6)

and
x2

a2 +
y2

b2 (1 + kx) = 1, (7)

where k = − 2 tan θ
b .

From the above process, it can be seen that the egg-shaped contour equations of Köller
(2000) and Smart (1969) are consistent. To calculate the egg volume, we use the Smart (1969)
egg contour equation and find the egg volume from the equation by rotating the integral
around the long axis. The process is as follows:

V =
∫ a

−a
πy2dx (8)

=
∫ a

−a
π

(
1− x2

a2

)
(b + x tan θ)2dx (9)

=
π

a2

[
4
3

a3b2 +
4
15

a5 tan2 θ

]
. (10)

Finally, the egg volume equation is obtained:

V = π(
4
3

ab2 +
4

15
a3 tan2 θ), (11)

where a is the half-length of the long axis of the egg, b is the half-length of the short-axis
breadth of point O in the center of the egg, and θ is the egg taper angle, as shown in
Figure 2.

The short-axis breadth of the egg center point of the long axis (2b) and edge taper
angle (θ) are not easy to measure. In this study, the half-length of the long axis of the
egg (a), maximum breadth of the short axis of the egg (bm), and distance from the long
axis half-length to the plane of maximum breadth (xm) are known conditions. The correct
egg shape can be obtained by calculating the theoretical values b and tan θ of the egg
shape parameters.

Equation (12) can be obtained by sorting out Equation (6) as follows:

y2 =

(
1− x2

a2

)
b2(

1− 2
b · x · tan θ

) . (12)

Equation (12) is differentiated such that:

y
dy
dx

=
−x
a2

b2(
1− 2

b · x · tan θ
) +

1
b

tan θ ·
(

1− x2

a2

)
· b2(

1− 2
b · x · tan θ

)2 . (13)
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When dy
dx = 0 is the horizontal tangent of the maximum width of the egg, x = xm, the result

is as follows:

− xm +
a2

b
tan

(
1−

( xm

a

)2
)
· 1

1− xm
b · tan θ

= 0, (14)

According to the actual measurements in Table 1, putting the xm and egg length of half-
length ( L

2 ) average into 1− ( xm
a
)2

= 0.99 can be obtained. The short-axis breadth half-length
(b) and egg maximum breadth half-length ( B

2 ) are close, so we use the maximum breadth of
half-length directly for calculation; alos obtaining 1− xm

b · tan θ = 0.99.

Table 1. Egg shape geometry parameters.

Minimum
Value

Maximum
Value

Average
Standard
Deviation

Coefficient of
Variation (%)

Egg length (L) (mm) 54.11 63.01 58.75 2.31 3.93
Egg maximum breadth (B) (mm) 41.50 47.13 44.63 1.19 2.66

Weight (g) 52.05 74.40 65.54 5.17 7.88
Shape index 70.97 83.81 76.04 2.46 3.24

xm (mm) 0.9 3.31 2.17 0.51 23.53
Taper angle (degree) 0.53 7.44 3.88 1.46 37.56

Actual egg volume (cm2) 48.32 69.42 60.53 4.91 8.11

Therefore assume when, 1− ( xm
a
)2 ∼= 1 and 1− xm

b · tan θ ∼= 1, then:

xm ∼= a2

b
tan θ. (15)

From Figure 2a, the following can be obtained:

bm − b
xm

∼= tan θ. (16)

From Equations (15) and (16), the short-axis breadth half-length (b) of point O in the
egg can be obtained as follows (see Figure 2a):

b =
a2bm

(x2
m + a2)

. (17)

By substituting Equations (15) and (17) into Equation (11), the final egg volume can be
obtained as:

V = πa3
(

bm

x2
m + a2

)2
·
(

4
3

a2 +
4

15
x2

m

)
, (18)

where bm = B
2 and a = L

2 .

3. Results and Discussion

This paper uses 47 eggs to verify the egg volume equation (Equations (11) and (18))
established based on Smart’s equation (Equation (3)). The actual measured parameter
results of 47 eggs are shown in Table 1. The most significant variation of egg shape
parameters is the actual volume of the egg and the coefficient of variation of xm, which are
23.53% and 8.11%, respectively. Egg maximum breadth has the least variability.

The egg volume Equation (11) is introduced by Equations (15) and (17) to obtain
the final egg theoretical volume Equation (18). The angle of taper (θ) of the egg and half
the breadth of the center point (b) of the egg can be described by Equations (15)–(17). To
confirm the accuracy of the calculated taper angle (θ) and the short-axis breadth (b) of
the egg center point, we selected the egg SIs as large: 81.08, medium: 76.11, small: 70.97.
The profile of actual eggs of different specifications was compared with the calculated
curve profile, as shown in Figure 3 The volume percent errors of the three eggs were
0.32%, −0.58%, and 0.33%, respectively, within ±1%. MATLAB was used to draw the
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egg-shaped contour curve of Equation (3). b and tan θ in Equation (3) were calculated using
Equations (15)–(17). Actual pictures of the eggs were added. This helps to check whether
the theoretical equation egg contour, taper angle (θ) and half of the short axis width of the
egg center point (b) are consistent with the actual egg contour. The results are shown in
Figure 3. The calculated egg taper angle (θ) and half of the short-axis width of the center
point (b) are almost consistent with the actual egg contour.

Figure 3. The actual egg shape and egg-shaped curve drawn by Equations (3) and (15)–(17). The SI
(a) is 81.08; (b) 76.11; (c) 70.97.

The egg-shaped contour curve is converted into descriptions by a, bm, and xm from b
and tan θ in Equation (3). Therefore, the egg-shaped contour generated by the mathematical
equation can approximate the real egg-shaped contour curve. However, according to the
research and investigation in this study, there are still errors in the contour curves drawn
by Equation (3) and Equations (15)–(17). In addition, because eggs are biological samples,
they may be extruded deformed during production, resulting in an uneven shape.

For egg volume calculation, Equation (1) was used in the past. The kv value was
mainly set to 0.5236 for the elliptical volume equation. To make it more accurate, Narushin
(2021) found that for kv = 0.5163, calculation error variation can be reduced to a range of
0–3.7%, with an average of 1.1% [15]. Additionally, from the volume of the Hügelschäffer
egg-shaped body and ellipsoids volume Equation (1) kv = 0.5236, another Equation (2) for
calculating the egg-shaped volume is obtained [15]. Equations (2) and (19) calculate the
egg-shaped volume, with no significant difference between the two values obtained [15].

V = 0.5163LB2. (19)

In this study, the actual volume of eggs was measured by the volume displacement
method. The shape parameters of 47 eggs were substituted into the theoretical egg volume
Equation (18), ellipse Equation (1), and egg volume Equations (2) and (19) proposed by
Narushin (2021). Errors between the egg volume calculated by the four equations and the
actual measured egg volume were compared. The root mean square (rms) error values
obtained were 0.47, 0.96, 0.43, and 0.63, respectively. This indicates that our theoretical
equation and that proposed by Narushin (2021) (kv = 0.5163) can calculate relatively
accurate egg volumes. With kv = 0.5236 ellipse volume equation, the rms error of egg
volume calculated is only 0.96. However, because eggs are not in a standard ellipse
shape, the error between the egg volume calculated by the ellipse volume Equation (1)
(kv = 0.5236) and the actual measured volume will be more significant.

We use the actual measured volume of the egg and the calculated volume of the
equation to express the percentage error, which is a standard used to measure the accuracy
of the measurement results. It is calculated as the estimate minus the actual value divided
by the actual value, multiplied by 100%. It is used to express the accuracy of the volume
converted by its equation.

Figure 4a shows that from Narushin (2021) Equation (19), and theoretical calculation
Equation (18) in this study, the calculated volume percentage errors are mainly distributed
within ±2%. Therefore, from the volume obtained by the theoretical volume equation
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in this study and that measured by the volume of displacement method, the volume
percentage errors of ±0.5%, ±1%, ±1.5%, and ±2% correspond to 22 eggs, 16 eggs, 7 eggs,
and 2 eggs, respectively. Therefore, the standard deviation is 0.47%. The volume percentage
errors calculated by Equation (19) of Narushin (2021) are ±0.5%, ±1%, ±1.5%, and 2%,
corresponding to 22 eggs, 17 eggs, 7 eggs, and 1 egg, respectively. The standard deviation
is 0.4%. For the theoretical volume equation (i.e., Equation (18)) in this study, the maximum
volume error of the 47 eggs is 1.91%, minimum volume error is 0.01%. Narushin’s equation
(i.e., Equation (19)) maximum error is 1.59%, and the minimum volume error is 0.05%.
The resulting data point distribution and volume calculation accuracy are roughly the
same for our theoretical volume Equation (18) and Narushin’s Equation (19). However,
the maximum volume percentage error of Equation (18) proposed in this paper is 1.91%,
which may be caused by the fact that Equation (5) is expanded by the power series method,
and the higher-order terms of Equation (6) are omitted for the convenience of calculation.
Another reason may be that tan θ and b are approximate values obtained by converting
Equations (15)–(17) after measuring a, bm, and xm, resulting in a slight error in using the
theoretical volume Equation (18) in this study. The percentage of error in the volume
calculation of the ellipse volume equation is mostly greater than 1.5%, the maximum
volume error can reach 3%, and the standard deviation is 0.74%, while the egg volume
calculated by Narushin’s Equation (2) is mostly evenly distributed between 0 and 3%, as
shown in Figure 4b. Figure 4a shows that the egg volume obtained by this theoretical
Equation (18) and Narushin’s (2021) Equation (19) is quite accurate. Therefore, both the
theoretical equation and Equation (19) can accurately and quickly estimate the egg volume.

Figure 4. The volume percentage error corresponds to the actual weight of the egg. (a) theoretical
volume Equations (18) and (19); (b) theoretical volume Equation (18), elliptical volume equation,
Equation (2).

The theoretical egg volume Equation (18) established in this study is derived from
Smart’s egg-shaped curve Equation (3), with the parameters shown in Figure 2a including
the taper angle (θ) and short-axis width (b) of the egg’s geometric center point. The egg
volume equation was verified using 47 eggs, and the egg volume could be accurately
estimated when the SI of the egg ranged from 83.81 to 70.97. The research equation in
this paper can be applied to analytical software such as the finite element method in the
future to model eggshell or egg-shaped structures. Furthermore, it helps in improving the
accuracy of the analysis in engineering or agriculture for analyzing parameters such as the
mechanical strength of egg-shaped structures.

4. Conclusions

This study used the egg-shaped curve equation proposed by Smart (1969) [19] to
extend the calculation equation of egg volume as:

V = πa3
(

bm

x2
m + a2

)2
·
(

4
3

a2 +
4

15
x2

m

)
. (20)
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The egg volume equation proposed in this study only requires the measurement of the
half maximum length of the long axis (a), half maximum breadth of the short axis (bm), and
distance from the center of the egg to the maximum breadth of the short axis (xm). Thus, it
can quickly estimate the volume of the egg. It was verified that the egg volume with a SI of
70.97 to 83.81, the error range of the calculated theoretical volume and actual volume is
within ±2%.

Another contribution of this study is that we do not need to measure the egg’s outer
taper angle (θ) and breadth (b) of the center point. Instead, it can be converted from xm, bm,
and a using Equations (15)–(17) established in this work. By obtaining the length distance
between θ and b, Smart’s (1969) egg-shaped curve Equation (3) can be directly used to
draw the egg-shaped curve that is almost the same as the actual egg shape. In addition,
the equation proposed in this paper can be applied to the fields of agriculture or food to
analyze and simulate the curve modeling of eggs, which will be of great help and can
effectively improve the simulation accuracy.
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Abstract: The reservoir characterization aims to provide the analysis and quantification of the
injection-production relationship, which is the fundamental work for production management. The
connectivity between injectors and producers is dominated by geological properties, especially
permeability. However, the permeability parameters are very heterogenous in oil reservoirs, and
expensive to collect by well logging. The commercial simulators enable to get accurate simulation but
require sufficient geological properties and consume excessive computation resources. In contrast, the
data-driven models (physical models and machine learning models) are developed on the observed
dynamic data, such as the rate and pressure data of the injectors and producers, constructing the
connectivity relationship and forecasting the productivity by a series of nonlinear mappings or the
control of specific physical principles. While, due to the “black box” feature of machine learning
approaches, and the constraints and assumptions of physical models, the data-driven methods often
face the challenges of poor interpretability and generalizability and the limited application scopes. To
solve these issues, integrating the physical principle of the waterflooding process (material balance
equation) with an artificial neural network (ANN), a knowledge interaction neural network (KINN)
is proposed. KINN consists of three transparent modules with explicit physical significance, and
different modules are joined together via the material balance equation and work cooperatively to
approximate the waterflooding process. In addition, a gate function is proposed to distinguish the
dominant flowing channels from weak connecting ones by their sparsity, and thus the inter-well
connectivity can be indicated directly by the model parameters. Combining the strong nonlinear
mapping ability with the guidance of physical knowledge, the interpretability of KINN is fully
enhanced, and the prediction accuracy on the well productivity is improved. The effectiveness of
KINN is proved by comparing its performance with the canonical ANN, on the inter-well connectivity
analysis and productivity forecast tasks of three synthetic reservoir experiments. Meanwhile, the
robustness of KINN is revealed by the sensitivity analysis on measurement noises and wells shut-in
cases.

Keywords: reservoir characterization; productivity prediction; machine learning; knowledge interac-
tion neural network; embedded model
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1. Introduction

In a waterflooding reservoir, the subsurface flow is invisible and influenced by the
heterogenous geophysical properties, such as the porosity, compressibility, and especially
permeability. As an important content of reservoir characterization, the inter-well connec-
tivity analysis aims to quantify the contribution from an injection well to a production well,
so as to reflect the relative permeability strength of the flowing channels. Based on the anal-
ysis of inter-well connectivity, the oil field enables the adjustment of the hydrodynamics,
such as water shutoff, profile control, and well pattern optimization [1–5]. Commercial
simulators can predict production and characterize reservoirs accurately. However, geolog-
ical information is essential for the model development by simulators, which is difficult
and expensive to obtain in practice. In addition, the simulation for complex reservoirs is
pretty time-consuming, usually taking several hours or even days [6–8]. For most oil fields,
the injection and production rates are often available, on which the simplified reservoir
simulation models can be established.

Generally, characterization approaches for the inter-well connecting relationship can
be classified into three categories:

(1) Statistical and signal processing methods. These methods are based on statistical
analysis and signal processing techniques. Spearman rank correlations [9] were presented
to measure the relationship between injectors and producers, while the authors also pointed
out that this method was not completely robust and nor were the influence factors fully
understood. Tian and Horne [10] proposed a modified Pearson’s correlation coefficient
method to capture the influence from injectors to producers, showing a more precise
inter-well characterization ability than the Spearman rank correlation method. Wavelet
analysis was adopted to infer the connecting relationships [11], revealing new insights
into the inter-well connectivity analysis. Some novel signal processing approaches, like
cross-correlation, spectral analysis, magnitude-squared coherence, and periodogram were
also applied to infer the inter-well communication [12]. Although these methods have
high computational efficiency by analyzing the correlation and mapping relationships
between injection and production signals, they are not established on the physical laws of
waterflooding. Therefore, the robustness of these methods is hard to be guaranteed, and
these models are often combined together or served as complemental methods to reduce
the uncertainty [9,11,12].

(2) Machine learning methods. These methods usually quantify inter-well connec-
tivity through model parameters. Panda and Chopra [13] proposed a related approach,
using artificial neural networks (ANNs) to estimate the interactions between injectors
and producers, while the geological and geostatistical data were required to determine
the model parameters. Artun [14] evaluated the inter-well connectivity via the products
of weight matrices in ANNs, providing a new perception of the inter-well connectivity
analysis. While Jensen [15] commented that Artun’s ANNs model can’t reflect the physical
mechanism of the waterflooding process, so it was unclear for ANN’s performance on the
field disturbances (e.g., temporary shut-in or completion). Even though these machine
learning (ML) methods are capable of inferring the inter-well connectivity via their strong
nonlinear mapping abilities, they are considered as “black box” models, for their weakness
in physical interpretation, limiting their practical applications.

(3) Physical models. These models are established on the physical process and derived
from corresponding physical laws. Yousef et al. [16] used the capacitance resistance model
(CRM or CRMIP) to reflect the connectivity and time lag between injector and producer
pairs, which derived from the material balance equation and linear productivity model.
Compared with the multiple linear regression (MLR) model [17], it considered the effects
of compressibility and transmissibility. Based on the work of CRM, a series of models
were introduced, such as the capacitance resistance model for the producer control volume
(CRMP) [18] and the capacitance resistance model for a tank or field control volume
(CRMT) [19] and. Different from CRMIP, CRMT and CRMP assign each drainage volume
or each tank to a constant time delay, making the production signals react synchronously
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with the signals of all injectors. In addition, Sayarpour [20] proposed a CRM-blocks model,
dividing the drainage volume into several blocks to calculate the flow rate. However,
the complexity of the CRM-blocks model is inevitably increased, since it simulates the
flowing process block by block, limiting its applications in complex cases. To infer the
inter-well connectivity from multilayers, the multilayer CRM (ML-CRM) [21] was proposed,
by modeling the injected fluids flowing across different layers with the help of production
logging tools (PLT). Besides, Zhao et al. [22] presented an inter-well numerical simulation
model (INSIM) to approximate the performance of waterflooding reservoirs. INSIM is
derived from the mass material balance and front tracking equations, which consist of
inter-well control units considering transmissibility and control pore volume. Moreover,
considering more complex cases, such as the conversion from a producer to an injector,
INSIM-FT [23] was designed; INSIM-FT-3D was proposed to simulate the flow in three
dimensions with gravity [24]. Recently, INSIM-FPT [25] has been presented to reveal the
inter-well connectivity via history matching data instead of the reservoir petrophysical
properties. These physical models have clear physical assumptions and can be applied in
other aspects, such as production optimization [26–29].

With the high computing efficiency, strong fitting ability, and excellent prediction
accuracy, ML models have been widely utilized in the oil industry [28,30–36]. As an
important kind of ML approach, ANNs enable to learn the complex mapping from the
input variables to the desired output variables, by adjusting the weights of the internal
synapses [37,38]. Nonetheless, the lack of trustworthiness is a big challenge for the further
development of ANNs in real applications, since these models seldom consider physical
knowledge and the model parameters do not have physical implications.

To improve the model reliability and generalizability, many researchers have tried
to associate physical knowledge with ANNs in practical applications. A physics-guided
neural network (PGNN) [39] was proposed to simulate the lake’s temperature, using
the results of physical models and leveraging physical rules to improve the scientific
consistency of neural networks. In [40], physics-informed neural networks (PINN) were
proposed, integrating the partial differential equation (PDE), boundary condition (BC),
and initial condition (IC) into the objective function. PINN was improved in [41], which
learned parameters and constitutive relationships in subsurface flow by minimizing the
PDE (Darcy or Richards equation) residual. To reduce the sensitivity of initial parameters
and too many iterations of primary PINN, a modified genetic algorithm is adopted in the
model’s optimization scheme, effectively resolving the linear elastic problems in the solid
mechanics [42]. Moreover, a theory-guided neural network (TgNN) [43] was proposed
to simulate the subsurface flow, which considered not only PDE, BC, and IC, but also
expert knowledge and engineering controls. Csiszár et al. [44] combined continuous
logic rules and multicriteria decision operators with networks, providing the semantic
meaning for the values of the activation functions. In a social recommendation system,
a Knowledge-aware Coupled Graph Neural Network (KCGN) is proposed, coupling the
inter-dependent knowledge between items and users with the machine learning framework,
which shows great performance on several real-world datasets [45]. On the one hand, most
interpretable methods associate the physical knowledge with the objective function in
the form of regularization terms, thus enforcing the neural networks to make predictions
within certain physical constraints. However, penalty terms inevitably lead to the increase
of hyperparameters, which are difficult to determine and negative to the model stability.
On the other hand, the results of ML models are more consistent with the physical reality
to a certain extent, yet they have a weak effect on strengthening the physical meaning
of model parameters. Therefore, the “black box” can only be opened when ANNs have
deeper physical interaction from the parameter level. Still, to the best of our knowledge,
in terms of inter-well connectivity analysis problems, there are few studies focused on
integrating the physical information with ANNs, not to mention assigning the knowledge
to model parameters.
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The goal of this study is to improve the accuracy and stableness of the inter-well
connectivity characterization and enhance the prediction precision on well productiv-
ity, by combining the physical knowledge with machine learning techniques. The main
contributions of this paper are outlined as follows.

(1) An innovative neural network is proposed to handle the reservoir characterization
and productivity forecast problems, in which the material balance equation is embedded via
three high transparent modules, thereby ensuring the physical sense of model parameters.

(2) A gate function is designed to evaluate the contributions from input signals to
the output signals, which avoids the complex constraint optimization and guarantees the
interpretability of function values.

(3) KINN reveals a successful paradigm to enhance the generalization capability and
interpretability by integrating physical knowledge within the model architectures, which
can be easily extended to a series of neural networks.

The rest of this paper is arranged as follows. In Section 2, we introduce the theoretical
foundation (the material balance equation) of KINN. Then we provide the detailed work-
flow and explanation of model structures of KINN in Section 3. In Section 4, we reveal
the effectiveness of KINN by comparing its performance with classical ANN on three
reservoir simulation experiments and test the model’s sensitivity to noisy data. Finally, we
summarize this paper and get some conclusions in Section 5.

2. Methods

The material balance equation is the basic principle for a closed waterflooding reservoir,
which describes the relationship between inflow, outflow, and the changes of flow among
the water drainage volumes of the geological system. The inter-well connectivity analysis
aims to generate a quantitative evaluation of the connecting strength for each injector-
producer pair. During the waterflooding process, considering a single injector and single
producer case, the material balance equation is:

CtVp
dp
dt

= i(t)− q(t), (1)

where Ct is the total compressibility; Vp represents the drainage pore volume; p is the
average pressure of Vp; t represents the timestep; i(t) and q(t) are the vectors denote
the injection rate and production rate, respectively. Equation (1) assumes that the total
compressibility is a small constant, and no fluids flow into or out of the drainage volume.
Assume that there is a case with M injectors and N producers, using superposition in space
of M injectors and ignoring the response of the production signals before injection, the
production rate for producer j is given by:

∑M
k=1 CtkjVpkj

dpkj

dt
= ∑M

k=1 λkjik(t)− qj(t), (2)

where k is the injector index, k = 1, 2, . . . , M; j is the producer index, j = 1, 2, . . . , N; and λkj
denotes the connectivity value between injector k and producer j.

3. Knowledge Interaction Neural Network (KINN)

As shown in Figure 1, KINN is a first-principle-based model with modularized ar-
chitectures, where each module keeps a one-to-one correspondence with each item of the
material balance equation. According to Equation (2), KINN is established on each producer,
considering the flow from all injectors and the influence caused by the compressibility
of the control volume. There are two input modules in KINN, named injection regulator
module (IRM) and control volume module (CVM), respectively. IRM corresponds to the
injection item in the material balance equation, using a gate function layer to quantitatively
measure the contribution from each injector to the analyzed producer. CVM is used for
approximating the fluid change rate in the control volume via a series of fully connected
layers. Then, the model output of the analyzed producer is controlled by the output system,
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called the production monitor module (PMM). It aims to calculate the estimated production
rate via the outputs of IRM and CVM according to the material balance equation. In
brief, within the framework of the material balance equation, the three modules of KINN
interact with physical knowledge corporately, then simulate the water flooding process
and characterize inter-well connectivity through network parameters (gate functions).

Figure 1. The architecture of KINN.

3.1. Injection Regulator Module (IRM)

The injection regulator module is an essential part of the input system in KINN,
responsible for measuring the total flow from all injectors to the target producer (the first
item on the right-hand side of Equation (2)) and inferring the inter-well connectivity by
gate functions.

Let’s assume that I = [i1, i2, . . . , ik, . . . , iM]T is the well water injection rate (WIR) data
of M injectors, and Q = [q1, q2, . . . , qj, . . . , qN]T is the well liquid production rate (LPR) data
of N producers, where ik and qj are vectors. As shown in Figure 1, the input data of IRM is
I, followed by a gate function layer defined as:

g
(

γkj

)
= e−γkj

2
, (3)

g(γ)M×N =

⎛⎜⎜⎝
g(γ11) · · · g(γ1N)

... g
(

γkj

) ...
g(γM1) · · · g(γMN)

⎞⎟⎟⎠, (4)

where g(γ)M×N denotes the inter-well connectivity matrix; g
(

γkj

)
is the connectivity value

between injector k and producer j; and γkj denotes the independent variable of g
(

γkj

)
.

The output of IRM is calculated by:

Γj = ∑M
k=1 g

(
γkj

)
·ik, (5)

where · represents the product between one scalar and one vector and Γj denotes the
comprehensive injection rate for producer j.
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The multiplicity of the solution is a big challenge for inter-well connectivity analysis
since it is a typical inverse problem. To reduce the multiplicity caused by the initialization
of model parameters, Pearson correlation is employed in the initialization of γM×N :

ρ(I, Q) =
cov(I, Q)

σI · σQ
, (6)

where ρ(I, Q) and cov(I, Q) are the correlation matrix and the covariance matrix between I
and Q; σI , σQ are the standard deviations of I and Q. By calculating the reciprocal of each
element in ρ(I, Q), we can get γM×N :

γM×N =

⎛⎜⎝ γ11 · · · γ1N
... γkj

...
γM1 · · · γMN

⎞⎟⎠, (7)

where γkj is the reciprocal of the Pearson correlation coefficient between ik and qj.
For producer j, its initialized independent variable of the gate function, γM×1, is

shown in Figure 2a, which is column j of γM×N . During the initialization process, if the
relationship between the signals of injector k and producer j is strong, their correlation
coefficient would be big, and γkj would be close to 0, which means its gate value, g(γkj),
would be large. In this way, each good pair would be assigned a fixed connectivity value
according to the relation strength, which helps to decrease the multiplicity of the inter-well
connectivity.

Figure 2. The curve of the gate function and its independent variables: (a) independent variables of
the gate function; (b) curve of the gate function.

There are two major purposes for the presentation of the gate function.
(1) One purpose is that the negative connectivity value can be eliminated by the gate

function, as its value is strictly constrained in (0, 1], as shown in Figure 2b. Therefore, the
physical meaning of the gate function values can be guaranteed (the contribution from
injector to producer). Moreover, γkj can be updated by normal unconstrained optimization
methods, ensuring the fast convergence speed of KINN.

(2) The other purpose is that the proposed gate function has great significance for the
stableness of KINN. As can be seen in Figure 2b, the gate function has a good sparsity,
thereby only the strong connecting well pairs would be assigned to big connectivity values
and the values of the weak or none connecting pairs would be maintained at a low level. In
the machine learning field, it is common sense that the sparsity feature is helpful to support
the model’s robustness.

In IRM, for every producer, only γM×1 requires optimization, and the gate function layer
can be used as inter-well connectivity indicators directly, once KINN has finished training.
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3.2. Control Volume Module (CVM)

As shown in Figure 1, the control volume module is another part of the input system,
aiming at computing the flow among the control volume, the left-hand side of Equation (2).
In reservoir waterflood simulation, if the average reservoir pressure, p, is a constant, the
linear productivity model is often used to describe the relationship between production
rate (q) and bottom hole pressure (pw f ). However, in an unstable flow case, q changes
continuously, and the linear prediction model cannot represent the exact mapping rela-
tionship between q and pw f . Figure 3 illustrates two inflow performance relationship (IPR)
curves: one denotes the actual curve in the unstable flow case, and another represents
the curve of the linear productivity model. Obviously, the linear model cannot provide a
precise map between q and pw f in the unstable flow case. To overcome this defect, some
fully connected layers (some layers use nonlinear activation functions) are utilized in CVM
to learn the nonlinear mapping relationships between q and pw f . The motivation behind
CVM is that the input variables can be mapped into a nonlinear space via the activation
functions of nonlinear layers, thereby combining the connected weights to approximate the
target output.

Figure 3. The inflow performance relationship (IPR) curves. The black line is the linear IPR prediction
curve, and the red dashed line is the IPR curve of unstable flow.

Here, considering a single producer, we use:

q = Ñ
(

p− pw f

)
, (8)

to represent the nonlinear relationship, where Ñ denotes a nonlinear mapping. In oil fields,
p is usually unavailable, so we indicate the relationship between q and p− pw f by:

p− pw f = N(q), (9)

where N denotes another nonlinear mapping different from N. The differential form of
Equation (9) with respect to the time step, t, is as follows:

dp
dt
− dpw f

dt
=

dN(q)
dt

. (10)

Considering the case with constant BHP, Equation (10) can be simplified as:

dp
dt

=
dN(q)

dt
. (11)
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Multiply the left and right sides by CtVp at the same time, and the change rate of the
flow in the control volume is given by:

CtVp
dp
dt

= CtVp
dN(q)

dt
. (12)

For the analyzed producer j, considering M injectors, we utilize an amount of fully
connected layers to approximate:

∑M
k=1 CtkjVpkj

dpkj

dt
∼ Net

(
qj
)
, (13)

where Net represents the connected layers in the network. In this paper, tansig function
and Gaussian kernel function are employed as activation functions in CVM, respectively.

To sum up, several fully connected layers are used in CVM to approximate the sophis-
ticated mapping from the LPR of the producer to the flow change rate among the control
volume. Consequently, the robustness of KINN can be guaranteed even in the unstable
flow case.

3.3. Production Monitor Module (PMM)

The production monitor module (PMM) is employed to calculate the liquid production
rate of producer j, as shown in Figure 1. Based on the outputs generated by IRM and CVM,
according to the material balance equation, the output of PMM can be given as:

q̂j = Γj − Net
(
qj
)
, (14)

where q̂j denotes the estimated production rate of producer j, the second item on the
right-hand side of Equation (2). In this paper, the mean square error (MSE) function is used
as the loss function:

MSE
(
qj, q̂j

)
=

1
T ∑T

t=1

(
qj(t)− q̂j(t)

)2, (15)

where t is the time step and T denotes the number of total time steps. Therefore, the
difference between model output and target output can be monitored by PMM, and the
waterflood simulation can be achieved by minimizing Equation (15).

As demonstrated in Figure 1, IRM and CVM are united with PMM under the control of
the material balance equation, to approximate the influence caused by water injection and
compressibility, respectively. Hence, KINN enables different modules to interact physical
knowledge with each other during the learning process. Additionally, the transparency of
KINN is significantly improved from the underlying parameter level, and both robustness
and computation efficiency are successfully combined by integrating physical information
within the ML framework.

3.4. Reservoir Characterization and Productivity Prediction

For producer j, considering the effect of all injection wells, KINN can be established
on I and qj, and each injector would obtain a gate function to evaluate its connectivity
value with the producer j. The workflow of the KINN training procedure is shown in
Figure 4, and the pseudocode is demonstrated in Algorithm 1. Firstly, γM×N must be
initialized via Pearson correlation method with given I and Q, and the connecting weights
in CVM also need an initialization. Afterward, guided by the material balance equation,
IRM and CVM would cooperatively simulate the influence caused by water injection and
compressibility in the waterflooding process. In the IRM part, the input comes from the
water injection rate data of all injectors, and each vector would multiply a gate function,
which is the inter-well connectivity indicator and has to be optimized during the training
procedure. The output of IRM is the total inflow rate, the sum of all multiplied vectors. In
the CVM part, a number of fully connected layers are utilized to realize the map from liquid
production rate to the fluid change rate of the control volume, whose connecting weight
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matrices need optimization in the learning process. Afterward, both IRM and CVM would
be combined by the material balance equation to calculate the model liquid production rate
for producer j, and the loss between model output and target output can be measured by
the loss function. It must be noted that the model loss comes from the outputs of both IRM
and CVM, hence their physical knowledge would interact cooperatively with the model
training process. During the optimization process, all the model parameters would be
updated at the same time. When the stop criterion is satisfied, KINN would stop training,
and the inter-well connectivity values can be inferred directly by gate functions.

Figure 4. Flow diagram of KINN training.

Productivity forecast is the testing process of KINN, revealing its generalization
performance. Unlike regular machine learning models, the liquid production rate is used
as both input and output during the training procedure, as shown in Figure 1. When the
training process is finished, all parameters of KINN are constants, then it can forecast the
production rate q̂j with given I, by solving the nonlinear equation:

q̂j − Γj + Net
(
q̂j
)
= 0. (16)

Algorithm 1: Knowledge Interaction Neural Network (KINN)

Input: I, WWIR for M injectors, and Q, WLPR for N producers
Output:q̂j

/ *** start KINN training *** /

1 Initialization λM×N : Compute γM×N using database I and Q by Equations (6) and (7), and initialize the parameters of ANN
in CVM

2 For j = 1 to N do

3 While convergence tolerance is not met
/ *** IRM calculation *** /

4 Select the jth column, γM×1, in γM×N as the independent variable of gate function;
5 Calculate the output of IRM, Γj, with γM×1 and I, using Equation (5)

/ *** CVM calculation *** /

6 Calculate the output of CVM, Net
(

qj

)
, with qj, using Equation (13)

/ *** PMM calculation *** /

7 Calculate the output of PMM, q̂j, using Equation (14)
/ *** parameters update *** /

8 Evaluate the loss function using Equation (15)
9 Update γM×1 and weight matrices of CVM via gradient descent algorithm
10 End While

11 End For

/ *** end KINN training *** /
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4. Results

Three reservoir cases with various inter-well connecting conditions are studied in
this section, including the streak reservoir case, the braided river reservoir case and Egg
reservoir case, developed on ECLIPSE (Schlumberger Ltd., Houston, TX, USA). KINN has
taken two activation functions (tansig function and Gaussian kernel function) in CVM,
named KINN-tansig and KINN-Gaussian, respectively. To compare the performance of
the proposed models and the classical neural network without the guidance of physical
information, we demonstrate the results obtained by the single-hidden-layer feedforward
neural network (SLFNN). The numbers of the input nodes and output nodes are equal to
the numbers of injectors and producers. To keep the fairness of comparison, the number
of hidden nodes, the activation function, the learning rate, the convergence error, and the
optimization method are the same as those of KINN-tansig. The connectivity matrix of
SLFNN is the normalized absolute value of the product between the input-hidden-layer
weights and the hidden-output-layer weights. All three models use an Intel(R) Core (TM)
i7-9700 CPU. The data are separated into two parts, where the former 80% are used in
history matching and the latter 20% are utilized in productivity prediction. Table 1 shows
the hyperparameters of KINN-tansig and KINN-Gaussian in three cases. To demonstrate
the inter-well connectivity clearly and intuitively, the connectivity characterization results
are visualized by heatmaps, where the deeper the block color, the stronger the injector-
producer connectivity.

Table 1. The hyperparameters for KINN-tansig and KINN-Gaussian in three cases.

Hyperparameter KINN-Tansig KINN-Gaussian

Learning rate 0.05 0.05
Number of hidden layers in CVM 3 3

Number of neurons of each layer in CVM [1, 10, 1] [1, 10, 1]
Activation function in CVM tansig function Gaussian kernel function

Initialization range of weights in CVM [0, 0.25] [0, 0.25]
Initialization method of γ in IRM Pearson Correlation Pearson Correlation

Optimization algorithm Gradient descent method Gradient descent method
Convergence error (MSE) 10−6 10−6

4.1. The Streak Reservoir Case

This model is reconstructed from the work of [19], which consists of 31 × 31 single-
layer grids in the X-Y plane, with 80, 80, and 12 ft in the X, Y, and Z axes, respectively.
There are 5 injectors, named I1, I2, I3, I4, I5, and 4 producers, named P1, P2, P3, P4. As
shown in Figure 5, the permeability of the matrix is 5 md, except for two high-permeability
streaks. One streak is between I1 and P1 of 1000 md, and the other is 500 md between I3
and P4. The normal properties of the streak model are shown in Table 2. The simulated
production lasts around 1800 days, and the timestep is 5 days. Because the permeability
values of I1-P1 and I3-P4 are much higher than other well pairs, the fluids are less likely
to flow into P2 and P3, thus their production rates are quite low. Here, only the history
matching and production prediction results of P1 and P4 are given.

Table 2. Properties of the streak reservoir model.

Properties Value

Model Size 31 × 31 × 1
Depth 2000 m

Initial pressure 2000 psi
Porosity 0.18

Initial water saturation 0.3
Density of oil 900 kg/m3

Viscosity of oil 2.0 cp
Oil compressibility 5.0 × 10−6 bar−1
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Figure 5. Permeability field of the streak reservoir case.

Figure 6a,b illustrate the history matching and productivity prediction results of P1
and P4, respectively. Obviously, the proposed two methods outperform SLFNN on both
history matching and prediction periods. As shown in the figures, both KINN-tansig and
KINN-Gaussian can obtain high fitness accuracy on P1 and P4 in the history matching
period. And the two proposed models show different performances during the productivity
prediction period. As illustrated in Figure 6a, there are three peaks in the prediction period
of P1, which can be estimated accurately by KINN-tansig, while the forecast by KINN-
Gaussian is lower than the actual values. Similar results can be found in Figure 6b, where
KINN-tansig outperforms KINN-Gaussian in the prediction of P4. Figure 7 illustrates the
training error (MSE) curves of KINN-tansig, KINN-Gaussian, and SLFNN, where both two
proposed methods show smaller errors than SLFNN. Note that there are some fluctuations
on the error curve of KINN-Gaussian, while the accuracy of KINN-Gaussian is equivalent
to that of KINN-tansig when the training is finished. As shown in Table 3, KINN-tansig
costs less computation time (0.3702 s) than KINN-Gaussian (2.3393 s) in this case, and the
computation time of SLFNN (1.2737 s) is in the middle of the three methods. Both the
history matching and prediction errors of KINN-tansig and KINN-Gaussian are around one
order magnitude lower than those of SLFNN. Moreover, even though the history matching
errors of KINN-tansig (0.0046) and KINN-Gaussian (0.0047) are very close to each other,
the former outperforms the latter in the production prediction, with the errors of 0.0223
and 0.0256, respectively.

Table 3. The time consumption, training error (MSE) and testing error (MSE) of KINN-tansig,
KINN-Gaussian and SLFNN in the streak reservoir case.

Methods KINN-Tansig KINN-Gaussian SLFNN

Computation time (training and testing) 0.3702 s 2.3393 s 1.2737 s
Error of history matching (training error) 0.0046 0.0047 0.0976

Error of prediction (testing error) 0.0223 0.0256 0.1832
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Figure 6. History matching results of the streak reservoir case by KINN-tansig, KINN-Gaussian and
SLFNN. The black line with squares is the result obtained by KINN-tansig method; the blue line
with triangles represents the result gotten by KINN-Gaussian method; the green line with stars is the
results obtained by SLFNN; the red line with circles is the liquid production rate gotten by ECLIPSE;
the grey vertical dashed line makes a separation of history matching period and the productivity
forecast period: (a) P1; (b) P4.

Figure 7. The training error (MSE) curves of KINN-tansig, KINN-Gaussian and SLFNN for the streak
reservoir case. The black line with squares is the error curve of KINN-tansig; the blue line with
triangles represents the error curve of KINN-Gaussian; and the green line with stars represent the
error curve of SLFNN.

Figure 8 illustrates the inter-well connectivity analysis results produced by three mod-
els. Undoubtedly, I1-P1 and I3-P4 should be the top and the second highest connecting well
pairs according to the permeability distribution in Figure 5, which are indicated truthfully
by KINN-tansig and KINN-Gaussian. In detail, the permeability of the streak of I1-P1 is
1000 md, twice larger than the streak of I3-P4, so that their corresponding connectivity
values should also reflect this difference. As shown in Figure 8a, the connectivity values of
I1-P1 and I3-P4 obtained by KINN-tansig are 0.5974 and 0.2047, respectively. Similarly, as
illustrated in Figure 8b, KINN-Gaussian assigns I1-P1 and I3-P4 with the values of 0.5138
and 0.2205, separately. However, as demonstrated in Figure 8c, the top two connectivity
values are assigned to I4-P4 (1.000) and I1-P1 (0.9713), and the value of I3-P4 (0.7729) only
ranks seventh, which means SLFNN mistakenly identifies the weak connecting well pairs
as the strong connecting ones. In contrast, KINN-tansig and KINN-Gaussian successfully
allocate the well pairs on the low permeability area with quite small connectivity values,
showing great accordance with their actual geological properties.
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Figure 8. The heatmaps of the inter-well connectivity analysis by three models for the streak reservoir
case: (a) KINN-tansig; (b) KINN-Gaussian; (c) SLFNN.

4.2. The Braided River Reservoir Case

To test the performance of KINN in other more complex cases, we have designed
the braided river reservoir case, which is a classical fluvial deposition distributing in
continental facies basin. There are 100× 100 single-layer grids in the braided river reservoir
model, where each grid is 80, 80 and 12 ft in the X, Y and Z axes, respectively. Except for
the model size, the other properties of the braided river reservoir model are the same as
shown in Table 4. As shown in Figure 9, the permeability distributions are significantly
different between river channels and other areas, whose permeability values are set to be
1000 md and 50 md, respectively. The simulated production lasts around 1800 days and
the time step is 1 day. In this case, there are also 5 injectors, named I1, I2, I3, I4 and I5,
and 4 producers, called P1, P2, P3 and P4. I1 is located on the top left corner, connecting
P1 through the river channel. P2, P3 and P4 are connected with I5 by three tributaries,
respectively, where the tributary between I5 and P2 is widest. Besides, the tributaries of
I5-P3 and I5-P4 are of similar width, while the distance of I5-P4 is longer than that of I5-P3.

Table 4. The time consumption, training error (MSE) and testing error (MSE) of KINN-tansig,
KINN-Gaussian and SLFNN in the braided river reservoir case.

Methods KINN-Tansig KINN-Gaussian SLFNN

Computation time (training and testing) 0.7417 s 3.4679 s 2.4602 s
Error of history matching (training error) 0.0052 0.0058 0.0104

Error of prediction (testing error) 0.0071 0.0065 0.0142

In the braided river reservoir case, even the production rates change significantly,
the two proposed models are capable of matching the history of 4 producers with certain
accuracy in general, as shown in Figure 10. In contrast, SLFNN shows a poorer performance
than KINN-tansig and KINN-Gaussian, on both history matching and forecast tasks of
all producers, where the green lines with stars often deviate from the actually observed
curves (the red lines with circles). When it comes to the details, KINN-tansig and KINN-
Gaussian show different performances on different producers. For instance, as can be
seen in Figure 10a–d, the history matching results on P1 gotten by both two models are
not as good as those on other producers, especially for KINN-tansig, whose estimated
curve may be above or below the actual values. In the productivity prediction period, both
KINN-tansig and KINN-Gaussian conduct results with significant fluctuations on P4, while
they still show great performance on the other producers.

277



Mathematics 2022, 10, 1614

Figure 9. Permeability field of the braided river reservoir case.

Figure 10. History matching results of the braided river reservoir case by KINN-tansig, KINN-
Gaussian and SLFNN. The black line with squares is the result obtained by KINN-tansig method;
the blue line with triangles represents the result gotten by the KINN-Gaussian method; the green
line with stars is the results obtained by SLFNN; the red line with circles is the liquid production rate
gotten by ECLIPSE; the grey vertical dashed line makes a separation of history matching period and
the productivity forecast period: (a) P1; (b) P2; (c) P3; (d) P4.

As can be seen in Figure 11, KINN-tansig and KINN-Gaussian keep high computa-
tion efficiency in the braided river reservoir case, and their training errors converge to
a neighborhood between 0.0050 and 0.0060, which is about a half of the error of SLFNN
(0.0104). In addition, as shown in Table 4, it costs 0.7417 s for KINN-tansig and 3.4679 s for
KINN-Gaussian to finish training and 2.4602 s for SLFNN. The proposed two approaches
also have smaller training and testing errors than SLFNN in the braided river case.
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Figure 11. The training error (MSE) curves of KINN-tansig, KINN-Gaussian and SLFNN for the
braided river reservoir case. The black line with squares is the error curve of KINN-tansig; the
blue line with triangles represents the error curve of KINN-Gaussian; and the green line with stars
represent the error curve of SLFNN.

According to the permeability distribution of the braided river reservoir case, the
injector-producer pairs with high flow channels are I1-P1, I5-P2, I5-P3 and I5-P4, ranking by
the strength of their connecting conditions. As shown in Figure 12, these strong connecting
well pairs can be revealed directly through deep color grids in heatmaps. Figure 12a
demonstrates that the inter-well connectivity can get a good reflection by KINN-tansig, as
the top four connectivity values and the top four high connecting well pairs are one-to-one
matched, where I1-P1 is biggest with 0.777, following I5-P2, I5-P3 and I5-P4, with 0.49,
0.4319 and 0.2963, respectively. Figure 12b shows that KINN-Gaussian generates similar
characterization results with KINN-tansig, except that the value of I5-P3 (0.4696) is bigger
than that of I5-P2 (0.4232). SLFNN enables to characterize three strong connecting well
pairs, I5-P2, I1-P1 and I5-P4, with the values of 1, 0.8523 and 0.8409. Meanwhile, I5-P3 only
obtains 0.3636, which is much lower than some actually weak connecting well pairs, such
as I1-P3 (0.9205), I2-P1 (0.8295), I2-P4(0.7841), I3-P1 (0.7841) and I3-P3 (0.875).

Figure 12. The heatmaps of the inter-well connectivity analysis by KINN-tansig and KINN-Gaussian
for the streak reservoir case: (a) KINN-tansig; (b) KINN-Gaussian; (c) SLFNN.
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4.3. Egg Reservoir Case

The initial Egg model can be seen in the work of [46], and some modifications are taken
to make it more suitable for the inter-well connectivity analysis. This synthetic reservoir
model consists of active 6910 grids, and the size of each grid in the X, Y, and Z directions
is 8 m, 8 m, and 4 m, respectively. The important properties of Egg reservoir model are
presented in Table 5. The simulated production lasts around 1200 days and the time step is
10 days. As shown in Figure 13a, the are 8 injectors and 4 producers in this case, and there
are two faults in the Egg reservoir model, blocking the flow of underground fluid. In this
way, the relationships between injectors and producers located on the different sides of the
fault should be pretty weak. To understand the communications between injectors and
producers in detail, the oil saturation distribution is demonstrated in Figure 13b.

Table 5. Properties of Egg reservoir model.

Properties Value

Model Size 100 × 99 × 1
Depth 4000 m

Initial pressure 5765 psi
Porosity 0.2

Initial water saturation 0.1
Density of oil 900 kg/m3

Viscosity of oil 2.0 cp
Oil compressibility 1.0 × 10−5 bar −1

Figure 13. The permeability and oil saturation distribution of Egg reservoir case: (a) Permeability
distribution; (b) oil saturation distribution.

As can be seen in Figure 14a–c, there are a certain number of points obtained by
SLFNN (denoted by the green lines with stars) deviated from the actual ones (denoted
by the red lines with circles), especially for the results on P4. Meanwhile, the proposed
two methods (black lines with squares for KINN-tansig, and blue lines with triangles for
KINN-Gaussian) show much better performance than SLFNN on the history matching and
prediction for the LPR data of P1, P2 and P3. Besides, all three models show pretty good
performance on P4, as shown in Figure 14d.
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Figure 14. History matching results of the Egg reservoir case by KINN-tansig, KINN-Gaussian and
SLFNN. The black line with squares is the result obtained by KINN-tansig method; the blue line
with triangles represents the result gotten by KINN-Gaussian method; the green line with stars is the
results obtained by SLFNN; the red line with circles is the liquid production rate gotten by ECLIPSE;
the grey vertical dashed line makes a separation of history matching period and the productivity
forecast period: (a) P1; (b) P2; (c) P3; (d) P4.

Figure 15 shows that KINN-tansig and KINN-Gaussian converge fast in the training
process, where the MSE errors of both methods are reduced to less than 10−2 within 200
iterations. Meanwhile, the initial MSE for SLFNN is much bigger than that of KINN-tansig
and KINN-Gaussian, and so is the converged error. As illustrated in Table 6, KINN-tansig,
KINN-Gaussian, and SLFNN all demonstrate significant computation efficiency, taking
1.1282 s, 0.8539 s, and 0.3361 s, to finish training, respectively. As expected, both KINN-
tansig and KINN-Gaussian are capable of producing more accurate results in history
matching (0.0022 and 0.0035) and productivity prediction (0.0171 and 0.02263, respectively)
than those obtained by SLFNN (0.0097 and 0.0426).

Figure 15. The training error (MSE) curves of KINN-tansig, KINN-Gaussian, and SLFNN for the
Egg reservoir case. The black line with squares is the error curve of KINN-tansig; the blue line with
triangles represents the error curve of KINN-Gaussian, and the green line with stars represents the
error curve of SLFNN.
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Table 6. The time consumption, training error (MSE), and testing error (MSE) of KINN-tansig,
KINN-Gaussian, and SLFNN in the Egg reservoir case.

KINN-Tansig KINN-Gaussian SLFNN

Computation time (training and testing) 0.1282 s 0.8539 s 0.3361 s
Error of history matching (training error) 0.0022 0.0035 0.0097

Error of prediction (testing error) 0.0171 0.0263 0.0426

Figure 16 reveals the inter-well connectivity characterization results obtained by three
models. For P1, the production comes from the contribution of I1, I2, and I3. It is important
to note that despite the fault between I3 and P1, the injected water of I3 still could reach P1
by getting round of the fault, as shown in Figure 13b. As shown in Figure 16a,b, I1-P1, I2-P1,
and I3-P1 can be reflected correctly by the two proposed models, while I6-P1 is wrongly
considered as a relatively high connecting well pair by both models. Moreover, the main
contributors of P2 are I2 and I4; the main contributors of P3 are I4 and I7; and the flow of
P4 comes from I5, I7, and I8. As shown in Figure 16a,b, all these strong connecting well
pairs can be accurately revealed by the deeper color blocks of the heatmaps by the two
models. However, SLFNN still struggles to characterize the relative connecting strength.
For instance, the top four connectivity values obtained by SLFNN are assigned to I6-P4,
I5-P2, I4-P1 and I6-P2, which are actually weak connecting well pairs.

Figure 16. The heatmaps of the inter-well connectivity analysis by KINN-tansig and KINN-Gaussian
for the Egg reservoir case: (a) KINN-tansig; (b) KINN-Gaussian; (c) SLFNN.

4.4. Sensitivity to Noise

The measurement noise and wells shut-in are unavoidable in real oilfield production,
which are common challenges for all reservoir characterization methods. To evaluate
the performance of KINN-tansig and KINN-Gaussian on these noisy data, we design the
measurement noise case and wells shut-in cases for the braided river reservoir model. In
the measurement noise case, all the injection data (5 × 1447 samples) and production data
(4 × 1447 samples) are added with Gaussian noises, whose mean value is 1 and standard
deviations range from 5%, 10%, 15%, 20%, 25% and 30%, respectively. In the wells shut-in
case, 5 injectors and 4 producers are shut in from the time step 401 to 800.

Figure 17 shows the average absolute error of the connectivity values of KINN-tansig
and KINN-Gaussian in the measurement noise case. As expected, the error of connectivity
values grows slightly with the increase of measurement noise, where the two proposed
models show great robustness. As can be seen in Figure 17, the average absolute errors of
the connectivity values by the two models are less than 0.08, even though the noise reaches

282



Mathematics 2022, 10, 1614

30%. Figure 18 demonstrates the inter-well connecting relationship by KINN-tansig and
KINN-Gaussian in the wells shut-in case against the basic case. KINN-Gaussian shows
poor performance, since a part of connectivity values obtained by KINN-Gaussian are
higher than 0 in the wells shut-in case, while they are very close to 0 in the basic case.
This phenomenon means that the inter-well connectivity values of these weak connecting
well pairs obtained by KINN-Gaussian are affected by wells shut-in. In detail, these weak
connecting well pairs are likely to get bigger connectivity values in the wells shut-in case
than those in the basic case. Nevertheless, KINN-tansig still demonstrates strong robustness
in this case. As shown in Figure 18, the connectivity values obtained by KINN-tansig
are close to the 45◦ line, which means that KINN-tansig can generate similar inter-well
connectivity characterization results in wells shut-in case as in the basic case.

Figure 17. The average absolute error of connectivity values by KINN-tansig and KINN-Gaussian in
the noise measurement case. The black line is the error curve of KINN-tansig and the blue line is the
error curve of KINN-Gaussian.

Figure 18. A cross plot of the connectivity values using KINN-tansig and KINN-Gaussian in the
wells shut-in case against the basic case results. The black squares and blue circles represent the
connectivity values of KINN-tansig and KINN-Gaussian, respectively, and the dashed is 45◦ line.

5. Discussion and Conclusions

The application of ANN in oil industry is limited by its unexplainability and poor
generalizability. In this paper, we concentrate on associating the physical knowledge with
neural networks to solve the reservoir characterization and production forecast problems.
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Integrating the material balance equation with the machine learning techniques, the physi-
cal knowledge interaction neural networks have been proposed, combining both the merits
of interpretability and robustness. Furthermore, the proposed gate functions have avoided
the negative connectivity values without physical sense, and the computation efficiency has
been fully improved by unconstraint optimization algorithm. In the end, the effectiveness
of our models has been proved through several simulation experiments. Moreover, the per-
formance of the proposed models on noisy data has been demonstrated. KINN illustrates a
novel configuration to realize the cooperation and interaction between neural networks
and physical knowledge. In the future, we would like to extend KINN to other areas, like
production optimization, and try other machine learning optimization algorithms, like the
fractional stochastic gradient descent method [47].
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Nomenclature

The nomenclature used in this paper is as follows:

Nomenclature Explanations

Ct total compressibility, bar−1

ik water injection rate, m3/Day
J productivity index, m3/Day/bar
M number of injectors
N number of producers
n time-like variable
p average reservoir pressure, bar
pwf bottom hole pressure, bar
q̂ estimated production rate, m3/Day
qj liquid production rate, m3/Day
t time step, Day
Vp drainage pore volume, m3/Day
λkj inter-well connectivity value
γkj independent variable of inter-well connectivity of intelligent connectivity model
ρ Pearson correlation coefficient
τi time constant of capacitance resistance model, Day
Γj comprehensive injection rate, m3/ day
k injector index
j producer index
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Abstract: The mutual feedback mechanism between system structure and system function is the ’hot
spot’ of a complex network. In this paper, we propose an opinions–edges co-evolution model on a
weighted signed network. By incorporating different social factors, five evolutionary scenarios were
simulated to investigate the feedback effects. The scenarios included the variations of edges and
signed weights and the variations of the proportions of positive and negative opinions. The level of
balance achieved depends on the connection weight and the distribution of negative edges/opinions
on the signed graph. This paper sheds light on the analysis of constraints and opportunities of social
and cognitive processes, helping us understand the real-world opinions polarization process in depth.
For example, the results serve as a confirmation of the imperfect balance theory, i.e., even if the system
evolves to a stable state, the signed network still cannot achieve perfect structural balance.

Keywords: structural balance; feedback mechanism; opinions polarization

MSC: 91Cxx; 91Dxx; 91Exx

1. Introduction

Nodes in social networks represent individuals or organizations, and edges among
nodes represent the interaction [1–6]. The signed network is a topology with positive and
negative signs on the edges. The signed edge has abundant connotations in many real
complex systems. For example, a negative edge usually means disagreement, hostility,
opposition, and distrust; correspondingly, a positive edge represents agreement, friendship,
support, and trust [7,8]. The investigations on the signed network can effectively improve
our knowledge on signed complex systems, such as international relation [9], promoting
and inhibiting neurons [1], trust prediction on social networks [10], consensus and polar-
ization of online community [11], information diffusion [12], opinion dynamics [13,14].

The most basic theory in the field of the signed network is a structural balance the-
ory [8], which was first put forward by Heider in 1946. This theory originated from the
balanced model of the node’s attitude towards things [15]. Cartright and Harry [16] ex-
tended the theory by combining the graph theory. Later, scholars made great extensions, for
example, Kunegis et al. [17] suggested that the network structural balance is measured by
counting the proportion of balanced triads in the whole signed network, Fachetti et al. [18]
proposed an energy function definition to calculate the structural balance. Real-world
signed networks rarely attain a perfectly balanced state. To quantify exactly how balanced
they are, Aref et al. [19] formalized the concept of a measure of partial balance. Kirkley
et al. [20] proposed two measures of structural balance based on hypothesized notions of
“weak” and “strong” balance.
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Indeed, since the seminal work of Heider, many fundamental concepts and significant
theories have been proposed for the development of the social balance theory. The extension
of the classic structure balance theory can be divided into four categories. They are the
balance of nodes, the balance of triangles, the balance of complete networks, and the balance
of arbitrary networks. See [21] for a comprehensive review of the variations, extensions,
and calculating methods related to the classic social balance theory.

Although the structural balance theory in signed networks describes a stable signed
system state, the system from imbalance to balance is a dynamic process [22,23]. For
example, the formation of friend or enemy groups, the constantly changing international
relation. In order to investigate the dynamics of structural balance, Wu et al. [24] set up a
co-evolution model in the acyclic network and cycle network. Marvel et al. [25] proposed a
continuous-time model of structural balance. He et al. [26] developed a new simulation
model to study the impact of structural balance on the evolution of cooperation in signed
networks. However, currently, the research of dynamic networks is mostly limited to
non-signed nodes or signed networks without weights. The co-evolution models of nodes
and edges based on weighted signed networks have not been deeply investigated because
of their complexity.

2. Related Works

Social influence network and opinion change models, such as the French-DeGroot model [27],
Friedkin–Johnsen model [28], formally entail the interpersonal influence on the formation of
interpersonal agreements and polarization. Social influence and its induced homogeneous
effect, however, do not fully interpret the global network structure, for example, the
mounting two-polarization phenomenon in US political ecology that insulates democrats
and republicans from opposing opinions about current events [29]. Social network influence
theory entails the interpersonal influence on the formation of interpersonal agreements and
polarization. From a complex network perspective, this influence process is the feedback
effect of the network structure on network functions.

In the real world, most of the signed graphs are temporal, the nodes and edges vary
over time, which makes the changing of the network structure, including the clustering and
the structural balance of the network. Many researchers are interested in the dynamic pro-
cesses over signed networks, i.e., the co-evolution between the signed edges and the nodes,
such as the agreement and disagreement evolving over random dynamic networks [30–33].
However, most of these models lack the social mechanisms of opinion formation, evolution,
and dissemination.

Real-world cases call for these two threads of research, opinion dynamics and struc-
tural balance dynamics, to be combined. Holme and Newman [34] presented a simple
model of this combination without any theoretical analysis. Wang et al. [35], in the latest
relevant research, proposed co-evolution models for both dynamics of opinions (people’s
views on a particular topic) and dynamics of social appraisals (the approval or disap-
proval towards each other). In their model, the system evolves as opinions and edge
weights are updated over time by two rules: opinion dynamics, and appraisal dynamics.
Both opinion and appraisal dynamics are governed by the evolution of the time-varying
matrix of a dynamic system. The social–psychological mechanisms of the co-evolution
model in [35] involve the structure balance theory and social influence network theory, i.e.,
the Friedkin–Johnsen model. Similar to [35], Kang and Li [36] proposed a co-evolution
model of discrete-time opinion evolution vectors and appraisal signed networks. Social–
psychological mechanisms of the co-evolution model in [36] involve structure balance and
the social distancing theory. This paper, inspired by these works, provides a ruled-based
node–edge co-evolution model. However, different from a dynamic system time-varying
matrix method [35,36], our model is rule-based and similar to the agent-based modeling
approach. In our model, the global structure balance index is used as judgment conditions
for a simulation algorithm termination. Our model’s social–psychological mechanisms
involve the structure balance theory and bounded confidence model of opinion dynam-
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ics [37], since the bounded confidence model is more suitable for paired interactions in
large groups for agent-based modeling.

Some empirical investigations show that the unbalanced triangles will evolve into
balanced ones to make the network more stable [38], and that the global level of balance of
very large online singed networks is indeed extremely balanced [18,20]. Related investiga-
tions show that the structural balance of signed networks in the real world is an increasing
function of evolution time. The evidence of over-represented balanced triads is well above
random expectations in the vast majority of real networks, such as the statistic observation
in references [18,20,38,39].

These empirical conclusions confirm the validity of the classic Heider structure balance
theory. However, we still find that the complete perfect balanced structure is rarely ob-
served in the real-world signed networks [20]; there is almost no perfect intra-/inter-group
structure balance.

Relevant reference analyses urge researchers to promote this kind of research in-depth.
This paper is devoted toward investigating the dynamic structural balance of groups and
the emerging macro polarization patterns of signed networks. However, the data sets on
related opinions and signed edges are not easy to obtain, this is why we shifted to the
model simulation approach. In order to explain real-world ubiquitous opinion polarization
and limited structure balance, different influence parameter values are used to explore the
influences of different social factors on structural balance and polarization.

3. Our Contribution

In this paper, based on structural balance and a co-evolution model, considering the
dynamic mechanics of both opinions and relationships, we employed two evolution rules:
opinion renewal and edge adjustment. In addition, we defined an influence matrix and
two new neutral dyadic/triadic motifs. A new co-evolutionary mutual feedback algorithm
is provided to simulate our proposed model under five evolutionary scenarios.

Our findings can explain the lack of the perfect Heider balance in many real-world
systems. This work verifies that signed social networks are indeed limited-balanced, but
the level of balance achieved depends on the connectivity of the graph, the percentage of
positive edges, and the percentage of positive opinions, most of all, on the distributions of
these negative edges/opinions on the signed graph.

Our computational analysis of balance in signed networks serves as a confirmation of
the balance theory. Meanwhile, our simulation results suggest that the signed network in
the real world is a dynamic equilibrium process, which cannot reach a perfect equilibrium
state. The comprehensive numerical results suggest that values of balance at the micro-and
macro-levels may match up to some extent, especially as the macro dynamic pattern of the
signed network is closely related to its micro-structural balance.

Compared with the current investigations on opinion dynamics on static networks,
the proposed co-evolution model in this paper characterizes the polarization of opinions in
reality and predicts the existence of imperfect balance in the social context. Our model may
also help predict the potential division of social groups and public opinion dynamics.

This paper sheds light on the analysis of constraints and opportunities of social and
cognitive processes, helping us to understand the real-world opinion polarization process,
in depth.

4. Structural Balance in Signed Network

The social network influence theory entails interpersonal influence on the formation
of interpersonal agreements and polarization. From a complex network perspective, this
influence process is the feedback effect of the network structure on network functions. In
this section, based on the dynamic social influence network theory, we code the dynamic
weight social influence matrix, and propose two new neutral dyadic, triadic motifs, as
preparation for our co-evolution model.
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4.1. Binary Structural Balance

In this investigation, we introduce an edge named neutral edge (“0”), which is a
neutral status between positive and negative edges. It refers to a kind of edge without a
clear position, which means that the connection between nodes is not clear or neutral. After
introducing the neutral edge, we propose a binary motif in a signed network, firstly. Three
types of the binary motif are shown in Figure 1. Specifically, two nodes share the same
attitude; at the same time, the signed edge between the two nodes is positive; then, we
say the binary motif is balanced. If two nodes share an opposite attitude, and the signed
edge between i and j is positive, then the binary structure is unbalanced. Based on the
above analysis, a binary group includes two parameters, one is the nodes’ opinion and the
other is the edge sign between the two nodes. A neutral edge (“0”) means that there is
no clear connection between two nodes. However, in the dynamic evolution process, the
neutral edge has the opportunity to evolve into negative or positive, due to the constraints
of structural balance.

(a) (b) (c)

Figure 1. (a) Balanced binary groups, (b) neutral binary groups, (c) unbalanced binary groups.

4.2. Triad Structural Balance

Holland and Leinhardt [40] proposed the three basic binary motifs, reciprocity, asym-
metric, and non-edge or null edge. It is worth noting that the null edge plays the same role
as our proposed neutral edge (“0”). Since structural balance is defined on a triadic motif,
which is constructed based on three basic binary motifs; binary balance is equal to triadic
balance.

Figure 2a,b denote a balanced triadic structure, Figure 2c,d denote an unbalanced
triadic structure [2]. If the product of signed edges in each cycle is positive, the signed
graph is balanced [16]. If each triad in a signed complete graph is balanced, then the signed
graph is balanced. Here, since we consider the chance of a tried with edge = 0, a “neutral
triadic motif” is introduced, for the case, the product of three sides in a triad is 0.

Figure 2. Triad structure in structural balance theory.

4.3. Global Structural Balance Index

Here, we use the global structural balance definition as formulated in Equation (1) [18],
where Jij = +1 denotes a positive edge between i and j, Jij = −1, there is a negative edge
between i and j, and Jij = 0 implies a neutral edge between i and j. In the real world, a
neutral edge might be considered a i and j have no influence on each other, or the two nodes
remain neutral on an issue. si is a continuous real value, representing node i’s opinion, and
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the range of si is (−1,1); 1 > si > 0 means node i holds a supportive attitude, −1 < si < 0
means node i holds a negative attitude, and si = 0 means node i hold an neutral attitude. It
is worth noting that a triad-based structural balance is consistent with the global structural
balance definition. A smaller value of hs means a more balanced social structure.

hs = ∑
(i,j)

(1− Jijsisj)/2 (1)

4.4. Social Influence Matrix

The social influence network is a formal theory that forms attitudes and perspectives.
It describes the influence processes of individuals on group attitudes in interpersonal
networks. It allows the analysis of how the network structures of groups affect the formation
of individual attitudes and group structures [41]. Based on this theory, we propose a social
influence matrix, which provides a sociological perspective for the process of signed
edge transformation. The type of edge will evolve according to the weight of the social
influence matrix.

Friedkin and Johnsen’s [41] social influence network theory is regarded as the corner-
stone reference for social influence matrix consensus or polarization, as the important and
regular group opinions dynamic pattern is generally observed in a group discussion and
barging process. Friedkin and Johnsen’s social influence network theory emphasizes that
the interpersonal influence social structure, i.e., the social influence matrix is the underlying
precondition for group consensus or opinion convergence [42]. In that model, the initial
social influence structure of a group of actors is assumed to be fixed during the entire
process of opinion formation. However, with the evolution of timestamps, considering
both stubborn and susceptible effects, the interpersonal influence structure can be regarded
as a dynamic recursive process. For this reason, the interpersonal influence structure in
their model is also dynamic. Based on the dynamic social influence network theory, here
we code the dynamic weight social influence matrix in Equation (2). In Equation (2), we set
different influence weights to map to signed edges −1, +1, 0. To meet the needs of model
simulation calculation, we set different weight ranges corresponding to different social
influence intensities.

Within the framework of the social influence network theory, we set up three types of
social influence, namely positive, negative, and neutral influence. Positive influence means
that two individuals/nodes have homogeneous influence and a positive edge. Negative
influence means that two individuals/nodes have opposite influence and a negative edge.
Neutral influence means that two individuals/nodes do not influence each other. In this
study, based on the adjacent matrix of the signed network, a social weighted influence
matrix is randomly assigned to edges. With the assumption of strength difference—of
mutual influence among individuals—we set three kinds of weights, wij, as shown in
Figure 3 and Equation (2).

Jij(t) =

⎧⎪⎨⎪⎩
−1, if 0 < wij ≤ 1
0, if 1 < wij < 3
+1, if 3 ≤ wij

(2)

Figure 3. Mapping of weights and edges.
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5. Co-Evolution Model of Opinions and Edges

The coupling effect of opinion propagation and network topology dynamics on net-
works leads to complex system behaviors. In order to study the propagation behavior and
influencing factors in dynamic complex networks and the dynamic evolution process of the
systems, we set up a co-evolution model of opinions and edges. In a social group, people
are supposed to be motivated to keep a ’balanced edge’ with others, when two people
have the same attitude; if they have negative edges, they tend to change their edges or
attitudes in order to maintain a balanced structure. The following is the evolution process
introduced in detail.

5.1. Evolutionary Rule of Opinions

The Deffuant–Weisbuch (DW) model [37] is the most widely used continuous opinion
dynamic model. The rule of this model is that two nodes change their opinions if the degree
of disagreement is less than the threshold ε, i.e., |si(t) − sj(t)| ≤ ε, (i �= j), the opinion
is carried out as Equations (3) and (4). In this paper, we set the convergence parameter
μ ∈ [0, 0.5], which indicates the strength of mutual influence among nodes.

si(t + 1) = si(t) + μ(sj(t)− si(t)) (3)

sj(t + 1) = sj(t) + μ(si(t)− sj(t)) (4)

The evolutionary rule of opinion follows Equation (5). To approach structural balance,
the evolution of opinions will be based on the type of edge. By adjusting the proportion of
initial positive and negative opinions, we can observe the evolution of group opinion. If i
and j satisfy

Jij
si∗sj
≥ 0, it means these two nodes follow the balanced binary conditions, and

there is no need to change anyone’s attitude. Considering the influence of the neighbor

nodes, the opinion evolution will follow the DW model. On the contrary, if
Jij

si∗sj
< 0, in

the opinion evolution, the nodes will change their attitudes, and the attitudes in the next
round will be opposite.

si(t + 1) =

⎧⎪⎪⎨⎪⎪⎩
DW, if

Jij
si∗sj
≥ 0

−si(t), if
Jij

si∗sj
< 0

(5)

5.2. Evolutionary Rule of Edges

According to the different strengths of influence, we introduce three evolutionary
rules of signed edges, respectively.

The rule for the evolution of the negative edge is illustrated in Figure 1, Equation (6),
and Figure 4. When the edge is negative, it will change according to the opinion. If the
attitudes of the two nodes are opposite, to achieve a balanced state, the negative edge
will not change. If two nodes have the same attitude, the negative edge should evolve
to a positive edge. According to the division of weight range, wi,j plus w1 (the strength
of edge = −1 change to edge = +1), and w1 ∈ (0, 1), the negative edge evolves into the
positive edge.

wij(t + 1) =

⎧⎪⎨⎪⎩
wij(t), if Jij = −1 and (si ∗ sj) < 0

wij(t) + (w1 + 2), if Jij = −1 and (si ∗ sj) ≥ 0

(6)

The rule for the evolutionary of a positive edge is shown in Equation (7) and Figure 4.
When the attitude of two nodes is the same, and the edge is positive, there is a balanced
structure between them. If the attitudes of two nodes are opposite and the edge is positive,
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in order to make the approach a balanced structure, wij minus w3 (the strength of edge = +1
change to edge = −1), and w3 ∈ (0, 1), the positive edge evolves into negative.

wij(t + 1) =

⎧⎪⎨⎪⎩
wij(t), if Jij = +1 and (si ∗ sj) ≥ 0

wij(t)− (w3 + 2), if Jij = +1 and (si ∗ sj) < 0

(7)

Figure 4. Evolutionary rules of edge = +1 and edge = −1.

The rule for the evolution of a neutral edge is formulated in Equation (8) and illustrated
in Figure 5. No matter whether the attitudes of the two nodes are opposite or consistent,
the neutral edge may evolve into a positive edge or a negative edge. When two nodes have
the same attitude, to make the binary motif approach the balanced state, the neutral edge
needs to evolve into a positive edge, which affects wij add w2 (the strength of edge = 0
change to edge = +1). If two node opinions are opposite, in order to make the edge evolve
into a negative edge, concerning the social influence weight wij, subtract w2 (the strength
of edge = 0 change to edge = −1). w2 always falls into the range of (0, 1).

wij(t + 1) =

⎧⎪⎨⎪⎩
wij(t) + w2, if Jij = 0 and (si ∗ sj) ≥ 0

wij(t)− w2, if Jij = 0 and (si ∗ sj) < 0

(8)

Figure 5. Evolutionary rules of edge = 0.

5.3. Model Algorithm

In this section, we propose the algorithm realization of the provided model, in detail.
Firstly, to consider the influence of the hub node on the network, we used the BA scale-free
network [4]. We initialized an undirected BA network with 100 nodes, 1539 edges, and a
network density equal to 0.3109. Moreover, the observation is based on the average results
of 1000 realizations. We find that |hs(t + 1)− hs(t)| ≤ 0.01 after 30 rounds. The parameter
assignment is shown in Table 1. The parameter value = 0.5 is used to control whether the
opinion evolves or the edge evolves. The algorithm is defined as Algorithm 1. In each
round, a random number will be generated; when the random number is greater than value,
the opinion evolution will be carried out; when the random number is less than value, the
edge evolution will be carried out.
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Algorithm 1: Model implementation process

Input: N, Rs + (0), Rs − (0), Rr + (0), Rr − (0), Rr0(0), ε, μ, value.
Output: round, hs(round), Rs + (round), Rs − (round), Rr + (round),

Rr − (round), Rr0(round), tri + (round), tri− (round), tri0(round).
1 Scenario← Selection scenario1, scenario2, scenario3, scenario4, scenario5;
2 Generate a social influence matrix A and a threshold value according to the

scenario;
3 round← 1;
4 Compute hs(0), tri+(0), tri− (0), tri0(0);
5 round← 2;
6 repeat

7 tcounter← 1 ;
8 hs ← 0;
9 According to the social influence matrix A, the signed matrix J is solved;

10 for each node i from the node in turn do

11 for each node j from the node in turn do

12 num=random();
13 if num then

14 if Jij(t) == −1 and (si ∗ sj) ≥ 0 then

15 A[i][j]← A[i][j] + (w1 + 2)

16 else if Jij(t) == 0 and (si ∗ sj) < 0 then

17 A[i][j]← A[i][j]− w2

18 else if Jij(t) == 0 and (si ∗ sj) ≥ 0 then

19 A[i][j]← A[i][j] + w2

20 else if Jij(t) == +1 and (si ∗ sj) < 0 then

21 A[i][j]← A[i][j]− (w3 + 2)

22 else if num > value then

23 if |si(t)− sj(t)| ≤ ε and
Jij

(si∗sj)
≥ 0 then

24 si(t + 1)← si(t) + μ(sj(t)− si(t));

25 else if |si(t)− sj(t)| ≤ ε and
Jij

(si∗sj)
< 0 then

26 si(t + 1)← −si(t)

27 hs(round)← hs(round) + (1− Jij ∗ si ∗ sj)/2;
28 tcounter← tcounter+1;
29 round← round + 1;
30 until tcounter=30;

Table 1. Initialization Parameters.

Symbols (Parameters) Description

N Network size
round The number of iterations

ε Difference of opinion
μ Convergence of opinion

value Judgment parameter
Rs− The number of negative opinions
Rs+ The number of positive opinions
Rr+ The number of positive edges
Rr− The number of negative edges
Rr0 The number of neutral edges
tri+ The number of balanced triads
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Table 1. Cont.

Symbols (Parameters) Description

tri− The number of unbalanced triads
tri0 The number of neutral triads

6. Simulation Results

In this section, to explore the influence of different social factors on structural balance,
we will integrate different social factors into the proposed co-evolution model, and simulate
and discuss the simulation results, in detail. The parameters set in different scenarios are
given in Table 2.

Table 2. Simulation scenarios.

Scenario Changed Parameters Changed Parameters

1 ε The influence of parameter ε.
2 Rs− The influence of negative opinions.
3 value The relation between opinion evolution and edge evolution.
4 w1, w2, w3 The influence of various weights.
5 Rr+, Rr−, Rr0 The influence of various edges.

6.1. Scenario 1, the Influence of Parameter ε

In this experiment, we discuss the influence of different ε on the structural balance
weighted signed network. The ratio of edge = +1 is 0.2, the ratio of edge = 0 is 0.5, and the
ratio of edge = −1 is 0.3. Meanwhile, the proportion of positive opinions is 0.7, the rest is
negative. Moreover, convergence parameter μ = 0.3. The same values are set for w1, w2
and w3, i.e., w1 = w2 = w3 = 0.3.

As shown in Figure 6a–c, when ε is large, the weighted signed network has the fast
velocity to approach structural balance, the number of balanced triads and positive edges
in the same round is the largest. The reason is that the larger ε promotes nodes interacting
with others, thus promoting consensus. As shown in Figure 6d, all nodes hold the positive
opinion, as long as ε > 0.1. According to the binary structural balance, because all opinions
are positive, all edges are positive in the end, and the proportion of balanced triads is also
higher. Based on the above analysis, we can conclude that the larger the ε is, the faster the
network approaches the structural balance.

(a) (b)

Figure 6. Cont.

295



Mathematics 2022, 10, 1441

(c) (d)

Figure 6. Effect of different ε: (a) hs changes with time, (b) tri+ changes with time, (c) Rr+ changes
with time, (d) Rs+ changes with time.

In conclusion, to accelerate the network to approach the structural balance, we can
improve the tolerance of opinion differences by strengthening trust among nodes. In
psychology, trust is a kind of stable belief, which maintains the common value and the
stability of society.

6.2. Scenario 2, the Influence of Negative Opinions

This experiment discusses the influence of the initial number of negative opinions
on the structural balance. Other parameter settings are the same as that in Scenario 2, the
initial ratio of edge = +1 is 0.2, the ratio of edge = 0 is 0.5, and the ratio of edge = −1 is 0.3.
Convergence parameter μ = 0.3, and ε = 0.3. The conversion strength between various
edges are the same; that is, w1 = w2 = w3 = 0.3. The parameter value equals 0.7. To make
our expression more compact, in the following scenarios, we focus on the change of hs,
since it is a key indicator for the evolution process of the signed networks. As shown in
scenario 1, other indicators can be inferred from hs.

The simulation results are shown in Figure 7. When all opinions are positive or
negative, which is in the case of Rs− = 0 and Rs− = 1, the global structural balance index
changes faster, and the network approaches structural balance faster. However, when
the proportion of negative opinions is about 0.5, the global structural balance index does
not change.

In scenario 1, because the positive opinions are in the majority at the beginning, the
network can approach the balanced state under different ε. However, in this scenario, we
set the same ε, when the positive or negative opinions occupy the majority, the network
can approach the balanced state faster. Because the more nodes with the same attitude,
according to the binary structural balance, the negative edge and neutral edge evolve to
the positive edge, so the number of positive edges and balanced triads are the most. It can
be concluded from scenario 2 that when there are many nodes with the same attitude in a
network, the network can quickly approach the structural balance.
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Figure 7. Effect of negative opinions on network.

6.3. Scenario 3, the Relation between Opinion Evolution and Edge Evolution

In this experiment, we discuss the influence of value on the structural balance. The
initial conditions are as follows: negative edges account for 0.3, neutral edges account for
0.5, positive edges account for 0.2, and positive opinions account for 0.7. The conversion
strength between various edges are the same, i.e., w1 = w2 = w3 = 0.3. Moreover, we set
μ = 0.3, ε = 0.4. Four experimental results are discussed as follows.

The first result of this experiment is the global structural balance index. As shown
in Figure 8, the larger the value is, the faster the network approaches structural balance.
When the value is terribly small, the network cannot approach a balanced state. It can be
observed that the network approaches structural balance except for the case of value = 0.2.

Figure 8. Effect of the parameter value on the global structural balance: hs changes with time.

In Figure 9, we plot the impact of the control parameter value on the final network
balanced triad and triad 0 (neutral triads). We observe that when value is larger, the number
of balanced triads increase rapidly in Figure 9a. Moreover, neutral triads decrease rapidly
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in Figure 9b, When value = 0.2, a large number of neutral triads still exist after 30 rounds of
evolution, it shows that the network has not reached structural balance. It can be concluded
that in the process of approaching a balanced structure, it is more difficult to change the
opinion than to change the edge.

(a) (b)

Figure 9. Effect of the parameter value on the number of triads: (a) tri+ changes with time, (b) tri0
changes with time.

6.4. Scenario 4, the Influence of Various Strengths of Conversion

In this simulation, we explored the influence of the various strengths of conversion
between various weighted edges. The strength of conversion represents the conversion
level between different edges. The greater the strength is, the greater the connection
strength between the nodes, and the more difficult the transformation of an edge is. In the
initial network, we set the number of positive edges, negative edges, and neutral edges
as equal, the convergence parameter μ = 0.3, the degree of disagreement threshold was
ε = 0.8, the proportion of negative opinions was 0.3, the edge and node evolution control
threshold parameter value = 0.7.

The first experiment involved observing the strength of the negative edge change to
the positive edge. As seen in Figure 10, the experiment considered two cases, w1 = 0.5
and w1 = 0.7, respectively. When w1 = 0.7, hs reached a stable state quickly. This result
shows that when w1 is larger, i.e., the greater the strength of the negative edge change to
the positive edge in the network, the network can approach a balanced structure more
quickly. The result shows that it is difficult to change the negative edge to the positive.

The second experiment was to observe the transformation of neutral edges into nega-
tive and positive ones. As shown in Figure 11, when w2 = 0.5 and w2 = 0.7, the network
approached a balanced state after 10 rounds. This experiment’s results show that the
strength of the neutral edge has a small influence on the structural balance. Because the
neutral relationship implies that there is no clear relationship between two nodes, it is
easier to convert the neutral edge to a positive edge or negative edge.
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Figure 10. Effect of w1: hs changes with time.

Figure 11. Effect of w2: hs changes with time.

The third experiment was to observe the strength of the positive edge change to the
negative edge. As shown in Figure 12, after 10 rounds, hs approached a stable state in
the case of w3 = 0.7; however, in the case of w3 = 0.5, hs was still evolving toward the
structural balance. The result shows that it is difficult to convert the positive edge into the
negative edge.

In conclusion, the various strengths of conversion have an effect on the final network
structural balance. Increasing the strength of the negative edge and positive edge can
promote the network to approach structural balance. We can conclude that it is easy to
transform a neutral edge into a positive or negative edge; the contrary is difficult.
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Figure 12. Effect of w3: hs changes with time.

6.5. Scenario 5, the Influence of Proportion of Positive and Negative Edges

In this experiment, we investigated the effects of different ratios of three types of edges
on structural balance. We set the proportion of negative opinions as 0.3, μ = 0.7, ε = 0.8
and value = 0.7. The strength of conversion between various edges were the same; that is,
w1 = w2 = w3 = 0.3.

The influence of edge = +1 in the network is shown in Figure 13. It can be seen that
the larger the ratio of Rr+, the faster hs drops. By comparing with Figure 2, we can see
that the proportion of positive edges in the balanced triads is 2

3 , and the proportion of the
negative edges is 1

3 . Therefore, we conclude that the larger the number of initial Rr+ is, the
faster the network approaches structural balance.

Figure 13. Effects of different initial ratios of positive edges: hs changes with time.

Figure 14a,b show that positive edges are more likely to appear than negative and
neutral edges. Therefore, the probability of a negative edge evolving into a positive
edge is greater than that of a positive edge evolving into a negative edge within the
framework of structural balance. The probability of structural transformation is illustrated
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in Figure 15, and the probability of structural transformation in Figure 15a is greater than
that of Figure 15b.

(a) (b)

Figure 14. Changes in the number of various edges: (a) edges change in Rr+ = 0.5, Rr− = 0.3,
Rr0 = 0.2; (b) edges change in Rr+ = 0.7, Rr− = 0.2, Rr0 = 0.1.

(a) (b)

Figure 15. Changes of positive edge: (a) the edge between nodes B and C evolves from −1 to +1;
(b) the edge between nodes B and C evolves from +1 to −1.

The influence of edge = −1 is shown in Figure 16. It can be observed that in the case
of a low proportion of Rr− = 0.5, the network approaches structural balance faster. By
analyzing Figure 2, we can see that the proportion of negative edges in the unbalanced
triads is 2

3 , and the proportion of positive edges is 1
3 . Thus, the high proportion of negative

edges will delay the network toward structural balance.
As shown in Figure 17a,b, we can see that the number of negative edges gradually

decreased. The number of neutral edges remained unchanged in four rounds and then
decreased, while the number of positive edges kept increasing until all edges became
positive. Structural transformation is illustrated in Figure 18.

The influence of neutral edges on the final balanced state is shown in Figure 19. In
Figure 19, it can be observed that after 20 rounds of evolution, a high number of neutral
edges favor the network structural balance. The explanation is that the neutral edge may
evolve to a positive edge and negative edge, and contribute to the increment of balanced
triads.
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Figure 16. Effects of different initial ratios of negative edges: hs changes with time.

(a) (b)

Figure 17. Changes in the number of various edges: (a) edges change in Rr− = 0.5, Rr+ = 0.2,
Rr0 = 0.3; (b) edges change in Rr− = 0.7, Rr+ = 0.1, Rr0 = 0.2.

Figure 18. Negative edge changes: the edge between nodes B and C evolves from −1 to +1.
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Figure 19. Effects of different initial ratios of the neutral edge: hs changes with time.

By observing Figure 20a, we can see that both the number of neutral edges and
negative edges decreased gradually before 10 rounds. This dynamic resulted in the gradual
increase of positive edges. By observing Figure 20b, we can see that the number of neutral
edges did not change in the first and second evolution rounds. However, from the third
round, the negative and neutral edges began to decrease. These experimental results show
that the probability of the neutral edge evolving into the positive edge was greater than
that of the negative edge. The probability of structural transformation in Figure 21a is
greater than that of Figure 21b. Since the network is toward a structural balance.

This scenario implies that we can increase the number of positive edges and neutral
edges to make these edges become the main body, and reduce the negative edge to promote
the harmonious development of the group. In a group, if there are more positive edges,
the network will tend to be structurally balanced faster, while negative edges have a
reverse effect.

(a) (b)

Figure 20. Changes in the number of various edges: (a) edges change in Rr0 = 0.5, Rr− = 0.2,
Rr+ = 0.3; (b) edges change in Rr0 = 0.7, Rr− = 0.1, Rr+ = 0.2.
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(a) (b)

Figure 21. Changes of neutral edge: (a) the edge between nodes B and C evolves from 0 to +1; (b) the
edge between nodes B and C evolves from 0 to −1.

7. Discussion

In our simulation, we also tested our proposed model on ER random graphs and
WS small-world network structures. Our simulation suggests that final signed network
evolution results are robust to different structures and sizes. The results only depend on the
connection weight of the networks, the percentage of positive edges, and the percentage of
positive opinions. We observed the same evolution trend on different signed networks.

In summary, five scenarios including variations of edges and signed weights and
variations of the proportion of positive and negative opinions, were investigated to observe
the final signed network stable state. Specifically, we performed extensive simulations to
examine how different initial conditions affected the network evolution, i.e., the balance
level of network structure and the opinion polarization pattern.

We observed that initial conditions, such as a high proportion of positive edges,
positive opinions, and greater signed weights, could promote the signed network towards
balance. Our simulation results suggest that the signed network in the real world is a
dynamic equilibrium process, serving as confirmation of the imperfect balance theory, i.e.,
even if the system evolves to a stable state, the signed network still cannot achieve a perfect
structural balance.

Importantly, the simulation results could explain the imperfect Heider balance of
many real-world signed systems. Meanwhile, our computing model explains that the level
of balance achieved depends on the connecting weight of the network, the percentage of
positive edges, and the percentage of positive opinions, most of all, on the distributions of
these positive edges/opinions and the weight on the signed network. The comprehensive
numerical results suggest that values of balance at the micro-and macro-levels may match
up to some extent; the macro dynamic pattern of the signed network is especially closely
related to its microstructural balance.

Similar to the social influence network model, the proposed co-evolution model can
be used to predict real-world signed network evolution on the final convergence state
(structure balance level v.s. polarization pattern). However, the social influence network
model (Friedkin, N.E. Johnsen, E.C., 1999) [28] and the co-evolution model of opinion
and social tie dynamics (Wang, H.; Luo, F.; Gao J., 2021) [35] are based on rigorous time-
varying matrix mathematical analyses. Our proposed model is a rule-based simulation, its
effectiveness for large-scale signed social networks needs to be verified by an empirical
data set. This is also the direction of our related work in the next step. In a follow-up to this
study, we plan to conduct experiments based on real data sets to evaluate the effectiveness
of the proposed social network evolution modeling. The basic idea is a rule-based model
simulation and comparative analysis of a rule-based model adjustment with real-world
empirical signed networks. Specifically, we will modify and estimate the key evolution
parameters through the empirical process of edge-evolution and node-evolution of a real
signed network G and then modify the rule-based model G∗. On the one hand, we can
verify the effectiveness of our proposed model through the empirical evolution process of
large-scale signed networks. On the other hand, we can refine our proposed model. Our
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ultimate expectation is that the refined model can achieve acceptable prediction accuracy
and could be extended to the prediction and regulation of a real signed social system.

In our model, it is assumed that each node is homogeneous, and there is no special
node, such as an opinion leader; in addition, final signed network evolution results only
depend on different initial conditions, and are robust to different structures and sizes.
Therefore, this model is also applicable to the case of having non-random distributions of
opinions and edges.

8. Conclusions

In this investigation, based on the social influence network theory, we introduced a
neutral binary motif and a triadic motif, and focused on the contributions of interpersonal
influenced to the formation of interpersonal agreements and polarization. Our proposed
edges–opinions co-evolution model entails a cognitive process when it deals with conflict-
ing influential opinions and the signs and strengths of a social structure. This article extends
the implications of the social structure balance theory and assesses the social influence
theory in groups of dyads—triads with neutral relations.

Extensive simulations were performed in five cases. The results are summarized as
follows: (1) the higher the tolerance for the difference of opinions, the faster the network
can approach a balanced state. (2) The more nodes with the same attitude, the faster the
network can reach structural balance. (3) When the edge evolution is faster than the opinion,
the network can approach the balanced state faster. (4) The ’larger’ the strengths of the
positive and negative edges, the faster the network can approach the balanced state, while
the strength of the neutral edge has a trivial effect. (5) The higher the proportion of positive
and neutral edges, the faster the network can approach balance.

In particular, we showed that the persistent fluctuation of opinions is consistent with
the minimal global energy function or a local triadic-signed structural balance emergence.
This work verifies that signed social networks are indeed of limited balanced and could be
used to explain the ubiquitous polarization phenomenon in online social networks. These
results can provide us with a better understanding of the inherent mechanisms and key
properties of signed networks.

Our model, however simple, should find further extensions and applications in social
structures, where conditions of consistence are meaningful. For example, for a real signed
network, in addition to structure and node attributes, the scale of the network will also
change, such as the increase of nodes and the increase or deletion of edges. There may be
other complex social mechanisms for the formation of real signed social networks, such
as social status, social power theories, and combing with sentiment and behavioral data
analysis [43–45]. The co-evolution feedback model we proposed can be further extended to
such a case.

Next, we hope to collect real signed social network data to verify the effectiveness
of several main conclusions obtained in this paper. We also hope to use the model and
relevant conclusions proposed in this paper to empirically study collective action problems,
such as information diffusion, cooperative evolution, and public opinion dissemination on
signed social networks.
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Abstract: Under the background of a circular economy, this paper examines multi-tiered closed-loop
supply chain network competition under carbon emission permits and discusses how stringent
carbon regulations influence the network performance. We derive the governing equilibrium con-
ditions for carbon-capped mathematical gaming models of each player and provide the equivalent
variational inequality formulations, which are then solved by modified projection and contraction
algorithms. The numerical examples empower us to investigate the effects of diverse carbon emission
regulations (cap-and-trade regulation, mandatory cap policy, and cap-sharing scheme) on enterprises’
decisions. The results reveal that the cap-sharing scheme is effective in coordinating the relationship
between system profit and carbon emission abatement, while cap-and-trade regulation loses efficiency
compared with the cap-sharing scheme. The government should allocate caps scientifically and
encourage enterprises to adopt green production technologies, especially allowing large enterprises to
share carbon quotas. This study can also contribute to the enterprises’ decision-making and revenue
management under different carbon emissions reduction regulations.

Keywords: non-cooperative equilibrium; complex supply chain network; environmental policies;
circular economy

1. Introduction

1.1. Background

As carbon emissions contribute to global warming through the greenhouse effect,
the development of a circular economy has attracted the attention of many scholars [1–4].
Humans’ industrial production continues to intensify, and carbon emissions are directly
linked to supply chain activities, which include the production process, transportation,
distribution, and end-of-life product disposal [5]. The production process is always accom-
panied by high emissions and environmental pollution, especially in industry. Therefore,
sustainable supply chain development has become the focus of the EU-ETS and The Paris
Agreement [6]. The European Commission announced that transportation has become the
second-biggest greenhouse gas (GHG) emitter preceded only by energy, and accounts for
almost a quarter of European GHG emissions. Especially, road transport has significant
contributions to CO2 emissions in addition to the contributions from the maritime and
aviation sectors.

In reality, the supply chain has become more complex and rapidly evolved into supply
chain networks along with globalization and specialization. In a complex supply chain net-
work, firms face risks not only from variable demand but also from their competitors [7–9].
Therefore, pollution and sustainability issues should be highlighted because of their fierce
effect on both supply chain networks and societies and countries.

As the main advocator of a low-carbon society, international organizations and gov-
ernments have taken some actions at the macro level. For example, The Paris Agreement,
which entered into force on 4 November 2016, made arrangements for global action on
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climate change after 2020. Many countries are facing unprecedented carbon emission stress
and have thus set their abatement goals [10,11]. As the biggest developing country, the
Chinese government promised that China’s carbon emission intensity would be reduced
by 60–65% in 2030, compared with that in 2005 [12]. The intensity of energy consumption
would continue to decline, and the resource output efficiency would increase substantially.
To achieve the promised emission reduction targets, governments have enacted several en-
vironmental policies which enforce firms to accomplish green transformation development.

On the other hand, the sustainable and circular economy also provides some opportu-
nities for enterprises. The enterprises can build reverse channels or adopt green production
technologies to undertake social responsibility. As a fast fashion brand, in 2016, Uniqlo
established its R&D center called the Jeans Innovation Center (JIC) in California. Aiming
at creating a more environmentally friendly production approach, JIC not only adopts
ecological water washing materials but also develops laser-fading technology [10]. In the
reverse flow, recycling and remanufacturing are efficient methods used to enhance resource
utilization. The recycling process can be realized by two modes: original equipment man-
ufacturers (OEMs) recycling and third-party recycling [13–15]. The latter mode is more
efficient in dealing with the dramatically increased end-of-life (EOL) products and plays an
important role in promoting a circular economy [16–18].

1.2. Practical Motivation

Our research investigates a real case of China’s paper industrial supply chain network.
The manufacturers are divided into two segments called eco manufacturers and non-
eco manufacturers according to whether they employ advanced low-carbon production
technology. In addition, the collection centers include online recycling platforms and
third-party intelligent recycling systems.

According to survey data gathered by the China Paper Association, there were about
2700 large-scale paper-making enterprises in 2018, and there were about 500 emission
control enterprises included in carbon trading. The paper and paperboard production
capacity was 104.35 million tons, and the total amount of wastepaper recycling in China
was 49.64 million tons.

In 2015, China’s total carbon emissions were 9084.62 × 106 tons of carbon dioxide
equivalent, of which the carbon emissions of the paper industry accounted for 1.67% of
China’s total emissions and ranked seventh among all industries. The carbon emission of a
paper enterprise comprises three components: carbon emission from fossil fuel combustion,
carbon emission from production, carbon emission from the net purchase of electricity and
heat. According to the statistics, carbon emissions from fossil fuel combustion account for
the majority, about 81.3%, and coal occupies the vast majority of fossil fuel combustion.
Therefore, the use of coal can represent the carbon emissions of the paper industry. Through
the above calculation, we can obtain the carbon dioxide produced per ton of paper and
show this information in the form of labels; that is, make carbon labels and stick carbon
labels on the products.

According to the statistics of most paper-making enterprises, the production of one
ton of paper emits about 3000 kg of carbon dioxide, which is both directly produced
in the production process and indirectly generated in the relevant links. In addition, the
transport of paper products from manufacturers to consumers also produces carbon dioxide,
especially in cases in which heavy vehicles are used for long-distance transportation. After
it is used by consumers, paper can be recycled by a third-party recycler such as the Little
Yellow Dog recycling system, which is widespread in some communities in China, and
several online recycling platforms that also conduct wastepaper recycling. After cleaning
and related treatment, about 800 kg of recycled paper can be obtained by recycling one
ton of wastepaper; thus, this process can greatly reduce the use of raw materials and
carbon emissions.

Paper enterprises are also constantly innovating their production technologies. Some
manufacturers, such as Shanghai Oriental Champion Paper Co., Ltd., one of the leading
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thin paper manufacturers in China, Shanghai. have switched from off-site coal-fired power
generation to on-site gas-fired power generation, which has improved energy efficiency,
reduced the carbon footprint by 60%, and reduced power costs by one fifth.

1.3. Research Question and Contributions

On the basis of the above background, this paper tries to investigate three questions:

(1) There is always a conflict between environmental protection goals and economic
development goals. As for the government, how to properly enact policy or combine
the advantage of different policies? Moreover, what are the differences between each
kind of polices?

(2) Carbon emission constraint incurs intense pressure on enterprises. They will face
the choice of adjusting production planning passively or undertaking the social
responsibility initiatively. Then, how should enterprises make operation decisions
under different policies?

(3) What is the benefit of reverse logistics? Does it affect enterprise strategy? What are
the related parameters that influence supply chain performance such as consumers’
environmental awareness or recovery ratio?

To answer these questions, we first consider a strict carbon emission permits supply
chain network in which the government sets an emission threshold. Then we extend the
base model in two ways. First, we assume government adopts cap-and-trade regulation
to stimulate enterprises’ production enthusiasm. The government allocates enterprises
free carbon caps before production begins, and firms should determine their strategy
under certain caps. Second, we suppose caps flow among firms without transaction cost.
This situation may occur among different enterprises within a large enterprise group and
promote enterprises’ collaboration.

Three CLSCN models were built based on practical cases. Using variational inequal-
ity theory, modified projection algorithms, and contraction algorithms, models can be
transformed and solved. The equilibrium results under different situations are compared
through numerical simulation.

The major contributions of this paper can be summarized as follows:

(1) We incorporate carbon trade regulations into the equilibrium model of a CLSCN to
analyze the impacts of carbon trade behaviors of the two types of manufacturers on
equilibrium decisions.

(2) We first propose the carbon trade subnet and the product transaction subnet in the
SCN and introduce the carbon trade center as a place for carbon trading.

(3) By comparing three carbon reduction regulations, we illustrate the different laws of
decision and profits and emission control and identify best practices for enterprises
under different regulations.

We organized the remaining parts as follows. We provide a comparative discussion
of the previous research highly related to our research in Section 2. Section 3 provides the
notations and assumptions to accurately describe the decision models. In Section 4, the
variational inequality models and the algorithm used to solve the models are described.
Section 5 analyzes the results of numerical experiments to obtain the enlightenment of
the management. Finally, we present the conclusions and suggestions in Section 6. The
qualitative properties of the corresponding variational inequality models are presented in
the Appendix C.

2. Literature Review

This paper focuses on sustainable supply chains, cap-and-trade regulations, non-
cooperative equilibrium, and consumers’ environmental awareness. To better highlight our
research issue, we briefly reviewed some relevant studies on these subjects. We will also
point out the difference between our study and previous ones.
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2.1. Sustainable Supply Chain

Pressure from stakeholders for sustainable development is forcing top management to
reconsider its supply chain management, and the pursuit of sustainability has evolved as a
popular trend in supply chain management [10,19]. Motivated by international retailers
(e.g., Walmart and H&M) cooperating with their suppliers to reduce carbon emissions
across supply chains, [10] investigated information sharing and studied its effect on carbon
emission reduction. Considering a supply chain consisting of two competing manufacturers
and a retailer, [20] studied the optimal green technology investment strategy problem of
upstream manufacturers. Guo et al. [21] established a fashion supply chain consisting of
one manufacturer and two competing retailers and discussed how retailer competition and
consumer returns affect the development of green products in the fashion industry.

Recently, remanufacturing has come into focus as an area of economic and environmen-
tal insight [22–25]. Savaskan et al. [22] were among the first to divide the CLSC recycling
model into the manufacturer recycling model, vendor recycling model, and third-party
recycling model. The results of their work illustrated that the vendor recycling model is the
most effective approach. Taleizadeh et al. [26] analyzed the effects of the third-party recy-
cler in a CLSC under deterministic demand. Zerang et al. [27] established a three-echelon
closed-loop supply chain model, and the results showed that the manufacturer-Stackelberg
case is often the most effective scenario in CLSC.

Although the above-mentioned papers investigate the closed-loop supply chain in
depth, the cap-and-trade regulation has been neglected as an effective approach to reducing
carbon emissions, and thus needs further discussion.

2.2. Cap-and-Trade Regulations

To stimulate enterprises to actively reduce their carbon emissions through economic in-
centives, the government launched carbon trading, which can also be called cap-and-trade
regulations. The European Union Emissions Trading Scheme (EU-ETS) is a successful form
of cap-and-trade regulations. China launched its first carbon trading pilot in 2013, which
entered into force in 2019. Therefore, it is important to explore the impacts of cap-and-trade
regulations on enterprises, and conducting a simulation study on global carbon emission
rights trading can provide practical outcomes [28–35]. Zhang and Xu [36] provided a basis
for decision making on the reasonable use or sale of carbon emission rights by manufactur-
ers and made a comparative analysis of the effectiveness of carbon trading and carbon tax.
Du et al. [37] analyzed the game between decision-makers on product pricing and output
considering cap-and-trade regulations and obtained a unique Nash equilibrium based on
the basic Newsboy model. Yang et al. [38] and Yang et al. [39] both explored the channel
selection problems under cap-and-trade regulations. The former asserts that products’
properties and consumers’ channel preferences are key factors affecting manufacturers’
channel selection. The latter highlights that both the level of carbon emissions reduction
and the profits of manufacturers increase with the manufacturer’s product promotion.

Unlike our research, the above studies do not combine cap-and-trade regulations with
reverse logistics. Moreover, they ignore the fact that carbon trade volume should be a
decision variable in decision making.

2.3. Supply Chain Network Based on Non-Cooperative Equilibrium

The business crosses and fierce competition among supply chain members present
the supply chain as a hierarchical network structure, including various enterprises and
demand markets. With the coexistence of a competition and cooperation relationship,
according to the rational person assumption, the corporate goal is to maximize its profits.
Non-cooperative competition among the same types of members in the network forms
a Nash equilibrium. Our study is also related to the literature rooted in supply chain
network equilibrium under different environmental policies. In this field, scholars have
carried out several studies on decision-making problems with different network struc-
tures [5,38,39]. Nagurney et al. [40] first established the SCN equilibrium model, making a
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great contribution to the promotion and application of supply chain network theory, and
applied it to diverse fields [41,42]. With the implementation of environmental protection
policies, He et al. [43] studied the joint effect of the mandatory cap policy and operational
decision mode on profitability and emissions. The results illustrate that the cap-sharing
scheme can achieve Pareto improvement for chain players’ profit and obtain a win-win
situation for system profit and GHG emission reduction. Tao et al. [44] studied two types
of mandatory cap policies under a multi-period scenario supply chain network and found
that decision-makers can adjust their strategies under global carbon emissions constraints
in most cases. He et al. [45] considered a supply chain super network constrained by a
mandatory cap policy and examined the joint effect of stringent carbon regulations and
operational decision modes on system performance.

2.4. Consumers’ Environmental Awareness

Currently, consumers are increasingly concerned about the energy crisis and global
warming and are focused on environmentally friendly and green products [34,46]. In 2014,
the Eurobarometer Commission survey stated that 75% of Europeans tended to buy green
products at a higher price [47,48], which promotes the development of eco-friendly products.
In China, a report by the AliResearch Institute found that the total number of consumers
who have environmental awareness increased by 14% during 2011~2015, and reached
65 million in 2015 [49]. Consumers’ green preferences change their purchase behavior and
promote low-carbon development [48]. Therefore, in this paper, the consumers’ environmental
awareness level is introduced to depict the social environment more realistically.

2.5. Research Gap

We highlight the contribution of the aforementioned studies in Table 1. The literature
review has shown that most previous studies examine the optimization of the supply chain
under the given emission regulations. When a carbon cap exists, most studies consider it as
a given constant that constrains manufacturers’ decision making. Most previous research
related to carbon-constrained operations optimization only considers one or two kinds of
carbon reduction policies. There is a lack of literature comparatively analyzing the impact
of cap-and-trade regulations, mandatory cap policy, and cap-sharing schemes on multiple
decision-makers under CLSCN.

Table 1. Comparison of related research papers in low-carbon regulations.

Literature
Consumer’s

Green
Awareness

Low-Carbon Policy Supply Chain Structure Research Method

Carbon Tax Cap-and-Trade SC Network
Empirical
Analysis

Modeling
Analysis

1. [1]
√

2. [2]
√ √ √ √

3. [3]
√ √ √ √ √

4. [4]
√ √ √ √

5. [5]
√ √ √ √

6. [7]
√ √ √

7. [17]
√ √ √ √

8. [20]
√ √ √

9. [21]
√ √ √

10. [28]
√ √ √

11. [31]
√

12. [32]
√

13. [35]
√ √ √ √

14. [39]
√ √

15. [48]
√ √ √

16. [49]
√ √ √ √

This paper
√ Cap-and-trade, mandatory cap,

cap sharing
√ √
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To fill this gap, our study focuses on how different regulations influence members’
profits and carbon emissions in a CLSCN and investigate the remanufacturing’s impact on
members’ equilibrium decisions. The results present meaningful information for the govern-
ment to enact better carbon regulations and enterprises to adopt better operational policies.

3. Notations and Assumptions

3.1. Notations

The following parameters, decision variables, endogenous variables, and functions
shown in Tables 2–5 are used throughout the remainder of this paper.

Table 2. Parameters of the model.

Parameters Definition

i A typical ecological manufacturer, i = 1, 2, · ··, I.
j A typical non− ecological manufacturer, j = 1, 2, · ··, J.
k A typical demand market, k = 1, 2, · ··, K.
h A typical collection center, h = 1, 2, · ··, H.
ε Unit carbon trading commission charged by carbon trading center.
ω Unit carbon trading price between non-eco manufacturers and eco manufacturers.
εx The recycling ratio of EOL products of manufacturers in demand markets, x = i, j.

δ
The proportion of reusable materials extracted from recycled products when
collection centers dispose EOL products from demand markets.

βx x = r denotes the raw material conversion ratio, x = u denotes the reusable
material conversion ratio.

σ Consumer environmental awareness level.
capx The carbon cap of manufacturers allocated by the government, x = i, j.

α
y
x

The carbon emission of unit product. x = 1 denotes non− eco product, x = 2
denotes eco product, y = i, j.

τt Carbon emission factor of a truck.
xs The distance (in km) between two supply chain members. s = jk, ik, hj, hi.

tx

The number of trucks serving different transactions in the CLSC network. x = 1
denotes the number of trucks between non-ecological manufacturers and demand
markets; x = 2 denotes the number of trucks between non-ecological
manufacturers and collection centers; x = 3 denotes the number of trucks between
eco manufacturers and demand markets; x = 4 denotes the number of trucks
between eco manufacturers and collection centers.

ρ The total transport costs of unit product.

Table 3. Decision variables of the model.

Decision
Variables

Notations

qv
x

The amount of raw material used by manufacturers to produce new products,

x = i, j, qv
j =

(
qv

j

)
J×1
∈ RJ

+, qv
i =

(
qv

i
)

I×1 ∈ RI
+.

qu
x

The amount of reusable material used by manufacturers to remanufacture products,

x = i, j, qu
j =

(
qu

j

)
J×1
∈ RJ

+, qu
i =

(
qu

i
)

I×1 ∈ RI
+.

qjk
The amount of products that a non-ecological manufacturer j sells and transfers to

demand market k, Q1 =
(

qjk

)
JK×1

∈ RJK
+ .

qu
hj

The amount of reusable material from collection center h to non-ecological

manufacturer j, Q2 =
(

qu
hj

)
HJ×1

∈ RHJ
+ .

qik
The amount of product that ecological manufacturer i sells and transfers to demand
market k, Q3 = (qik)IK×1 ∈ RIK

+ .

qu
hi

The amount of reusable material from collection center h to ecological manufacturer
i, Q4 =

(
qu

hi
)

HI×1 ∈ RHI
+ .

qu
kh

The amount of recycling EOL (end of life) product from demand market k to
collection center h, Q5 =

(
qu

kh
)

KH×1 ∈ RKH
+ .
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Table 3. Cont.

Decision
Variables

Notations

tj
The carbon cap amount of non-ecological manufacturer j buying from carbon trade
center, T1 = (tj)J×1 ∈ RJ

+.

ti
The carbon cap amount of ecological manufacturer i selling to carbon trade center,
T2 = (ti)I×1 ∈ RI

+.

ρ
j
k

The price consumers paid for non-ecological products in demand market k, and

ρJ =
(

ρ
j
k

)
K×1
∈ RK

+.

ρi
k

The price consumers paid for ecological products in demand market k, and

ρI =
(

ρi
k

)
K×1
∈ RK

+.

Table 4. Endogenous variables of the model.

Endogenous Variables Notations

ρxk
The product price between manufacturers and demand market k,
x = i, j.

ρhk
The EOL product recycling price paid by collection center h to
consumers in demand market k.

ρhj
The reusable material price paid by non-ecological manufacturer j to
collection center h.

ρhi
The reusable material price paid by ecological manufacturer i to
collection center h.

Table 5. Functions of the model.

Functions Notations

fx = fx(βr, qv
x) The production cos t function of manufacturers x, x = i, j.

f u
x = f u

x (βu, qu
x) The remanufacturing cos t function of manufacturers x, x = i, j.

cxk = cxk(qxk)
The transaction cos t function from manufacturers x to demand market k,
x = i, j .

cK
xk = cK

xk(qxk) The transportation cost burden assumed by consumers to obtain the product.
ct

x = ct
x(tx) The carbon transaction cos t undertaken by carbon trade center, x = i, j.

cu
hx = cu

hx(q
u
hx) The transaction cos t from collection center to manufacturers, x = i, j.

ch = ch(qu
kh) The disposal cost function of collection center h.

ckh = ckh(qu
kh) The transaction cost from demand market k to collection center h.

αu
k (Q5) Disutility to consumers due to collection of EOL product.

dl
k = dl

k(ρ
I , ρJ , σ) The demand function of ecological product.

dh
k = dh

k (ρ
J , ρI) The demand function of non-ecological product.

3.2. Assumptions

To highlight the research question of the models developed later in Section 4, some
assumptions need to be presented as follows.

Assumption 1. The manufacturers are divided into two types called “non-eco manufacturer” and
“eco manufacturer” according to whether they adopt green production technology. Eco manufacturers
undertake higher production costs than non-eco manufacturers due to their possession of better
production technology to decrease carbon emissions, and two products have a certain substitution
relationship [50]. This assumption comes from reality (e.g., Huawei mobiles phones and Apple
mobile phones). As it can be seen in the demand function:

dl
k = 250− 2ρl

k − 1.5ρl
3−k + 0.5(ρh

k + ρh
3−k) + σψ

2
∑

x=1
(1− αI

x); dh
k = 230− 2ρh

k − 1.5ρh
3−k + 0.5(ρl

k + ρl
3−k) + σψ

2
∑

x=1
(1− αJ

x)

the quantity of each kind of product is affected by both its own and another product’s selling price,
which represents the substitution relationship between them.
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Assumption 2. The new product and remanufactured product are homogeneous [51,52]. However,
re-manufactured products have lower production costs and unit carbon emissions than the new
ones. This assumption refers to the literature [22,53,54]. Savaskan et al. used the Eastman Kodak
Company example to illustrate this relationship. Used cameras are typically upgraded to the quality
of new ones, and both products can perfectly substitute each other. In this paper, we address the
carbon emissions in the production process; thus, different types of products emit the same carbon
dioxide when used.

Assumption 3. Carbon emissions are generated during both the production and transportation
processes [50]. To avoid trivial cases and to focus on the goals of this research, we only consider the
total carbon emissions of each truck and do not carry out further analyses on the distance covered
by vehicles.

Assumption 4. The carbon quota allocation mechanism is based on “Benchmarking,” which can
be more effective in pushing facilities to reduce carbon emissions [2,55]. Under cap-and-trade
regulations, caps can be sold or bought to satisfy the target production [2].

Assumption 5. The consumers’ environmental awareness level is reflected in the demand func-
tion [56,57].

Assumption 6. The cost functions in this paper are all continuous differentiable convex func-
tions [40,58].

4. Model

In this paper, we consider three scenarios of carbon reduction regulations. The manda-
tory cap policy requires manufacturers not to emit more than a specific quota. Otherwise,
the firm will face heavy penalties that force it to comply with the policy. As for the cap
sharing policy, the total carbon emissions of different firms cannot exceed the aggregate
quota of these firms; the carbon quotas can be transferred freely between two types of
manufacturers. The cap-and-trade policy requires a carbon trade market that charges a
certain commission from the enterprises participating in the carbon transaction and seeks
maximum profit.

In addition, the European Commission is willing to regulate heavy-duty vehicles’
carbon emissions; this willingness is modeled in this paper. Trucks are only supposed
to be used in the main logistics phases: (1) forward logistics: transferring products from
manufacturers to customers; (2) reverse logistics: transferring reusable raw materials from
collection centers to manufacturers. As assumed in [59], transferring EOL products from
demand markets to collection centers is undertaken by smaller dimension vans that are not
regulated strictly.

In the following, we construct three equilibrium models according to different policies,
and the different closed-loop supply chain network structures are shown in Figure 1.
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Figure 1. Closed-loop supply chain network structures.

4.1. Demand Market Decisions

Demand markets are the final demand points of product transaction in forward flow
and are also the source of EOL products in reverse flow. In a forward transaction, consumers
of each demand market decide the quantity of non-eco products and eco products that
they want to buy according to the prices charged by manufacturers and transaction costs.
In a reverse transaction, consumers sell the EOL products to collection centers when the
recycling prices are reasonable and can compensate for the loss of consumers caused
by recycling.

According to the previous functions and notations definition, for the non-eco products
in demand market k, we have the following complementary relationships:

ρ∗jk + cK∗
jk

{
= ρh∗

k , if q∗jk > 0
≥ ρh∗

k , if q∗jk = 0
(1)

dh
k

⎧⎪⎪⎪⎨⎪⎪⎪⎩
=

J
∑

j=1
q∗jk, if ρh∗

k > 0

≤
J

∑
j=1

q∗jk, if ρh∗
k = 0

(2)

When the transactions between non-eco manufacturers and demand markets occur,
q∗jk > 0 and ρh∗

k > 0 hold simultaneously, and the demand and supply are equal. Otherwise,
the transactions cannot occur.

Similarly, for the eco products, we have:

ρ∗ik + cK∗
ik

{
= ρl∗

k , if q∗ik > 0
≥ ρl∗

k , if q∗ik = 0
(3)

dl
k

⎧⎪⎪⎨⎪⎪⎩
=

I
∑

i=1
q∗ik, if ρl∗

k > 0

≤ I
∑

i=1
q∗ik, if ρl∗

k = 0
(4)

In the reverse logistics, after the consumption process, part of the products become
EOL products that have no use value and can be recycled. When these EOL products are
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sent to collection centers, it will bring disutility to consumers. We assume αu
k (Q5) is a

monotonically increasing function that depends on the collected volume vector Q5, which
means more EOL products collection brings higher consumers’ disutility. Further, the more
recycling products are recycled by collection centers, the higher the buy-back prices are. If
the buy-back price ρu∗

kh can compensate the disutility of consumers, that is, ρu∗
kh = αu

k (Q
∗
5),

then recycling transactions will occur; otherwise, recycling transactions will not occur. This
relationship can be described as the following complementary form:

αu
k (Q

∗
5)

{
= ρu∗

kh , if qu∗
kh > 0

≥ ρu∗
kh , if qu∗

kh = 0
(5)

s.t.
H

∑
h=1

qu
kh ≤ ε j

J

∑
j=1

qjk + εi

I

∑
i=1

qik (6)

Constraint (6) indicates that the products in reverse logistics are always less than those
in forward logistics.

Integrating the forward and reverse behavior of consumers, the optimality condi-
tions of demand markets can be defined as follows: determine the optimal solution
(Q∗1, Q∗3, ρJ∗, ρI∗, Q∗5, γ∗) ∈ Ωk, satisfying:

J
∑

j=1

K
∑

k=1

[
ρ∗jk + cK∗

jk − ρh∗
k − ε jγ

∗
k

]
×

[
qjk − q∗jk

]
+

I
∑

i=1

K
∑

k=1

[
ρ∗ik + cK∗

ik − ρl∗
k − εiγ

∗
k

]
× [

qik − q∗ik
]
+

K
∑

k=1

[
J

∑
j=1

q∗jk − dh∗
k

]
×

[
ρh

k − ρh∗
k

]
+

K
∑

k=1

[
I

∑
i=1

q∗ik − dl∗
k

]
×

[
ρl

k − ρl∗
k

]
+

H
∑

h=1

K
∑

k=1

[
αu

k (Q
∗
5)− ρu∗

kh + γ∗k
]× [

qu
kh − qu∗

kh
]
+

K
∑

k=1

[
ε j

J
∑

j=1
q∗jk + εi

I
∑

i=1
q∗ik −

K
∑

k=1
qu∗

kh

]
× [

γk − γ∗k
] ≥ 0.

∀(Q1, Q3, ρJ , ρI , Q5, γ) ∈ Ωk

(7)

where Ωk = RJK+IK+J+I+KH+K
+ , γk is the Lagrangian multiplier corresponding to Con-

straint (6), and γ = (γk)K×1 ∈ RK
+.

4.2. Collection Centers’ Decisions

In the reverse logistics, the collection center h recycles these EOL products by paying
price ρu

kh to consumers in demand markets. After separating, detecting, and other treat-
ments, these EOL products are transformed to various reusable materials and then are
sold to manufacturers at price ρu

hj and ρu
hi, respectively. Therefore, the collection center h

needs to decide the recycling quantity of EOL products and the sold quantity of reusable
materials. Collection center h seeks to maximize its profit that can be described as:

max

[
J

∑
j=1

ρu∗
hj qu

hj +
I

∑
i=1

ρu∗
hi qu

hi −
K

∑
k=1

(ρu∗
kh qu

kh + ckh)− ch

]
(8)

s.t.
J

∑
j=1

qu
hj +

I

∑
i=1

qu
hi ≤ δ

K

∑
k=1

qu
kh (9)

The objective function is the difference of the revenues and costs. The revenues are
J

∑
j=1

ρu∗
hj qu

hj +
I

∑
i=1

ρu∗
hi qu

hi resulting from selling reusable materials to non-eco manufacturers

and eco manufacturers at prices ρu∗
hj and ρu∗

hi , respectively. The costs include the buy-

back price
K
∑

k=1
ρu∗

kh qu
kh paid for consumers in demand markets, the disposal cost ch, and

the transaction cost ckh. Constraint (9) ensures the trade-off between manufacturing and
re-manufacturing. Finally, all decision variables are non-negative.
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All collection centers compete in a non-cooperative manner, and all functions related
are assumed continuous and convex. The optimal conditions of all collection centers
can be expressed as following variational inequality: determine the optimal solution
(Q∗2, Q∗4, Q∗5, λ∗) ∈ Ωh, satisfying:

J
∑

j=1

H
∑

h=1

[
λ∗h − ρu∗

hj

]
×

[
qu

hj − qu∗
hj

]
+

I
∑

i=1

H
∑

h=1

[
λ∗h − ρu∗

hi
]×[qu

hi − qu∗
hi
]
+

H
∑

h=1

K
∑

k=1

[
∂c∗kh
∂qu

kh
+

∂c∗h
∂qu

kh
+ ρu∗

kh − δλ∗h
]
× [

qu
kh − qu∗

kh
]
+

H
∑

h=1

[
δ

K
∑

k=1
qu∗

kh −
J

∑
j=1

qu∗
hj −

I
∑

i=1
qu∗

hi

]
× [

λh − λ∗h
] ≥ 0.

(10)

∀(Q2, Q4, Q5, λ) ∈ Ωh

where Ωh = RHJ+HI+KH+H
+ , λh is the Lagrangian multiplier corresponding to constraint

(9), and λ = (λh)H×1 ∈ RH
+ .

4.3. The Supply Chain Network under Cap-and-Trade (CT) Policy

Under the cap-and-trade policy, we assume that the unit carbon quota price is exoge-
nous and remains unchanged.

4.3.1. Non-Ecological Manufacturers’ Decisions

We first study non-eco manufacturers’ decisions. According to the previous As-
sumption 4, the non-eco manufacturer j needs to buy the quota that can be expressed as

tj = αJ
1βrqv

j + αJ
2βuqu

j + t1τt
K
∑

k=1
xjkqjk + t2τt

H
∑

h=1
xhjqu

hj − capj, the corresponding payment is

εtj + ωtj. When manufacturer j pursues the maximization of profit, the objective function
can be represented as:

max

[
K

∑
k=1

(
ρ∗jkqjk − cjk

)
−

H

∑
h=1

(
ρu∗

hj qu
hj + chj

)
− f j − f u

j − ρ

(
t1

K

∑
k=1

xjkqjk + t2

H

∑
h=1

xhjqu
hj

)
− εtj −ωtj

]
(11)

s.t. qu
j ≤

H

∑
h=1

qu
hj (12)

K

∑
k=1

qjk ≤ βrqv
j + βuqu

j (13)

αJ
1βrqv

j + αJ
2βuqu

j + t1τt

K

∑
k=1

xjkqjk + t2τt

H

∑
h=1

xhjqu
hj − capj − tj = 0 (14)

Constraint (14) ensures that the manufacturer j’s total carbon emissions are equal to
the sum of capj and tj.

Based on the CT model, in this case, manufacturer j needs to make an additional
decision regarding the carbon transaction amount tj. Hence, the optimum solution of
the above objective function is characterized by the following variational inequality with
(qv∗

j , qu∗
j , Q∗1, Q∗2, T∗1,ϕ∗1,ϕ∗2,ϕ∗3) ∈ Ω1

J , such that:
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J
∑

j=1

[
∂ f ∗j
∂qv

j
− βr ϕ2∗

j − αJ
1βr ϕ3∗

j

]
×

[
qv

j − qv∗
j

]
+

J
∑

j=1

[
∂ f u∗

j
∂qu

j
+ ϕ1∗

j − βu ϕ2∗
j − αJ

2βu ϕ3∗
j

]
×

[
qu

j − qu∗
j

]
+

J
∑

j=1

K
∑

k=1

[
∂c∗jk
∂qjk
− ρ∗jk + ρt1xjk + ϕ2∗

j − t1τtxjk ϕ3∗
j

]
×

[
qjk − q∗jk

]
+

J
∑

j=1

H
∑

h=1

[
∂cu∗

hj
∂qu

hj
+ ρu∗

hj + ρt2xhj − ϕ1∗
j − t2τtxhj ϕ

3∗
j

]
×

[
qu

hj − qu∗
hj

]
+

J
∑

j=1

[
ε + ω + ϕ3∗

j

]
×

[
tj − t∗j

]
+

J
∑

j=1

[
H
∑

h=1
qu∗

hj − qu∗
j

]
×

[
ϕ1

j − ϕ1∗
j

]
+

J
∑

j=1

[
βrqv∗

j + βuqu∗
j −

K
∑

k=1
q∗jk

]
×

[
ϕ2

j − ϕ2∗
j

]
+

J
∑

j=1

[
αJ

1βrqv∗
j + αJ

2βuqu∗
j + t1τt

K
∑

k=1
xjkq∗jk + t2τt

H
∑

h=1
xhjqu∗

hj − capj − t∗j

]
×

[
ϕ3

j − ϕ3∗
j

]
≥ 0.

(15)

∀(qv
j , qu

j , Q1, Q2, T1,ϕ1,ϕ2,ϕ3) ∈ Ω1
J

where Ω1
J = R2J+JK+HJ+3J

+ × RJ . Note that ϕ1
j , ϕ2

j , and ϕ3
j are the Lagrangian multiplier

associated with Constraint (12), Constraint (13), and Constraint (14), respectively, while
ϕ1 =

(
ϕ1

j

)
J×1
∈ RJ

+, ϕ2 =
(

ϕ2
j

)
J×1
∈ RJ

+, ϕ3 =
(

ϕ3
j

)
J×1
∈ RJ .

To explore the significance of management, we give some explanations for VI (15).

From the 3rd term of VI (15), we have ρ∗jk =
∂c∗jk
∂qjk

+ ρt1xjk + ϕ2∗
j − t1τtxjk ϕ3∗

j when q∗jk > 0;
in other words, the transaction price between non-ecological manufacturer j and demand
market k comprises a marginal transaction cost, unit truck transportation cost, and related

carbon emission factor. From the 1st term of VI (15), we have ϕ2∗
j = 1

βr

(
∂ f ∗j
∂qv

j
− αJ

1βr ϕ3∗
j

)
when qv∗

j > 0, and are mainly marginal production costs. Therefore, the previous stage cost
transmits to the next stage by the transaction price.

A point that is necessary to show is that the corresponding Lagrangian multipliers of
Constraint (14) may be negative because Constraint (14) is an equation. In addition, t∗j is
affected by the sum of ε and ω.

4.3.2. Ecological Manufacturers’ Decisions

Similarly, the surplus carbon quotas of the eco manufacturer can be expressed as

ti = capi − αI
1βrqv

i − αI
2βuqu

i − t3τt
K
∑

k=1
xikqik − t4τt

H
∑

h=1
xhiqu

hi. We, therefore, obtain the man-

ufacturer i’s objective below to maximize its profit through aggregate revenue minus
costs:

max

[
K

∑
k=1

(ρ∗ikqik − cik)−
H

∑
h=1

(ρ∗hiq
u
hi + chi)− fi − f u

i − ρ

(
t3

K

∑
k=1

xikqik + t4

H

∑
h=1

xhiqu
hi

)
− εti + ωti

]
(16)

s.t. qu
i ≤

H

∑
h=1

qu
hi (17)

K

∑
k=1

qik ≤ βrqv
i + βuqu

i (18)

capi − αI
1βrqv

i − αI
2βuqu

i − t3τt

K

∑
k=1

xikqik − t4τt

H

∑
h=1

xhiqu
hi = ti (19)
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The last item of objective function ωti denotes the manufacturer i’s extra revenue.
Constraint (19) ensures that the total carbon emissions of manufacturer i plus ti equals capi.
In this case, manufacturer i needs to make an additional decision on the carbon transaction
amount ti. Therefore, the optimum solution of the above objective function can be charac-
terized by the following variational inequality with (qv∗

i , qu∗
i , Q∗3, Q∗4, T∗2, φ∗1 , φ∗2 , φ∗3 ) ∈ Ω1

I :

I
∑

i=1

K
∑

k=1

[
∂c∗ik
∂qik
− ρ∗ik + ρt3xik + φ2∗

i + t3τtxikφ3∗
i

]
× [

qik − q∗ik
]
+

I
∑

i=1

H
∑

h=1

[
∂cu∗

hi
∂qu

hi
+ ρu∗

hi + ρt4xhi − φ1∗
i + t4τtxhiφ

3∗
i

]
× [

qu
hi − qu∗

hi
]
+

I
∑

i=1

[
ε−ω + φ3∗

i
]× [

ti − t∗i
]
+

I
∑

i=1

[
H
∑

h=1
qu∗

hi − qu∗
i

]
× [

φ1
i − φ1∗

i
]
+

I
∑

i=1

[
βrqv∗

i + βuqu∗
i −

K
∑

k=1
q∗ik

]
× [

φ2
i − φ2∗

i
]
+

I
∑

i=1

[
capi − αI

1βrqv
i − αI

2βuqu
i − t3τt

K
∑

k=1
xikqik − t4τt

H
∑

h=1
xhiqu

hi − ti

]
× [

φ3
i − φ3∗

i
] ≥ 0.

(20)

∀(qv
i , qu

i , Q3, Q4, T2, φ1, φ2, φ3) ∈ Ω1
I

where Ω1
I = R2I+IK+HI+2I

+ × RI . Note that φ1
i , φ2

i and φ3
i are the Lagrangian multipliers

associated with Constraint (17), Constraint (18), and Constraint (19), respectively, while
φ1 =

(
φ1

i
)

I×1 ∈ RI
+, φ2 =

(
φ2

i
)

I×1 ∈ RI
+, φ3 =

(
φ3

i
)

I×1 ∈ RI .

4.3.3. Carbon Trade Center’s Decisions

Carbon trade centers charge a certain fee ε for unit carbon trade volume. Simultane-
ously, carbon trade centers should undertake associated cost ∑J

j=1 ct
j + ∑I

i=1 ct
i . The carbon

trade center also pursues profit maximization, which can be described as:

max

[
J

∑
j=1

(εt∗j − ct
j(t
∗
j )) +

I

∑
i=1

(εt∗i − ct
i(t∗i ))

]
(21)

s.t.
J

∑
j=1

tj ≤
I

∑
i=1

ti (22)

Constraint (22) shows the balance between the demand supply of the carbon quota.
The profit of the carbon trade center seeking to maximize can be transformed into the fol-
lowing variational inequality: determine the optimal solution ∀(T∗1, T∗2, ζ∗c ) ∈ Ωc, satisfying:

J

∑
j=1

[
∂ct∗

j

∂tj
+ λ∗c − ε

]
×

[
tj − t∗j

]
+

I

∑
i=1

[
∂ct∗

i
∂ti
− ε− λ∗c

]
× [ti − t∗i ] +

[
I

∑
i=1

t∗i −
J

∑
j=1

t∗j

]
× [λc − λ∗c ] ≥ 0. (23)

∀(T1, T2, ζc) ∈ Ωc

where Ωc = RJ+I+1
+ . Note that ζc is the Lagrangian multiplier associated with Con-

straint (22) and ζc ∈ R+.

4.3.4. The Equilibrium Conditions of Closed-Loop Supply Chain Network in the CT Model

Under the cap-and-trade regulations, for the closed-loop supply chain network, the
Nash equilibrium (Nash 1950) conditions of VI (7), VI (10), VI (15), VI (20), and VI (23) must
hold simultaneously, and no one gains more from altering the current strategies.

Definition 1. The equilibrium of the CLSCN under cap-and-trade regulation occurs when the sum
of the left-hand side (L.H.S.) of (7), L.H.S. of (10), L.H.S. of (15), L.H.S. of (20), and L.H.S. of (23)
is non-negative.
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Theorem 1. The equilibrium conditions of the CLSCN under cap-and-trade regulations are equiva-
lent to the solutions of VI as follows: determine the optimal solution (qv∗

j , qu∗
j , qv∗

i , qu∗
i , Q∗1, Q∗2, Q∗3,

Q∗4, Q∗5, T∗1, T∗2, ρJ∗, ρI∗,ϕ∗1,ϕ∗2,ϕ∗3, φ∗1 , φ∗2 , φ∗3 , ζc, λ∗, γ∗) ∈ Ω1, satisfying:

J
∑

j=1

[
∂ f ∗j
∂qv

j
− βr ϕ2∗

j − αJ
1βr ϕ3∗

j

]
×

[
qv

j − qv∗
j

]
+

J
∑

j=1

[
∂ f u∗

j
∂qu

j
+ ϕ1∗

j − βu ϕ2∗
j − αJ

2βu ϕ3∗
j

]
×

[
qu

j − qu∗
j

]
+

I
∑

i=1

[
∂ f ∗i
∂qv

i
− βrφ2∗

i + αI
1βrφ3∗

i

]
× [

qv
i − qv∗

i
]
+

I
∑

i=1

[
∂ f u∗

i
∂qu

i
+ φ1∗

i − βuφ2∗
i + αI

2βuφ3∗
i

]
× [

qu
i − qu∗

i
]
+

J
∑

j=1

K
∑

k=1

[
∂c∗jk
∂qjk

+ cK∗
jk − ρh∗

k − ε jγ
∗
k + ρt1xjk + ϕ2∗

j − t1τtxjk ϕ3∗
j

]
×

[
qjk − q∗jk

]
+

I
∑

i=1

K
∑

k=1

[
∂c∗ik
∂qik

+ cK∗
ik − ρl∗

k − εiγ
∗
k + ρt3xik + φ2∗

i + t3τtxikφ3∗
i

]
× [

qik − q∗ik
]
+

J
∑

j=1

H
∑

h=1

[
∂cu∗

hj
∂qu

hj
+ ρt2xhj − ϕ1∗

j + t2τtxhj ϕ
3∗
j + λ∗h

]
×

[
qu

hj − qu∗
hj

]
+

I
∑

i=1

H
∑

h=1

[
∂cu∗

hi
∂qu

hi
+ ρt4xhi − φ1∗

i + t4τtxhiφ
3∗
i + λ∗h

]
× [

qu
hi − qu∗

hi
]
+

J
∑

j=1

[
∂ct∗

j
∂tj

+ λ∗c + ω + ϕ3∗
j

]
×

[
tj − t∗j

]
+

I
∑

i=1

[
∂ct∗

i
∂ti
− λ∗c −ω + φ3∗

i

]
× [

ti − t∗i
]
+

K
∑

k=1

[
J

∑
j=1

q∗jk − dh∗
k

]
×

[
ρh

k − ρh∗
k

]
+

K
∑

k=1

[
I

∑
i=1

q∗ik − dl∗
k

]
×

[
ρl

k − ρl∗
k

]
+

H
∑

h=1

K
∑

k=1

[
αu

k (Q
∗
5) + γ∗k +

∂c∗kh
∂qu

kh
+

∂c∗h
∂qu

kh
− δλ∗h

]
× [

qu
kh − qu∗

kh
]
+

J
∑

j=1

[
H
∑

h=1
qu∗

hj − qu∗
j

]
×

[
ϕ1

j − ϕ1∗
j

]
+

J
∑

j=1

[
βrqv∗

j + βuqu∗
j −

K
∑

k=1
q∗jk

]
×

[
ϕ2

j − ϕ2∗
j

]
+

J
∑

j=1

[
αJ

1βrqv∗
j + αJ

2βuqu∗
j + t1τt

K
∑

k=1
xjkq∗jk + t2τt

H
∑

h=1
xhjqu∗

hj − capj − t∗j

]
×

[
ϕ3

j − ϕ3∗
j

]
+

I
∑

i=1

[
H
∑

h=1
qu∗

hi − qu∗
i

]
× [

φ1
i − φ1∗

i
]
+

I
∑

i=1

[
βrqv∗

i + βuqu∗
i −

K
∑

k=1
q∗ik

]
× [

φ2
i − φ2∗

i
]
+

I
∑

i=1

[
capi − αI

1βrqv∗
i − αI

2βuqu∗
i − t3τt

K
∑

k=1
xikq∗ik − t4τt

H
∑

h=1
xhiqu∗

hi − ti

]
× [

φ3
i − φ3∗

i
]
+[

I
∑

i=1
t∗i −

J
∑

j=1
t∗j

]
× [λc − λ∗c ] +

H
∑

h=1

[
δ

K
∑

k=1
qu∗

kh −
J

∑
j=1

qu∗
hj −

I
∑

i=1
qu∗

hi

]
× [

λh − λ∗h
]
+

K
∑

k=1

[
ε j

J
∑

j=1
q∗jk + εi

I
∑

i=1
q∗ik −

K
∑

k=1
qu∗

kh

]
× [

γk − γ∗k
] ≥ 0.

(24)

∀(qv
j , qu

j , qv
i , qu

i , Q1, Q2, Q3, Q4, Q5, T1, T2, ρJ , ρI ,ϕ1,ϕ2,ϕ3, φ1, φ2, φ3, ζc, λ, γ) ∈ Ω1

where Ω1 = Ω1
J ×Ω1

I ×Ωc ×Ωk ×Ωh.

Proof. Adding VI (7), VI (10), VI (15), VI (20), and VI (23) together, we can obtain VI (24).
At the same time, when VI (24) holds, then VI (7), VI (10), VI (15), VI (20), and VI (23) are
also satisfied, respectively. �

Let X1 ≡ (qv
j , qu

j , qv
i , qu

i , Q1, Q2, Q3, Q4, Q5, T1, T2, ρJ , ρI ,ϕ1,ϕ2,ϕ3, φ1, φ2, φ3, ζc, λ, γ),
F(X1) ≡ (Fx(X1))22×1, the specific parts Fx(X1) (x = 1, · · · , 22) of F(X1) are given by the
terms proceeding the multiplication signs in VI (24). Then, we can rewrite the VI (24) in
standard form of VI following: determine the optimal vector X∗1 ∈ Ω1, satisfying:

〈F(X∗1 ), X∗1 〉 ≥ 0, ∀X1 ∈ Ω1 (25)

The notation 〈·, ·〉 denotes the inner product in M1—dimensional Euclidean space,
where M1 = 2J + 2I + JK + HJ + IK + HI + KH + J + I + 2K + 3J + 3I + 1 + H + K.
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4.4. The Supply Chain Network under Mandatory Cap Policy (MC)

In this section, we characterize how the exogenously given strict cap policy affects the
supply chain members’ decisions.

4.4.1. Non-Ecological Manufacturers’ Decisions

We describe the decision making and operational characteristics of non-eco manu-
facturers and provide optimal conditions. Hence, considering the transaction between
manufacturer j and other supply chain members, we give the manufacturer j’s objective
function as follows:

max

[
K

∑
k=1

(
ρ∗jkqjk − cjk

)
−

H

∑
h=1

(
ρu∗

hj qu
hj + chj

)
− f j − f u

j − ρ

(
t1

K

∑
k=1

xjkqjk + t2

H

∑
h=1

xhjqu
hj

)]
(26)

s.t. qu
j ≤

H

∑
h=1

qu
hj (27)

K

∑
k=1

qjk ≤ βrqv
j + βuqu

j (28)

αJ
1βrqv

j + αJ
2βuqu

j + t1τt

K

∑
k=1

xjkqjk + t2τt

H

∑
h=1

xhjqu
hj ≤ capj (29)

Constraint (28) can be called the production balance constraint; Constraint (29) ensures
the total carbon emissions generated by manufacturer j cannot exceed its quota capj.

According to the previous Assumption 6, the objective functions of manufacturers
are continuously concave. All decision variables are non-negative. In this situation, non-
ecological manufacturer j determines the amount of raw materials and recycled EOL
products, the output and transaction amount of the new product, and the remanufac-
tured product.

All non-eco manufacturers compete in a non-cooperative fashion, and the profits of
each non-eco manufacturer seeking to maximize can be transformed simultaneously into the
following variational inequality: determine the optimal solution (qv∗

j , qu∗
j , Q∗1, Q∗2, μ∗1, μ∗2, μ∗3)

∈ Ω2
J , satisfying:

J
∑

j=1

[
∂ f ∗j
∂qv

j
− βrμ2∗

j + αJ
1βrμ3∗

j

]
×

[
qv

j − qv∗
j

]
+

J
∑

j=1

[
∂ f u∗

j
∂qu

j
+ μ1∗

j − βuμ2∗
j + αJ

2βuμ3∗
j

]
×

[
qu

j − qu∗
j

]
+

J
∑

j=1

K
∑

k=1

[
∂c∗jk
∂qjk
− ρ∗jk + ρt1xjk + μ2∗

j + t1τtxjkμ3∗
j

]
×

[
qjk − q∗jk

]
+

J
∑

j=1

H
∑

h=1

[
∂cu∗

hj
∂qu

hj
+ ρu∗

hj + ρt2xhj − μ1∗
j + t2τtxhjμ

3∗
j

]
×

[
qu

hj − qu∗
hj

]
+

J
∑

j=1

[
H
∑

h=1
qu∗

hj − qu∗
j

]
×

[
μ1

j − μ1∗
j

]
+

J
∑

j=1

[
βrqv∗

j + βuqu∗
j −

K
∑

k=1
q∗jk

]
×

[
μ2

j − μ2∗
j

]
+

J
∑

j=1

[
capj − αJ

1βrqv∗
j − αJ

2βuqu∗
j − t1τt

K
∑

k=1
xjkq∗jk − t2τt

H
∑

h=1
xhjqu∗

hj

]
×

[
μ3

j − μ3∗
j

]
≥ 0.

(30)

∀(qv
j , qu

j , Q1, Q2, μ1, μ2, μ3) ∈ Ω2
J

where Ω2
J = R2J+JK+HJ+3J

+ . Note that μ1
j , μ2

j , and μ3
j are the Lagrangian multipliers as-

sociated with Constraint (27), Constraint (28), and Constraint (29), respectively, while
μ1 =

(
μ1

j

)
J×1
∈ RJ

+, μ2 =
(

μ2
j

)
J×1
∈ RJ

+, μ3 =
(

μ3
j

)
J×1
∈ RJ

+.

Similar to the CT model, we can give the economic interpretation of VI (30). From

the 3rd term of VI (30), we have ρ∗jk =
∂c∗jk
∂qjk

+ ρt1xjk + μ2∗
j + t1τtxjkμ3∗

j when q∗jk > 0; that
is, the transaction price between non-ecological manufacturer j and demand market k
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comprises the marginal transaction cost, unit truck transportation cost, and the factor of

carbon emission. From the 1st term of VI (30), we have μ2∗
j = 1

βr

(
∂ f ∗j
∂qv

j
+ αJ

1βrμ3∗
j

)
when

qv∗
j > 0, which is mainly affected by the production marginal cost and conversion rate.

Therefore, we can determine that the costs of the previous stage are transmitted to the next
stage through the product transaction.

4.4.2. Ecological Manufacturers’ Decisions

Similarly, we describe the manufacturer i’s objective function as follows:

max

[
K

∑
k=1

(ρ∗ikqik − cik)−
H

∑
h=1

(ρ∗hiq
u
hi + chi)− fi − f u

i − ρ

(
t3

K

∑
k=1

xikqik + t4

H

∑
h=1

xhiqu
hi

)]
(31)

s.t. qu
i ≤

H

∑
h=1

qu
hi (32)

K

∑
k=1

qik ≤ βrqv
i + βuqu

i (33)

αI
1βrqv

i + αI
2βuqu

i + t3τt

K

∑
k=1

xikqik + t4τt

H

∑
h=1

xhiqu
hi ≤ capi (34)

In this situation, eco manufacturer i determines the amount of raw materials and
recycled EOL products, the output and transaction amount of the new product, and the
remanufactured product.

All eco manufacturers compete in a non-cooperation fashion, and the optimality con-
ditions of all eco manufacturers can be described simultaneously as variational inequality:
determine the optimal solution (qv∗

i , qu∗
i , Q∗3, Q∗4, η∗1, η∗2, η∗3) ∈ Ω2

I , satisfying:

I
∑

i=1

[
∂ f ∗i
∂qv

i
− βrη2∗

i + αI
1βrη3∗

i

]
× [

qv
i − qv∗

i
]
+

I
∑

i=1

[
∂ f u∗

i
∂qu

i
+ η1∗

i − βuη2∗
i + αI

2βuη3∗
i

]
× [

qu
i − qu∗

i
]
+

I
∑

i=1

K
∑

k=1

[
∂c∗ik
∂qik
− ρ∗ik + ρt3xik + η2∗

i + t3τtxikη3∗
i

]
× [

qik − q∗ik
]
+

I
∑

i=1

H
∑

h=1

[
∂cu∗

hi
∂qu

hi
+ ρ∗hi + ρt4xhi − η1∗

i + t4τtxhiη
3∗
i

]
× [

qu
hi − qu∗

hi
]
+

I
∑

i=1

[
H
∑

h=1
qu∗

hi − qu∗
i

]
× [

η1
i − η1∗

i
]
+

I
∑

i=1

[
βrqv∗

i + βuqu∗
i −

K
∑

k=1
q∗ik

]
× [

η2
i − η2∗

i
]
+

I
∑

i=1

[
capi − αI

1βrqv∗
i − αI

2βuqu∗
i − t3τt

K
∑

k=1
xikq∗ik − t4τt

H
∑

h=1
xhiqu∗

hi

]
× [

η3
i − η3∗

i
] ≥ 0.

(35)

∀(qv
i , qu

i , Q3, Q4, η1, η2, η3) ∈ Ω2
I

where Ω2
I = R2I+IK+HI+3I

+ . Note that η1
i , η2

i , and η3
i are the Lagrangian multipliers as-

sociated with Constraint (32), Constraint (33), and Constraint (34), respectively, while
η1 =

(
η1

i
)

I×1 ∈ RI
+, η2 =

(
η2

i
)

I×1 ∈ RI
+, η3 =

(
η3

i
)

I×1 ∈ RI
+.

The equilibrium conditions of the closed-loop supply chain network in the mandatory
cap model can be obtained in the same way with the CT model, so this part is presented in
Appendix A.

4.5. The Supply Chain Network under Cap-Sharing Scheme (CS)

The government examines the total emissions of a typical industry in a certain period
according to the national emission reduction plan. In this section, we examine a setting
in which two types of manufacturers make decisions centralized, and the carbon caps are
permitted to be transferred freely, which is therefore called the cap-sharing scheme. From
the perspective of the whole industry, the total carbon emissions of manufacturers do not
exceed the government’s regulations.
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Manufacturers’ Decisions

In this case, manufacturer j and manufacturer i need to decide the amount of raw ma-
terials and recycled EOL products, the transaction amount, and the EOL product transaction

amount, respectively. For convenience, let Ax =
K
∑

k=1

(
ρ∗xkqxk − cxk

)− H
∑

h=1

(
ρu∗

hx qu
hx + cu

hx
)− fx

− f u
x (x = i, j), B1 = t1

K
∑

k=1
xjkqjk + t2

H
∑

h=1
xhjqu

hj, B2 = t3
K
∑

k=1
xikqik + t4

H
∑

h=1
xhiqu

hi, then we can

describe the typical manufacturer objective function as follows:

max
[
Ax − ρBy

]
(36)

s.t. qu
x ≤

H

∑
h=1

qu
hx (37)

K

∑
k=1

qxk ≤ βrqv
x + βuqu

x (38)

⎡⎢⎢⎢⎣
J

∑
j=1

[
αJ

1βrqv
j + αJ

2βuqu
j + t1τt

K
∑

k=1
xjkqjk + t2τt

H
∑

h=1
xhjqu

hj

]
+

I
∑

i=1

[
αI

1βrqv
i + αI

2βuqu
i + t3τt

K
∑

k=1
xikqik + t4τt

H
∑

h=1
xhiqu

hi

]
⎤⎥⎥⎥⎦ ≤ J

∑
j=1

capj +
I

∑
i=1

capi (39)

When x = i and y = 1, Equation (36) denotes the profit of ecological manufacturer i;
when x = j and y = 2, Equation (36) denotes the profit of non-ecological manufacturer j.
Constraint (39) can be called the carbon emissions constraint. All decision variables are
non-negative; in addition, all manufacturers of the same type compete in a non-cooperation
fashion, and the profits of each manufacturer seeking maximization can be transformed
simultaneously into the following variational inequality to determine the optimal solution
(qv∗

j , qu∗
j , qv∗

i , qu∗
i , Q∗1, Q∗2, Q∗3, Q∗4, θ∗1, θ∗2, θ∗3, θ∗4, θ5∗) ∈ Ω3

J I , satisfying:

J
∑

j=1

[
∂ f ∗j
∂qv

j
− βrθ2∗

j + αJ
1βrθ5∗

]
×

[
qv

j − qv∗
j

]
+

J
∑

j=1

[
∂ f u∗

j
∂qu

j
+ θ1∗

j − βuθ2∗
j + αJ

2βuθ5∗
]
×

[
qu

j − qu∗
j

]
+

I
∑

i=1

[
∂ f ∗i
∂qv

i
− βrθ4∗

i + αI
1βrθ5∗

]
× [

qv
i − qv∗

i
]
+

I
∑

i=1

[
∂ f u∗

i
∂qu

i
+ θ3∗

i − βuθ4∗
i + αI

2βuθ5∗
]
× [

qu
i − qu∗

i
]
+

J
∑

j=1

K
∑

k=1

[
∂c∗jk
∂qjk
− ρ∗jk + ρt1xjk + θ2∗

j + t1τtxjkθ5∗
]
×

[
qjk − q∗jk

]
+

J
∑

j=1

H
∑

h=1

[
∂cu∗

hj
∂qu

hj
+ ρu∗

hj + ρt2xhj − θ1∗
j + t2τtxhjθ

5∗
]
×

[
qu

hj − qu∗
hj

]
+

I
∑

i=1

K
∑

k=1

[
∂c∗ik
∂qik
− ρ∗ik + ρt3xik + θ4∗

i + t3τtxikθ5∗
]
× [

qik − q∗ik
]
+

I
∑

i=1

H
∑

h=1

[
∂cu∗

hi
∂qu

hi
+ ρu∗

hi + ρt4xhi − θ3∗
i + t4τtxhiθ

5∗
]
× [

qu
hi − qu∗

hi
]
+

J
∑

j=1

[
H
∑

h=1
qu∗

hj − qu∗
j

]
×

[
θ1

j − θ1∗
j

]
+

J
∑

j=1

[
βrqv∗

j + βuqu∗
j −

K
∑

k=1
q∗jk

]
×

[
θ2

j − θ2∗
j

]
+

I
∑

i=1

[
H
∑

h=1
qu∗

hi − qu∗
i

]
× [

θ3
i − θ3∗

i
]
+

I
∑

i=1

[
βrqv∗

i + βuqu∗
i −

K
∑

k=1
q∗ik

]
× [

θ4
i − θ4∗

i
]
+⎡⎢⎢⎢⎣

⎡⎢⎢⎢⎣
J

∑
j=1

capj

+
I

∑
i=1

capi

⎤⎥⎥⎥⎦−
⎡⎢⎢⎢⎣

J
∑

j=1

[
αJ

1βrqv∗
j + αJ

2βuqu∗
j + t1τt

K
∑

k=1
xjkq∗jk + t2τt

H
∑

h=1
xhjqu∗

hj

]
+

I
∑

i=1

[
αI

1βrqv∗
i + αI

2βuqu∗
i + t3τt

K
∑

k=1
xikq∗ik + t4τt

H
∑

h=1
xhiqu∗

hi

]
⎤⎥⎥⎥⎦
⎤⎥⎥⎥⎦× [

θ5 − θ5∗] ≥ 0.

(40)

∀(qv
j , qu

j , qv
i , qu

i , Q1, Q2, Q3, Q4, θ1, θ2, θ3, θ4, θ5) ∈ Ω3
J I

where Ω3
J I = R2J+2I+JK+HJ+IK+HI+2J+2I+1

+ .
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Note that θ1
j , θ2

j , θ3
j , and θ4

j are the Lagrangian multipliers associated with Constraint

(37), Constraint (38) for x = j, i, respectively, and θ5
j is the Lagrangian multiplier associated

with Constraint (39), θ1 =
(

θ1
j

)
J×1
∈ RJ

+, θ2 =
(

θ2
j

)
J×1
∈ RJ

+, θ3 =
(
θ3

i
)

I×1 ∈ RI
+,

θ4 =
(
θ4

i
)

I×1 ∈ RI
+.

The equilibrium conditions of the closed-loop supply chain network in the CS model
are shown in Appendix B.

The qualitative properties of VI. (24), VI. (40), and VI. (41) are presented in Appendix C.

5. Discussion

In this section, we provide several numerical examples to verify the foregoing the-
oretical results and present a further comparison of the decisions and profits with three
carbon reduction regulations. In reality, the cap from the government may change with the
changing of emission reduction targets; similarly, consumers’ low-carbon preferences will
also change with social development. Therefore, we will analyze the parameters of capj,
capi, ε j, εi and σ.

Consider a closed-loop supply chain network comprising two non-ecological manu-
facturers, two ecological manufacturers, two demand markets, and two collection centers;
when considering the cap-and-trade regulation, there also exists a carbon trade center.

Because the design is simple and easy to implement, the decision variables and
Lagrange multipliers can be obtained at the same time. Like [40], we select a modified
projection and contraction algorithm with a fixed step length to solve VI (24), VI (40), and VI
(A1), and design the program with MATLAB. The convergence criterion is that the absolute
value of the difference between the values of the two iterations is no more than 10−8. The
selection of the function form refers to [40,58], the related parameters are set as: βr = 0.95,
βu = 0.9, ρ = 1, t1 = t2 = t3 = t4 = 2, xjk = xik = xhj = xhi = 1, τt = 1, ε j = 0.3, εi = 0.2, δ = 1,

αI
1 = 0.6, αJ

1 = 0.8, αI
2 = 0.3, αJ

2 = 0.5. Referring to related literature [38–40,50,60], the
functions are set as follows: fi = 8.5(βrqv

i )
2 + βr2qv

i qv
3−i + 2βrqv

i , f u
i = 3(βuqu

i )
2 + 1.5βuqu

i +

1, f j = 8.0(βrqv
i )

2 + βr2qv
i qv

3−i + 2βrqv
i , f u

j = 0.5(βuqu
j )

2 + 0.5βuqu
j + 1, cjk = 0.2t1qjk + 1,

cik = 0.2t3qik + 1, cK
jk = 0.2qjk + 0.1, cK

ik = 0.2qik + 0.1, ckh = 0.1qu
kh + 0.5, cu

hj = 0.1t2qu
hj + 1,

cu
hi = 0.1t4qu

hi + 1, ch = 2.5
(

2
∑

k=1
qu

kh

)2

+ 2
2
∑

k=1
qu

kh, αu
k (Q5) = 0.5

2
∑

k=1

2
∑

k=1
qu

kh + 5, ct
x = 0.1tx

2

dl
k = 250− 2ρl

k − 1.5ρl
3−k + 0.5(ρh

k + ρh
3−k) + σψ

2
∑

x=1
(1− αI

x), dh
k = 230− 2ρh

k − 1.5ρh
3−k +

0.5(ρl
k + ρl

3−k) + σψ
2
∑

x=1
(1− αJ

x).

The demand functions are associated with the price of two types of products; due
to the consumer’s low carbon preference, there is also a relationship between demand
and the product’s unit carbon emission amount. We assume the low-carbon factor ψ= 10.
Refs. [40,50] used a similar form of demand function in their numerical examples.

It is obvious that all the functions listed above are convex and continuously differen-
tiable. Then, the solutions of VI (24), VI (40), and VI (41) satisfy Theorem A3, Theorem A4,
and Theorem A6 in Appendix C. The detailed values and formula construction basis can
be seen in Appendix D.

5.1. Analyzing the Effects of Cap on Optimal Decisions and Profits

We assume that capj and capi change from 9 to 26, respectively, then group the
related equilibrium results into several matrixes corresponding to three carbon reduction
regulations. We select data from the matrixes including the profits of manufacturers and
recyclers and calculate the carbon emissions and the total profits of the supply chain based
on the relevant data. The relevant results are illustrated in Figures 2–7.
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Figure 2. Carbon emissions of non-eco manufacturer.

   

Figure 3. Profits of non-eco manufacturer.

   

Figure 4. Carbon emissions of eco manufacturer.

   

Figure 5. Profits of eco manufacturer.

Figures 2 and 4 illustrate the carbon emissions of two types of manufacturers under
three carbon emission reduction regulations, respectively. Figures 3 and 5 illustrate the
profits of two types of manufacturers under three policies. Figures 6 and 7 show the
network performance.
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Figure 6. Total carbon emissions.

   

Figure 7. Total profits.

5.1.1. The Effects on Non-Ecological Manufacturer

As it can be seen from Figure 2, the trends are similar under the three regulations.
Overall, the larger capj or capi incurs more carbon emissions. In Figure 2a, we can see that
the carbon emission under MC is only affected by capj, Figure 2b shows that the carbon
emission under CT is greatly affected by capj, and Figure 2c shows that the carbon emission
under CS is affected by capj and capi simultaneously. The maximum value and minimum
value appear in Figure 2c.

Comparing the three subfigures in Figure 2, the results show its carbon emissions
and profits under policy MC are always lower than the other two policies, which means
policy MC limits the enterprise’s production activity and injures its profit. However, there
is a special interval: when capi is less than 14, policy CS is conductive to decrease carbon
emissions because the lower cap cannot activate the recycling process. Policy CT and
Constraint (6) are invalid. In addition, there is no cap trade between two manufacturers,
manufacturers only use the allocated cap to produce, and policy MC and CT have the same
effects on the equilibrium results.

When capi is larger than 14, policy CS and CT are valid. Under policy CS, carbon
caps are transferred freely from eco manufacturers to non-eco manufacturers. When caps
transaction exists, policy CT promotes the effective allocation of carbon caps and benefits
social-economic development. The maximum profit appears in the region when capi is
relatively small while capj is large under policy CT. This can be explained by the adequacy
caps reducing its carbon trade activities.

In Figure 3, the trends are also similar under three regulations. The maximum values
appear in Figure 3a,b, while the minimum value appears in Figure 3c. Figure 3a states
that the profit is mainly affected by capj and is slightly affected by capi. This phenomenon
is different from carbon emissions. The reason can be explained by: the increasing caps
will stimulate production activities, more customers turn to buy eco-products, and eco
manufacturers’ profits increase. Figure 3c illustrates capj and capi have the same effects on
non-eco manufacturers’ profit, and the profit is only influenced by caps.

The comparison of these three subfigures shows policy CT is a cost-effective carbon
reduction policy. Particularly, when capi is lower, the profit in Figure 3b is similar to that in
Figure 3a; when capi is higher, the profit in Figure 3b is similar to that in Figure 3c.
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In addition, it should be noted that when capj and capi are large enough, the changing
carbon emission trend is not exactly with that of the profit under policy CS, because the
transportation cost increases rapidly with the intense production and recycling activities.

5.1.2. The Effects on Ecological Manufacturer

The analysis of eco manufacturers is similar to that of non-ecological manufacturers.
According to Figure 4, the equilibrium results of eco manufacturers are opposite to

non-eco manufacturers in Figure 2. In Figure 4a, its carbon emission is only affected by capi
in most ranges, which is similar to Figure 2a. In Figure 4b, when capi is at a relatively low
level, it has no extra caps for sale, and policy CT is the same as MC. When capi gradually
increases, the extra carbon quotas bring cap transactions. In Figure 4c, due to the adoption
of ecological production technology, its carbon emission changes slightly.

Comparing the three subfigures of Figure 4, policy CS is the most effective method to
reduce carbon emissions. Particularly, when capi is relatively small, carbon quotas are not
transferred from eco manufacturers to non-eco manufacturers. Combined with Figure 5b,
the carbon emissions and profits are identical under policy MC and CT. Policy MC is
always beneficial for the eco manufacturer to obtain higher profits when capi is large. This
phenomenon occurs because carbon quotas are adequate for it to produce more products,
while policy CT and CS may force carbon caps to transfer to non-eco manufacturers.

5.1.3. The Effects on Supply Chain Performance

In this subsection, we focus on the impact of different policies on the whole supply
chain performance. Total carbon emission and profit are given in Figure 6. From the
environmental perspective, total carbon emissions are equal in three scenarios. From the
economic perspective, according to Figure 7, we can clearly see that the best policy is cap
sharing, but the difference between each policy is small. Combined with the previous
figures, when caps increase, policy CS also perform well in reducing manufacturers’ carbon
emissions and promoting their profits. From the view of the government, the carbon trade
model sacrifices part of the efficiency of the supply chain in exchange for government
control and supervision of the carbon trading market. Although policy CS is an ideal
regulation, if it lowers the carbon trade cost, policy CT may have a similar performance to
policy CS, which makes it easier for the government to achieve the emissions reduction
target.

Policy CT is conducive to the government to control the carbon emissions of enter-
prises; at the same time, the government may permit cap sharing within a large enterprise
when there are different levels of low carbon technology applied in production.

5.2. Analyzing Effects of ε j and εi on Optimal Decisions and Profits

Figure 8 illustrates the impacts of parameter ε j and εi in the interval [0, 0.3] on carbon
emission amount and EOL product quantity, while Figure 9 shows the impacts on decision-
makers’ profits.

From Figure 8, we can see that manufacturers’ carbon emission curves remain un-
changed in policy MC. In policy CT and CS, manufacturer j’s carbon emission curve almost
decreases, then increases, and finally stays invariant, while manufacturer i’s curve has
an opposite trend, and εi = ε j = 0.09 is the turning point. The observed phenomenon
can be explained in the following manner. From the equilibrium decision value, we can
see that the use of raw materials has been in a downward trend; thus, the emissions from
raw materials continue to decrease. At first, non-eco manufacturer j’s carbon emissions
are higher due to the higher unit emission factor. For EOL products, the point at which
manufacturer i begins to have EOL is 0, while the point at which manufacturer j begins to
have EOL is 0.6. Therefore, the carbon emissions of j decreases at the beginning, and when
εi = ε j = 0.09, carbon emissions are minimum. After this point, the emission increased
by the production and transportation of EOL remanufacturing is higher than the decrease
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in raw materials, and the emissions increase again. For eco manufacturer i, the same
explanation can be made.

 

Figure 8. The effects on carbon emission amount and EOL product quantity.

 

Figure 9. The effects on decision-makers’ profits.

As for EOL product quantity, it is worth noting that when εi = ε j > 0, the manufacturer
i’s EOL product quantity increases gradually, when ε j and εi are in the interval (0.06,0.09),
the manufacturer j’s EOL product quantity becomes positive, and there is a turning point
at 0.09 for manufacturer i under policy CS. When εi = ε j > 0.24, these curves in three
scenarios gradually stabilize. In this scenario, Constraint (6) does not hold, which means
that the collection center is unable to recycle at a specified proportion.

According to Figure 9, manufacturer i always obtains more profit than manufacturer j.
Overall, there is little difference in the total profits of the three cases; in particular, the total
profits of all decision-makers in the policy CS are always higher than that in the other two
cases. As for the collection center, the profit is almost the same under different regulations.
For government, the recycling ratio should be set in an appropriate range. When it is too
high, the enterprise will not comply with it, and it is meaningless. When the recycling ratio
is set too low, it will fail to achieve the goal of resource utilization.

5.3. Analysis Effects of σ on Optimal Decisions and Profits

Figure 10 illuminates the impacts of parameter σ in the interval [0,1] on the product
transaction amount and the carbon emissions amount, while Figure 11 shows the impacts
on decision-makers’ profits.

In CS policy, increasing σ has positive effects on the manufacturer i’s products trans-
action amount, whereas for manufacturer j, the situation is reversed. In the other two
scenarios, the products transaction amounts stay unchanged. The carbon emission curve
has a synchronous changing trend with the product transaction.

As can be seen from Figure 11, the profit of non-ecological manufacturer j maintains
stability in policy CS and increases a little in policy CT and MC. However, the profit of
ecological manufacturer i increases rapidly under the three regulations. The change in
profits shows that this situation is more favorable to ecological manufacturers. For the
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total profit of the two types of manufacturers, there are almost no differences in these three
cases. Similar to the analysis of previous examples, the profit of collection center h is mainly
affected by the EOL collection amount; thus, it maintains stability at first and decreases
later. Therefore, the increasement of σ will promote the development and impacts little on
carbon emission.

 

Figure 10. The effects on products transaction amount and carbon emission amount.

 

Figure 11. The effects on decision-makers’ profits.

5.4. Managerial Insights

Compared with the literature [3], this research highlights the difference between
carbon emission reduction policies, and based on numerical examples and analysis, we
present several managerial insights as follows. This may facilitate the government and
enterprises to refer to when issuing policies and enterprises making operation decisions.

• Firstly, by comparing the three carbon emission policies, even though cap-and-trade
regulations are more flexible than mandatory cap policy, it still loses a little efficiency
than cap-sharing schemes. Both cap-and-trade regulations and cap-sharing schemes
can encourage firms to adjust their production and pricing strategies. Governments
should allocate caps properly and implement cap-sharing schemes in some pilot
enterprises.

• Secondly, the proposed model proves that investment in green production technology
helps ecological manufacturers gain lower carbon emissions and high profits. The
technologies work both in forward and reverse channels. For wise enterprise leader-
ship, correct decisions should be made on when and how to adopt cleaner production
technology.

• Thirdly, the reverse supply chain should be valued at a strategic level because of its es-
sential role in promoting a circular economy and sustainable development. Especially
high-emission enterprises can complete green transformation and reduce emissions
through recycling and remanufacturing processes.

• Finally, consumers are increasingly concerned about the impact of the production
process on the environment. On the one hand, governments can reward manufactur-
ers for producing more environmentally friendly products. On the other hand, the
information or technology can be shared between enterprises.
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6. Conclusions

In this paper, we expand the previous research to a CLSC network based on non-
cooperative equilibrium. This paper provides a research framework for a series of Nash
game problems of low-carbon supply chain networks with complex relationships between
horizontal and vertical competitive members. The profit maximum problem with nonlinear
constraints can be transformed into variational inequality, and the equilibrium results can
be obtained through a modified projection and contraction algorithm.

In the forward flow, we suppose three different environmental regulations, namely
mandatory cap, cap-and-trade, and cap sharing. The collection and remanufacturing of
EOL products are taken into consideration in the reverse flow. The effects of policies on
network performance are discussed in detail. The results show that:

(1) Policy CS is effective in coordinating the relationship between economic development
and environmental protection. In practice, the government may permit carbon cap
sharing among enterprises, especially within a large enterprise to achieve a win-win
situation. In other situations, CS policy may act as the ideal goal to measure the
performance of MC and CT regulations.

(2) Policy MC is easy to implement for governments, and the carbon reduction goal can
be reached either. However, the carbon quotas cannot be converted to revenue, even
if there are excess quotas for manufacturers.

(3) Additionally, policy CT may lose a little efficiency compared with cap-sharing schemes,
but it benefits government regulations. If governments can adjust cap transaction
costs or relax carbon quotas, policy CT may show better performance. Moreover,
policy CT can promote manufacturers adopting green technology to reduce carbon
emissions, and the carbon emission rights have the nature of assets and create extra
revenue.

(4) It should be noted that in all scenarios, ecological manufacturers always show better
performances, which means the green technology innovation can benefit firms both
in sustainable development and economic development.

(5) Consumers’ environmental protection awareness has a positive effect on ecological
manufacturers but hurts non-eco manufacturers, especially in cap-sharing schemes.
Moreover, when the recycling rate is at a relatively high level, it effectively helps eco
manufacturers to use more reusable materials and reduce carbon emissions, whereas
when it exceeds a certain value, the change has almost no influence on equilibrium
results.

This study mainly contributes to the enterprises’ decision making and revenue manage-
ment under three carbon emissions reduction regulations. Through numerical simulations,
we verified the validity of each policy. For future research, possible extensions can be as
follows:

(1) Information sharing can be considered, especially the production cost for different
manufacturers.

(2) The model can include irrational behavior factors of decision-makers, such as free-
riding behavior.

(3) The online transaction fashion can be incorporated into the model, especially in the
post-COVID-19 era.

(4) Some practical constraints, such as financial constraints and capacity constraints, can
be considered in the model in future research.
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Appendix A

The equilibrium conditions of the closed-loop supply chain network in the MC model

Under the government’s mandatory cap regulation, at equilibrium conditions of the
supply chain network, the Nash equilibrium (Nash 1950) conditions of VI (7), VI (10), VI
(30), and VI (35) must hold simultaneously, and no one gains more from altering strategies.

Definition A1. The equilibrium of the CLSCN under mandatory cap occurs when the sum of the
L.H.S. of (7), L.H.S. of (10), L.H.S. of (30), and L.H.S. of (35) is non-negative.

Theorem A1. The equilibrium conditions of the CLSCN under mandatory cap are equivalent to the
solutions of the VI as follows: determine the optimal solution (qv∗

j , qu∗
j , qv∗

i , qu∗
i , Q∗1, Q∗2, Q∗3, Q∗4,

Q∗5, ρJ∗, ρI∗, μ∗1, μ∗2, μ∗3, η∗1, η∗2, η∗3, λ∗, γ∗) ∈ Ω2, satisfying:
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∀(qv
j , qu

j , qv
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i , Q1, Q2, Q3, Q4, Q5, ρJ , ρI , μ1, μ2, μ3, η1, η2, η3, λ, γ) ∈ Ω2
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where Ω2 = Ω2
J ×Ω2

I ×Ωk ×Ωh.

Proof. Adding VI (7), VI (10), VI (30), and VI (35) together, we can obtain VI (A1). Mean-
while, when VI (A1) holds, then VI (7), VI (10), VI (30), and VI (35) are also satisfied,
respectively. �

Let X2 ≡ (qv
j , qu

j , qv
i , qu

i , Q1, Q2, Q3, Q4, Q5, ρJ , ρI , μ1, μ2, μ3, η1, η2, η3, λ, γ), F(X2) ≡
(Fx(X2))19×1, The specific parts Fx(X2) (x = 1, · · · , 19) of F(X2) are given by the terms
proceeding the multiplication signs in VI (A1). Then, we can rewrite the VI (A1) in
the standard form of VI following: determine the optimal vector X∗2 ∈ Ω2, satisfying:
〈F(X∗2 ), X∗2 〉 ≥ 0, ∀X2 ∈ Ω2.

The notation 〈·, ·〉 denotes the inner product in M2—dimensional Euclidean space,
where M2 = 2J + 2I + JK + HJ + IK + HI + KH + 2K + 3J + 3I + H + K.

Appendix B

The equilibrium conditions of closed-loop supply chain network in CS model

Under the government’s cap-sharing regulations, for the closed-loop supply chain
network, the Nash equilibrium (Nash 1950) conditions of VI (7), VI (10), and VI (40) must
hold simultaneously, and no one gains more from altering current strategies.

Definition A2. The equilibrium of the CLSCN under cap-sharing regulations occurs when the
sum of the L.H.S. of (7), L.H.S. of (10), and L.H.S. of (40) is non-negative.

Theorem A2. The equilibrium conditions of the CLSCN under cap-sharing regulations are equiva-
lent to the solutions of the VI as follows, determine the optimal solution (qv∗
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qu∗

hi

]
× [

λh − λ∗h
] ≥ 0

(A2)

∀(qv
j , qu

j , qv
i , qu

i , Q1, Q2, Q3, Q4, Q5, ρJ , ρI , θ1, θ2, θ3, θ4, θ5, λ, γ) ∈ Ω3

334



Mathematics 2022, 10, 1364

where Ω3 = Ω3
J I ×Ωk ×Ωh.

Proof. Adding VI (7), VI (10), and VI (40) together, we can obtain VI (A2). At the same time,
when VI (A2) holds, then VI (7), VI (10), and VI (40) are also satisfied, respectively. �

Let X3 ≡ (qv
j , qu

j , qv
i , qu

i , Q1, Q2, Q3, Q4, Q5, ρJ , ρI , θ1, θ2, θ3, θ4, θ5, λ, γ), F(X3) ≡
(Fx(X3))18×1, the specific parts F3(X3) (x = 1, · · · , 18) of F(X3) are given by the terms
proceeding the multiplication signs in VI (A2). Then, we can rewrite the VI (A2) in standard
form of VI following: determine the optimal vector X∗3 ∈ Ω3, satisfying:

〈
F(X∗3 ), X∗3

〉 ≥ 0,
∀X3 ∈ Ω3.

The notation 〈·, ·〉 denotes the inner product in M3—dimensional Euclidean space,
where M3 = 2J + 2I + JK + HJ + IK + HI + KH + 2K + 2J + 2I + 1 + H + K.

Appendix C

Qualitative Properties

In this appendix, we provide the existence and uniqueness results of VI (24), VI (40),
and VI (A1), and prove that the solutions of these VIs are the equilibriums of the closed-loop
supply chain network under different regulations. Because the process and steps of the
proof are basically the same, we only give the proof process of VI (24). Similar to [39,40],
we give the following theorems, a variational inequality admits at least one solution if
the entering function F(X1) is continuous and the feasible region is compact. Obviously,
F(X1) is continuous, while the feasible region Ω1 is not compact; thus, we impose a weak
condition on Ω1 to guarantee the solution existence of VI (24).

Similar with [58], let Ω ={(
qv

j , qu
j , qv

i , qu
i , Q1, Q2Q3, Q4, Q5, ρJ , ρI , μ1, μ2, μ3, η1, η2, η3, λ, γ

) ∣∣∣0 ≤ qv
j ≤ r1; 0 ≤ qu

j ≤ r2; 0 ≤ qv
i ≤ r3;0 ≤ qu

i ≤ r4;

0 ≤ Q1 ≤ r5; 0 ≤ Q2 ≤ r6; 0 ≤ Q3 ≤ r7; 0 ≤ Q4 ≤ r8; 0 ≤ Q5 ≤ r9; 0 ≤ T1 ≤ r10; 0 ≤ T2 ≤ r11; 0 ≤ ρJ ≤ r12; 0 ≤ ρI ≤ r13;
0 ≤ ϕ1 ≤ r14; 0 ≤ ϕ2 ≤ r15; 0 ≤ ϕ3 ≤ r16; 0 ≤ φ1 ≤ r17; 0 ≤ φ2 ≤ r18; 0 ≤ φ3 ≤ r19; 0 ≤ ζc ≤ r20; 0 ≤ λ ≤ r21; 0 ≤ γ ≤ r22},

where r = (r1, r2, r3, r4, r5, r6, r7, r8, r9, r10, r11, r12, r13, r14, r15, r16, r17, r18, r19, r20, r21, r22) ≥ 0,
and qv

j ≤ r1 means qv
j ≤ r1 for all j = 1, · · · J, and other notations can be interpreted in the

same manner. Obviously, Ω is a bounded, closed convex set, and Ω ∈ Ω1. From Hammond
et al. [58], the following VI

〈
F(X∗1 ), X∗1

〉 ≥ 0, ∀X1 ∈ Ω, admits at least one solution. We
have the following theorem.

Theorem A3. (Existence) Variational inequality (24) admits a solution if and only if there is
an r > 0, such that variational inequality (41) admits at least one solution in Ω with qv

j < r1,
qu

j < r2, qv
i < r3, qu

i < r4, Q1 < r5, Q2 < r6, Q3 < r7, Q4 < r8, Q5 < r9, T1 ≤ r10,
0 ≤ T2 ≤ r11,ρJ < r12,ρI < r13, ϕ1 < r14, ϕ2 < r15, ϕ3 < r16, φ1 < r17, φ2 < r18, φ3 < r19,
ζc < r20, λ < r21, γ < r22.

Proof. The proof of this theorem follows from Theorem 2. �

Theorem A4. (Monotonicity) When the cost functions and demand functions in VI (24) are convex,
then the vector function F(X1) in VI (25) is monotone.

Proof. Let X1
1 ∈ Ω and X2

1 ∈ Ω, ∇H(X1) = F(X1), according to Assumption 5 in Section 2,

all functions in this paper are convex, then we have H(X1
1) ≥ H(X2

1) +∇H(X2
1)

T
(X1

1 −X2
1)

and H(X2
1) ≥ H(X1

1)+∇H(X1
1)

T
(X2

1 −X1
1), adding two formulas,

[∇H(X1
1)−∇H(X2

1)
]T

(X1
1 − X2

1) ≥ 0, that is, 〈F(X1)− F(X2), X1 − X2〉 ≥ 0. Thus, we conclude that VI (25) is
monotone. �

Theorem A5. (Strict monotonicity) When one of the cost functions and demand functions in VI
(24) is strictly convex, then VI (25) is strictly monotone.

335



Mathematics 2022, 10, 1364

Proof. Let X1
1, X2

1 ∈ Ω, and X1
1 �= X2

1, we can know at least one element in the vec-
tor X1

1 and X2
1 is not equal. No loss generality, let us suppose qv1

j �= qv2
j . At the same

time, we also suppose the production cost function f j is strictly convex. Thus, we have
〈F(X1)− F(X2), X1 − X2〉 > 0; that is, VI (25) is strictly monotone. �

Theorem A6. (Uniqueness) When VI (25) is strictly monotone, VI (24) has a unique solution
in Ω.

Proof. The proof of uniqueness of solution follows easily from Kinderlehrer and Stampac-
chia [61]. �

Theorem A7. (Lipschitz continuity) Suppose that fj, f u
j , fi, f u

i , cjk, cu
hj, cik, cu

hi, cu
kh and ch have

bounded second-order derivatives. Suppose that cK
jk, cK

ik, αu
k (Q5), −dh

k and −dl
k have bounded first-

order derivatives. The VI (24) is Lipschitz continuous. That is ‖F(X1
1)− F(X2

1)‖ ≤ L‖X1
1 − X2

1‖,
X1

1 , X2
1 ∈ Ω, with L > 0.

Proof. Applying the mean value theorem of integrals to vector function F(X1) can immedi-
ately demonstrate Theorem A7. �

Appendix D

αI
1 = 0.6 is lower than αJ

1 = 0.8 and αI
2 = 0.3 is lower than αJ

2 = 0.5, which illustrates
the result of the eco manufacturers’ adoption of green technology. The selection of ti and
xxy refers to Allevi et al. [50]. The other parameters are decided from the operation of paper
industry enterprises.

The production cost of eco manufacturer i: fi = 8.5(βrqv
i )

2 + βr2qv
i qv

3−i + 2βrqv
i ,

i = 1, 2.
The production cost depends on the amount of raw materials used by both eco

manufacturers, so it reflects the competitive relationship between eco manufacturers. In
the numerical examples of the SCN equilibrium model, Nagurney et al. [40] first used
this production cost function form, then other researchers such as [38,39] adopted this
production cost function form.

The remanufacturing cost of eco manufacturer i: f u
i = 3(βuqu

i )
2 + 1.5βuqu

i + 1, i = 1, 2.
Similarly, the production cost function and remanufacturing cost function of non-eco

manufacturer j can be described as:

f u
j = 0.5(βuqu

j )
2 + 0.5βuqu

j + 1, j = 1, 2; fi = 8.0(βrqv
i )

2 + βr2qv
i qv

3−i + 2βrqv
i , i = 1, 2.

We need to point out that the production cost and remanufacturing cost of the eco
manufacturer is higher than that of non-eco manufacturer j, which is consistent with the
previous Assumption 1.

The transaction cost functions between manufacturers and demand markets: cjk =

0.2t1qjk + 1, cik = 0.2t3qik + 1, cK
jk = 0.2qjk + 0.1, cK

ik = 0.2qik + 0.1, j = 1, 2, i = 1, 2, k = 1, 2.
The transaction cost burdened by manufacturers and consumers comprises two parts:

variable cost, which is associated with product quantity, and fixed cost, which is associated
with the transaction action; whereas the cost burdened by manufacturers is also associated
with the truck number.

The transaction cost functions between the collection center and demand market, and
between the collection center and manufacturers: ckh = 0.1qu

kh + 0.5, cu
hj = 0.1t2qu

hj + 1,
cu

hi = 0.1t4qu
hi + 1, i = 1, 2, h = 1, 2, k = 1, 2, j = 1, 2.
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Similar to [50], cu
hj and cu

hi include the number of trucks, which shows the transport

effect. The disposal cost function of the collection center: ch = 2.5
(

2
∑

k=1
qu

kh

)2

+ 2
2
∑

k=1
qu

kh,

h = 1, 2, the disutility function of consumers: αu
k (Q5) = 0.5

2
∑

k=1

2
∑

k=1
qu

kh + 5, k = 1, 2.

According to carbon trading data related to the paper industry and related study [60],
the carbon trade cost of manufacturers: ct

x = 0.1tx
2, x = i, j, i = 1, 2, j = 1, 2.

The demand functions:

dl
k = 250− 2ρl

k − 1.5ρl
3−k + 0.5(ρh

k + ρh
3−k) + σψ

2

∑
x=1

(1− αI
x), k = 1, 2;

dh
k = 230− 2ρh

k − 1.5ρh
3−k + 0.5(ρl

k + ρl
3−k) + σψ

2

∑
x=1

(1− αJ
x), k = 1, 2.

The manufacturers’ production functions indicate that competition exists between
the same types of manufacturers, and there is no competition between different types
of manufacturers. The demand functions are associated with the price of two types of
products; due to the consumer’s low carbon preference, there is also a relationship between
demand and the product’s unit carbon emission amount. We assume the low carbon factor
ψ= 10.

It is obvious that all the functions listed above are convex and continuously differen-
tiable. Then, the solutions of VI (24), VI (40), and VI (A1) satisfy Theorem A3, Theorem A4,
and Theorem A6.
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Abstract: The issue of students’ career choice is the common concern of students themselves, par-
ents, and educators. However, students’ behavioral data have not been thoroughly studied for
understanding their career choice. In this study, we used eXtreme Gradient Boosting (XGBoost), a
machine learning (ML) technique, to predict the career choice of college students using a real-world
dataset collected in a specific college. Specifically, the data include information on the education and
career choice of 18,000 graduates during their college years. In addition, SHAP (Shapley Additive
exPlanation) was employed to interpret the results and analyze the importance of individual features.
The results show that XGBoost can predict students’ career choice robustly with a precision, recall
rate, and an F1 value of 89.1%, 85.4%, and 0.872, respectively. Furthermore, the interaction of features
among four different choices of students (i.e., choose to study in China, choose to work, difficulty in
finding a job, and choose to study aboard) were also explored. Several educational features, especially
differences in grade point average (GPA) during their college studying, are found to have relatively
larger impact on the final choice of career. These results can be of help in the planning, design, and
implementation of higher educational institutions’ (HEIs) events.

Keywords: career choice; prediction; machine learning; college students

MSC: 68T09

1. Introduction

Educational data mining (EDM) is the application of data mining technology in the
educational environment. With the development of modern information technologies, large
amounts of educational data are stored in higher educational institutions (HEIs) even at
the smallest granularity, such as daily attendance records. However, data storage alone is
not sufficient for administrators and managers to make decisions. In response, colleges and
universities actively promote the deep integration of artificial intelligence and education,
fueling educational reform and innovation, which has become an inevitable trend to meet
the development needs [1–3].

The decisions of HEIs include administrative or academic nature. Furthermore, the
new goal of education in China requires universities to deeply grasp the patterns of
students’ daily behavior, innovating the mode and methods involved in talent training,
which is also a political task of promoting the deep integration of artificial intelligence
and education and propelling educational reform as well as innovation. To achieve this
goal, more efficient and user-friendly information-processing methods are needed to enable
modern-day decision-making processes in HEIs [4].
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Identity development primarily relates to career identity, which is mainly developed
during adolescence [5]. A student’s professional identity may be shaped by adequate career
exploration and continuous commitment in their college life [6]. Therefore, it is of great
importance for universities to develop appropriate career counseling centers. The career
counseling center will teach students some career planning methods or give some guidance
according to students’ development needs. However, as we know, it is difficult for students
to clearly determine their postgraduation destinations. From a psychological point of view,
personal ideas and minds may vary greatly. This makes it difficult for HEIs to offer relevant
services. With the development of information technology, in modern universities, the
campus big data can be recorded through the campus information system. This means that
all behavioral data of students on campus can be recorded in real time. Such behavior data
can reflect the students’ learning process, unique habits, experiences, preferences, and state
of mind. Therefore, analyzing campus big data through data mining technology can help
students better understand themselves and solve the problem of employment difficulties.

Aiming to provide a practical insight into understanding students’ graduation de-
cisions and their effect, we exploited machine learning techniques in a specific Chinese
college. Specifically, we first constructed an optimal forecasting model based on an opti-
mization method called Tree-structured Parzen Estimator (TPE) and XGBoost algorithm.
Then, we used the Shapley Additivity explanation (SHAP) to explain the result obtained
by the forecasting model. The main research work can be summarized as follows:

(1) We use the supervised machine learning method, specifically XGBoost, to support
decision making for HEIs based on real data analysis.

(2) We performed a model optimization process to mitigate classification errors and to
make complex ML models understandable.

(3) We further put forward some policy to improve the operations of the education system
and better serve students’ career choice.

Contribution

In our contributions, we have:

1. Proposed a novel framework using interpretable machine learning method to identify
the significant factors that affecting the students’ career choice;

2. Obtained a real-world educational dataset containing four years of education records
of 18,000 undergraduates in a specific college;

3. Compared the performance of the proposed framework through state-of-the-art meth-
ods to validate the findings and further explored the obtained results to obtain a deep
insight for students’ career choice;

4. Proposed framework and policy suggestions to help HEIs and their managers for
better understand their current world.

The rest of this paper is organized as follows. Section 2 reviews the literature, which
presents the previous work related to EDM and reviews the literature about ML methods
and conventional statistical techniques to approach high-dimensional educational data.
Section 3 explains the materials and methods, including dataset collection, data cleaning,
and modeling. Section 4 describes the obtained results using the interpretable machine
learning method. Section 5 concludes the paper and highlights future work in this area of
research.

2. Literature Review

2.1. Educational Data Mining

There are many methods and applications of EDM, and these studies can not only fol-
low the application goal, such as improving learning quality, but also reach the theoretical
goal, that is, to improve people’s understanding of the learning process. In addition, EDM
applications can categorize end-users by targets. EDM can be applied to any stakeholders
involved in the education system, such as students, teachers, managers, and researchers [7],
also providing feedback, personalization, and recommendation, improving students’ learn-
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ing process [8]. The application of EDM can also discover and provide a decision-support
system that can help educators plan courses to improve teaching performance [9], pro-
viding administrators with resources and tools for decision making and organization [10].
Educational findings can help researchers better understand educational structures and
assess learning effectiveness.

2.2. Machine Learning in Educational Area

Machine learning (ML) is a powerful approach for data mining and decision support
among information technologies [11]. In terms of the education system, some notable
examples include Accounting Systems [12], Enterprise Resource Planning [13,14], academic
management [15], and prediction [16–18]. As a novel approach to improving schooling
quality, HEIs need to predict and understand students’ graduation destination by analyzing
students’ daily behavior.

Several studies used campus big data to predict students’ future. However, most
of them focus on predicting/evaluating academic performance. Shaukat et al. [19–21]
attempted to evaluate the students’ performance in a data mining perspective, and the
performance of HEIs were found to be of importance in students’ performance. Amez
and Baert elaborated on smartphone use and academic performance [22]. Though the
existing methods used mainstream data mining techniques, the collection and appropriate
exploration of educational data remains a common concern of students themselves, parents,
and educators. Further, it is important to know what and more importantly why; thus,
it is necessary to not only predict but also interpret the results. In our study, a state-of-
the-art method is used to explain the obtained predictions, which fills the research gap
mentioned above.

Previous studies have shown that tree-based supervised machine learning algorithms
are among the best candidates to apply to educational data sets because of their clear
structure ability to explain [12,23]. As a powerful tree-based ML method, eXtreme Gradient
Boosting (XGBoost) was proposed by Chen and Guestrin in 2017 [24]. Since its introduction,
it has been applied in many research areas, such as energy forecasting [21] and financial
forecasting [25,26]. In addition, it is noteworthy that the application of machine learning
needs to be fully understood, and such interventions may have a potentially long-lasting
impact on people’s learning, development, and life-long functioning [27]. Considering the
powerful predictive ability of XGBoost in the EDM area, we choose to use it as a predictor
to identify the features that influence college students’ career choices.

3. Materials and Methods

Figure 1 is the flow chart of methods used in this paper. We first collected the data and
sorted it out to form a data set with students’ labels of choices and characteristics. Then,
we used a hyperparametric optimization method called Tree-structured Parzen Estimator
to obtain the optimal XGBoost model’s structure. Then, we further discussed the optimal
predicted result to discover the factors that impact the students’ decisions. Specifically, the
Shapley Additivity explanation method was employed to determine the impact of students’
basic information, academic characteristics, rewards, and honors on their decisions of
final career choice. Finally, we summarized our research and put forward relevant policy
suggestions.
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Figure 1. Research Framework.

3.1. XGBoost Algorithm

XGBoost, developed by Chen and Guestrin [24], is a powerful boosting algorithm
that supports parallel computing. Recently, it has been utilized in various disciplines,
such as energy forecasting [25,28] and the financial sector [26,29]. Its basic components are
classification and regression trees (CARTs) and can be described as:

ŷi =
K

∑
k=1

fk(xi), fk ∈ F, (1)

where i = 1, 2, . . . , n. n is number of samples, F is the set of all CARTs in the model, and f k
is the function of F.

The objective function of XGBoost, as shown in Equation (2), is to minimize error
term L(θ) and regularization item Ω(θ), which measures prediction error and complexity,
respectively.

fobj(θ) = L(θ) + Ω(θ), (2)

where L(θ) = l(yi, ŷi) = ∑n
i=1(yi − ŷi)

2, Ω(θ) = ∑K
k=1 Ω( fk). That is, the first term is loss

function, which evaluates the loss or error between the model’s predicted value and the
true value. This function must be differentiable and convex; the second regularization
term is used to control model complexity and tends to choose simple models to avoid
over-fitting problems.

During the iterative training period, a new function f that does not affect the original
model will be added in the time t to observe the objective function. If the newly added
f can minimize the objective function as much as possible, it will be added, as shown in
Equation (3).

fobj
(t) =

n

∑
i=1

(yi − (ŷi + ft(xi)))
2 + Ω( ft) + C, (3)
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where ft(xi) denotes the newly added f in time t, and C is a constant term.
Next, we introduce the Taylor formula to expand the objective function fobj

(t) to
achieve the purpose of approximation and simplification. The approximate objective
function is shown as follows:

fobj
(t) ≈

n

∑
i=1

[l(yi, ŷi
(t−1)) + gi ft(xi) +

1
2

hi f 2
i (xi)] + Ω( ft) + C, (4)

where gi is the first step statistics of the loss function; hi is the second. gi = ∂ŷ(t−1) l(yi, ŷ(t−1)),

hi = ∂2
ŷ(t−1) l(yi, ŷ(t−1)).

Suppose q represents tree structure, and w represents leaf weight; the compacity of
model can be expressed as:

ft(x) = wq(x), w ∈ RT , q : RT → {1, 2, . . . , T}. (5)

Define the complexity as the sum of the number of leaves and squares of fraction value
corresponding to leaf nodes in each tree, as shown in Equation (6):

Ω( ft) = γT +
1
2

λ
T

∑
j=1

w2
j , (6)

where γ, λ are adjusted parameters to prevent over-fitting. Let Ij = {i|q(xi) = j} denote
the set of leaf samples in the j-th tree, and Gj = ∑i∈Ij

gi, Hj = ∑i∈Ij
hi; we obtain:

fobj
(t) =

T

∑
j=1

[
Gjwj +

1
2
(

Hj + λ
)
w2

j

]
+ γT. (7)

Solve Equation (7); it is simple to obtain the following:

w∗j =
−Gj

Hj + λ
, (8)

fobj = −1
2

T

∑
j=1

Gj

Hj + λ
+ γT, (9)

where fobj is a scoring function that measures the model performance. A smaller fobj means
a better predictive model. The pseudocodes for split finding in XGBoost are shown in
Algorithm 1:

Algorithm 1: Exact Greedy Algorithm for Split Finding

Input: I, instance set of current node
Input: d, feature dimension
gain←0
G← ∑

i∈I
gi, H ← ∑

i∈I
hi

for k = 1 to m do
GL ← 0 , HL ← 0
for j in sorted (I, by xjk) do

GL ← GL + gj, HL ← HL + hj
GR ← G− GL, HR ← H − HL

score← max(score, G2
L

HL+λ +
G2

R
HR+λ − G2

H+λ )

end

end

Output: Split with max score
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Thus, for CART algorithm, the computation complexity is O(NMD), where N is the
number of samples, M is the feature number, and D denotes the depth of generated trees.
When using CART as a base classifier, XGBoost explicitly adds regularization terms to
control the complexity of the model, which helps prevent overfitting and thus improves
the generalization of the model. Thus, the computation complexity of XGBoost is between
O(NlogN) and O(log2k).

3.2. Tree-Structured Parzen Estimator for Model Optimization

Generally, hyperparameters refers to a set of parameters in which their values should
be set before training starts (e.g., the number of CARTs and learning rate). They define
the model architecture and control the learning process, playing a fundamental role in the
development of machine learning models. Hyperparameter optimization is the process of
adjusting hyperparameters to approximate the optimal prediction result. Compared with
other methods (i.e., random search and grid search), automatic hyperparameter tuning can
form the knowledge between parameters and models to reduce the number of tests and
thus improve the efficiency of the tuning process. In this study, we implemented a variant
of Bayesian optimization (BO), called Tree-structured Parzen Estimator, to automatically
optimize the hyperparameters of the XGBoost model.

TPE converts superparameter space to a nonparametric density distribution to model
the process of p(x|y) . There are three conversion modes: uniform distribution to truncated
Gaussian mixture distribution, logarithmic uniform distribution to exponential-phase Gaus-
sian mixture distribution, and discrete distribution to heavy-weighted discrete distribution.
Then, the hyperparameter space is divided into two groups, namely good and bad samples,
based on their fitness values and a predefined value y∗ (usually set to 15%), as described in
Equation (10):

p(x|y) =
{

l(x), i f y < y∗
g(x), i f y ≥ y∗ , (10)

where l(x), g(x) represents the probabilities that the hyperparameter set
{

xi} is in the good
and bad groups, respectively. Then, we can summarize expected improvement (EI) as:

EIy∗(x) =
∫ ∞

−∞
(y∗ − y)p(y|x)dy =

∫ y∗

−∞
(y∗ − y)

p(x|y)p(y)
p(x)

dy. (11)

At last, let γ = p(y < y∗), and p(x) =
∫

p(x|y)p(y)dy = γl(x) + (1− γ)g(x); we
can thus easily obtain:

EIy∗(x) =
(

r +
g(x)
l(x)

(1− γ)

)−1
. (12)

Hence, each iteration returns an x∗ that obtains the maximum EI value.

3.3. Shapley Additivity exPlanation

Model interpretability is the main challenge in the application of machine learning
methods, but the field of educational big data prediction using machine learning has not
been paid enough attention. In order to improve the interpretation of machine learning
model, this paper uses the SHAP method to assign a value to each input variable to reflect
its importance to the predictor [30].

For students’ feature subset S ⊆ F (where F stands for the set of all factors), two models
were trained to extract the effect of factor i. The first model fS∪{i}(xS∪{i}) was trained with
factor I, while the other one fS(xS) was trained without it, where xS∪{i} and xS are the
values of input features. Then, fS∪{i}(xS∪{i})− fS(xS) was computed for each possible
subset S ⊆ F\{i}. The Shapley value of a risk factor i is calculated using Equation (13).

φi = ∑
S⊆F\{i}

|S|!(|F| − |S| − 1)!
|F|! ( fS∪{i}

(
xS∪{i}

)
− fS(xS)) (13)
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However, a major limitation of Equation (13) is that as the number of features increases,
the computation cost will grow exponentially. To solve this problem, Lundberg et al. [20]
proposed a computation-tractable explanation method, i.e., TreeExplainer, for decision
tree-based ML models such as RF. The TreeExplainer method makes it much more efficient
to calculate a risk factor’s SHAP value both locally and globally [31].

The SHAP combines optimal allocation with local explanations using the classic
Shapley values. It would help users to trust the predictive models in not only what the
prediction is but also why and how the prediction is made [32]. Thus, the SHAP interaction
values can be calculated as the difference between the Shapley values of factor i with and
without factor j in Equation (14):

φi,j = ∑
S⊆F\{i,j}

|S|!(|F| − |S| − 2)!
|F|! ( fS∪{i,j}

(
xS∪{i,j}

)
− fS∪{i}

(
xS∪{i}

)
− fS∪{j}

(
xS∪{j}

)
− fS(xS)). (14)

Based on this advantage, we can use it to explain the XGBoost model according to
Decision Tree in order to find the impact of predicting student’ different characteristics
on their final destination. Therefore, compared with existing methods (such as feature
importance in Random Forests), SHAP can not only sort the feature importance but also
show the positive and negative effects of features on the results so as to improve the
interpretation ability of model output.

3.4. Data and Preprocess Methods
3.4.1. Data Source

This study obtained first-hand data through collection, investigation and other meth-
ods and conducted strict declassification at the beginning of data collection and integration.
The data contain about 18,000 undergraduates in the class of 2018, 2019, and 2020 in a
certain university, mainly including the initial data at the beginning of enrollment; stu-
dents’ participation in scientific research, academic development, award, and excellence
evaluation; the appointment of student leaders; student’ financial difficulties, loans, and
repayment; student’ graduation status, etc. More details can be found in Appendix A.1.
The data collected are changeable and traceable during their undergraduate period. Stu-
dent behavior characteristics and growth patterns can be deeply mined through artificial
intelligence methods such as data mining and association analysis.

3.4.2. Data Description

Based on the original data set, we further eliminated the data that are invalid and
missing (see Appendix A.2). Finally, we secured a data set containing 10,292 students and
20 features, as shown in Table 1. Further graduation choices were divided finely into four
categories, as shown in Table 2.
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Table 1. Dataset description.

Classification Description Symbol

Input

Essential Data

Gender X1
National X2
Political Landscape X3
Examinee Category X4
Score of college entrance examination X5
Note X6
Category of students with difficulty X7

Honors

Scholarship awarded by university X8
Scholarship awarded by provincial X9
Total amount of money X10

GPA Data

GPA of First Term X11
GPA of Second Term X12
GPA of Third Term X13
GPA of Fourth Term X14
GPA of Fifth Term X15
GPA of Sixth Term X16
GPA of Seventh Term X17
GPA of Eighth Term X18
Overall GPA X19

Output Destination Final Employment Y

Table 2. Breakdown of students’ graduation destination.

Classification Content Alphabetize Population

Further Study in China

Master’s

Y1 4264
Doctorate
Preparing for the Entrance Exam
Second Bachelor’s Degree

Employment

Sign Labor Contract

Y2 4372

Sign an Employment Agreement
Certificate of Employment
Self-employed
Freelance Work
Joined the Army
Volunteer in the West

Difficulties in Employment

Waiting for Employment in Beijing

Y3 617
Return to Hometown for Employment
Apply for Non-Employment
Delay

Study Abroad
Has Gone Abroad

Y4 1038Plans to Go Abroad

4. Results and Discussion

4.1. Feature Selection

In the machine learning method, it is easy to deal with highly correlated independent
variables that may lead to over-fitting [33]. Therefore, detecting the correlation of related
variables through correlation analysis is not that important. However, the variables (noise
variables) that are not important to the model prediction results will not only increase
the model redundancy, causing training interference, but are also not conducive to the
interpretation of the model output. Hence, before starting model training, we first used
Recursive Feature Elimination (RFE) for feature selection. RFE is a simple adverse selection
method, which uses repeated multi-fold verification method to fit the model. See [34] for
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more details about RFE. Figure 2 illustrates the results of Recursive Feature Elimination in
this paper.

Figure 2. RFE feature selection results of XGBoost.

As can be seen from Figure 2, when the input feature number is less than 13, the prediction
score of the model increases along with the rising input features; when the parameter is higher
than 13, with the increasing of input features, the prediction score of the model does not go up
but down, indicating that noise variables have appeared in the model at this time. Therefore,
we are sure that the optimal number of input variables of the model is 13. The best variable
set is: X1, X4, X5, X7, X10, X11, X12, X14, X15, X16, X17, X18, X19.

4.2. Evaluation Metrics

On the basis of the above optimal variable set, the model was adjusted by TPE method
by considering the importance of hyperparameters. Each type of sample was divided into
four types: true positive (TP), false positive (FP), true negative (TN), and false negative
(FN) according to the real category and prediction category of the sample. The F1-Score
method is used to evaluate the model performance, as shown in Equation (15). The score of
the final model is the average of F1 values of all categories. With the number of iterations
set to 30, the parameter selection process is shown in Figure 2.

F1 =
2× P× R

P + R
, (15)

where P denotes precision measuring the accuracy of the model, as shown in Equation (16); R is
recall ratio representing the comprehensiveness of the model, as shown in Equation (17) [35,36].
Generally speaking, when the p-value is high, R value is usually low and vice versa. F1 value
is proposed to comprehensively consider these two measurements and better indicate the
prediction performance of the predictive model.

P =
TP

TP + FP
. (16)

R =
TP

TP + FN
. (17)

4.3. Comparison of Model’s Performance

In general, the larger the F1 value of the model, the better the prediction performance
of the model. On the contrary, the smaller the F1 value is, it indicates that the constructed
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model cannot well adapt to the research problem in this paper. We need to consider
rebuilding the feature input or change a more suitable model. In the following section, we
further conduct 10-fold cross validation and paired t-test [37] to compare our model with
other mainstream methods.

As shown in Figure 3, the best F1 value in hyperparameter optimization process is
0.872, showing that the model constructed in this paper can better predict the decisions of
college students. The combination of hyperparameters corresponding to the optimal F1
value is shown in Table 3. In addition, to provide more numerical insights, we compared
the proposed method with the state-of-the-art methods [38], as shown in Table 4.

 
Figure 3. TPE optimization process.

Table 3. Hyper-parameters of XGBoost.

Hyperparameters Value Meaning

n_estimators 331 Number of trees
subsample 0.4494 Percentage of random sample
max_depth 10 Maximum depth of each tree

colsample_bytree 0.5294 Random sampling characteristics
gamma 3 Penalty term for complexity

learning_rate 0.1533 Learning rate

Table 4. Comparisons of proposed method with other mainstream methods (10-fold average).

Model p R F1 Performance Comparison (%)

Decision Tree 0.803 0.812 0.807 −7.454% ** (0.035)
SVM 0.791 0.788 0.789 −9.518% * (0.072)

Random Forest 0.847 0.824 0.835 −4.243% *** (0.001)
Light GBM 0.889 0.846 0.866 −0.689% (0.301)

XGBoost 0.891 0.854 0.872 /

Note: XGBoost is the benchmark for paired t-test. Negative performance of F1 indicates that the method presents
worse performance than XGBoost. * At the 10% level. ** At the 5% level. *** At the 1% level. p-Values are in
parentheses.

350



Mathematics 2022, 10, 1289

4.4. SHAP Approach for Results Interpretation

Under the structure of the optimal model above, the SHAP summary diagram is used
in this section to explain the overall prediction results of the model. This paper explains the
model of students studying in China, at work, under difficult circumstance, and studying
overseas, respectively, so as to explore the predictive role of different characteristics in the
final direction of students.

Choose to study in China: students studying in China account for a large proportion
of the students studied, and the output of their prediction results is shown in Figure 4.

Figure 4. SHAP summary diagram of domestic advanced students.

In Figure 4, the closer the color of sample points to red, the larger the value of sample
points it shows and vice versa. For those students, features X10, X5, X17, X1, and X15 are
the five most important variables for prediction, i.e., total amount of scholarship, college
entrance examination score, GPA of the seventh semester, gender, and GPA of the fifth
semester. Among them, in terms of X10, the red sample points are mainly distributed in
the positive area, suggesting that the larger the total amount of scholarships, the higher the
SHAP value of the model, indicating that students with more scholarships tend to choose
domestic education.

For X5, although a small number of red sample points are distributed in the negative
area of SHAP, most of the red sample points are distributed near the positive area of SHAP,
showcasing that students with high grades in college entrance examination also tend to
study in China; the grade points of the seventh semester (X17) and the fifth semester (X15)
are the same, and the red sample points tend to be distributed in the area with positive
SHAP value, indicating that students with higher eigenvalues also tend to choose domestic
education. Interestingly, in terms of gender (X1), the red dots (i.e., females) are mainly
distributed in the negative area of SHAP, while the blue dots (males) are mostly distributed
in the positive area of SHAP, suggesting that boys in school are more likely to choose
domestic education than girls.

Choose to work: According to Figure 5, we can see that for students who are predicted
to work, the features X10, X17, X12, X11, and X14 are the five most important variables for
the prediction, which are the total amount of scholarships, GPA in the seventh semester,
GPA in the second semester, GPA in the first semester, and GPA in the fourth semester.
By analyzing feature X10, it is found that most of the red sample points are distributed

351



Mathematics 2022, 10, 1289

in the area with negative SHAP value, indicating that the more scholarship students win,
the less they will choose to work, which is consistent with the analysis above, which is
to say that students who win more scholarships prefer to study in China. The remaining
four variables are academic variables, and most of the blue dots are distributed in the area
where the SHAP value is positive, showing that students with unremarkableGPA in the
seventh, second, first, and fourth semester will prefer to work.

Figure 5. SHAP summary diagram of successful employment students.

Difficult to find a job: from Figure 6, we can see that for students whose decisions
are hard to predict, the features X10, X5, X19, X11, and X15 are the five most important
variables for prediction, which equal to the total amount of scholarships, score of college
entrance examination, average GPA during college, GPA in the first semester, and GPA in
the fifth semester.

By analyzing the feature X10, we can find that most of the red sample points are
distributed in the area with negative SHAP value, indicating that the more scholarships
students win, the less they will be distributed in this category; that is, students who
obtain more scholarships generally will not face the pressure of delayed graduation or
employment difficulties. It is worth noting that the second variable that is more important
for prediction is the score of college entrance examination (X5). In terms of analyzing this
score, it can be found that the red sample points are distributed in both areas where the
SHAP value is positive and negative, but the higher scores (shown as red sample points) are
generally distributed in the areas where the SHAP value is negative, and the general scores
(color near purple) are more distributed in the areas where the SHAP value is positive. It
demonstrates that students with high grades tend to maintain excellent learning habits
and will not face the problems of delayed graduation or employment difficulties during
college years or graduation, while students with medium grades have a certain probability
of facing the above problems. The remaining three variables are academic variables, and
most of the blue dots are distributed in the area with positive SHAP value, indicating that
students with poor academic performance often face certain employment and graduation
difficulties.
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Figure 6. SHAP summary diagram of difficult students.

Choose to study aboard: according to Figure 7, for the prediction of students studying
abroad, feature X4, X7, X11, X5, and X17 are the five most crucial variables for the prediction,
i.e., category of exam taker, category of difficult student, GPA in the first semester, score of
college entrance examination, and GPA in the seventh semester. By analyzing feature X4, it
is found that most of the blue dot (i.e., students in rural areas) students are distributed in
the negative area of SHAP, indicating that most of these students will not choose to study
abroad. For feature X7, the category of students with difficulties (family difficulties, family
difficulties, and disabilities), samples with large numbers are mostly distributed in areas
with negative number of SHAP, indicating that most students with difficulties will not
choose to study abroad. Compared with other students, those in rural areas and students
with difficulties are not able to afford to go abroad, so they are not likely to study abroad.
The finding above is consistent with the actual situation. For feature X11, we may find that
most of blue points are distributed in the area with negative value of SHAP, indicating that
low GPA in the first semester will have negative effect on their intention of studying abroad.
The features X5 and X17 are less obvious, which means that the score of college entrance
examination and GPA in the seventh semester have little impact on studying abroad.
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Figure 7. SHAP summary diagram of students studying abroad.

5. Conclusions

In this study, we used machine learning tools such as XGBoost, TPE, and SHAP to
perform prediction of college students’ career choice. The methods are supported by using
data from one college located in Beijing. Based on the analysis above, we may draw the
following conclusions:

(1) Within students’ basic information, the score of college entrance examination plays an
important role in predicting graduates’ career choice. The results of empirical analysis
show that students with high scores tend to choose further education in China, and
the higher their scores, the less likely they are to face employment and graduation
problems. However, it is worth noting that more students with an intermediate score
suffer in employment and graduation compared with those students achieving low
scores.

(2) Total amount of scholarships has an important impact on the final academic direction.
Students with a higher amount tend to choose domestic postgraduate education rather
than employment because they have better learning ability and make clear academic
plans. At the same time, it should be noted that the evaluation of scholarship is
based on the comprehensive achievements rather than GPA solely, so it is necessary
to remind students of the importance of comprehensive development in their lower
grade.

(3) In terms of academic data, GPA in the first semester has a vital impact on students’
future choice, which is quite obvious among students taking up further education.
Most students with low GPA in the first semester will not consider studying abroad
or further education in China. Most of them go to job market directly, or some of them
face problems in employment or graduation.

Limitations and Future Directions

The limitations of this work could be the heterogeneity of the dataset and its quantity,
such as the lack of more detailed personal characteristics (e.g., the education level of their
parents). Future studies should undertake surveys to collect more data of different schools
and more personal characteristics to supplement or verify the algorithm. Thus, the ML
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algorithm for predicting students’ career choice can be updated and re-trained to achieve
more reliable and accurate results.
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Appendix A.2. Data Processing and Coding

Table A2. Data Processing and Coding.

Features Gender Coding

Gender Male 0
Female 1

National Han 0
Ethnic Minorities 1

Political Landscape Masses 0
The Communist Youth League 1

Probationary Party Member 2
Examinee Category Rural Fresh Graduates 0

Urban Fresh Graduates 1
Former Rural Graduates 2
Former Urban Graduates 3

Rural to Urban Fresh Graduates 4
Note No 0

Highest Score in the Major 1
Special Talents in Arts 2
High Level Athletes 3

Directed student 4
Poverty Alleviation Program 5

Independent Recruitment 6
Difficult Students Non-Difficult Students 0

Family Difficulties and Physical Disability 1
Former Urban Graduates 2

Provincial and Municipal Outstanding Graduates or Not No 0
Yes 1

Awarded at the School Level above or Not No 0
Yes 1

Total Amount of Scholarships Awarded during
University

Total Amount of Scholarships Awarded during
University

Total Amount of Scholarships Awarded during
University
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Abstract: This paper studies the interaction between the product development mode and the acqui-
sition of consumers’ environmental awareness (CEA) information in a two-echelon green supply
chain. Our study shows that when the downstream manufacturer achieves the CEA information
superiority, the in-house mode improves the total environmental quality and is better for supply
chain members than the outsourcing mode. In contrast, when the upstream supplier achieves the
information advantage, the green product development modes affect neither the decisions nor the
performance of supply chain members because the supplier discloses its CEA information through
pricing and/or green level decisions. We further find that under the outsourcing mode, the supplier
has more incentive to achieve CEA information superiority, which always improves the total environ-
mental quality and may benefit the manufacturer; however, under the in-house mode, the supplier’s
superior information benefits the manufacturer and itself as well as total environmental quality only
under certain conditions. Finally, we show that the downstream CEA information disclosure under
the outsourcing mode helps supply chain members achieve a Pareto improvement and increases the
total environmental quality; this finding is contrary to the extant literature that focuses on demand
intercept information disclosure.

Keywords: green supply chain; environmental awareness; information acquisition; outsourcing;
in-house

MSC: 91A05

1. Introduction

The public interest in environmental issues has increased significantly in recent years.
The improved consumers’ environmental awareness (CEA), the premium that consumers
would be willing to pay for environmental improvement, motivated firms to design and
introduce a variety of green products into consumer markets [1–3]. For instance, the
development of green vehicles has been an area of strong interest since the transport
sector accounts for approximately 14% of worldwide greenhouse gas emissions [4]. Auto-
makers are making significant efforts to go green, introducing various fuel-efficient and
low-emission vehicles, including hybrids and fuel-cell cars, into markets [5]. Meanwhile,
component suppliers also strive to design green vehicle components for both profits and
social responsibilities. Mitsubishi, a major engine supplier, has designed and provided the
MIVEC engine with Auto Stop and Go (AS&G) idle-stop technology, which can achieve a
12% improvement in fuel efficiency.

When a firm plans to develop a green product or introduce a green function into a
conventional product, it usually faces two challenges. First, the firm needs to choose green
product development strategies, namely, the outsourcing mode and in-house mode. Under
the outsourcing mode, the firm does not design the green function by itself but directly
procures a key component with a green function from a supplier. In contrast, under the

Mathematics 2022, 10, 1160. https://doi.org/10.3390/math10071160 https://www.mdpi.com/journal/mathematics
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in-house mode, the firm develops the green function on its own, although it still procures
other components from its supplier. For instance, Great Wall Motor Company (GWM),
an auto maker in China, typically procures engines from its suppliers. To develop an eco-
friendly vehicle, one option for the auto maker is to procure a fuel-saving engine (such as an
engine with AS&G idle-stop technology) from the engine supplier. The alternative option
is to procure a conventional engine without the green function but design an energy-saving
component, such as a braking energy recovery system, on its own. To provide a clear
understanding of the green product development modes, this paper considers the situation
when only one party, the supplier or manufacturer, introduces one green function into a
product. This is practically reasonable because it could be too costly and add reliability
risks when multiple green technologies are introduced at the same time.

The second challenge is a higher demand uncertainty when introducing a green
product into markets. When General Motors first introduced eAssist, a hybrid system, into
Buick LaCrosse, a major concern is the unfamiliarity of the traditional customer segment
towards the hybrid technology, which would hurt the sales of the new model [6]. If the CEA
level is low, a high green level of a product will not attract more consumers, and the high
production cost of the green function may even dampen the demand for the green product.
In contrast, if the CEA level is high, a lower green level may be less attractive. Therefore, it
is necessary for firms to obtain accurate CEA information and design appropriate green
levels to better meet consumers’ needs.

In reality, information acquisition capabilities of firms are quite different, leading to
information asymmetry. In a two-echelon supply chain, two information asymmetry scenar-
ios exist. One is that the manufacturer has a better CEA information acquisition capability
than the supplier. For instance, GWM is located in China and knows its consumers’ CEA
level better than its engine supplier, and thus has the CEA information superiority. The
other is that the supplier has an information advantage compared with the manufacturer.
This situation typically occurs for new products or products with short life cycles [7].

The green supply chain has been an important topic in the operations management
literature [3,8–10]. However, few papers have studied the effect of green product develop-
ment strategies on the total environmental quality. Moreover, CEA information, a critical
factor affecting green product designs, has received little attention in the information ac-
quisition literature. Therefore, the main purpose of this study is to fill the above research
gaps. In particular, we seek to address the following research questions: (1) Who should
develop the green function of a product under different CEA information asymmetries:
suppliers or manufacturers, and why? (2) How does the superior CEA information of
the manufacturer or supplier affect the performance of supply chain members under the
outsourcing or in-house mode? (3) Which green product development mode and what
CEA information structure are better for improving total environmental quality?

To answer these questions, we consider a supply chain where a manufacturer procures
a key component from a supplier and uses it to produce a green product. According to
the green product development mode and CEA information structure, there exist four
scenarios: OS (IS), the green function is developed under the outsourcing (in-house) mode
while the supplier possesses the superior CEA information; OM (IM), the green function is
developed under the outsourcing (in-house) mode whereas the manufacturer has the CEA
information advantage. We draw the following findings and insights that are novel to the
literature. First, we focus on information acquisition on consumers’ green preference rather
than demand intercept. We find that the CEA information creates the green match effect,
which helps firms design a more appropriate green level to better meet the consumers’
green preference. Due to such effect, the CEA information affects the decisions of the
supply chain members in a quite different way compared with the demand intercept
information. Second, we explicitly investigate how the CEA information affects the green
product development strategies (outsourcing vs. in-housing) and the total environmental
quality. We find that when the manufacturer possesses superior CEA information, the
in-house mode always benefits both the supplier and the manufacturer, and also improves
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the total environmental quality, compared with the outsourcing strategy. However, when
the supplier achieves the CEA information advantage, the green product development
mode does not affect the decisions and performance of the supply chain members because
the supplier discloses its private CEA information through the pricing and/or green level
decisions. In summary, our study complements the existing literature by revealing that the
CEA information also affects the outsourcing decision and total environmental quality.

The rest of this paper is organized as follows. Section 2 reviews the literature and
Section 3 describes the model. Section 4 derives the equilibria of different scenarios and
Section 5 presents the major insights. Finally, Section 6 offers the concluding remarks. All
the proofs are provided in Appendix A.

2. Literature Review

The environmental issue has received growing attention in the operations management
literature in recent years. To develop and introduce a green product, a firm should not
only maximize its profit but also consider the consumers’ preference and government
regulation; hence, a number of new research issues are emerging. For instance, some
researchers investigate how to coordinate a green supply chain [8–12]. Xie studied how
green supply chain structures affect energy saving [13]. Several studies on the product
design decisions are related to product recovery strategies, such as lease strategies [14],
remanufacturing [15], and modular design [16]. Krishnan and Lacourbe, and Yenipazarli
and Vakharia studied situations in which a monopolist designs a green product and a
conventional product to meet two market segments [17,18]. Rahmani and Yavari, and
Zhang et al. focus on how consumer environmental concern affects pricing strategies in
a competitive setting [19,20]. Liu et al. examine the interaction of CEA and competition
intensity [3]. How sharing logistics and product recovery affect the environment is a hot
research topic in recent years [21–23]. The aforementioned papers ignore the outsourcing
modes and CEA information; in contrast, this paper reveals how these two factors affect
environmental issues.

Information acquisition and disclosure play a critical role in supply chain management
and the extant literature focuses on the effect of information acquisition and disclosure
on demand intercept. For instance, Guo analyzed the efficiency effect of information
acquisition in a sequential decision setting [24]. Vertical information sharing under different
supply chain structures was investigated as well [7,25–29]. Fu et al. explored the interaction
between information system and network design [30]. Recently, how to obtain information
through data has become a research hotspot [31–33]. Different from the aforementioned
studies, which focus on demand intercept information, CEA information affects not only
demand but also product design. Thus, the main findings in this work are significantly
different from those in the aforementioned literature.

This study is also related to the literature on outsourcing decisions. A supply chain
consisting of an original equipment manufacturer (OEM) and a contract manufacturer (CM)
is investigated, in which the CM is also a competitor of the OEM [34–38]. Chen et al. and
Esmaeili-Najafabadi et al. studied outsourcing strategies by considering multi-dimensional
uncertainties [39,40]. The aforementioned literature does not consider environmental issues
and the effect of CEA information asymmetry. In contrast, this paper reveals the critical
role played by the CEA information in the firms’ outsourcing decisions; this is a new
reason for firms to change their outsourcing decisions. To our knowledge, this study is the
first in the literature aiming at understanding how the outsourcing decision affects total
environmental quality. We summarize the related literature in Table 1.
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Table 1. Classification of recent literature.

Literature Streams Related Literature This Paper

Green Supply Chain Design
and Environment [3,8–23] �

Information Acquisition and
Disclosure [7,24–33] �

Outsourcing Decisions [34–40] �

3. Model

Consider a two-echelon supply chain that consists of a supplier (she) and a manufac-
turer (he); and both are profit maximizers. The manufacturer procures a key component
from the supplier as a one-to-one input to produce a green product and sells it in a con-
sumer market. The demand function for the green product is D = a + τe− p, where a
is the demand intercept, p represents the selling price, e stands for the green level, and τ
measures the CEA level. This type of demand function reflects the common understanding
that the improvement of the CEA and/or green level can increase the market demand
for the green product; it has been commonly adopted in the existing literature [3,12]. To
focus on the interaction of CEA information acquisition with green product development
strategy, we assume that the demand intercept a is deterministic but the CEA level τ is
a random variable, which captures the demand uncertainty of the green product. This
assumption is practically reasonable because one of the main challenges for new product
designs comes from customers’ acceptance of the new feature [37]. Specifically, we assume
that τ ∼ N(μ, σ2) with μ > 0. To avoid triviality, the standard deviation σ is assumed to be
sufficiently smaller than the mean μ [25–27]. The normal distribution is commonly used in
the information acquisition and sharing literature [29].

As mentioned in Section 1, information acquisition capabilities of the supply chain
members may be quite different, thereby leading to two information asymmetry scenarios.
When the manufacturer is more capable of acquiring the CEA information than the supplier
(i.e., OM and IM scenarios), they observe a signal fm = τ + εm of the CEA level. Conversely,
when the supplier has the superior CEA information (i.e., OS and IS scenarios), they obtain
a signal fs = τ + εs. We adopt the common assumption that εi ∼ N(0, σ2

i ), i ∈ {m, s},
and εi is independent of τ [29]. Denote λm ≡ σ2/(σ2 + σ2

m) and λs ≡ σ2/(σ2 + σ2
s ) as the

CEA information accuracies of the manufacturer and supplier, respectively. The larger the
value of λm (λs) is the more accurate the CEA information possessed by the manufacturer
(supplier) than their counterpart. In the limiting case in which λi = 1, i = s, m, the
signal perfectly reveals the exact CEA. In the opposite limiting case in which λi = 0, the
signal lacks valuable information on the CEA uncertainty, and the posterior distribution is
identical to the previous CEA distribution. We exclude these two extreme cases and restrict
our scope to λi ∈ (0, 1). To capture the CEA information asymmetry without complicating
our analyses, we assume that the player with poor acquisition capability does not have any
CEA information. This is practically reasonable because the CEA information possessed by
the firm with poor acquisition capability is typically known by the firm who achieves CEA
information superiority [25]. We note that acquiring information typically requires a fixed
investment, including buying ERP systems and advanced data analytical technologies, or
purchasing information service from consultants. However, as a kind of sunk cost (fixed
payment), it cannot change the main insights. Thus, ignoring information acquisition cost
is commonly adopted in the extant literature [25]. The supplier and manufacturer have
common knowledge about other parameters except for the CEA signals [27].

There are two green product development strategies (modes) from which the manu-
facturer can choose: outsoucing and in-house. The green function can play the same role in
the green product whether developed under the outsourcing mode or the in-house mode,
and needs the same product cost per unit. For example, although the engine and braking
system have different functions in a vehicle, their effects on environmental improvement
are the same, which can be measured by energy saving [7]. This assumption also allows
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us to show whether the manufacturer adopts the outsourcing or if the in-house mode is
driven solely by the CEA information rather than by other reasons [38]. We use he2 to
measure the unit green function cost, where h is a positive cost coefficient. This quadratic
cost function reflects that environmental improvement requires an increasing marginal cost,
including more expensive materials, energy sources, as well as production and logistic
operations, and it is commonly used to describe the production cost related to the product’s
environmental improvement [3,17]. The assembling cost per unit for the manufacturer is a
constant under both modes; we normalize it to zero, which will not affect our findings [13].

Under the in-house mode, the manufacturer procures a conventional component from
the supplier and designs the green function on their own. The profit of the supplier is
πs = (wc − c)D, where wc and c stand for the wholesale price and the unit regular cost
of the conventional component, respectively. As the leader in the Stackelberg game, the
supplier only needs to set the wholesale price of the conventional component based on her
CEA information. However, the manufacturer needs to decide the selling price p as well as
the green level e of the green product. His profit is given by πm = (p− wc − he2)D.

Under the outsourcing mode, the manufacturer does not design the green function but
procures a green component directly from the supplier. In such a case, the supplier’s profit
is given by πs = (wg − c− he2)D, where wg is the wholesale price of the green component.
The unit cost of the green component includes the regular cost c and the green function
cost he2. As the Stackelberg leader, the supplier determines the wholesale price wg and
the green level e of the green component to maximize their expected profit under different
CEA information structures; as the follower, the manufacturer sets the selling price p of the
green product to maximize their expected profit based on their own CEA information, and
the profit is given by πm = (p− wg)D.

In the following analyses, we use superscripts om, im, os, and is to denote the equi-
librium results under the OM, IM, OS, and IS scenarios, respectively. For instance, Πom

s
denotes the ex ante expected profit (performance) of the supplier under the OM scenario
where the manufacturer adopts the outsourcing mode and has the superior CEA informa-
tion compared with the supplier. Moreover, we use Πi

SC ≡ Πi
m + Πi

s, i ∈ {im, om, is, os},
to measure the performance of the whole supply chain under different scenarios, and
denote TGi ≡ Eτ [eiDi] as the total environmental quality, where Eτ [·] is the expectation
operator with respective to the random τ. Agrawal et al. gives detailed definitions of total
environmental quality [14].

For future comparison, we first investigate two non-information scenarios in which
neither the supplier nor the manufacturer acquires the CEA information. The decision
problems of the supplier and manufacturer are respectively given by maxwg ,e Eτ [(wg − c−
he2)D] and maxp Eτ [(p−wg)D] under the outsourcing mode, and by maxwc Eτ [(wc − c)D]
and maxp,e Eτ [(p− wc − he2)D] under the in-house mode. Solving these two Stackelberg
games yields the following findings.

Proposition 1. Without CEA information, the following properties hold: (1) The green product
development strategy does not affect the equilibrium green level, the equilibrium selling price of the
green product, and the equilibrium expected profits of the supplier and manufacturer. (2) The green
development strategy does not affect the total environmental quality.

Hence, we only use superscripts B to denote the equilibrium results under the non-
information scenarios. The equilibrium decisions are eB = μ/2h,

wB
c =

a + c
2

+
μ2

8h
, wB

g =
a + c

2
+

3μ2

8h
, pB =

3a + c
4

+
7μ2

16h
.

The equilibrium expected profits of the manufacturer and supplier are given by:

ΠB
m =

( a− c
4

+
μ2

16h
)2,

363



Mathematics 2022, 10, 1160

and ΠB
s = 2ΠB

m, respectively. In equilibrium, the total environmental quality is:

TGB =
μ(a− c)

8h
+

μ3

32h2 .

Although the wholesale price of the green component is higher than that of the

conventional component, the price difference (i.e., wB
g − wB

c = μ2

4h ) just compensates the
green function cost per unit (i.e., he2). This implies that without CEA information, going
green does not help the supplier achieve an additional marginal profit. Therefore, the green
product development mode does not affect the equilibrium expected profits of the supplier
and manufacturer, neither does it influence the total environmental quality. In the following
sections, we will show how the CEA information changes the results in Proposition 1.

4. Equilibrium Analysis

In this section, we derive the equilibria of the OM, IM, OS, and IS scenarios. Comparing
the equilibria with those of the non-information cases, we identify three effects of the CEA
information on the decisions of the supply chain members.

4.1. Equilibrium of OM Scenario

Under the OM scenario, the manufacturer achieves the CEA information superiority
and adopts the outsourcing mode. The supplier does not have any CEA information
and her decision problem is still maxwg ,e Eτ [(wg − c− he2)D]. However, the manufacturer
acquires the CEA information and uses the signal fm to update his new belief on the CEA
level; hence, his decision problem is given by maxp Eτ [(p− wg)D| fm].

Proposition 2. Under the OM scenario, the unique equilibrium decisions are given by wom
g = wB

g ,
eom = eB, and:

pom =
3a + c

4
+

3μ2 + 4μ[(1− λm)μ + λm fm]

16h
.

The product development and information sharing decisions are typically long-term
strategies, which take place before the signal fm is observed. To examine these two de-
cisions, we need to compute the ex ante profits of the supply chain members by taking
expectation with respect to the signal fm. For example, the manufacturer’s expected profit

is Eτ [πm| fm] =
a−c

4 + μ2+4μλm( fm−μ)
16h . We can obtain the manufacturer’s ex ante profit by

Efm [Eτ [πm| fm]]; that is, Πom
m = ΠB

m + λmμ2σ2

16h2 . Similarly, we obtain the ex ante profits of the
supplier and total environmental quality: Πom

s = ΠB
s and TGom = TGB.

Compared with the non-information case, the manufacturer under the OM scenario
benefits from the CEA information acquisition, and the benefit decreases in the cost coeffi-
cient h, but increases in the information accuracy λm and the standard deviation σ of the
CEA level. This is due to the well-known efficiency effect [24]. That is, the manufacturer
can adjust the selling price according to the CEA signal they obtain. If the CEA signal fm is
higher (lower) than the expected value of the CEA level μ, the manufacturer sets the selling
price higher (lower) than in the non-information case because his perceived demand for
the green product would be higher (lower) than in the non-information case. However, the
supplier does not have any CEA information; hence, she charges the same wholesale price
and designs the same green level as those under the non-information case. Therefore, the
supplier’s performance is not affected by the manufacturer’s CEA information acquisition.
This finding is similar to the insights in Guo [24], which focuses on information acquisition
in demand intercept. We further find that the manufacturer’s CEA information acquisition
cannot improve the total environmental quality compared with the non-information case
because the supplier does not have further CEA information and cannot adjust the green
level to better meet the consumers’ green preference.
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4.2. Equilibrium of IM Scenario

Under the IM scenario, the manufacturer achieves the CEA information superiority
and is also able to develop the green function in house. In this case, the supplier’s decision
problem is given by maxwc Eτ [(wc − c)D]. However, the manufacturer acquires the CEA
information and uses the signal fm to decide the green level and the selling price of the green
product. The manufacturer’s decision problem is thus maxp,e Eτ [(p− wc − he2)D| fm].

Proposition 3. Under the IM scenario, the unique equilibrium decisions are given by:

wim
c =

a + c
2

+
μ2 + λmσ2

8h
, eim =

(1− λm)μ + λm fm

2h
,

and:

pim =
3a + c

4
+

μ2 + λmσ2 + 6[(1− λm)μ + λm fm]2

16h
.

Similar to the OM scenario, we take expectation with respect to the signal fm, based on
the equilibrium pricing decisions, to obtain the ex ante profits of the supply chain members.
We have:

Πim
m = ΠB

m +
λmσ2[8h(a− c) + 18μ2 + 9λmσ2]

162h2 , Πim
s = ΠB

s +
λmσ2[16h(a− c) + 4μ2 + 2λmσ2]

162h2 .

Furthermore, the total environmental quality is computed as TGim = TGB + 5λmμσ2

32h2 .
Proposition 3 shows that the manufacturer can fine-tune the green level and the selling

price according to the CEA signal. Therefore, both the efficiency and green match effects
occur. The latter effect enables the manufacturer to adjust the green level according to the
updated CEA information, while the former helps him set an appropriate selling price of
the green product. These two effects directly benefit the manufacturer in contrast to the
non-information case. Knowing this, the supplier always sets a higher wholesale price
than in the non-information case. Hence, the supplier benefits from the wholesale price
premium (i.e., wim

c − win
c = λmσ2

8h ), which increases the accuracy of the manufacturer’s
CEA information as well as the standard deviation of the CEA. This finding is different
from the insight in the literature on demand intercept information and the OM case,
and complements the existing literature by revealing that the efficiency and green match
effects together can induce the strategic effect, which enables the supplier to increase their
wholesale price and share part of the benefit of the CEA information acquisition. We can

verify that when h > 14μ2+7λmσ2

8(a−c) , the manufacturer’s CEA information provides more

value to the supplier than to themself (i.e., Πim
s −ΠB

s > Πim
m −ΠB

m). Furthermore, the total
environmental quality is also improved by the green match and efficiency effects compared
with the non-information case.

4.3. Equilibria of OS and IS Scenarios

Under the IS scenario, the supplier obtains a CEA signal fs and their decision problem
is maxwc Eτ [(wc − c)D| fs]. As the Stackelberg leader, the supplier reveals the signal fs
to the manufacturer through an announcement of the wholesale price wc. That is, the
manufacturer can infer the signal fs through the wholesale price charged by the supplier.
The information leakage is widely observed in various two-echelon supply chains [7].
Furthermore, the supplier cannot use wc to signal any forecast other than the true forecast.
The reason is that if the supplier sets a higher wc to signal a forecast higher than the true
forecast and the manufacturer believes the supplier, the manufacturer will set a higher
selling price, which results in a lower expected demand, compared with the case where the
supplier sets wc based on true information. The tradeoff between a higher wc and lower
demand enables the supplier to find that it is not optimal to make the manufacturer believe

365



Mathematics 2022, 10, 1160

a higher forecast than the actual. The manufacturer then uses the signal fs to set the green
level and selling price of the green product, i.e., maxp,e Eτ [(p− wc − he2)D| fs]. Under the
OS scenario, the supplier’s decision problem is maxwg ,e Eτ [(wg − c − he2)D| fs]. Similar
to the IS scenario, the supplier reveals the signal fs through their announcement of the
wholesale price and green level. The manufacturer then uses the signal fs to solve their
pricing decision problem, i.e., maxp Eτ [(p − wg)D| fs]. We, therefore, refer to these two
cases as the symmetric information scenario.

Proposition 4. Under the OS and IS scenarios, the unique equilibrium decisions are given by:

wos
g =

a + c
2

+
3[(1− λs)μ + λs fs]2

16h
, wis

c =
a + c

2
+

[(1− λs)μ + λs fs]2

16h
,

eos = eis =
(1− λs)μ + λs fs

2h
, pos = pis =

3a + c
4

+
7[(1− λs)μ + λs fs]2

16h
.

Based on the equilibrium pricing decisions, we take expectation with respect to signal
fs to obtain the ex ante profits of the supply chain members. We have:

Πos
m = Πis

m = ΠB
m +

λsσ2[8h(a− c) + 6μ2 + 3λsσ2]

256h2

and Πos
s = Πis

s = 2Πis
m; and the total environmental quality is given by:

TGos = TGis = TGB +
3λsμσ2

32h2 .

We make the following observations. First, under the symmetric information scenario,
the green product development strategy does not affect the equilibrium green level, the
equilibrium selling price of the green product, the ex ante equilibrium expected profits of the
players, and the total environmental quality. Second, both the supplier and manufacturer
can adjust the wholesale price and the selling price according to the signal under both the
IS and OS scenarios. Third, the supplier’s CEA information acquisition can improve the ex
ante equilibrium profits of the players and the total environmental quality compared with
the non-information cases.

5. The Value of CEA Information

If the supply chain has been operating under the outsourcing or in-house mode,
who should be the one in each case to acquire the CEA information: the supplier or
the manufacturer?

5.1. Outsourcing Mode

Proposition 5 shows that if the supply chain has been operating under the outsourcing
mode, the supplier’s superior CEA information is always more valuable for herself than
the manufacturer’s. This is because the supplier can design the green level and make the
wholesale pricing decision according to their updated CEA information. Intuitively, the
manufacturer should benefit more from their own superior CEA information (i.e., in the
OM case) than the supplier’s (i.e., in the OS case). However, this intuition is not correct.
Proposition 5(2) states that the manufacturer benefits more from the supplier’s information
acquisition than from λm < λO

m, i.e., in region ΩL in Figure 1. This result indicates that
when the manufacturer has a relatively poor capacity for CEA information acquisition,
they should encourage the supplier to take the initiative to acquire the CEA information;
otherwise, they should acquire the CEA information themself. Although the supplier’s
CEA information helps the manufacturer set an appropriate selling price, it also helps
the supplier fine-tune the green level as well as the wholesale price. Furthermore, the
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expected wholesale price in the OS case is higher than that in the OM case; i.e., the strategic
effect occurs. When λm < λO

m, the supply chain members agree that the supplier should
take the initiative to acquire the CEA information, in which the manufacturer benefits
from the efficiency effect whereas the supplier benefits from both the green match and
strategic effects.

Proposition 5. Under the outsourcing mode, (1) Πos
s > Πom

s ; (2) Πos
m > Πom

m iff λm < λO
m;

(3) Πos
SC > Πom

SC iff λm < 3λO
m; and (4) TGos > TGom, where:

λO
m ≡

[8h(a− c) + 6μ2 + 3λsσ2]λs

16μ2 .
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Figure 1. Effect of CEA information accuracies under outsourcing mode.

In the medium region (i.e., region ΩM in Figure 1) where the manufacturer has a rea-
sonable capability of CEA information acquisition, the supplier’s superior CEA information
benefits the whole supply chain but not the manufacturer, in contrast to the manufacturer’s
CEA superior information case. However, when the manufacturer has a very good capabil-
ity of CEA information acquisition, i.e., in region ΩH , both the manufacturer and the whole
supply chain can benefit more from the manufacturer’s CEA information acquisition than
from the supplier’s.

Proposition 5(4) indicates that the total environmental quality is always improved
more by the supplier’s superior CEA information than by the manufacturer’s under the
outsourcing mode. The more accurate the CEA information is, the more improvement of
the total environmental quality. This is because that the supplier will set an appropriate
green level and an appropriate level of wholesale price when equipped with the superior
CEA information, which in turn allows the green product design to meet the consumer de-
mand better. This result implies that environmental associations and government agencies
should help or encourage the supplier to obtain more accurate CEA information when the
manufacturer outsources the green component to the supplier.

5.2. In-House Mode

When the supply chain has been operating under the in-house mode, should the
manufacturer or the supplier take the initiative to acquire CEA information?

Proposition 6. Under the in-house mode, there exist three positive thresholds, λM
m , λS

m, and λSC
m ,

such that, (1) Πis
s > Πim

s iff λm < λS
m; (2) Πis

m > Πim
m iff λm < λM

m ; (3) Πis
SC > Πim

SC iff
λm < λSC

m ; and (4) TGis > TGim iff λm/λs < 0.6.
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When the manufacturer’s CEA information accuracy is smaller than λS
m, which is a

function of the supplier’s CEA information accuracy, the supplier prefers to acquire the
CEA information on her own. When the manufacturer’s CEA information accuracy is
greater than λM

m , the manufacturer is better off acquiring CEA information themself. There
is also a threshold at which the whole supply chain is better off with the manufacturer’s
information acquisition if it is accurate enough.

To illustrate, we plot Figure 2 with a = 50, μ = 50, σ = 15, c = 20, and h = 2. In region
Ω1, the supplier’s superior CEA information benefits both the supplier and manufacturer
more than the manufacturer’s. Therefore, if the manufacturer is less capable of acquiring
the CEA information, it is optimal for them to depend on the supplier’s CEA information.
However, the opposite is true in region Ω3, where the manufacturer’s CEA information
is relatively more accurate, and both players prefer the manufacturer’s superior CEA
information. In region Ω21, where λM

m < λm < λSC
m , the manufacturer prefers to acquire

the CEA information themself, but the supplier disagrees with them, and the entire supply
chain suffers from this. In the region of Ω22 where λSC

m < λm < λS
m, the manufacturer still

prefers to acquire the CEA information themself and the whole supply chain benefits from
this, but not the supplier.
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Figure 2. Effect of CEA information accuracies under in-house mode.

Recall from Section 4 that the green match effect improves the total environmental
quality under the IM and IS scenarios. Proposition 6(4) shows that the manufacturer’s
CEA information is more effective in improving the total environmental quality than the
supplier’s. Hence, the manufacturer under the in-house mode should be encouraged to
acquire CEA information, although they may be less capable of acquiring CEA information
than the supplier.

5.3. The Effect of Downstream Information Disclosure

We can obtain some insights from the downstream information disclosure perspective
by setting λm = λs = λ. In particular, given that the supply chain has adopted the
outsourcing strategy, the OM scenario represents the non-information-disclosure case,
whereas the OS scenario represents the case where the manufacturer requires and reveals
information to the supplier voluntarily. We also analyze this question from the information
sharing perspective: suppose the supplier cannot acquire any useful information, while
the manufacturer can. Then, the OM scenario represents the setting without information
sharing, while the OS scenario represents the CEA information sharing case.

Proposition 7. (1) The downstream CEA information disclosure always benefits the supplier
under both the outsourcing and in-house modes; (2) the downstream CEA information disclosure
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benefits the manufacturer iff λ > [10μ2 − 8h(a− c)]/(3σ2) under the outsourcing mode, and
always hurts them under the in-house mode; (3) the downstream CEA information disclosure
always improves the whole supply chain’s performance under the outsourcing mode, but always
hurts it under the in-house mode; and (4) the downstream CEA information disclosure always
improves the total environmental quality under the outsourcing mode, but always hurts it under the
in-house mode.

The extant literature find that downstream information disclosure (sharing) on the
demand intercept always benefits the upstream firm but hurts the downstream firm and
the entire supply chain [24]. As a result, the downstream firm will not share demand
intercept information with the upstream firm voluntarily. This is also true with the CEA
information under the in-house mode. However, we find that under the outsourcing mode,
the supply chain members can achieve a Pareto improvement through the downstream
CEA information disclosure. When the manufacturer is more capable of acquiring CEA
information and/or the CEA uncertainty is relatively large, it is better for them to disclose
the CEA information to the upstream supplier. This is also due to the green match effect;
that is, the manufacturer’s CEA information helps the supplier design a more appropriate
green level to better meet the consumers’ preference than without CEA information.

6. Outsourcing or In-House?

We note from Propositions 1 and 4 that under symmetric CEA information, the green
product development strategy does not affect the decisions and performance of the supply
chain members and total environmental quality. In contrast, when the manufacturer has
superior CEA information, the asymmetric information occurs, the impact of the green
product development on the supply chain is quite different.

Proposition 8. If the manufacturer achieves the CEA superiority, (1) Πim
s > Πom

s ; (2) Πim
m > Πom

m ;
and (3) TGim > TGom.

Proposition 8 states that when the manufacturer has superior CEA information, keep-
ing green design and production in-house benefits both the supplier and manufacturer,
and thus improves the performance of the whole supply chain. Both the efficiency and
green match effects provide more value for the manufacturer under the IM scenario than
the benefit from the efficiency effect solely under the OM scenario. By anticipating that
the more appropriate green level attracts more expected potential demand in the market,
i.e., E[a + τeim] > E[a + τeom], the supplier then has the opportunity to use the strategic
effect to share part of the benefit from the manufacturer’s CEA information acquisition.
Therefore, when the manufacturer possesses the superior CEA information, switching from
an outsourcing strategy to an in-house strategy can help the supply chain members achieve
a Pareto improvement.

We further find that under the CEA information asymmetry, the green product devel-
opment strategies do not affect the expected green level, i.e., E[eim] = E[eom]. However, the
green match effect under the IM scenario helps the manufacturer design a product with a
more appropriate green level to better meet the consumers’ preference and also improve
the total environmental quality. Therefore, when the manufacturer achieves superior CEA
information, the government agencies or green organizations should encourage firms to
develop the green component in house.

7. Conclusions

This paper studies the interaction between the CEA information acquisition and green
product development strategies in a two-echelon supply chain. The main findings and
managerial insights from this paper can be summarized as follows.

First, without CEA information, the green product development mode does not affect
the performance of the supply chain members and total environmental quality. In contrast,
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with CEA information, the findings are quite different. When the supplier achieves the
CEA information advantage, the green product development strategies do not affect the
decisions and performance of the supply chain members because the supplier reveals its
private CEA information through pricing and/or green level decisions. However, when the
manufacturer possesses superior CEA information, the in-house strategy can benefit the
supplier and manufacturer. The reason is that the efficiency and green match effects provide
more value for the manufacturer in the IM case than the benefit from the efficiency effect
solely in the OM case; knowing this, the supplier has the opportunity to use the strategic
effect to share part of the benefit of the manufacturer’s CEA information acquisition.

Second, under the outsourcing mode, the supplier’s CEA information superiority
always benefits themself. However, the manufacturer prefers the supplier’s information su-
periority only when they have a weaker/lower information acquisition capacity. Under the
in-house mode, the CEA information superiority of either the supplier or the manufacturer
benefits the supply chain members and total environmental quality under some conditions.

Third, under the outsourcing mode, the manufacturer’s CEA information disclosure
may also benefit themself and increase the performance of the entire supply chain. This
finding is different from the extant literature that focuses on demand information without
considering product development strategies. Moreover, the CEA information disclosure
always improves the total environmental quality because the better match between green
products and consumers’ green preference leads to better outcomes for environment. These
results suggest that overly green products induced by government subsidies or NGO
pressure might not be ideal. The key message to policy makers is that the firm with
superior CEA information should be encouraged to undertake the green product design.

This paper takes an initial step to explore the interaction between product develop-
ment and CEA information acquisition in a green supply chain. More specifically, we reveal
that the effects of CEA information, which has attracted less attention from researchers
and practitioners, are also related to the environmental issues. Our study also highlights
an interesting finding that the CEA information sharing may help supply chain members
achieve a Pareto improvement, and can improve the total environmental quality. This find-
ing also suggests that managers should pay attention to who achieves the CEA information
advantage and the product development mode when going green.

There are several limitations to this study. First, we only examine the effect of CEA
information. In practice, there exist other types of information, such as on-demand and
input cost, and these different types of information interact with each other. It will be
interesting to study the effect of multi-dimensional information on product development.
Second, we do not consider upstream and downstream competitions. How competition
affects green product development under asymmetric information is worth exploring.
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Appendix A

Proof of Proposition 1. (1) Liu et al. provide the more detailed proof of the outsourcing
case without CEA information acquisition [3]. We rewrite it here for convenience. The
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manufacturer’s decision problem is given by maxp E[πm] = E[(p−wg)(a+ τe− p)]. Given
a pair of wg and e, the unique response function to this problem is p∗(w, e) =

a+wg+μe
2 .

The supplier’s decision problem is given by maxwg ,e E[πs] = E[(wg − c− he2)(a + τe− p)].
Plug p∗(w, e) into E[πs] and solve the first order conditions. There are three solutions
that satisfy the necessary condition for the optimal solution. However, if a > c, only one

solution (w∗g = a+c
2 + 3μ2

8h , e∗ = μ
2h ) guarantees a positive demand and non-negative profits

of the supply chain members. Since the objective function of the supplier is not concave,
we cannot simply check the second condition. Instead, using the method provided by Liu
et al. (2012), we then verify that w∗g and e∗ also satisfy the following sufficient condition:
E[πs(w∗g, e∗)] > E[πs(wg, e)], for all wg and e that satisfy a positive demand and non-
negative profits. Therefore, (w∗g, e∗) is the unique optimal solution for the supplier. Plug

w∗g and e∗ back to p∗(w, e), we have p∗ = 3a+c
4 + 7μ2

16h . Note that we have verified that
the demand of the product is positive. In addition, it is easy to verify that the value of
the manufacturer’s expected profit is non-negative. We can further obtain the expected

profits of the supply chain members Π∗m = E[πm] =
( a−c

4 + μ2

16h
)2 and Π∗s = E[πs] =

2
( a−c

4 + μ2

16h
)2. The total environmental quality is TG∗ = μ(a−c)

8h + μ3

32h2 .
(2) Under the in-house scenario, the decision problems of the manufacturer and

supplier are given by maxp,e E[πm] = E[(p− wc − he2)(a + τe− p)] and maxwc E[πs] =
E[(wc − c)(a + τe − p)], respectively. We have ∂E[πm]/∂p = a + μe − 2p + w + he2

and ∂E[πm]/∂e = −2he(a + μe − p) + μ(p − wc − he2). Let ∂E[πm]/∂p = 0, we have
p∗(e) = (a + μe + w + he2)/2. Plugging p∗(e) into ∂E[πm]/∂e and let ∂E[πm]/∂e = 0, we
have (μ − 2he)(a + μe − w − he2) = 0. There are three solutions that satisfy the above
equation (the necessary condition for the optimal solution). However, if a > c, only

one solution (p∗ = a+w
2 + 3μ2

8h , e∗ = μ
2h ) guarantees a positive demand and non-negative

profits of the supply chain members. Using the method provided by Liu et al. (2012),
we then verify that p∗ and e∗ also satisfy the following sufficient condition for the opti-
mal solution: E[πm(p∗, e∗)] > E[πm(p, e)] for all p and e that satisfy a positive demand
and non-negative profits. Therefore, (p∗, e∗) is the unique optimal solution for the man-
ufacturer. Plugging p∗ and e∗ into E[πs] and solving maxwc E[πs], we obtain the unique

equilibrium wholesale price w∗c = a+c
2 + μ2

8h . Plugging w∗c back into p∗ = a+w
2 + 3μ2

8h , we

obtain p∗ = 3a+c
4 + 7μ2

16h . Finally, we can obtain the expected profits of the manufacturer

and the supplier Π∗m = E[πm] = ( a−c
4 + μ2

16h )
2 and Π∗s = E[πs] = 2( a−c

4 + μ2

16h )
2. The total

environmental quality is TG∗ = μ(a−c)
8h + μ3

32h2 .
(3) Comparing the equilibrium resolutions under the outsourcing mode with those

under the in-house mode, we obtain the results in Proposition 1.

Proof of Proposition 2. Under the OM scenario, the manufacturer’s decision problem
is maxp E[πm| fm] = E[(p − wg)(a + τe − p)| fm]. The unique response function to the

manufacturer’s problem is p∗(w, e) = a+wg+E[τ| fm ]e
2 , given a (w, e). The supplier’s decision

problem is maxwg ,e E[πs] = E[(wg − c − he2)(a + τe − p)]. Plug p∗(w, e) into E[πs] and
solve the first order conditions. Similar to the outsourcing mode in the proof of Proposition
1, there are three solutions that satisfy the first order conditions. However, only one

solution (eom = μ
2h , wom

g = a+c
2 + 3μ2

8h ) guarantees a positive demand and non-negative
profits of the players. Using the method of Liu et al. (2012), we then verify that eom and
wom

g is the unique optimal solution for the supplier. Plug eom and wom
g to p∗(w, e), we

have pom = 3a+c
4 + 3μ2+4μ[(1−λm)μ+λm fm ]

16h . We can further obtain Πom
m = E[E[πm| fm]] =

( a−c
4 + μ2

16h )
2 + λmμ2σ2

16h2 , Πom
s = 2( a−c

4 + μ2

16h )
2, and TGom = μ(a−c)

8h + μ3

32h2 .

Proof of Proposition 3. Under the IM scenario, the manufacturer’s decision problem is
maxp,e E[πm| fm] = E[(p− wc − he2)(a + τe− p)| fm]. For a given wc, we have ∂E[πm| fm]/
∂p = a + E[τ| fm]e− 2p + w + he2 and ∂E[πm| fm]/∂e = −2he(a + E[τ| fm]e− p) + E[τ| fm]
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(p − w − he2). Let ∂E[πm| fm]/∂p = 0, we have p∗(e) = (a + E[τ| fm]e + w + he2)/2.
Plugging p∗(e) into ∂E[πm| fm]/∂e and let ∂E[πm| fm]/∂e = 0, we have (E[τ| fm]− 2he)(a +
E[τ| fm]e − w − he2) = 0. There are three solutions that satisfy the above equation (the
necessary condition for the optimal solution). The following analysis is similar to the
proof of Proposition 1. If a > c, we can verify that only (eim, pim) are the equilibrium

solutions, where eim = E[τ| fm ]
2h = (1−λm)μ+λm fm

2h and pim = a+wc
2 + 3(E[τ| fm ])2

8h = a+wc
2 +

3[(1−λm)μ+λm fm ]2

8h . The supplier’s decision problem is maxwc E[πs] = E[(wc− c)(a+ τe− p)].

Plug eim and pim into E[πs], we have E[πs] = (wc − c)( a−wc
2 ) + μ2+λmσ2

8h . Then, we can

get the equilibrium wholesale price wim = a+c
2 + μ2+λmσ2

8h . Plug wim back into pim, we

have pim = 3a+c
4 + μ2+λmσ2+6((1−λm)μ+λm fm)2

16h . Finally, we have Πim
m = E[E[πM| fm]] =

( a−c
4 + μ2

16h )
2 + λmσ2[8h(a−c)+18μ2+9λmσ2]

162h2 , Πim
s = 2( a−c

4 + μ2

16h )
2 + λmσ2[16h(a−c)+4μ2+2λmσ2]

162h2 ,

and TGim = μ(a−c)
8h + μ3

32h2 +
5λmμσ2

32h2 .
The above computation uses the following equations: E[X] = μ, E[X2] = μ2 + σ2,

E[X3] = μ3 + 3μσ2, E[X4] = μ4 + 6μ2σ2 + 3σ4, and Var[aX + bX2] = σ2[a2 + 4abμ +
4b2μ2 + 2b2σ2], for X ∼ N[μ, σ2].

Proof of Proposition 4. (1) Under the OS scenario, the manufacturer’s decision problem is
maxp E[πm| fs] = E[(p− wg)(a + τe− p)| fs]. The unique response function is p∗(wg, e) =
a+wg+E[τ| fs ]e

2 . The supplier’s decision problem is maxwg ,e E[πs| fs] = E[(wg − c− he2)(a +
τe− p)| fs]. Plug p∗(wg, e) into E[πs| fs] and solve the first order conditions. There are three
solutions that satisfy the first conditions (the necessary condition for the optimal solution).

We can verify that the solution (eos = (1−λs)μ+λs fs
2h , wos

g = a+c
2 + 3[(1−λs)μ+λs fs ]2

8h ) is the
unique optimal solution for the supplier’s decision. Plug eos and wos

g back to p∗(wg, e), we

have pos = 3a+c
4 + 7[(1−λs)μ+λs fs ]2

16h . Finally, we obtain Πos
m = E[E]πos

m | fs]] =
( a−c

4 + μ2

16h
)2

+
λsσ2(8h(a−c)+6μ2+3λsσ2)

162h2 , Πos
s = E[E[πos

s | fs]] = 2
( a−c

4 + μ2

16h
)2

+ 2λsσ2(8h(a−c)+6μ2+3λsσ2)
162h2 , and

TGos = μ(a−c)
8h + μ3

32h2 +
3λsμσ2

32h2 .
(2) Under the IS scenario, the manufacturer’s and the supplier’s decision problems are

maxp,e E[πm| fs] = E[(p− wc − he2)(a + τe− p)| fs] and maxwc E[πs| fs] = E[(wc − c)(a +
τe− p)| fs]. Using the similar method, we obtain the results in the above part of proof.

(3) Comparing the equilibrium resolutions under the IS scenario with those under the
OS case, we obtain Proposition 4.

Proof of Proposition 5. We can verify that Πos
s − Πom

s = 2λsσ2[8h(a−c)+6μ2+3λsσ2]
162h2 > 0,

Πos
m − Πom

m = σ2[−16λmμ2+λs(8h(a−c)+6μ2+3λsσ2)]
162h2 , and Πos

SC − Πom
SC =

σ2[−16λmμ2+3λs(8h(a−c)+6μ2+3λsσ2)]
162h2 . Therefore, Πos

m > Πom
m if and only if λm < λO

m, and
Πos

SC > Πom
SC if and only if λm < 3λO

m, where λO
m ≡ λs[8h(a− c) + 6μ2 + 3λsσ2]/(16μ2). We

also obtain TGos − TGom = 3λsμσ2

32h2 > 0.

Proof of Proposition 6. We have Πim
s − Πis

s

= σ2[2σ2λ2
m+(16h(a−c)+4μ2)λm−(16h(a−c)+12μ2)λs−6σ2λ2

s ]
162 . The equation 2σ2λ2

m + (16h(a − c) +
4μ2)λm − (16h(a− c) + 12μ2)λs − 6σ2λ2

s = 0 has two roots, however, there is only one pos-

itive root: λS
m ≡ −16h(a−c)−4μ2+

√
(16h(a−c)+4μ2)2+8σ2((16h(a−c)+12μ2)λs+6σ2λ2

s )
4σ2 > 0. Then we

can verify that if λm < λS
m, Πim

s −Πis
s < 0, and otherwise, Πim

s −Πis
s ≥ 0. Similarly, we have

obtained the results in Proposition 6(2) and 6(3), where λM
m

=
−8h(a−c)−18μ2+

√
(8h(a−c)+18μ2)2+36σ2((8h(a−c)+6μ2)λs+3λ2

s σ2)

18σ2 > 0 and λSC
m

=
−24h(a−c)−22μ2+

√
(24h(a−c)+22μ2)2+44σ2((24h(a−c)+18μ2)λs+9σ2λ2

s )

22σ2 > 0. Comparing TGis and
TGim, we can show that if λm/λs < 0.6, TGim < TGis, and otherwise, TGim ≥ TGis.
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Proof of Proposition 7. Let λm = λs = λ, we obtain the results from Propositions 5
and 6.

Proof of Proposition 8. We can verify that Πom
m −Πim

m = − λmσ2[8h(a−c)+2μ2+9λmσ2]
162h2 < 0 and

Πom
s −Πim

s = − λmσ2[16h(a−c)+4μ2+2λmσ2]
162h2 < 0. We have TGim − TGom = 5λmμσ2

32h2 > 0.
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Abstract: In recent years, computer vision technology has been widely applied in various fields,
making super-resolution (SR), a low-level visual task, a research hotspot. Although deep convolu-
tional neural network has made good progress in the field of single-image super-resolution (SISR), its
adaptability to real-time interactive devices that require fast response is poor due to the excessive
amount of network model parameters, the long inference image time, and the complex training
model. To solve this problem, we propose a lightweight image reconstruction network (MSFN) for
multi-scale feature local interaction based on global connection of the local feature channel. Then, we
develop a multi-scale feature interaction block (FIB) in MSFN to fully extract spatial information of
different regions of the original image by using convolution layers of different scales. On this basis,
we use the channel stripping operation to compress the model, and reduce the number of model
parameters as much as possible on the premise of ensuring the reconstructed image quality. Finally,
we test the proposed MSFN model with the benchmark datasets. The experimental results show
that the MSFN model is better than the other state-of-the-art SR methods in reconstruction effect,
computational complexity, and inference time.

Keywords: multi-scale; local interaction; lightweight image reconstruction network; global fusion

MSC: 68T01; 68T07

1. Introduction

Single-image super-resolution (SISR) refers to the process of recovering a natural and
clear high-resolution (HR) image from a low-resolution (LR) image. SISR has a wide range
of applications in the real world, which are often used to improve the visual quality of
images [1] and the performance of other high-level vision tasks [2], especially in the fields
of satellite and aerial imaging [3–5], medical imaging [6–8], ultrasound imaging [9], and
face recognition [10] etc. However, since different HR images can be downsampled to the
same LR image, as a result, the incompatibility makes SISR still a challenging task.

In recent years, with the continuous improvement of computer learning capabilities,
deep neural networks, especially methods based on convolutional neural networks, have
been widely used in SISR, which has greatly promoted the development of image recon-
structions. Dong et al. [11] first introduced a convolutional neural network (CNN) into
the field of SR images, and proposed a super-resolution convolutional neural network
(SRCNN). However, as the input LR image needs to be preprocessed by bicubic interpo-
lation, the computational complexity is increased, and the high-frequency details in the
original image are lost, which limit the efficiency of image reconstruction. Shi et al. [12]
proposed an efficient sub-pixel convolutional neural network (ESPCN), which effectively
replaces the bicubic interpolation preprocessing with a sub-pixel convolutional algorithm
for upsampling operation, thereby reducing the overall computational complexity and
avoiding the checkerboard effect caused by the deconvolution layer. In pursuit of better
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model performance, Zhang et al. [13] proposed the very deep residual channel attention
network (RCAN) based on ESPCN, which stacks a large number of residual blocks and
local connections to obtain better reconstruction quality.

It is found that increasing the network depth can improve the quality of image recon-
struction, but it also leads to a substantial increase in the number of model parameters, and
it also makes the training model more complicated. To solve this problem, Tai et al. [14]
added a recursive block to the neural network to reduce model parameters, constructed a
deep recursive residual network (DRRN), and transmitted the residual information through
a combination of global learning and local learning to reduce the difficulty of training.
DRRN uses a shared parameter strategy to reduce the parameters, but, in fact, it requires
a huge amount of calculation to reconstruct the image. Hui et al. [15] proposed an in-
formation distillation network (IDN) which divides the features into two parts, with one
part retained and the other part continuing to be used to extract information; thus, the
model parameters are reduced under the premise of ensuring the quality of reconstruction
quantity. Liu et al. [16] proposed a residual feature distillation network (RFDN) based on
residual learning. The network retains the original features of the image without introduc-
ing additional parameters through residual connection, but the obtained feature map lacks
related information of local features. Based on RFDN, this paper strips the channels with
rich information features in the model, and pays more attention to the multi-scale channel
information of the original image and the associated information of the local area. The
main work of this paper is as follows:

• We propose a lightweight image super-resolution reconstruction network based on
local feature channels and global connection mechanism, which separates the channels
in the model and retains the channel features with rich spatial information. Our model
significantly reduces the number of model parameters.

• We construct a feature fusion block based on local interaction of multi-scale features,
which includes channel attention mechanism and multi-scale local feature interaction
mechanism. The multi-scale local feature interaction mechanism is mainly composed
of feature interaction blocks, through which local attention and interaction can effec-
tively improve the authenticity of the reconstructed image compared with the original
image, and realize the connection and fusion of multi-scale features.

• We use residual learning and global connection to fuse local features and global
features, retain the high-frequency information and edge details of the original image,
and improve the quality of the reconstructed image. As shown in Figure 1, on the
Urban100 test set with scaling factor ×4, the PSNR of the reconstructed image of the
MSFN model reaches 26.34 dB. Compared with the models CARN and SRMDNF of
the same size, the reconstruction effect of our model is greatly improved.
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Figure 1. Trade-off between reconstruction performance and parameters on Urban100 with scaling
factor ×4.

2. Related Work

In recent years, the super-resolution of single image has been studied extensively [17–19].
We present an overview of the deep CNN for image super-resolution in Section 2.1. In
order to reduce model parameters and speed up image reasoning, lightweight image
super-resolution models have been widely studied. We will elaborate on this part in
Section 2.2.

2.1. Deep CNN for Image Super-Resolution

Dong et al. [11] used end-to-end convolutional neural network (SRCNN) for the first
time to extract, map, and reconstruct image features, and found that the reconstruction
effect exceeded the traditional image super-resolution (SR) method. However, the network
structure is simple and the correlation between low-resolution (LR) image and original
image is not considered. Some researchers started with the depth of the network, hoping to
fully extract the relevant information between images through the deep network model.
Kim et al. [20] proposed a very deep super-resolution (VDSR) convolutional network based
on the global residual learning method, which not only improves the reconstruction effect,
but also accelerates the network convergence speed. Haris et al. [21] proposed a deep back-
projection network (DBPN) for super-resolution with iterative up–down sampling, which
provides timely feedback of the error mapping at each stage, and performs better, especially
in large-scale images. Yang et al. [22] used skip connections to increase the number of
network layers, which enhanced the feature expression ability of the network and made the
reconstructed image closer to the real image. Lim et al. [23] removed the batch specification
layers that affected the reconstruction effect in an enhanced deep super-resolution network
(EDSR), and stacked more convolutional layers to achieve better performance of the model.
In order to improve the visual effect of reconstructed images, Yang et al. [24] constructed
a multi-level feature extraction module using dense connections, which can obtain richer
hierarchical feature images. With the deepening of the network structure, the number
of parameters and the computational complexity of this type of model increase greatly,
limiting its application in the real world.
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2.2. Lightweight CNN for Image Super-Resolution

In order to reduce the number of model parameters, the complexity, and training
difficulty of network calculation, researchers began to improve the deep network, com-
pressing the model by sharing parameters, residual learning, attention mechanism, and
information distillation, and proposed a lightweight image reconstruction network based
on CNN. Kim et al. [25] used a deep recursive structure in the deep recursive convolu-
tional network (DRCN) to share parameters, but the model performance was degraded
compared with VDSR in some test sets, and the actual amount of computation of the
model did not decrease accordingly. Tai et al. [14] proposed a deep recursive residual
network (DRRN)-based DRCN, which reduces storage cost and computational complexity
by global connection of multipath residual information. Li et al. [26] added an adaptive
weighted block in residual learning to fully extract image features and effectively limit
the number of model parameters. Hu et al. [27] introduced channel attention mechanism
into a deep neural network, and added weight to the features of each output channel
in the convolution operation to reasonably allocate limited computer resources, so as to
obtain a wide application in the lightweight network architecture. Hui et al. [28] proposed
an information distillation network, which uses a combination of embedding loss and
information distillation to solve the problem of image recognition. They used a small-size
convolution kernel to compress network parameters and reduce the computational cost
and complexity of the training model. Tian et al. [29] proposed heterogeneous structure in
information extraction and enhancement blocks, which greatly reduced the computational
cost and memory consumption. Hui et al. [15] used convolution kernels with sizes of 1 × 1
and 3 × 3 to enhance the extracted features, which made the model have better image
reconstruction performance and inference speed. Jiang et al. [30] constructed a sparse
perceptive attention module based on pruning, which can reduce the model size without
a noticeable drop in performance. However, these methods cannot make full use of the
associated information between the original image and the low-resolution (LR) image, and
the interaction of information between different regions has not been paid enough attention.
Based on this, we adopt a fusion block based on multi-scale feature local interaction to fully
extract the feature information in the original image. In addition, we strip and compress the
channels, and make a trade-off between the performance and the inference speed, which
effectively improves the comprehensive performance of the model.

3. Proposed Method

3.1. Network Architecture

In this paper, we propose a lightweight image reconstruction network based on local
interaction of multi-scale features, and use local interaction of multi-scale features and
the global connection of comparative residuals to learn second-order feature statistics in
order to obtain more representative features. The network structure we propose mainly
includes five parts: shallow feature extraction block, deep feature extraction block based
on multi-scale interaction mechanism, global feature fusion block, upsampling block, and
image reconstruction block, as shown in Figure 2.

As shown in Equation (1), ILR represents the input image, and the network uses a
convolution layer to extract the shallow features of the input image ILR. The shallow feature
extraction block can be expressed as follows:

XSF = FSF(ILR) (1)

where FSF(·) represents a simple single-layer convolution mapping, which aims to achieve
shallow feature extraction. The shallow feature XSF is extracted through single-layer
convolution, and then XSF is input into the deep feature extraction block based on multi-
scale interaction mechanism to obtain the high-dimensional feature XPF after feature
mapping, which is expressed as Equation (2):

XPF = FDPAM(XSF) (2)
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Figure 2. The architecture of our proposed lightweight image reconstruction network (MSFN).

The deep feature extraction block is composed of M feature interaction blocks (FIBs)
and M skip connections, where FDPAM(·) represents the mapping function corresponding
to the deep feature extraction block, and XSF represents extracted feature maps with deep
receptive fields. The features extracted from each FIB are first concatenated in the channel
dimension in series to form new high-dimensional features, and then a single-convolution
layer is used to reduce the dimensionality of the obtained high-dimensional features.
Compared with the existing SISR methods, our feature extraction block based on the multi-
scale feature interaction mechanism proposed in this paper can make the network more
effectively use the extracted features and suppress invalid features. Moreover, this block
can compare and fuse the receptive field information of different scales in the original
image, fully retain the texture information of the low-resolution (LR) image, and effectively
improve the quality of the reconstructed image. The features extracted from FIB are input
into the global feature fusion block, and the feature information extracted at different stages
is retained to the maximum extent by means of global connection. The fused feature XGF is
shown in Equation (3):

XGF = FGFF([XPF1 , XPF2 · · ·XPFm ]) (3)

where XPFm represents the high-dimensional feature extracted by the M-th FIB. The feature
information extracted by the M FIBs is input into the mapping function FGFF(·) corre-
sponding to the feature fusion block, and the feature information is spliced in the channel
dimension to obtain the global feature XGF based on the entire network.

Then, the features after fusion and transformation are used as the input of upsampling
block, and the input is upsampled by using the method of sub-pixel convolution [12] to
obtain a high-resolution (HR) feature mapping. The features after upsampling are shown
in Equation (4):

XSR = FL
UP(XGF) = PS(XGF) (4)

PS(Tx,y,c·r2) = Trx,ry,c (5)

In the above Equation, FL
UP(·) represents the upsampling operation based on sub-pixel

convolution, and XSR represents the high-resolution (HR) feature map output after upsam-
pling. At present, the commonly used upsampling methods in the field of super-resolution
(SR) reconstruction include interpolation operation, transposed convolution operation, and
sub-pixel convolution operation. The sub-pixel convolution operation achieves upsampling
by rearranging pixels, reducing the amount of model parameters. Therefore, in order to
make the network achieve better results in terms of reconstruction rate and accuracy, we
choose to implement upsampling through sub-pixel convolution operation. In Equation (4),
PS(·) represents a periodic sorting operator, which rearranges the feature map with a
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size of H × W × C · r2 into a feature map with a shape of rH × rW × C. Equation (5)
mathematically describes the subpixel upsampling operation, the effect of which is shown
in Figure 3.

Figure 3. Sub-pixel sample operation.

3.2. Multi-Scale Feature Interaction Block

In this section, we provide more details on the multi-scale FIB. The FIB is the main
structure for feature mapping and local fusion in the network, which constructs N multi-
scale feature interaction components (MSCs) and N channel attention blocks (CABs) for
pixel information of different scales. The FIB structure is shown in Figure 4.

Figure 4. Multi-scale feature interaction block (FIB).

The input of each FIB needs to pass through the MSC to extract the feature information
under the condition of multiple receptive fields. As shown in Equation (6), the output
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feature Xi−1
out of the i − 1th MSC is the input feature Xi

in of the i-th MSC. Fi
MSC(·) is the

mapping relationship corresponding to the i-th MSC, through which we can extract the
interaction and spatial information of the regional features of Xi

in at different scales, so that
the high-frequency information and edge texture details of the input image relatively can
be completely preserved by the feature Xi

out.

Xi
out = Fi

MSC(Xi
in) (Xi

in = Xi−1
out ) (6)

The specific architecture of the MSC is shown in Figure 5. It can be seen that the MSC
is mainly composed of three filters of different scales, and the convolution kernel sizes
of the filter are 1 × 1, 3 × 3, and 5 × 5, respectively. MSCs enrich spatial information by
expanding receptive fields, in which the large-scale filters are mainly used to extract feature
attention information in different regions, and the small-scale filters are used to enhance the
correlation degree between local regions. We pad the edge of the feature map with elements
with zero pixel value to ensure that the size of the feature map remains unchanged after
the convolution operation. When the size of the convolution kernel of the filter is 3 × 3 and
5 × 5, the corresponding edge filling scale is 1 and 2, respectively. When the size of the
convolution kernel of the filter is 1 × 1, no edge filling is performed in the feature map.

Figure 5. Multi-scale feature extraction component.

The MSC uses filters of different scales to extract and enhance feature information,
and the enhanced features are added pixel by pixel according to their weights to obtain a
new feature map with rich spatial elements, as shown in Equations (7) [31], (8), and (9):

Xi = bi +
Cin−1

∑
j=0

Wi × Xpre (i = 1, 2, 3) (7)

XMF =
3

∑
i=1

ki × Ci × Xi (ki = 1, i = 1, 2, 3) (8)

Ci =
1
|Xi| (i = 1, 2, 3) (9)

In Equation (7), W1, W2, and W3 represent the weight coefficients corresponding to
filters with convolution kernel sizes 1 × 1, 3 × 3, and 5 × 5, respectively. As shown
in Figure 6, convolution kernels of different scales focus on the correlation information
between different regions of the same object, and then perform weighted summation for
the extracted feature information. In Equation (9), Ci represents the two-norm value of
each feature vector, and each feature map is normalized by this value. In Figure 6, k1, k2,
and k3 represent the corresponding weight coefficients of feature information extracted
from each convolution kernel, respectively. In this paper, k1 = k2 = k3 = 1, which makes the
extracted feature map XMF have rich spatial information features and regional interactions,
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and is helpful for the restoration and construction of key features and edge information in
subsequent image reconstruction.

Figure 6. Multi-scale convolution operation.

The features extracted by the feature interaction component are firstly input into the
channel attention component, then the output result is input into the remaining N − 1
MSCs and CABs for iterative optimization; finally, the features obtained at each stage
are spliced in the channel dimension, and then the high-dimensional feature Xi is ob-
tained by residual connection with the initial input feature Xpre. Specifically, as shown in
Equations (10) and (11):

Xi = Fi
CAB(Fi

MSC(· · · F1
CAB(F1

MSC(Xpre)))) (i = 1, 2, · · · , N) (10)

Xt = Fconv1(Concat[Fi
conv1(X1), · · · , FN−1

conv1(XN−1)] + XN) + Xpre (11)

where Fi
MSC(·) and Fi

CAB(·) represent the relationship corresponding to the i-th MSC and
CAB, respectively. We use a single convolutional layer to reduce the dimensionality of the
feature maps Xi obtained at each stage, then splice the dimension-reduced features in the
channel dimension, and finally add the original feature Xpre on the pixel-level dimension
to obtain the final feature map Xt.

4. Experiments

In this section, we firstly test the influence of the number of FIBs and channels on the
quality of the reconstructed image; secondly, we perform test experiments on SR benchmark
datasets such as Set5 [32], Set14 [33], Urban100 [34], BSD100 [35], and Manga109 [36]; and
then we use the peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) of the
Y-channel in YCbCr as quantitative indicators to compare the experimental data with other
excellent super-resolution (SR) methods. Finally, we visualize the reconstruction results
and analyze the reconstruction effects from a subjective visual perspective.

4.1. Training Settings

In order to compare with existing network algorithms, such as DRRN [14], CARN [37],
MemNet [38], and IMDN [28], we use the same training dataset—the DIV2K dataset [39].
The dataset used in this paper includes a total of 800 training images, 100 validation
images, and 100 test images, and contains rich scenes with rich edge and texture details.
Meanwhile, we perform data enhancement on the training images [40] by using random
rotation, horizontal flip, and small window slice to make the training data expand to eight
times the original one, so that it can adapt to image reconstruction problems with different
tilt angles.

In the training phase, we set batch size to 16, LR input size to 64 × 64, and the number
of channels in the convolution layer to 48. The deep feature extraction block based on multi-
scale feature interaction mechanism contains six FIBs, and each FIB contains four MSCs and
four CABs. Among them, the selection of the number of channels and the numbers of FIBs
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will be explained in detail in Section 4.2 of this paper. Meanwhile, the model parameters
are optimized using the Adam [41] algorithm, which are set to β1 = 0.9, β2 = 0.999, and
ε = 10−8. The learning rate is initially set to 10−3 by using weight normalization and then
decreased to half each 200 epoch of back-propagation. All the experiments were completed
on a computer with the following specifications: Intel i7-9700, 32 GB RAM, and NVIDIA
GeForce RTX2080Ti 12 GB GPU.

4.2. Ablation Experiment

We first study the influence of the number of multi-scale feature interaction blocks
(FIBs) in the model on the final experimental results, taking the DIK2K dataset as the
training object, and then we test the quantitative indicators of the model on the Set14
dataset. The experimental results are shown in Table 1 and Figure 7.

Figure 7. The influence of the number of FIBs on the model reconstruction effect. (a) LOSS vs. number
of epochs; (b) PSNR vs. number of epochs; (c) SSIM vs. number of epochs. The influence of the
number of channels in the FIB on the model reconstruction effect. (d) LOSS vs. number of epochs;
(e) PSNR vs. number of epochs; (f) SSIM vs. number of epochs.

Table 1. The influence of the number of FIBs on the model reconstruction effect.

Scale Number of FIBs Number of Channels Params (K)
Set14

PSNR (dB) SSIM

4×
4

48
395 28.47 0.7789

6 571 28.61 0.7814
8 747 28.69 0.7824

In order to better understand the relationship between the number of FIBs and the
quality of image reconstruction, we set the number of channels to 48, control the number,
and keep parameters of other components in the model unchanged, and only change
the number of FIBs. It can be seen from Table 1 that the image reconstruction quality is
positively correlated with the number of FIBs. Here we set the scaling factor to four: it
shows that when the number of FIBs increases from four to six, the model parameters are
relatively increased by 176 K, and the PSNR of reconstructed images is relatively increased
by 0.14, which indicates that the reconstruction quality has been significantly improved.
When the number of FIBs increases from six to eight, the SSIM value of the reconstructed
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image is improved to 0.7824. The influence curves of the number of FIBs on the LOSS
value, PSNR value, and SSIM value of reconstruction results are shown in Figure 7a–c.
As the number of FIBs increases, the LOSS value of reconstructed image relative to the
original image decreases, while the value of quantitative indicators such as PSNR and
SSIM increases.

In order to verify the influence of the number of channels in the FIB on the reconstruc-
tion quality of the model, we perform comparative experiments on models with different
numbers of channels. It can be seen from Table 2 that as the number of channels increases,
the reconstruction quality of the model for the Urban100 dataset increases, but the number
of model parameters also increases sharply. When the number of channels is adjusted from
48 to 64, the number of the entire model parameters is greatly increased from 571 K to
1004 K, while the SSIM value is only increased by 0.0009. Figure 7d–f show the comparison
of LOSS value, PSNR value, and SSIM value of models based on different number of chan-
nels on Set5 dataset, respectively. It can be found that although the image reconstruction
quality can be improved by increasing the number of channels in FIB, the number of model
parameters also increases sharply, as shown in Table 2. Therefore, from the perspective of
model lightweight, the larger number of channels is not the better one, and it needs to be
considered comprehensively in combination with the number of model parameters. As
can be seen from Tables 1 and 2 and Figure 7, when we set the number of FIBs to six and
the number of channels to 48 after considering comprehensively, the model has the best
comprehensive performance in terms of parameter number and reconstruction effect.

Table 2. The influence of the number of channels in the FIB on the model reconstruction effect.

Scale Number of FIBs Number of Channels Params (K)
Set5

PSNR (dB) SSIM

4× 6
48 571 32.12 0.8941
56 772 32.16 0.8947
64 1004 32.23 0.8950

In order to further explore the operation mechanism of feature extraction from
different-sized convolution kernels and their influence on reconstructed images, we stripped
the feature map extracted from convolution layers of the first MSC at different scales in
the second FIB and performed visual analysis on the separated features. Figure 8b shows
that the small-scale convolution kernel pays more attention to the pixel information of the
shallow layer, focusing on extracting the small-resolution features in the original image. By
analyzing Figure 8c,d, we can find that the larger the size of the convolution kernel, the
more global the extracted information, and the more attention is given to the relevance
of local information. Therefore, using convolution kernels of different scales to extract
and pay attention to spatial information of different levels has theoretical significance and
practical effect in terms of visualized results.

4.3. Quantitative Analysis

We compared the proposed MSFN with commonly used baseline SR models with
×2, ×3, and ×4 scales, including SRCNN [11], FSRCNN [42], VDSR [20], LapSRN [43],
DRRN [14], MemNet [38], LESRCNN [29], SRMDNF [44], SRDenseNet [45], CARN [37],
and IMDN [28], and here we use PSNR and SSIM [46] as quantitative evaluation metrics.
PSNR evaluates the distortion level between the image and the target image based on
the error between the corresponding pixels. PSNR is the most common and widely used
objective evaluation metric of images. In order to compare the reconstruction performance
with the mainstream super-resolution algorithm, PSNR is selected as one of the quantitative
evaluation metrics. However, since PSNR does not take into account the visual characteris-
tics of human eyes, the evaluation results are often inconsistent with people’s subjective
feeling. Therefore, we compare the reconstruction results of each algorithm on SSIM metric.
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SSIM is a full-reference image quality evaluation metric, which measures image similarity
from the three aspects of brightness, contrast, and structure. SSIM is more consistent with
the characteristics of human eye observation images in the objective world.

Figure 8. Feature map visualization: (a) input image; (b) feature map output by the convolution
kernel with a size of 1 × 1; (c) feature map output by the convolution kernel with a size of 3 × 3;
(d) feature map output by the convolution kernel with a size of 5 × 5.

The specific results are shown in Table 3 (the red text font represents the optimal
results, the number of FIBs in the MSFN model and the MSFN-S model is set to six, the
number of channels is set to 48, and the convolution kernel of MSC in the MSFN-S model is
set to 1 × 1, 3 × 3, and 1 × 1, respectively).

It can be seen from Table 3 that when the scaling factor is 2, the PSNR value of the
MSFN model proposed in this paper is increased by 0.25 dB, 0.25 dB, 0.15 dB, 0.32 dB,
and 0.61 dB on the five datasets, respectively, compared with the CARN model of the
same parameter scale; it also can be seen that the MSFN model is superior to the CARN
model in reconstruction effect. When the scaling factor is 3, the number of parameters of
the small-scale MSFN-S model is similar to that of the LESRCNN model, but the image
reconstruction quality is much higher than that of the LESRCNN model. The test result
on the BSD100 dataset is increased by 0.2 dB, which greatly improves the quality of the
reconstructed image, so that the reconstructed image contains rich original information
and texture details. When the scaling factor is 4, we screened out the model whose
reconstruction quality exceeds 32.10 dB on Set5, among which the MSFN-S model has
the smallest number of parameters, and the MSFN-S model obtains better results in the
reconstruction tests of other datasets. With Manga109 as the test dataset, the SSIM value
of the MSFN reconstructed image is the best in the larger model structure with more than
1000 K parameters, and the optimal value is 0.9089, which is improved by 0.0065 compared
with the SRMDNF model of the same scale.
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Table 3. Average PSNR/SSIM value for scale factor ×2, ×3, and ×4 on datasets Set5, Set14, BSD100,
Urban100, and Manga109.

Method Scale Params
Set5 Set14 BSD100 Urban100 Manga109

PSNR/SSIM PSNR/SSIM PSNR/SSIM PSNR/SSIM PSNR/SSIM

Bicubic

2×

- 33.66/0.9299 30.24/0.8688 29.56/0.8431 26.88/0.8403 30.80/0.9339
SRCNN 57 K 36.66/0.9542 32.45/0.9067 31.36/0.8879 29.50/0.8946 35.60/0.9663

FSRCNN 13 K 37.05/0.9560 32.66/0.9090 31.53/0.8920 29.88/0.9020 36.67/0.9710
VDSR 666 K 37.53/0.9590 33.05/0.9130 31.90/0.8960 30.77/0.9140 37.22/0.9750

LapSRN 813 K 37.52/0.9591 33.08/0.9130 31.08/0.8950 30.41/0.9101 37.27/0.9740
DRRN 297 K 37.74/0.9591 33.23/0.9136 32.05/0.8973 31.23/0.9188 37.60/0.9736

MemNet 678 K 37.78/0.9597 33.28/0.9142 32.08/0.8978 31.31/0.9195 37.72/0.9740
LESRCNN 516 K 37.65/0.9586 33.32/0.9148 31.95/0.8964 31.45/0.9206 -/-
SRMDNF 1511 K 37.79/0.9601 33.32/0.9159 32.05/0.8985 31.33/0.9204 38.07/0.9761

CARN 1592 K 37.76/0.9590 33.52/0.9166 32.09/0.8978 31.92/0.9256 38.36/0.9764
IDN 715 K 37.83/0.9600 33.30/0.9148 32.08/0.8985 31.27/0.9196 -/-

IMDN 694 K 38.00/0.9605 33.63/0.9177 32.19/0.8996 32.17/0.9283 38.88/0.9774
MSFN-S 555 K 37.96/0.9603 33.61/0.9181 32.15/0.8988 32.14/0.9272 38.85/0.9772
MSFN 1568 K 38.01/0.9606 33.77/0.9193 32.24/0.9000 32.24/0.9286 38.97/0.9776

Bicubic

3×

- 30.39/0.8682 27.55/0.7742 27.21/0.7385 24.46/0.7349 26.95/0.8556
SRCNN 8 K 32.75/0.9090 29.30/0.8215 28.41/0.7863 26.24/0.7989 30.48/0.9117

FSRCNN 13 K 33.18/0.9140 29.37/0.8240 28.53/0.7910 26.43/0.8080 31.10/0.9210
VDSR 666 K 33.67/0.9210 29.78/0.8320 28.83/0.7990 27.14/0.8290 32.01/0.9340

LapSRN 813 K 33.82/0.9227 29.87/0.8230 28.82/0.7980 27.07/0.8280 32.31/0.9350
DRRN 297 K 34.03/0.9244 29.96/0.8349 28.95/0.8004 27.53/0.8378 32.42/0.9359

MemNet 678 K 34.09/0.9248 30.00/0.8350 28.96/0.8001 27.56/0.8376 32.51/0.9369
LESRCNN 516 K 33.93/0.9231 30.12/0.8380 28.91/0.8005 27.70/0.8415 -/-
SRMDNF 1528 K 34.12/0.9254 30.04/0.8382 28.97/0.8025 27.57/0.8398 33.00/0.9403

CARN 1592 K 34.29/0.9255 30.29/0.8407 29.06/0.8034 28.06/0.8493 33.49/0.9440
IDN 715 K 34.11/0.9253 29.99/0.8354 28.95/0.8013 27.42/0.8359 -/-

IMDN 703 K 34.36/0.9270 30.32/0.8417 29.09/0.8046 28.17/0.8519 33.61/0.9445
MSFN-S 562 K 34.31/0.9265 30.33/0.8421 29.11/0.8053 28.22/0.8531 33.65/0.9451
MSFN 1574 K 34.47/0.9275 30.38/0.8428 29.20/0.8082 28.55/0.8549 33.71/0.9463

Bicubic

4×

- 28.42/0.8104 26.00/0.7027 25.96/0.6675 23.14/0.6577 24.89/0.7866
SRCNN 8 K 30.48/0.8628 27.50/0.7513 26.90/0.7101 24.52/0.7221 27.58/0.8555

FSRCNN 13 K 30.72/0.8660 27.61/0.7550 26.98/0.7150 24.62/0.7280 27.90/0.8610
VDSR 666 K 31.35/0.8830 28.02/0.7680 27.29/0.7260 25.18/0.7540 28.83/0.8870

LapSRN 813 K 31.54/0.8850 28.19/0.7720 27.32/0.7270 25.21/0.7560 29.09/0.8900
DRRN 297 K 31.68/0.8888 28.21/0.7720 27.38/0.7284 25.44/0.7638 29.18/0.8914

MemNet 678 K 31.74/0.8893 28.26/0.7723 27.40/0.7281 25.50/0.7630 29.42/0.8942
LESRCNN 516 K 31.88/0.8903 28.44/0.7772 27.45/0.7313 25.77/0.7732 -/-
SRMDNF 1552 K 31.96/0.8925 28.35/0.7787 27.49/0.7337 25.68/0.7731 30.09/0.9024

SRDenseNet 2015 K 32.02/0.8934 28.50/0.7782 27.53/0.7337 26.05/0.7819 -/-
CARN 1592 K 32.13/0.8937 28.60/0.7806 27.58/0.7349 26.07/0.7837 30.40/0.9082

IDN 715 K 31.82/0.8903 28.25/0.7730 27.41/0.7297 25.41/0.7632 -/-
IMDN 715 K 32.21/0.8948 28.58/0.7811 27.56/0.7353 26.04/0.7838 30.42/0.9074

MSFN-S 571 K 32.12/0.8941 28.61/0.7814 27.56/0.7348 26.02/0.7834 30.45/0.9075
MSFN 1583 K 32.26/0.8946 28.65/0.7815 27.62/0.7364 26.34/0.7906 30.58/0.9089

Red color indicates the best performance.

In order to understand the comprehensive performance of each model, we compare
the amount of computational complexity required in the image reconstruction process, the
inference time, and the PSNR value of the reconstruction result with those of the models
such as LESRCNN [29], CARN [37], IMDN [28], and MSFN-S.

FLOPs stands for floating point operands and can be used to measure the complex-
ity of algorithms and models. Equation (12) describes the theoretical concept of FLOPs
mathematically [47]:

FLOPs = (2× Ci × K2 − 1)× H ×W × Co (12)
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Ci and Co represent the input and output channels, respectively, K represents the size
of the convolution kernel, and H and W represent the size of the output feature map. We
randomly select an image from the Set14 dataset with a resolution of 528 × 656 as the test
image. We input the image into each reconstruction model, and calculate the computational
complexity required by the convolution layer in each model according to Equation (12).
Meanwhile, we record the inference time and reconstruction effect in Table 4. From the
perspective of inference time, MSFN-S inference test image only takes 31 ms, while IMDN
and CARN model need 37 ms and 62 ms to complete inference, respectively. From the
perspective of image reconstruction quality, MSFN-S has the highest image quality, with
which the value of PSNR reaches 26.67 dB. Therefore, the MSFN-S model is more efficient
than the other three models in terms of information timeliness and reconstruction capability.

Table 4. Complexity of five networks for SISR.

Method FLOPs (G) Time (ms) PSNR (dB)

LESRCNN 77 44 26.37
CARN 41 62 26.57
IMDN 21 37 26.62

MSFN-S 18 31 26.67

4.4. Qualitative Visual Analysis

Since quantitative indicators such as PSNR and SSIM do not pay attention to the
continuity of local details and cannot fully reflect the image quality, we make a visual
analysis of the reconstructed images of each model. Here, we use img005 in the Set14
dataset, img019 in the BSD100 dataset, img026 in the Urban100 dataset, and img093 in
the Manga109 dataset for the analysis of visualization, with the results shown in Figure 9,
from which we can see that the models SRCNN, DRRN, MemNet, and LESRCNN have
weak ability to reconstruct edge information and lack relatively clear line information. For
example, in the reconstruction result of the img005 image, the edge lines of the headwear
are blurry, and the contours of small objects cannot be restored well, while the reconstructed
image of the MSFN model has better line information. From the reconstructed image of
img019 by MSFN, it can be seen that MSFN can better restore the details of the bifurcation in
the upper left corner of the original image, while models such as CARN cannot. Compared
with IMDN and other models, the MSFN model has improved its ability to recover key
information of the original image. In the original image of img093, there is a black spot in
the lower left corner of the eye. Only the MSFN model pays attention to the continuity of the
global information and local details of the original image, so that the detailed information
of the black spot is better reconstructed. By comparing the visualization results, it can
be seen that the MSFN model has a certain improvement in image reconstruction effect
compared with the existing models.

In order to verify the correctness more accurately of the subjective judgments of various
reconstruction methods, we designed an image definition questionnaire that requires
respondents to score the definition of the reconstruction results of each model according to
their subjective feelings and select the best restored image given the original image. A total
of 108 valid questionnaires were collected in this survey, and the final results are shown in
Figure 10, where the y-axis label of the line graph in Figure 10 is the score, which indicates
the respondent’s definition score of the reconstructed image. Scores range from 0 to 10, with
higher scores indicating clearer images to respondents. The y-axis of the bar chart is labeled
as frequency, which indicates the number of times interviewees select the reconstructed
image as the best restored image. Figure 10c is a subjective analysis of the reconstruction
results of img093. It can be seen that the sharpness scores of the reconstruction results of
MSFN and MSFN-S are higher than the reconstruction results of the other algorithms. Since
MSFN better restores the eye details of the img093, such as the outline of the eye edge and
black spots, the number of people who think that the MSFN reconstruction result is closest
to the original image is the largest. From Figure 10b,d, it can be found that people think that
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the reconstructed images of MSFN are more realistic and have higher definition. Therefore,
from the perspective of subjective visualization, we can conclude that the reconstruction
effect of the MSFN model is better, and the reconstructed image has more local details.

Figure 9. Comparison of reconstructed HR images of img005, img019, img026, and img093 by
different SR algorithms with the scale factor ×4.
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Figure 10. Subjective analysis of different reconstructed images. (a) Subjective analysis of recon-
struction results of img005; (b) subjective analysis of reconstruction results of img019; (c) subjective
analysis of reconstruction results of img093; (d) subjective analysis of reconstruction results of img026.

5. Conclusions

We propose a lightweight image reconstruction network based on multi-scale local
interaction and global fusion mechanism. The network uses filters of different sizes to pay
attention to the interactive information and correlation degree of different regions of the
same pixel, so that the convolution kernels of the same level have different sizes of receptive
fields, and retain the rich spatial information of the original image under the condition
of fewer parameters. Therefore, our proposed model is superior to other image super-
resolution (SR) models of the same level in both subjective visual effects and quantitative
indicators. Although the effectiveness of the proposed method has been verified in this
paper, we will carry out further study in other applications (such as image denoising and
blur reduction) in the future. Besides this, our proposed method is only applied to the
models with magnification factor of 2, 3, and 4, and the customization of magnification
factor is very important for practical application scenarios. Therefore, the customization of
magnification factor of this model needs to be further studied.

Author Contributions: Conceptualization, Z.M. and J.Z.; methodology, Z.M. and X.L.; investigation,
L.Z.; writing—original draft preparation, J.Z. and L.Z.; writing—review and editing, X.L. and L.Z.;
supervision, Z.M.; funding acquisition, Z.M. All authors have read and agreed to the published
version of the manuscript.

Funding: This research is funded by National Natural Science Foundation of China (No. 11871434).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

389



Mathematics 2022, 10, 1096

References

1. Zhou, W.J.; Lin, X.Y.; Zhou, X.; Lei, J.S.; Yu, L.; Luo, T. Multi-layer fusion network for blind stereoscopic 3D visual quality
prediction. Signal Process.-Image Commun. 2021, 91, 116095. [CrossRef]

2. Lu, B.; Chen, J.; Chellappa, R. UID-GAN: Unsupervised Image Deblurring via Disentangled Representations. IEEE Trans. Biom.
Behav. Identity Sci. 2020, 2, 26–39. [CrossRef]

3. Lei, S.; Shi, Z.W.; Zou, Z.X. Super-Resolution for Remote Sensing Images via Local-Global Combined Network. IEEE Geosci.
Remote Sens. Lett. 2017, 14, 1243–1247. [CrossRef]

4. Shermeyer, J.; Van Etten, A. The effects of super-resolution on object detection performance in satellite imagery. In Proceedings of
the CVPR, Long Beach, CA, USA, 16–20 June 2019.

5. Yoo, S.; Lee, J.; Bae, J.; Jang, H.; Sohn, H.-G. Automatic generation of aerial orthoimages using sentinel-2 satellite imagery with a
context-based deep learning approach. Appl. Sci. 2021, 11, 1089. [CrossRef]

6. Ren, S.; Jain, D.K.; Guo, K.H.; Xu, T.; Chi, T. Towards efficient medical lesion image super-resolution based on deep residual
networks. Signal Process.-Image Commun. 2019, 75, 1–10. [CrossRef]

7. Shafiei, F.; Fekri-Ershad, S. Detection of Lung Cancer Tumor in CT Scan Images Using Novel Combination of Super Pixel and
Active Contour Algorithms. Trait. Du Signal 2020, 37, 1029–1035. [CrossRef]

8. Mahapatra, D.; Bozorgtabar, B.; Garnavi, R.J.C.M.I. Image super-resolution using progressive generative adversarial networks for
medical image analysis. Comput. Med. Imaging Graph. 2019, 71, 30–39. [CrossRef] [PubMed]

9. Wu, M.-J.; Karls, J.; Duenwald-Kuehl, S.; Vanderby, R., Jr.; Sethares, W. Spatial and frequency-based super-resolution of ultrasound
images. Comput. Methods Biomech. Biomed. Eng. Imaging Vis. 2014, 2, 146–156. [CrossRef] [PubMed]

10. Kwon, O. Face recognition Based on Super-resolution Method Using Sparse Representation and Deep Learning. J. Korea Multimed.
Soc. 2018, 21, 173–180. [CrossRef]

11. Dong, C.; Loy, C.C.; He, K.M.; Tang, X.O. Image Super-Resolution Using Deep Convolutional Networks. IEEE Trans. Pattern Anal.
Mach. Intell. 2016, 38, 295–307. [CrossRef]

12. Shi, W.; Caballero, J.; Huszár, F.; Totz, J.; Aitken, A.P.; Bishop, R.; Rueckert, D.; Wang, Z. Real-time single image and video
super-resolution using an efficient sub-pixel convolutional neural network. In Proceedings of the CVPR, Las Vegas, NV, USA,
27–30 June 2016; pp. 1874–1883.

13. Zhang, Y.; Li, K.; Li, K.; Wang, L.; Zhong, B.; Fu, Y. Image super-resolution using very deep residual channel attention networks.
In Proceedings of the ECCV, Munich, Germany, 8–14 September 2018; pp. 286–301.

14. Tai, Y.; Yang, J.; Liu, X. Image super-resolution via deep recursive residual network. In Proceedings of the CVPR, Honolulu, HI,
USA, 21–26 July 2017; pp. 3147–3155.

15. Hui, Z.; Wang, X.; Gao, X. Fast and accurate single image super-resolution via information distillation network. In Proceedings of
the CVPR, Salt Lake City, UT, USA, 18–22 June 2018; pp. 723–731.

16. Liu, J.; Tang, J.; Wu, G. Residual feature distillation network for lightweight image super-resolution. In Proceedings of the ECCV,
Glasgow, UK, 23–28 August 2020; pp. 41–55.

17. Chen, H.; He, X.; Qing, L.; Wu, Y.; Ren, C.; Sheriff, R.E.; Zhu, C. Real-world single image super-resolution: A brief review. Inf.
Fusion 2022, 79, 124–145. [CrossRef]

18. Dun, Y.; Da, Z.; Yang, S.; Xue, Y.; Qian, X. Kernel-attended residual network for single image super-resolution. Knowl.-Based Syst.
2021, 213, 106663. [CrossRef]

19. Tao, Y.; Conway, S.J.; Muller, J.-P.; Putri, A.R.; Thomas, N.; Cremonese, G. Single image super-resolution restoration of TGO
CaSSIS colour images: Demonstration with perseverance rover landing site and Mars science targets. Remote Sens. 2021, 13, 1777.
[CrossRef]

20. Kim, J.; Lee, J.K.; Lee, K.M. Accurate image super-resolution using very deep convolutional networks. In Proceedings of the
CVPR, Las Vegas, NV, USA, 27–30 June 2016; pp. 1646–1654.

21. Haris, M.; Shakhnarovich, G.; Ukita, N. Deep back-projection networks for super-resolution. In Proceedings of the CVPR,
Salt Lake City, UT, USA, 18–22 June 2018; pp. 1664–1673.

22. Yang, X.; Li, X.; Li, Z.; Zhou, D. Image super-resolution based on deep neural network of multiple attention mechanism. J. Vis.
Commun. Image Represent. 2021, 75, 103019. [CrossRef]

23. Lim, B.; Son, S.; Kim, H.; Nah, S.; Mu Lee, K. Enhanced deep residual networks for single image super-resolution. In Proceedings
of the CVPR, Honolulu, HI, USA, 21–26 July 2017; pp. 136–144.

24. Yang, X.; Zhang, Y.; Guo, Y.; Zhou, D. An image super-resolution deep learning network based on multi-level feature extraction
module. Multimed. Tools Appl. 2021, 80, 7063–7075. [CrossRef]

25. Kim, J.; Lee, J.K.; Lee, K.M. Deeply-recursive convolutional network for image super-resolution. In Proceedings of the CVPR,
Las Vegas, NV, USA, 27–30 June 2016; pp. 1637–1645.

26. Li, Z.; Wang, C.; Wang, J.; Ying, S.; Shi, J. Lightweight adaptive weighted network for single image super-resolution. Comput. Vis.
Image Underst. 2021, 211, 103254. [CrossRef]

27. Hu, J.; Shen, L.; Sun, G. Squeeze-and-excitation networks. In Proceedings of the CVPR, Salt Lake City, UT, USA, 18–22 June 2018;
pp. 7132–7141.

28. Hui, Z.; Gao, X.; Yang, Y.; Wang, X. Lightweight image super-resolution with information multi-distillation network. In
Proceedings of the 27th ACM International Conference on Multimedia, Nice, France, 21–25 October 2019; pp. 2024–2032.

390



Mathematics 2022, 10, 1096

29. Tian, C.; Zhuge, R.; Wu, Z.; Xu, Y.; Zuo, W.; Chen, C.; Lin, C.-W. Lightweight image super-resolution with enhanced CNN.
Knowl.-Based Syst. 2020, 205, 106235. [CrossRef]

30. Jiang, X.; Wang, N.; Xin, J.; Xia, X.; Yang, X.; Gao, X. Learning lightweight super-resolution networks with weight pruning. Neural
Netw. 2021, 144, 21–32. [CrossRef] [PubMed]

31. Bouvrie, J. Notes on Convolutional Neural Networks. 2006. Available online: https://web-archive.southampton.ac.uk/cogprints.
org/5869/ (accessed on 1 February 2022).

32. Bevilacqua, M.; Roumy, A.; Guillemot, C.; Alberi-Morel, M.L. Low-complexity single-image super-resolution based on nonnega-
tive neighbor embedding. In Proceedings of the 23rd British Machine Vision Conference Location (BMVC), Guildford, UK, 3–7
September 2012.

33. Zeyde, R.; Elad, M.; Protter, M. On single image scale-up using sparse-representations. In Proceedings of the International
Conference on Curves and Surfaces, Avignon, France, 24–30 June 2010; pp. 711–730.

34. Huang, J.-B.; Singh, A.; Ahuja, N. Single image super-resolution from transformed self-exemplars. In Proceedings of the CVPR,
Boston, MA, USA, 7–12 June 2015; pp. 5197–5206.

35. Martin, D.; Fowlkes, C.; Tal, D.; Malik, J. A database of human segmented natural images and its application to evaluating
segmentation algorithms and measuring ecological statistics. In Proceedings of the ICCV, Vancouver, BC, Canada, 7–14 July 2001;
pp. 416–423.

36. Matsui, Y.; Ito, K.; Aramaki, Y.; Fujimoto, A.; Ogawa, T.; Yamasaki, T.; Aizawa, K. Sketch-based manga retrieval using manga109
dataset. Multimed. Tools Appl. 2017, 76, 21811–21838. [CrossRef]

37. Ahn, N.; Kang, B.; Sohn, K.-A. Fast, accurate, and lightweight super-resolution with cascading residual network. In Proceedings
of the ECCV, Munich, Germany, 8–14 September 2018; pp. 252–268.

38. Tai, Y.; Yang, J.; Liu, X.; Xu, C. Memnet: A persistent memory network for image restoration. In Proceedings of the CVPR,
Honolulu, HI, USA, 21–26 July 2017; pp. 4539–4547.

39. Agustsson, E.; Timofte, R. Ntire 2017 challenge on single image super-resolution: Dataset and study. In Proceedings of the CVPR
Workshops, Honolulu, HI, USA, 21–26 July 2017; pp. 126–135.

40. Namozov, A.; Im Cho, Y. An improvement for medical image analysis using data enhancement techniques in deep learning. In
Proceedings of the 2018 International Conference on Information and Communication Technology Robotics (ICT-ROBOT), Busan,
Korea, 6–8 September 2018; pp. 1–3.

41. Kingma, D.P.; Ba, J. Adam: A method for stochastic optimization. In Proceedings of the 3rd International Conference for Learning
Representations, San Diego, CA, USA, 7–9 May 2015.

42. Dong, C.; Loy, C.C.; Tang, X. Accelerating the super-resolution convolutional neural network. In Proceedings of the ECCV,
Amsterdam, The Netherlands, 11–14 October 2016; pp. 391–407.

43. Lai, W.-S.; Huang, J.-B.; Ahuja, N.; Yang, M.-H. Deep laplacian pyramid networks for fast and accurate super-resolution. In
Proceedings of the CVPR, Honolulu, HI, USA, 21–26 July 2017; pp. 624–632.

44. Zhang, K.; Zuo, W.; Zhang, L. Learning a single convolutional super-resolution network for multiple degradations. In Proceedings
of the CVPR, Salt Lake City, UT, USA, 18–22 June 2018; pp. 3262–3271.

45. Tong, T.; Li, G.; Liu, X.; Gao, Q. Image super-resolution using dense skip connections. In Proceedings of the CVPR, Honolulu, HI,
USA, 21–26 July 2017; pp. 4799–4807.

46. Wang, Z.; Bovik, A.C.; Sheikh, H.R.; Simoncelli, E.P. Image quality assessment: From error visibility to structural similarity. IEEE
Trans. Image Process. 2004, 13, 600–612. [CrossRef] [PubMed]

47. Molchanov, P.; Tyree, S.; Karras, T.; Aila, T.; Kautz, J. Pruning convolutional neural networks for resource efficient inference. arXiv
2016, arXiv:1611.06440.

391





MDPI
St. Alban-Anlage 66

4052 Basel
Switzerland

www.mdpi.com

Mathematics Editorial Office
E-mail: mathematics@mdpi.com

www.mdpi.com/journal/mathematics

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are

solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s).

MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from

any ideas, methods, instructions or products referred to in the content.





Academic Open 

Access Publishing

www.mdpi.com ISBN 978-3-0365-8471-3


