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Preface

Synaptic plasticity is a complex and crucial neuronal mechanism linked to principal memory

and motor functions. During the developmental period into old age, the neural frame is subject to

structural and functional modifications in response to external stimuli. This essential skill of neuronal

cells underpins the ability to learn about mammalian organisms (Glanzman et al., 2010).

Synaptic plasticity phenomena include microscopic changes such as spine pruning and

macroscopic changes such as the cortical remapping response to injury (Citri and Malenka, 2008;

Hofer et al., 2009). The increase in neurological and neuropsychiatric disorders in the current

century—although not occurring among the aging population—has resulted in a greater urgency

to understand the aberrant processes connected to these diseases (Martella et al., 2016; 2018; Bonsi et

al., 2018).
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The human brain has hundreds of billions of neurons and at least 7 million dendrites
have been hypothesized to exist for each neuron, with over 100 trillion neuron–neuron,
neuron–muscle, and neuron–endocrine cell synapses [1,2].

Our body continually receives stimuli from the outer environment, and our brain’s
ability to respond to these stimuli is ensured through synaptic processes, motivating the
foundations of this Special Issue.

This issue aims to underline the role of synaptic plasticity phenomena in our body, and
clarify the mechanism operated by neurons to guarantee these phenomena. The collection
of the issue comprises 14 papers, including 8 reviews and 6 original works, of which is a
protocol for differentiating neurons from human stem cells and 5 are preclinical works.

Of these preclinical manuscripts, one is focalized on the glucocorticoids that may alter
the gene and protein expression in catecholamine neurons. Using organotypic cultures
incubated with the neurosteroid corticosterone, the authors of the paper demonstrated
significant increases in tyrosine hydroxylase and dopamine transporter; conversely, modi-
fications were recorded in phenylethanolamine N-methyltransferase. This demonstrated
that dopamine signals may carry out regulations via internal glucocorticoid secretion [3].

In a mouse model of Parkinson’s disease, Imbriani and coworkers showed that caspase-
3, considered an effector caspase involved in neuronal apoptosis, has a hormesis-based
double role in PINK1-knockout (KO) mice. In other words, when this caspase has a lower
level of activation, it modulates physiological phenomena, as well as corticostriatal LTD,
and only at higher activation levels is it conducive to the apoptotic process. In PINK1-KO
mice, lower caspase-3 activation is capable of rescuing a defective LTD by promoting
dopamine release [4].

Professor Petrosini’s group demonstrates that the pathway of the hippocampus, dorsal
striatum, and amygdala shows a high expression of receptors for cannabinoid type 1 (CB1).
The presence of these receptors in areas deputed to spatial learning depicts the involvement
of cannabinoid in navigational strategies. The authors demonstrated that treatment with the
CB1 antagonist, AM251, impaired spatial learning and modified the pattern of performed
navigational strategies in a mouse model of Gaucher disease. The strength of the synaptic
plasticity on the behavioral output is modulated by CB1 receptors, which leads to spatial
navigational strategies [5].

Dystonia is a movement disorder characterized by the co-contraction of agonist and
antagonistic muscles that cause body twisting and related pain. The pathophysiology of the
disease was partly related to the downward regulation and dysfunction of the dopamine
D2 receptor in the striatum. Using a mouse model of DYT1 dystonia, D’Angelo and
collaborators found that DYT1 mutant mice present a reduced expression of D2 receptors
associated with a marked reduction in the number and size of D2-positive synapses at the
level of striatal area. This rearrangement causes a longer duration and greater sphere of
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influence of dopamine transmission, explaining the electrophysiological characteristics of
this pathology [6].

SNAP-25 is a component of the SNARE complex of proteins that have the function
of coupling the synaptic vesicle and plasma membranes together, in order to favor the
neurotransmitter release in the nervous system. Moreover, SNAP-25 influences synaptic
plasticity in the first stages of life.

In mice of 30 days, transgenic for an unmatured isoform of SNAP-25b, Schaffer
collateral CA1 synapses had a much faster kinetic release with a consequent decrement in
LTP and an enhancement in LTD amplitude. Conversely, mice four-month-old mice showed
that the learning process avoiding LTD upregulation rescued physiological plasticity. These
data explain the correlation between long-term synaptic plasticity and cognitive learning
ability [7].

Starting from two neural stem cell lines from healthy patients, Capetian et al. have
identified a cultural technique that integrates and contrasts the best neuronal elements in
their protocol paper. Differentiated neuronal stem cells were incorporated into a highly
concentrated Matrigel (neurosphere) droplet. After inclusion, neurospheres were treated
with a combination of glutaraldehyde and paraformaldehyde using various membrane
combinations to optimize imaging via transmission electron microscopy. This new method
represents the best way to analyze synaptic structures [8].

The reviews in this Special Issue aim to highlight the synaptic capacities of our brain
in relation to their molecular mechanisms, emphasizing structural and functional changes
due to plasticity.

Inhibitory networks involved in synaptic plasticity were shown to be regulated by a
vast number of pathways in their synaptic connections. Because inhibitory plasticity was
characterized later than excitatory synaptic plasticity, this literature revision proposed by
Mapelli represents a new and interesting point of view to understand synaptic mechanisms.
The authors proposed an overview of inhibitory plasticity in different brain areas [9].

Through an in-depth study of synapses, it was found that the neurocentric model,
encompassing the neuronal pre- and post-synaptic terminals and the synaptic cleft, is not
able to explain all the fine-tuned plastic modifications visualized in pathological and physi-
ological events. For this reason, the tripartite synapse model including oligodendrocytes,
astrocytes, and microglia was proposed. Moreover, physiological synaptic plasticity and
maladaptive plasticity commonly showed a deep connection with other molecular elements
of the extracellular matrix.

Alongside that, a new model of the tetrapartite synapse, including the neurovascular
unit and the immune system, was recently proposed. The latter appears more congruent
with the different mechanisms of physiologic adaptive and maladaptive plasticity. How-
ever, a better interpretation may be granted by the construction of predictive molecular
models [10].

N-methyl-d-aspartate glutamate receptors (NMDARs) are tetramers composed of
different homologous subunits of GluN1-, GluN2-, or GluN3-type, able to generate a high
variety of receptor subtypes with various pharmacological and signaling properties. Their
subunit composition is regulated during the development of activity-dependent synaptic
plasticity. Through their literature revision, Franchini and coworkers showed the role of
these subunits in both physiology and pathological synaptic plasticity [11].

Recently, 5-HT7R serotonin receptors have been shown to be involved in reshaping
neuronal cytoarchitecture in many neurodevelopmental disorders. Over the past few years,
the synaptic plasticity of this receptor has been demonstrated in the ILD and LTP forms.
Furthermore, 5-HT7R contributes to inflammatory bowel disease. Perrone-Capano’s group
offers a review in which the new aspects highlighted in the digestive tract and immune
system have been clarified [12].

Neuregulins (NRGs), a family of proteins acting on tyrosine kinase receptors of the
ErbB family play an essential role in the development of the nervous system. They also
contribute to the functioning of the adult brain through synaptic plasticity. Ledonne and
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Mercuri presented a literature review that emphasizes the role of GRN signaling in modu-
lating synaptic plasticity. Furthermore, they suggest that NRG-dependent dysregulation of
synaptic plasticity could be implicated in numerous pathophysiological diseases [13].

Anti-homeostatic synaptic plasticity, first LTP, represents one of the main physiological
mechanisms used by our brain in response to brain damage. Both anti-homeostatic and
homeostatic synaptic mechanisms contribute to shaping brain networks. In multiple
sclerosis, inflammatory mediators induce altered synaptic functioning that corresponds
to the addition of demyelination and gray matter atrophy. In the revision proposed by
Stampanoni Bassi and colleagues, an altered LTP expression was shown to contribute to
disrupting the brain network [14].

Different forms of synaptic plasticity have been established: anti-homeostatic (i.e.,
Hebbian) and homeostatic plasticity (i.e., synaptic scaling). The balance between these
forms is necessary to correspond to the architecture of the brain system.

In the review made by Stampanoni Bassi and co-workers, the key features of the
brain network architecture were introduced, which resulted from fine-tuning between two
different forms of synaptic plasticity [15].

Inflammatory/immunity mediators are closely related to diseases of the central ner-
vous system. Moreover, these mediators are involved in synaptic plasticity pathways and
synaptic plasticity is hardly affected by the immune system. Additionally, the immune
system is linked to synaptic processes.

The two main custom clearance systems are autophagy and ubiquitin–protease (UPS).
In their review, Fornai et al. discuss the role of autophagy and UPS in connecting immunity
with synaptic plasticity in health and disease [16].

At present, the increase in neurological and neuropsychiatric diseases urges under-
standing the function of the brain network and the fine mechanism underlying brain
dysfunction, which this Special Issue aims to satisfy.

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: Synaptic plasticity is the cellular and molecular counterpart of learning and memory and,
since its first discovery, the analysis of the mechanisms underlying long-term changes of synaptic
strength has been almost exclusively focused on excitatory connections. Conversely, inhibition was
considered as a fixed controller of circuit excitability. Only recently, inhibitory networks were shown
to be finely regulated by a wide number of mechanisms residing in their synaptic connections. Here,
we review recent findings on the forms of inhibitory plasticity (IP) that have been discovered and
characterized in different brain areas. In particular, we focus our attention on the molecular pathways
involved in the induction and expression mechanisms leading to changes in synaptic efficacy, and we
discuss, from the computational perspective, how IP can contribute to the emergence of functional
properties of brain circuits.

Keywords: synaptic plasticity; inhibition; computational neuroscience; GABA; LTP; LTD

1. Introduction

The emergence of brain functions, from motion control to cognition and abstract thinking, is
tightly bound to the ability of brain circuits to adjust synaptic connections [1]. For a long time,
this capability was hypothesized to rely exclusively on the adaptability of excitatory synapses,
assuming the substantial invariance of inhibitory connections. Only recently, a wide number of
molecular and cellular mechanisms residing at inhibitory synapses and responsible for the emergence
of complex brain states are beginning to be unraveled [2]. It is, in fact, evident that inhibitory synapses
throughout the brain exhibit activity-dependent changes of their connectivity weights both in the
form of long-term potentiation (LTP) and long-term depression (LTD). Nevertheless, the investigation
of activity-dependent changes of inhibitory synapses has been traditionally prevented, or strongly
limited by the wide number of GABAergic cell types and the consequent difficulty of isolating specific
neuronal pathways [3]. The extraordinary variety of inhibitory interneurons and related connections
expands the number of plasticity subtypes, which can be expressed. Importantly, the impact of IP on
neuronal circuits, by acting on the overall neuronal excitability and on the possibility to further induce
persistent forms of plasticity, can have important consequences on the brain functionality [4]. There is
indeed increasing attention on the various forms of IP since circuit refinement induced by changes
of the Excitatory/Inhibitory (E/I) balance can strongly influence learning and memory. In particular,
the advent of sophisticated techniques either in the form of molecular, genetic, or electrophysiological
and imaging approaches has started to allow precise dissection of microcircuits and of single synaptic
types [5]. Moreover, long-term changes in inhibitory activity can induce pathological alterations of

5



Int. J. Mol. Sci. 2020, 21, 1805

brain functions, while several neuropsychiatric disorders have been shown to be related to permanent
GABAergic dysregulations [6,7].

In this article, we discuss how the various forms of IP shape brain circuits architectures and
functions with particular attention on neuronal computation. We begin with a panoramic view on
the variety of GABAergic cell types and circuits to continue with an analysis of the induction and
expression mechanisms of inhibitory LTP and LTD. We then proceed with discussing the functional
consequences of the aforementioned mechanisms, including computational models proposed to predict
the effects of IP. Finally, we analyze the potential involvement of inhibitory plasticity in the emergence
of pathological disorders to end with a few suggestions regarding the implementation of synaptic
learning rules into artificial circuits.

2. Variety of Inhibitory Circuits in the Central Nervous System

Although it is widely accepted that inhibitory neurons are actively engaged in network computation
by providing global stability to network dynamics, by controlling the degree of circuit synchronization
and by controlling the timing of neuronal firing [8], it is still under debate the way fine-tuning
of inhibitory connections participate into regulatory mechanisms of circuit dynamics. Certainly,
information processing is strictly dependent on how excitation and inhibition are in balance with each
other, engaging directional and recurrent wired networks, implementing computational functions
like the expansion of the dynamic range of neuronal responses [8], the input separation through
winner-take-all schemes [9], or spatial pattern separation through combinatorial operators [10].
Nevertheless, even the lack of a precise definition of the concept of balance strongly limits the
possibility to fully understand the interplay between excitatory and inhibitory signaling. For instance,
the temporal and spatial scales over which neuronal activity is tuned by the interplay between
glutamatergic and GABAergic synapses affect the timing of spike generation [11–13] rather than the
average firing rate [14] or the synchronization of local [15] and global networks [16].

One of the major obstacles in identifying the way inhibitory plasticity tunes the activity of brain
circuits comes from the diversity of inhibitory interneurons in the CNS, which still leaves these cells
the capacity to provide inhibition to a large variety of excitatory input classes [3]. Among neuronal
categories, almost 20% is GABAergic [17] and show a wide variety of functional and molecular
subtypes with variable locations and, interestingly, capacities for plasticity [2,18–20]. In some cases,
even the classification of interneurons as exclusively inhibitory is technically difficult because, in early
development, GABA can act as depolarizer [21], and into adulthood, some axo-axonic contacts may
continue with this behavior [22].

Several attempts have been indeed made to classify cortical interneurons, for instance, the so-called
“Petilla terminology” [23], by collecting features describing interneurons, classifies GABAergic cells
following (i) morphological and (ii) molecular properties. A major effort has been made indeed
to generate clusters of inhibitory neurons based on their gene expression. Although an attempt in
classifying interneurons has been made by considering single properties independently, the amount of
subtypes emerging from considering all the possible combinations increases dramatically. More in
detail, recent works have identified at least 10 distinct classes of inhibitory neurons in the hippocampal
circuits [24] with more than 30 subclasses. Although most of them show overlapping functional
and computational properties, the analysis of the contribution of inhibitory neurons and plasticity in
circuit computation has to deal with this heterogeneity. When focusing the attention only on cortical
networks, the variety of GABAergic neurons has been investigated under the molecular, morphological,
and functional points of view, as well as on the ability to undergo synaptic plasticity [3]. Furthermore,
a critical issue regards the computational capacity of interneurons deriving from the organization
of synaptic connectivity. For instance, chandelier cells, interneuron with the anatomical property of
embracing the hillock of target neurons, can implement a simple modulation of the action potential
generation in principal neurons (PNs) by exploiting synaptic contacts on the initial tract of axonal
segments [25]. Conversely, basket cells provide inhibition to cell bodies and proximal dendrites of PNs.
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The strategic location of efferents and the confined segregation of synapses allow controlling spike
timing, oscillations, and integrative functions such as orientation selectivity or refinement of sensory
maps [26] by exploiting peri-somatic innervation. Back to the molecular distinction, the neuronal
subtypes identified in GABAergic interneuron classes can be, however, resumed into four main
groups resulting from the non-overlapping neuronal clustering correlated to the expression of different
markers: a) ParValbumin (PV), b) cholecystokinin (CCK) c) the co-transmitter SOMatostatin (SOM) and
d) serotonin receptor 5-HT3A (5-HT). The main electrophysiological feature of PV cells is a fast-spiking
firing enabling a powerful control of timing and rate of spike output from postsynaptic neurons [27].
Furthermore, PVs interneurons are the main actors in driving oscillations in cortical circuits [28,29].
The CCK interneurons, particular inhibitory subtypes with characteristics similar to PVs cells in terms of
the anatomical organization of efferents, show regular firing providing fine control of the postsynaptic
activity of PNs of both neocortical and hippocampal regions [30]. Even though CCK and PV neurons
show differences, they share similar peri-somatic inhibitory properties, hence allowing the clustering
in the same functional group. This aspect is particularly important in terms of the computational
effects of IP because the morphological differences between neurons belonging to the same molecular
class are responsible for the heterogeneity in the firing patterns. The peculiar electrophysiological
characteristics such as membrane time constant, membrane capacity, and resistance, as well as leakage
or conductance are critically involved in synaptic integration. Differently from PVs and CCKs, SOM
neurons preferentially contact dendrites either on spines or shafts [31]. The main characteristic of SOM
inhibitory interneurons are their action against the spatio-temporal diffusion of signals in dendrites [32].
By exerting their activity at dendritic level, SOM neurons regulate i) dendritic calcium fluxes, which
are in turn involved into the induction mechanisms of LTP and LTD [33], ii) the insurgence of dendritic
spikes driving neurons to somatic bursting activity and iii) other forms of stereotyped network
activity [34]. The last class of inhibitory neurons (5-HT3A) can be subdivided into neuroglia form,
inhibiting dendrites of excitatory neurons and thus massively suppressing circuit activity [35] and cells
expressing vasoactive intestinal peptide (VIP) which exert their actions mainly versus other inhibitory
circuits with paradoxical excitatory consequences on the overall network activity [36]. It appears
evident that, despite the wide spectrum of molecular and morphological subtypes, inhibition is mainly
exploited by the anatomical organization of afferent contacts, which can be alternatively perisomatic or
dendritic. This distinction, in turn, leads to the determination of functional properties that can result in
the emerge of the mechanisms leading to long-term plasticity induction and expression.

When considering the functional differences between GABAergic classes, it is evident that the
shown diversity can be one of the main causes of the inhibitory capability to stabilize and finely regulate
circuits activity [37]. Furthermore, since inhibitory neurons create a wide network of electrically and
synaptically coupled cells with an exceptional variety of physiological and anatomical properties, it is
widely accepted that inhibition cannot be merely considered as a regulator of circuit excitability [38,39].
Additionally, the reciprocal and recurrent broad connections between inhibitory and excitatory neurons
are ideal to condition large circuits areas [40]. Several GABAergic neurons, in fact, widely connect
excitatory cells while locally contact inhibitory neurons exploiting an interplay between excitation and
inhibition in broad neural circuits [41], which is essential to maintain the circuit balance that favors
neural computation [42].

3. Induction and Expression Mechanisms

Given the diversity of inhibitory classes, it can be envisaged that inhibitory plasticity presents
heterogeneous molecular and functional characteristics accordingly. Interestingly, as observed for
excitatory synapses, IP was shown to occur as changes in the presynaptic release, in postsynaptic
GABAA receptors (GABAARs) activity or in mixed forms [43]. Modifies at the presynaptic side
require retrograde signaling that can persistently modulate GABA release [44], whereas purely
postsynaptic mechanisms involve alterations of GABA receptors machinery [45]. The modulation
of neurotransmitter vesicles release from presynaptic boutons is mainly triggered by heterosynaptic
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mechanisms, thus requiring non-GABAergic stimuli [44,46] from nearby synapses, and actually, the
activation of inhibitory fibers is indeed not required. In order for this to happen, signals must be
communicated to the presynaptic terminals following the postsynaptic induction, which can involve a
wide series of mechanisms. The easiest and the most used strategy is via diffusible molecules acting
as retrograde messengers [47]. Alternatively, the glutamate released during the induction process
can be directly spread toward GABAergic terminals to induce changes in vesicles release through the
activation of presynaptic receptors [48]. In the majority of the reported cases, heterosynaptic inhibitory
plasticity was induced by high-frequency or theta-burst stimulation of excitatory axonal terminals [49].
The first forms of potentiation presynaptically expressed through the glutamatergic action of excitatory
fibers were reported in the primary visual cortex and in the cerebellum. The high-frequency stimulation
of layer 4 induced LTP of GABAergic inhibitory postsynaptic potentials (IPSPs) in layer 5 pyramidal
neurons [50], through a not well-identified mechanism involving N-methyl-D-aspartate (NMDA)
receptors in both the pre- and postsynaptic components. Interestingly, this form of IP remains one of
the most investigated forms of plasticity given its importance in the determination of the E/I balance in
the developing visual cortex [51]. Similarly, the stimulation of cerebellar glutamatergic climbing fibers,
bringing the teaching error for motor learning to occur, induces a calcium-dependent long-lasting
potentiation of inhibitory postsynaptic currents (IPSCs) in Purkinje cells mediated by molecular layer
interneuron [52]. In the subsequent years, heterosynaptic LTP at the inhibitory connections has been
discovered in several other brain areas, including the Ventral Tegmental Area [44], lamina I of the spinal
cord [53], neonatal hippocampus [54] and basolateral amygdala [55]. Interestingly, heterosynaptic
inhibitory potentiation shows strong similarities with the classical form of LTP discovered in the
hippocampus in the early 70s: synapse specificity, associativity, calcium signaling, and dependence on
NMDA receptors activation [56]. As in the case of presynaptic excitatory LTP [57], the potentiation
of inhibitory synapses reported so far requires signals to be conveyed to presynaptic terminals
following postsynaptic induction (Figure 1). The retrograde messengers, a class of molecules produced
in the postsynaptic cell in an activity-dependent manner and traveling backward, are essential to
modulate neurotransmitter release, therefore, allowing the expression of LTP. Various pathways
involving retrograde messengers and participating in the triggering of inhibitory plasticity have been
identified; however, two main molecules modulating heterosynaptic LTP are more recurrently found
in different brain regions: i) the diffusible nitric oxide (NO) [44,46] and the brain-derived neurotrophic
factor (BDNF) [58,59]. The NO originates in the postsynaptic compartment following calcium entry
(Figure 1B). The activation of the Nitric Oxide Synthase (NOS) following postsynaptic calcium rise
catalyzes NO, which can freely diffuse in the extracellular matrix by virtue of its gaseous nature.
The NO then triggers cGMP, and eventually, other molecular targets in the presynaptic boutons [60].
The BDNF is involved in the regulation of neurogenesis, activity-dependent synaptic plasticity, and in
other non-neuronal mechanisms [61]. It binds to its high affinity tyrosine kinase B (TrkB) receptor to
activate transduction cascades crucial for early gene expression [62]. The BDNF signal cascade can be
triggered by several mechanisms (Figure 1C), including calcium influx through voltage-dependent
channels [63] and GABAB receptors activation [64]. In an alternative way to the retrograde diffusion
of postsynaptically synthesized molecules, IP could be triggered, as in cerebellar stellate cells, by the
direct activation of NMDA receptors (Figure 1D) on presynaptic GABAergic terminals in response
to the glutamate released from parallel fibers [65]. Similarly, in the frontal cortex of developing rats,
the calcium influx through NMDA-Rs opening caused by glutamate diffusion from nearby synapses
is sufficient to trigger the increase of GABA release [48]. It should also be noted that a particular
mechanism observed for inhibitory LTP has been characterized in the dorsomedial hypothalamus.
The activation of CKK receptors by the exposure to neuromodulators combined with the concomitant
activation of metabotropic glutamate receptors (mGluRs) induces the release of Adenosine triphosphate
(ATP) by surrounding astrocytes acting on presynaptic receptors and in turn triggering a prolonged
increase in GABA release [66].
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expressing both ionotropic (mglu) and metabotropic receptors (GABA-B). B The repetitive release of 
glutamate triggers calcium entry through NMDA receptors in the postsynaptic terminals. The 
activation of Nitric Oxide (NO) synthase (NOS) induces the retrograde diffusion of NO which, in turn, 
activates cyclic-GMP potentiating vesicles release. C. Similarly to B, the repetitive glutamate release 
causes postsynaptic intracellular calcium rise in response to i) Voltage-dependent Calcium Channels 
(VDCaCh) opening, ii) NMDA receptors opening, or iii) mGlu receptors activation causing release 
from intracellular stores. Calcium increase triggers the retrograde diffusion of the Brain-Derived 
Neurotrophic Factor (BDNF) potentiating GABA release via Tyrosine Kinase-1 (TRK) receptors 
activation. D. The diffusion of glutamate in the extrasynaptic space can directly activate presynaptic 
NMDA-Rs favoring the potentiation of GABA release. 

As in the case of i-LTP, the identified forms of i-LTD presynaptically expressed depend either 
on the direct NMDA-Rs activation in the GABAergic terminals [67] (Figure. 2) or through the 
retrograde diffusion of endocannabinoid (eCB) [49] (Figure 2D). These molecules, in response to 
afferent fibers stimulation, move from the post- to the presynaptic terminal triggering LTD induction. 
The eCB-dependent i-LTD, which is widely expressed throughout the brain [68–71], often requires 
the spread of glutamate from nearby excitatory synapses to activate metabotropic receptors (mGluR) 
as a trigger (Figure 2D). Interestingly, this form of plasticity does not necessarily involve calcium 
influx in the postsynaptic terminals, as demonstrated for the mGluR-dependent inhibitory LTD (i-
LTD) in the amygdala [72]. Conversely, hippocampal i-LTD mediated by eCB is triggered by 
interneuron activity likely bringing calcium increase through voltage-dependent calcium channels, 
which in turn induces the simultaneous enhancement of calcineurin activity and the consequent 
reduction of the adenylyl cyclase-protein kinase A (PKA) transduction cascade leading to a long-term 
decrease of GABA release [73]. Additionally, other factors may actually contribute to modulate the 
retrograde diffusion of eCB. For instance, the dopamine receptors type 2 (D2R) were shown to 
suppress GABA release in the prefrontal cortex [74] and in the Ventral Tegmental Area [75] through 
a coactivation of the D2R and Cannabinoid Receptors by an increase of endogenous dopamine levels. 
As in the case of inhibitory presynaptic LTP, also the depression of GABA release can be induced by 
the direct activation of presynaptic NMDA-Rs by glutamate released from excitatory synapses in the 
next proximity [46,76]. Interestingly, our recent results show that the cerebellar inhibitory synapse 

Figure 1. Schematic diagram collecting mechanisms underlying presynaptic LTP. A. Excitatory and
inhibitory fibers contact, by releasing glutamate (glu) and GABA (GABA), a postsynaptic neuron
expressing both ionotropic (mglu) and metabotropic receptors (GABA-B). B The repetitive release of
glutamate triggers calcium entry through NMDA receptors in the postsynaptic terminals. The activation
of Nitric Oxide (NO) synthase (NOS) induces the retrograde diffusion of NO which, in turn, activates
cyclic-GMP potentiating vesicles release. C. Similarly to B, the repetitive glutamate release causes
postsynaptic intracellular calcium rise in response to i) Voltage-dependent Calcium Channels (VDCaCh)
opening, ii) NMDA receptors opening, or iii) mGlu receptors activation causing release from intracellular
stores. Calcium increase triggers the retrograde diffusion of the Brain-Derived Neurotrophic Factor
(BDNF) potentiating GABA release via Tyrosine Kinase-1 (TRK) receptors activation. D. The diffusion
of glutamate in the extrasynaptic space can directly activate presynaptic NMDA-Rs favoring the
potentiation of GABA release.

As in the case of i-LTP, the identified forms of i-LTD presynaptically expressed depend either
on the direct NMDA-Rs activation in the GABAergic terminals [67] (Figure. 2) or through the
retrograde diffusion of endocannabinoid (eCB) [49] (Figure 2D). These molecules, in response to
afferent fibers stimulation, move from the post- to the presynaptic terminal triggering LTD induction.
The eCB-dependent i-LTD, which is widely expressed throughout the brain [68–71], often requires the
spread of glutamate from nearby excitatory synapses to activate metabotropic receptors (mGluR) as a
trigger (Figure 2D). Interestingly, this form of plasticity does not necessarily involve calcium influx
in the postsynaptic terminals, as demonstrated for the mGluR-dependent inhibitory LTD (i-LTD) in
the amygdala [72]. Conversely, hippocampal i-LTD mediated by eCB is triggered by interneuron
activity likely bringing calcium increase through voltage-dependent calcium channels, which in turn
induces the simultaneous enhancement of calcineurin activity and the consequent reduction of the
adenylyl cyclase-protein kinase A (PKA) transduction cascade leading to a long-term decrease of
GABA release [73]. Additionally, other factors may actually contribute to modulate the retrograde
diffusion of eCB. For instance, the dopamine receptors type 2 (D2R) were shown to suppress GABA
release in the prefrontal cortex [74] and in the Ventral Tegmental Area [75] through a coactivation of
the D2R and Cannabinoid Receptors by an increase of endogenous dopamine levels. As in the case of
inhibitory presynaptic LTP, also the depression of GABA release can be induced by the direct activation
of presynaptic NMDA-Rs by glutamate released from excitatory synapses in the next proximity [46,76].
Interestingly, our recent results show that the cerebellar inhibitory synapse between Golgi and Granule
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cells simultaneously exploits these mechanisms. The theta-burst protocol delivered to the excitatory
mossy fibers can bidirectionally modulate GABA release through glutamate diffusion inducing LTP
through the retrograde diffusion of nitric oxide toward GABAergic synapses or, alternative, LTD can
be triggered by presynaptic activation of NMDA receptors [46].
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Figure 2. Schematic diagram collecting mechanisms underlying presynaptic LTD. A. Excitatory and
inhibitory fibers contact, by releasing glutamate (glu) and GABA (GABA), a postsynaptic neuron
expressing both ionotropic (mglu) and metabotropic receptors (GABA-B). B The diffusion of glutamate
in the extrasynaptic space can directly activate presynaptic NMDA-Rs inducing the depression of GABA
release. C. The coactivation of glutamatergic and GABAergic ionotropic receptors by simultaneous
stimulation of excitatory and inhibitory fibers can lead to the depression of GABA release via a not
well-identified mechanism. D. The activation of metabotropic glutamate receptors following repetitive
excitatory stimulation triggers intracellular signal cascade, typically involving Phospholipase-C
(PLC), diacylglycerol (DAG), Diacylglycerol lipase (DGL) and the 2-Arachidonoylglycerol (2-AG)
endocannabinoid (eCB). This class of molecules can freely diffuse in the extracellular space acting as a
retrograde messenger to activate specific cannabinoid receptors (CB) onto the GABAergic terminal that
trigger the depression of vesicles release via different pathways.

Inhibitory plasticity can also be induced through mechanisms requiring the direct activity of
GABAergic afferents. One of these homosynaptic mechanisms has been described in the primary visual
cortex, where the firing of a presynaptic neuron paired with the activation of a postsynaptic pyramidal
neuron can induce inhibitory plasticity [77,78]. The mechanisms subtending homosynaptic plasticity
can depend on calcium changes, as in the case of star GABAergic connections between fast-spiking
and star pyramidal neurons in the visual cortex during visual deprivation [77]. Nevertheless, other
areas such as neocortex show inhibitory plasticity strongly correlated to calcium influx elicited by
paired action potential during induction protocols [78] (Figure 2C). Additionally, it has been shown
that a shift in the chloride transporter altering the driving force for GABAergic currents can occur in
hippocampal neurons in response to coincidence activation of pre and postsynaptic activity [79].

Changes in inhibitory strength can also be associated with purely postsynaptic expression
through a large variety of mechanisms (Figure. 3) [80], as it happens for excitatory synapses [81].
GABAergic weights can be adjusted postsynaptically by bidirectional changes in channels functionality.
The ionotropic GABAA receptors, in response to specific patterns of induction requiring calcium influx
following postsynaptic firing activity, can be phosphorylated by different kinases (e.g., PKC, CaMKII,
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Src, and PKA) [82] (Figure 3B). The high-frequency firing in neocortical pyramidal neurons drives LTP
of perisomatic inhibition via calcium entry through R-type voltage-gated calcium channels [83], which
can be reverted to depression requiring calcium via L-type channels during hyperpolarization [84].
A similar form of postsynaptic plasticity was reported to occur in cerebellar Purkinje cells, where the
potentiation of GABA release is triggered by repetitive postsynaptic discharge [52]. Interestingly, the
increase of perisomatic inhibition by cerebellar basket cells through an increase of receptors trafficking
is reported to be also triggered by the sole excitatory activation of climbing fibers [52]. Another form of
postsynaptic plasticity was shown to occur in the hippocampal circuits and is expressed as an increase
in the expression level of the scaffold protein for GABAA receptors gephyrin [85]. The availability of this
molecule at GABAergic synapses is regulated by its state of phosphorylation [86] and is responsible for
the induction of postsynaptic LTP that alters GABAA-Rs dynamics. Moreover, the continuous cycling
of GABAA-Rs insertion and removal, together with movements of lateral diffusion at synaptic surface
regulates synaptic functionality [87]. In addition, the number of GABAA-Rs may change in response
to receptor trafficking regulation. Inhibitory responses can be, therefore, bidirectionally modulated
by alternatively acting on the exocytosis and endocytosis cycling [88]. Finally, also in the case of
postsynaptic mechanisms, postsynaptic changes of intracellular concentrations of membrane-permeable
ions can contribute to GABergic signaling [89].
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Figure 3. Schematic diagram collecting the mechanisms underlying postsynaptic plasticity. A. Excitatory
and inhibitory fibers contact, by releasing glutamate (glu) and GABA (GABA), a postsynaptic
neuron expressing both ionotropic (mglu) and metabotropic receptors (GABA-B). B. The activation of
glutamatergic synapses can lead to an increase of postsynaptic intracellular calcium concentration either
through NMDA-Rs or VDCaChs opening. Calcium increase can directly act on proteins phosphorylation
(phosp) or can mediate CamKII activation leading to phosphorylation as well. Postsynaptic GABA-A
receptors can thus increase their efficacy, can switch from silent to active state, or can move in
the postsynaptic membrane. C. The simultaneous activation of metabotropic glutamatergic and
metabotropic GABAergic receptors can lead to the phosphorylation required for the potentiation of
ionotropic receptors activity. D. Conversely, the reduction of GABA-A-Rs receptors activity, either in
the form of receptors silencing or in the sliding away from the postsynaptic density, can be induced
by NMDA receptors opening following glutamate released. The protein phosphatase calcineurin or
alternatively, the increase of intracellular calcium concentration in the postsynaptic neurons through
NMDA or VDCaChs are the mediators of postsynaptic i-LTD.
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The activity of extrasynaptic receptors mediates an alternative form of synaptic inhibition.
The impact of this form of tonic inhibition is critically related to its impact on membrane conductance
and membrane potential with time constants considerably lower than the one of receptors located
in the terminals [90]. The tonic inhibition has been shown to undergo several forms of plasticity
too; however, in most cases, glutamatergic signaling is essential to trigger persistent changes. In the
hippocampus, kainate receptors activation triggers LTP of tonic inhibition [91], whereas persistent
potentiation can be induced by block or genetic deletion of NMDA receptors [92] whilst depression is
triggered by the activation of NMDA receptors [93]. Furthermore, tonic inhibition can be regulated
by the direct activation of CB1 receptors [94] by retrograde diffusion of NO [95] or, alternatively by
the direct activation of muscarinic acetylcholine receptors [96]. The fast synaptic inhibition related
to the activity of GABAA-Rs has been well characterized and described. Conversely, the functional
alternative to the action of ionotropic GABAA-Rs is the slow inhibition mediated by the metabotropic
GABAB receptors. Although the biochemical signaling engaged by GABAB-Rs is characterized in
detail as well as their role in shaping neuronal activity, it is not much understood whether they can
undergo plastic changes. Nevertheless, reports of persistent changes in GABAB-Rs activity have been
shown to occur in the hippocampus [97] and in lateral habenula [98], albeit the cellular and molecular
mechanisms underlying this form of long-term plasticity need further investigation. It should also be
noted that, as in the case of glutamatergic synapses, where the activity of G protein-activated inwardly
rectifying K+ (GIRK) channels has been shown to induce LTP in cultured hippocampal neurons [99],
in a recent work, Sanchez-Rodriguez and colleagues showed that GIRK channels are implicated in the
expression of inhibitory LTP in the hippocampal circuit in vivo and, importantly, these mechanisms
are impaired by the presence of amyloid-β (Aβ), raising attention on the implication of inhibitory
plasticity in neurodegenerative diseases [100].

4. Learning Rules and Computational Consequences of Inhibitory Plasticity

Unlike excitatory synapses, learning rules for inhibitory plasticity have not yet been extensively
investigated [101]. However, among the variety of rules, the spike-timing-dependent plasticity
(STDP) correlating the reciprocal timing of pre and postsynaptic firing [102] has been encoded for
some GABAergic synapses [4,103]. The first reported evidence dates back to 2001 when Holmgren
and Zilberter showed that in the neocortex, when action potentials in the presynaptic inhibiting
interneuron are timely proximal to postsynaptic pyramidal cell firing, GABAergic synapses undergo
LTD [78]. Conversely, if presynaptic spikes and postsynaptic firing are distant enough, synaptic
weights are potentiated in a calcium-dependent way. After a few works demonstrating in hippocampal
circuits the presence of a few variants of inhibitory STDP [104–106], in 2006, Haas and colleagues
showed that in stellate cells of rat entorhinal cortex presynaptic incoming before postsynaptic spikes
trigger strengthening of inhibitory synapses while the reserve leads to depression [107]. Surprisingly,
the maximal efficacy changes did not perfectly match the pre-post coincidence, instantiating a time-shift
with important consequences in the circuit computational rules. The authors, in fact, by using a
mathematical model, showed that STDP exploits the clustering of neurons within the circuit providing
flexible and dynamic organization of neuronal circuitry in a region where the uncontrolled spread
of excitation often leads to epileptic foci. Similarly, in pyramidal neurons of the mouse auditory
cortex, STDP is exploited by inhibitory conductance. The maximal effect was observed when pre
and postsynaptic spikes were temporally proximal, with a relatively large time window (≈ 10 ms),
and independently from their reciprocal order [108]. Given the tendency to show potentiation with
paired activity and the requirements of NMDA-Rs activation for the induction processes, this form of
plasticity seems to be finalized to silencing network activity in response to diffuse circuit activation [108].
Furthermore, the auditory cortex also shows STDP in the PNs mediated by GABAB-Rs with LTD
induced by presynaptic before postsynaptic spikes. The fact that the sign of plasticity can be reversed
during development makes this form of plasticity a suitable candidate for disinhibition during the
auditory critical period [109]. Differently, electrophysiological recordings in the somatosensory cortex
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revealed that the coupling between prolonged postsynaptic bursts with single presynaptic spikes
in temporal proximity leads to GABAergic depression, whereas potentiation was observed when
presynaptic spikes were presented well beyond the end of the burst [73]. This mechanism has been
suggested to participate in the sharpening of significant sensory patterns. In hippocampal neurons,
the sole presynaptic spikes lead to depression of synaptic conductance while the coupling of pre and
postsynaptic activity generated changes in local chloride reversal potential with the same sign [79].
At the circuit level, this effect appears to weaken the inhibitory strength leading the system toward a
critical large excitatory/inhibitory balance with substantial reverberations on network activity [110].
Nevertheless, the firing activity of other neurons in the circuit [111], as well as membrane potential
value during induction [48], could play a significant role in shaping synaptic changes by affecting the
amplitude and direction of plasticity.

The precise identification of the functional role of inhibitory plasticity is still an open issue.
Nonetheless, the recurrent leitmotif regarding GABAergic plasticity is the maintenance of a constant
E/I balance in a circuit that can compensate for changes in the excitatory driving force triggered by
plasticity at glutamatergic synapses. This homeostatic regulation can be obtained by reducing both
feed-forward inhibition and excitation [112]. Alternatively, increasing the excitability of inhibitory
interneurons following the potentiation of glutamatergic synapses can balance the circuit functioning,
as it was shown in hippocampal circuits [113]. In the somatosensory cortex, the recruitment of
inhibitory cells by the activity of pyramidal neurons can contribute to finely regulate cortical excitability
through the sensitivity and the dynamic range of recurrent inhibition [114]. Furthermore, the tight
correlation between fast inhibition and excitation allows the fine regulation and the balancing of
neuronal circuits, either in the form of spontaneous or evoked firing activity [115]. Nevertheless,
although the maintenance of the E/I balance seems essential for the correct circuit activity, changes in the
excitatory to inhibitory balance could play a key role in receptive field organization [116] and sensory
learning [117]. Importantly, since the exact value of E/I can be adjusted on different setpoints according
to the brain region, the circuit activation by input stimuli can alternatively lead to the suppression or to
the potentiation of excitatory output. It has recently been shown, in fact, that in neocortical circuits,
the persistent increase of GABAergic synapses can impact output firing through a decreased spike
probability and increased timing [118]. Furthermore, we have recently shown in cerebellar cortex
that bidirectional plasticity of inhibitory circuits [46] contributes to control the spatial and temporal
pattern activity of excitatory granule cells by sharpening center-surround structures [119] and by finely
regulating the timing of first spike output through subthreshold integration processes [120].

From a purely computational perspective, the power of the brain is traditionally linked to
the complex connectivity of neuronal networks, whereas single neurons are considered as linear
integrators and thresholding devices. It is indeed clear that a wide series of non-linear mechanisms
converting synaptic input into output firing is employed by single neurons to process information.
These mechanisms include synaptic noise, inhibitory conductance, and notably synaptic plasticity [121].
As a general rule, the analysis of the effects of plasticity on neuronal computation has been mainly
focused on excitatory circuits; nonetheless, recent discoveries on the involvement of IP require to
deepen the investigation of its effects on network computation. Regardless of molecular subtypes,
the prominent characteristic of inhibitory plasticity for its consequences on network computation
is the architectural organization of inhibitory afferents. In particular, single neuron computation is
strongly modulated by peri-somatic inhibition, which in turn exerts a critical additive or subtractive
effect on the input-output ratio (I/O) when potentiated or depressed [121]. The specific peri-somatic
targeting onto excitatory cortical neurons strongly influences the insurgence of network oscillations,
which can be traced back to cognitive and sensory functions [122]. It has been suggested that the
bidirectional modulation of peri-somatic inhibition by LTP and LTD could alternatively entrain single
neurons in synchronous activity or decoupling oscillatory events [123], thus favoring the coordination
of neurons sharing common functional properties. Conversely, despite dendritic inhibition is a crucial
determinant for synaptic integration and underlies lateral inhibition during sensory tasks, as shown
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by evidence in cortical circuits [124], the impact on network computation of the plasticity of these
synapses has been poorly investigated.

In order to analyze the impact of IP onto neuronal network computation, researchers tend to
employ circuits models with a limited number of parameters to control. The simplest network
is composed of basic computational units, for instance, integrate and fire neurons, endowed with
excitatory and inhibitory synapses randomly connected with a sparse architecture [125]. In such
a model, the balance between excitation and inhibition controls a wide range of circuit dynamics,
including average firing rate, and the way neurons respond collectively to inputs [125]. By assuming
these circuits constraints, Vogels and colleagues in 2011 demonstrated that the implementation of an
STDP rule at inhibitory synapses with strong potentiation in case of coincident pre- and postsynaptic
spikes, allows inhibition to approach output firing rates to a target value [126]. The final target value
strongly depends on the ratio between LTP and LTD, while deviations from setpoint are suppressed
by a contrary reaction. The resulting effect is, therefore, the stabilization of firing rates whenever the
incoming of repeated and persistent excitatory inputs tend to disrupt the E/I balance [127]. If network
connectivity is organized with clusters of excitatory units, the E/I ratio is extremely sensitive to the wiring
architecture. This, in turn, brings the network to a winner-takes-all behavior. The implementation
of inhibitory plasticity in such a context, by compensating changes in firing rates, prevents groups
of neurons from dominating the network [128]. Moreover, it has also been demonstrated that, in a
network where connections are implemented with realistic connectivity patterns, and single neuron
firing rates are sparse throughout the network, synaptic weights can be dynamically adjusted by
inhibitory plasticity to equalize E/I balance changes [129]. The increasing complexity encountered
in more organized circuits models like multiple layered feedforward networks strongly limits the
capacity of inhibitory plasticity to maintain the E/I ratio. Nevertheless, Haas and colleagues showed
that in the entorhinal cortex the strengthening of inhibitory connections can block the propagation of
excitatory waves, ensuring network stability [107]. Inhibitory plasticity has also been suggested to
favor the selection of specific feedforward pathways either by altering or by maintaining the balance
between excitatory inputs and inhibitory signals [130]. In 2019 Wilmes and Clopath published a work
where, by using a spiking model of layer 2/3 primary visual cortex, they showed that IPs play a major
role in adjusting stimulus representation by storing information about reward stimuli. This model
allowed to demonstrate that IP is essential to increase stimulus representation by triggering excitatory
plasticity [131]. Moreover, in a recent study Soloduchin and Shamir showed that in a network model
composed of two neuronal populations reciprocally inhibited, the implementation of a simple STDP
rule for inhibitory synapses can bring the network to rhythmic activity by itself [132], confirming the
hypothesis that, spontaneous oscillation can be entrained by modulation of peri-somatic inhibition
on principal excitatory neurons [122]. Finally, it has been proposed that the spatial tuning patterns
showing invariance and selectivity observed, for instance, in hippocampal place cells could be the
result of excitatory and inhibitory plasticity. The combination, in fact, of the two mechanisms leads to
localized activity invariant to different spatial dimensions [133].

Synaptic plasticity is also thought to be the cellular and molecular counterpart of learning and
memory. In particular, memories that can be recalled by contextual cues or commands must involve
plasticity mechanisms to be exploited [134]. In Hopfield networks, a circuit model assembled with
recurrent connectivity and particularly suitable to implement associative memory, groups of silent and
active neurons recruited by recalling inputs are used to describe memories [135]. Given the mixture of
excitatory and inhibitory connections in such a network, it can be envisaged that IP has a leading role
in creating and exploiting memories recall. In a different perspective, Maas and colleagues proposed
that memories are represented by networks through the pathway generated by the population activity
of the whole circuit, instead of activating a bunch of neurons [136]. In networks with strong and
random excitatory recurrence, inhibitory plasticity stabilizes circuit dynamics similar to what happens
in the motor cortex during the execution of limb movements. These networks, in fact, amplify the
activity states that can be used to execute movement patterns [137]. By using a supervised learning
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scheme for feedforward and recurrent connections, Gilra and Gestner showed that IPs could efficiently
accomplish linear, non-linear, or chaotic dynamics, as well as motor coordination dynamics [138].
Similarly, the implementation of STDP rules at different sites in a cerebellar like structure allowed
to implement an efficient adaptive scheme capable of motor learning performance [139]. Finally,
the specificity of inhibitory feedback sustaining grid cell organization has been suggested to require IP
for the generation of grid cell population (Table 1) [140].

Table 1. Mechanisms of inhibitory plasticity and functional consequences.

Sign of
Plasticity

Molecular
Mechanism

Brain
Region/Neuron

Site of
Expression

Computation/Functional
Significance Refs

LTP
GABAB receptor

dependent, BDNF
signaling

Visual
cortex/Neonatal
hippocampus

Presynaptic Critical period plasticity/
E/I balancing [54,104,105,141]

LTP Postsynaptic NMDA,
retrograde NO

VTA,
Basolateral
amygdala

Cerebellum,

Presynaptic

Reward modulation/
spatio temporal pattern

sharpening/ shaping
conditioned fear response

[44,46,142]

LTP Postsynaptic calcium,
retrograde BDNF Hippocampus Presynaptic Associative memory

formation [143]

LTP Presynaptic NMDA Cerebellum Presynaptic Motor learning regulation [65,144]

LTP Postsynaptic mGluR
and retrograde NO

Lamina I spinal
cord Presynaptic Signal to noise regulation [53]

LTP Postsynaptic
calcium/NMDA

Deep cerebellar
nuclei Presynaptic Regulation of spike firing

for motor coordination [145,146]

LTP Postsynaptic NMDA
and CamKII

Medial
prefrontal

cortex
Postsynaptic Local regulation of E/I at

cellular level [147]

LTP Postsynaptic Calcium/
CamKII

Cerebellum
Purkinje cell Postsynaptic Regulation of output firing

patterns [52,141,148]

LTP GABAB/ mGluR Hippocampal
CA1 Postsynaptic Reinforcement of rhythmic

activity [149]

LTP
Presynaptic firing
paired with mild

depolarization

Developing
visual cortex Postsynaptic Regulating critical period

for ocular dominance [76]

LTP
Calcium influx

receptor
phosphorilation

Neocortex postsynaptic E/I balancing [83–85]

LTP Postsynaptic NMDA
and calcium rise

Lateral
amygdala Postsynaptic Processing stimuli during

fear conditioning [150]

LTP Postsynaptic NMDA, L
type calcium channels

Auditory
cortex Postsynaptic Normalizing E/I and

remodeling auditory map [108]

LTD mGlur, retrograde eCB

Hippocampus,
amygdala,

Visual cortex,
prefrontal

cortex

Presynaptic

Changes of E/I / extinction
of aversive memories/

regulation of development
in critical period

[49,69,72,75]

LTD GABAA activation and
postsynaptic NMDA

Neonatal
hippocampus Presynaptic Regulation of synapse

formation and maturation [151]

LTD Presynaptic NMDA Cerebellum,
visual cortex Presynaptic

Spatio-temporal
sharpening sensory

information
[46,77]

LTD
Postsynaptic NMDA

and mediated by
calcineurin

hippocampus postsynaptic Disinhibit excitatory
circuits [152]

LTD
Postsynaptic calcium

and protein
phosphatase

Deep cerebellar
nuclei postsynaptic

Modulation of
spontaneous cerebellar

firing for motor
coordination

[153]

LTD Dopamine mediated
eCBN signaling

Ventral
tegmental area postsynaptic Regulation of addiction

mechanisms [75,154]
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5. Perspectives and Concluding Remarks

The analysis of inhibitory plasticity presented so far is limited to the molecular characterization
of the mechanisms underlying IPs together with the effects at the circuit level. However, a univocal
determination of the roles for the IPs in circuit functions is still lacking, and evidences have been
collected regarding the consequences of inhibitory plasticity at the integrative level. It is well known
in fact that alterations of inhibitory circuits can contribute to the induction of neurological disorders.
In particular, the regulation of the E/I balance, which is inherently bound to IP impacts the induction of
excitatory LTP and LTD and can indeed shift the threshold required to switch between the two plastic
conditions. It has recently been observed, in fact, that the inhibitory LTP, by modulating E/I balance,
can effectively restore the hippocampal excitatory LTD preventing memory impairment related to
Aβ protein accumulation [155]. Similarly, the disruption of the E/I balance in neocortical circuits is
one of the most accredited explanation for the insurgence of the autism spectrum disorder (ASD),
which can be therefore bound to inhibitory plasticity [156,157]. Again, schizophrenic patients often
show disturbances in the GABAergic neurotransmission of the dorsolateral prefrontal cortex [158].
In particular, alterations in the peri-somatic regulation of pyramidal neurons lead to a reduced
capacity of synchronizing gamma-band activity. Furthermore, one of the hypotheses on the etiology of
epileptogenesis regards the hyperactivity of GABAergic neurons masking hyperexcitability activated
by alterations of inhibitory strength triggered by insult of injury [159]. This cascade mechanism,
responsible for the occurrence of the temporal lobe epilepsy, could be activated by overexpression or
disruption of inhibitory plasticity. Finally, patients with Parkinson’s disease were shown to display
downregulation of GABAergic activity in the afferents to basal ganglia. The reduction of neurological
symptoms observed in response to deep brain stimulation, one of the most efficient therapeutic
treatments, can be attributed to the triggering of GABAergic LTP allowing the recovery from the
aforementioned GABA downregulation [160].

Besides the obvious interest in the biomedical and clinical fields, the analysis of brain functions
and particularly of synaptic connections also arouse great interest in computer science and, more
generally, in the field of neuromorphic electronic and artificial intelligence. The goal in fact to build
large artificial neural networks with vast amounts of computing elements has rendered the task of
creating low consuming artificial synapses a high priority. The visionary idea of electrical elements
behaving like synapses called memristors is now becoming true [161]. These physical devices can
effectively behave like synaptic elements because of their capacity to reproduce synaptic features and
plastic mechanisms such as STDP [162] or heterosynaptic plasticity [163]. Memristors can indeed be
assembled to mimic neural functions and reproduce neuronal behavior [164] or perform autonomous
complex learning tasks [165]. Nowadays, several physical elements have been proposed and adopted
to reproduce synaptic learning; however, none of them has been used to mimic plastic behaviors of
inhibitory synapses. There is therefore increasing attention on the role of the various forms of IP in
circuit computation and on the further possibility to introduce such behaviors into electronic circuits
performing complex tasks. It can be envisaged in fact that the implementation of unsupervised learning
rules in electronic synapses could entrain artificial circuits to perform autonomous behavior [165].
The growing expansion of the neuromorphic field and of the brain-inspired computation requires to
implement devices exploiting the properties of both excitatory and inhibitory synapses. The encoding
then of learning rules in artificial synapses and in electronic circuits, paving the way to the next
generation of neuromorphic devices, is opening promising perspectives for a series of applications
with clinical relevance such as neuroprosthesis or with a high social impact for daily lives driving
futuristic artificial intelligence machines.
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Abstract: The size of the synaptic subcomponents falls below the limits of visible light microscopy.
Despite new developments in advanced microscopy techniques, the resolution of transmission
electron microscopy (TEM) remains unsurpassed. The requirements of tissue preservation are
very high, and human post mortem material often does not offer adequate quality. However, new
reprogramming techniques that generate human neurons in vitro provide samples that can easily
fulfill these requirements. The objective of this study was to identify the culture technique with the
best ultrastructural preservation in combination with the best embedding and contrasting technique
for visualizing neuronal elements. Two induced neural stem cell lines derived from healthy control
subjects underwent differentiation either adherent on glass coverslips, embedded in a droplet of
highly concentrated Matrigel, or as a compact neurosphere. Afterward, they were fixed using a
combination of glutaraldehyde (GA) and paraformaldehyde (PFA) followed by three approaches
(standard stain, Ruthenium red stain, high contrast en-bloc stain) using different combinations of
membrane enhancing and contrasting steps before ultrathin sectioning and imaging by TEM. The
compact free-floating neurospheres exhibited the best ultrastructural preservation. High-contrast
en-bloc stain offered particularly sharp staining of membrane structures and the highest quality
visualization of neuronal structures. In conclusion, compact neurospheres growing under free-floating
conditions in combination with a high contrast en-bloc staining protocol, offer the optimal preservation
and contrast with a particular focus on visualizing membrane structures as required for analyzing
synaptic structures.

Keywords: transmission electron microscopy; human neurons; induced neural stem cells; synapse;
synaptic vesicles; high contrast

1. Introduction

Neuronal synapses relay and transfer signals between cells and are key components of neural
processing. The size of their sub-components (transmitter-filled vesicles, active zone, synaptic cleft, pre-
and postsynaptic membranes) fall below the diffraction limits of visible light and thus conventional
microscopy. Despite the advent of “superresolution” light microscopic techniques (e.g., direct stochastic
optical reconstruction microscopy (dSTORM)), the possibility to visualize the biological membranes
and the preservation of the cellular ultrastructure by transmission electron microscopy (TEM) remains
unsurpassed [1]. However, for an optimal imaging quality allowing the resolution of structures in
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the nanometer range, high requirements for tissue preservation have to be met. Aside from rare
suitable brain biopsies or surgical specimens, histological studies of human central nervous system
(CNS) diseases almost entirely rely on post mortem samples. Due to varying degrees of tissue
degradation up until fixation, pathological changes can easily be obscured and achieving sufficient
sample quality remains a challenging task [2]. On the other hand, animal models allow perfect control
over the modalities of sacrifice, perfusion, and tissue sampling to obtain the best ultrastructural quality.
However, genetic animal models can only be obtained for diseases with known mutations that exclude
disorders with complex modes of inheritance (e.g., essential tremor [3]). Reprogramming of easily
obtainable human cell types, such as fibroblasts, to either pluripotent stem cells [4], followed by
differentiation into neurons [5] or to neural stem cells/neurons directly [6,7] allows the derivation of
neurons from patients with a wide spectrum of diseases in vitro. Neurons in cell culture can readily be
fixed and processed in ways suitable for TEM [8]. We previously published a rather uncomplicated,
straight forward protocol based on plasmid transfection that provides directly reprogrammed human
induced neural stem cells (iNSC) [9]. These cells can be cultured for many passages and differentiated
into neurons or into astrocytes within one month. We, therefore, consider this protocol as a quite
accessible way of obtaining neural cell types in vitro from healthy donors or patients. In this scientific
study, we explored the ultrastructural preservation of neurons differentiated from iNSC under different
culture conditions followed by fixation and TEM imaging of relevant neural structures. Furthermore,
we compared different contrasting protocols in their ability to provide optimal visualization of the
synaptic apparatus and other neuronal cell components.

2. Results

2.1. Differentiation of iNSC under Three Distinct Culture Conditions

Differentiation of neural stem cells into adult neurons can be achieved under various culture
conditions. We tested three of them to find out which one offered the best ultrastructural preservation
for TEM.

Adherent differentiation on coated coverslips started from 2D-cultured iNSC (Figure 1A). After
reaching confluency, differentiation was initiated, and during the following four weeks, cells with a
higher cytoplasma/nucleus ratio formed a basal layer with a dense network of neurite-sprouting cells
on top (Figure 1B). In a previous study, we identified the first type as astrocytes and the second as
neurons [9].

Aggregated iNSC in Matrigel remained at the embedding site and formed a dense fiber network
spanning the entire droplet, which was several millimeters in size (Figure 1C).

In u-shaped wells, iNSC aggregated within one to two weeks to a single compact sphere (Figure 1D).
After the addition of a differentiation medium, the size of the spheres remained constant. In contrast
to the considerable size of the Matrigel droplets, individual neurospheres remained below 1 mm in
diameter. No discernible changes in the spheres were visible upon differentiation.

After re-plating neurospheres on coated glass coverslips, attachment of the spheres and outgrowth
of cells could be observed (Figure 1E). Immunofluorescence could identify both microtubule-associated
protein 2 (MAP2)-positive neurons as well as glial fibrillary acidic protein (GFAP)-positive astrocytes
with a proportion of 5:1 (neurons:astrocytes).
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Figure 1. The three differentiation modalities in culture: induced neural stem cells (iNSC) growing
adherently as a homogenous monolayer (A). After one month of adherent differentiation, neurite
spreading cells (arrows) are placed on scattered layers of flat, presumably glial cells (asterisks) (B).
Neural aggregates embedded in Matrigel, reaching several millimeters in size, kept their original
polarity: spheres did not migrate away from their original site and form an apical part (a), while
outgrowing neurites formed a dense network in the basal (b) parts of the aggregates (C). Neurospheres
full of tightly packed cells appeared homogenously with a smooth surface, their size not exceeding
1 mm (D). Neurospheres replated on coverslips for outgrowth and incubated for immunofluorescence
exhibited microtubule-associated protein 2 (MAP2)-positive neuronal (red, arrows) and glial fibrillary
acidic protein (GFAP)-positive astrocytic cells (green, asterisks) in a proportion of roughly 5:1 (neurons:
astrocytes) (E).
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2.2. Ultrastructural Preservation under Three Different Culture Conditions

INSC, differentiated under the described culture conditions, underwent fixation, contrastation,
and embedding following standard protocols.

Cells on coverslips, despite remaining adherent during differentiation, tended to lift off during the
preparation for TEM. When specimens were imaged by TEM, only processes containing intermediate
filaments, and thus, most likely belonging to the astrocytic basal layer, remained (Figure 2A,
Supplementary Figure S1). The ultrastructure was decently preserved, but no traces of neuronal cells
(such as neurofilaments or synapses) could be found.

Figure 2. Ultrastructure of the three differentiation modalities: Adherent differentiation on coverslips
resulted in the loss of all neuronal cells after sample preparation for transmission electron microscopy
(TEM). Only astrocytic processes with intermediate filaments (arrows) were preserved (A). Spheres
embedded in Matrigel exhibited a fragmented ultrastructure with low preservation of integrity (B). Only
neurospheres provided preservation of neuronal elements, such as synapses, with vesicles (arrows),
and synaptic mitochondria (asterisks), and neurites with neurofilaments (arrowheads) (C).

iNSC embedded and differentiated in Matrigel droplets exhibited inferior preservation of
subcellular structures. Membranes and intracellular elements obviously had lost their integrity
during sample processing for TEM and appeared fragmented (Figure 2B).

The only culture condition that provided sufficient ultrastructural preservation for TEM analysis
was the neurosphere culture. Neurospheres remained tightly packed during fixation and embedding.
The high cell density inside the spheres allowed screening and visualization of a high number of
features in a small area (Figure 2C).

Since only neurospheres provided a sufficient ultrustructural quality after fixation and embedding,
we settled on this differentiation method for further analyses.

2.3. Comparison of Three EM Preparation Protocols

Neuronal tissue staining for analysis of synaptic connections by electron microscopy requires
optimal ultrastructural preservation in combination with strong deposition of heavy metal compounds
into the biological membranes that outline neuronal processes, including axons and dendrites as well
as synaptic vesicles. Besides combined primary fixation using a combination of glutaraldehyde and
formaldehyde, several other parameters, including pH, osmolarity, and temperature of the washing
buffer and primary fixative, are important for the success of ultrastructural preservation of neuronal
tissues. In all three protocols, we used cacodylate buffer or phosphate buffer which have both been
shown to be highly suitable for the preservation of neuronal tissue.

To enhance membrane contrast, standard staining protocols, including our standard-stain protocol,
mostly used a combination of Osmium (Os) tetroxide (OsO4), and uranyl acetate (UA).

In the second protocol, we added the inorganic dye Ruthenium red (ammoniated ruthenium
oxy-chloride) to OsO4 to enhance the staining, as it has been shown that when used in combination the
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two compounds react to form ruthenium tetroxide, which reacts with several cellular components
resulting in enhanced contrast of diverse tissues [10,11].

Our third protocol was based on a study published by Deerinck and colleagues (Deerinck et
al., 2010), which was designed primarily to emphasize the contrast of cellular membranes for serial
block-face electron microscopy. Our high contrast en-bloc staining protocol combined subsequent
steps after primary aldehyde fixation, including ferrocyanide-reduced osmium tetroxide postfixation,
thiocarbohydrazide-osmium liganding (OTO), and subsequent uranyl acetate and en bloc lead aspartate
staining. As Ca2+ ions are known to enhance membrane preservation and staining, CaCl2 was included
in a number of steps.

These three EM preparation protocols (standard stain, Ruthenium red stain, and high contrast
en-bloc stain) were compared with respect to ultrastructural preservation and optimal visualization of
biological membranes of the synaptic apparatus and other neuronal cell components.

All relevant subcellular structures were clearly discernible by all three protocols. However, unlike
the neurospheres processed by the high contrast en-bloc stain, biological membranes were often not
clearly visible in the neurospheres processed by the other two protocols (Figure 3–panel 1). We noticed
that the chromatin was weakly stained in the high contrast en-bloc stain-processed specimens, likely
due to the presence of membrane enhancing reagents during sample preparation (Figure 3–panel 1).

Detailed analysis of subcellular components in the differentially processed samples revealed that
the continuity of nuclear envelope, and nuclear pores were preserved to a lesser extent in standard-
or Ruthenium red stain-treated samples, whereas optimal preservation was achieved in the high
contrast en-bloc stain-treated samples (Figure 3–panel 2). Membranes were essentially parallel to
each other and showed no breaks and nuclear pores were clearly visible. No artificial dilation of the
intermembraneous space of the nuclear envelope (Figure 3–panel 2), the rough endoplasmic reticulum
(Figure 3–panel 3), or the golgi apparatus (Figure 3–panel 4) was seen in the high contrast en-bloc
stain-treated samples compared to standard stain-treated samples. Dilation was seen to a lesser extent
in Ruthenium red stain-treated samples (Figure 3–panel 2, panel 3, panel 4). However, ribosomes of the
outer nuclear membrane, rough endoplasmic reticulum as well as free ribosomes could only be seen
clearly in standard- or Ruthenium red stain-treated samples (Figure 3–panel 2, panel 3). Visualization
of free ribosomes could be improved using post-staining of TEM sections with prolonged incubation
with UAR (uranyl acetate replacement stain, Supplementary Figure S2). Analysis of all samples
processed according to the three different protocols revealed sufficient preservation of mitochondria
with only mild shrinkage or swelling observed in the neurospheres (Figure 3–panel 5). However, the
double membranes and the cristae of mitochondria were only visible as continuous and undilated
structures in the high contrast en-bloc stain-treated samples (Figure 3–panel 5).

The particularly enhanced membrane contrast in high contrast en-bloc stain-treated neurospheres
led to optimal preservation and discernability of axonal and dendritic processes in the neuropil
(Figure 4–panel 1, panel 2). In all three protocols, neurotubules were preserved, but neuronal membrane
visualization was highly improved by high contrast en-bloc staining (Figure 4–panel 2). In addition, this
method offers high-quality ultrastructural preservation and excellent membrane staining of synaptic
connections, although the postsynaptic density was stained less intensely (Figure 5E’) compared to
those processed with standard- or Ruthenium red stain (Figure 4–panel 3). Since UA has been implied
in labeling proteins of the postsynaptic density similar to heterochromatin, we speculate that the
weaker staining of these structures in our high contrast en-bloc stain-processed neurospheres is a result
of interference with other membrane enhancing reagents present during sample preparation.
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Figure 3. Comparison of the three fixation and staining protocols: Neuronal soma. Three TEM
preparation protocols were compared with respect to ultrastructural preservation and optimal
visualization of biological membranes of neuronal somata and cellular organelles: Transmission
electron micrographs from cultured iNSC-derived neurospheres prepared using standard TEM staining
protocol (standard stain, left column), Ruthenium red staining protocol (Ruthenium red stain, middle
column), or high contrast electron microscopic staining protocol (high contrast en-bloc stain, right
column). Panel 1: Neuronal soma. Soma showing cell nuclei (N) and nucleoli (arrowhead). Note
the strong contrast of cellular membranes after sample processing with high contrast en-bloc staining
protocol. C: Cytoplasm. Scale bars: 1000 nm. Panel 2: Nuclear envelope and nuclear pores. Preservation
of the nuclear envelope (arrows) was improved by sample processing with high contrast en-bloc stain,
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which resulted in intact and essentially parallel double membranes with clearly visible nuclear pores
(arrowhead). N: nucleus, C: Cytoplasm. Scale bars: 100 nm. Panel 3: Rough endoplasmic reticulum.
Optimal preservation and visualization of membranes of rough endoplasmic reticulum with flattened
cisternae uniformly arranged in long profiles (arrowheads) after sample processing with high contrast
en-bloc stain. Note that ribosomes are less visible after sample processing with high contrast en-bloc
stain when compared to samples processed with standard stain or Ruthenium red stain. C: Cytoplasm.
Scale bars: 250 nm. Panel 4: Golgi apparatus. Optimal preservation and visualization of golgi
membranes with flattened cisternae uniformly arranged in long profiles and golgi vesicles after sample
processing with high contrast en-bloc stain. C: Cytoplasm. Scale bars: 250 nm. Panel 5: Mitochondria
(marked by asterisks). Optimal preservation and visualization of mitochondria with clearly visible outer
double membrane, intact cristae, dense matrix, and mitochondrial granules after sample processing
with high contrast en-bloc stain. Scale bars: 250 nm.

Figure 4. Comparison of the three fixation and staining protocols: Neuropil. Three TEM preparation
protocols were compared with respect to ultrastructural preservation and optimal visualization of
neuropil: Transmission electron micrographs from cultured iNSC-derived neurospheres prepared
using standard TEM staining protocol (standard stain, left column), Ruthenium red staining protocol
(Ruthenium red stain, middle column), or high contrast electron microscopic staining protocol (high
contrast en-bloc stain, right column). Panel 1: Neuropil. Overview of neuronal processes. Note the
strong contrast of cellular membranes after sample processing with high contrast en-bloc stain. Scale
bars: 1000 nm. Panel 2: Neurotubules. Higher magnification of neuropil showing preservation of
neurotubles (arrowheads) in neuronal processes after sample preparation using the different protocols.
Scale bars: 100 nm. Panel 3: Synapses. Optimal preservation and visualization of membranes of the pre-
and postsynapse as well as synaptic vesicles (SVs) after sample processing with high contrast en-bloc
stain. Note the optimal preservation of the postsynaptic density (arrow) after sample processing with
high contrast en-bloc stain. Scale bars: 100 nm.
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Figure 5. High contrast en-bloc staining protocol offers high-quality ultrastructural preservation
and optimal membrane visualization in cultures neurospheres: Synapses. Transmission electron
micrographs from cultured iNSC-derived neurospheres prepared using high contrast electron
microscopic staining (high contrast en-bloc stain). Overview of neuronal processes (A). Single
neuronal process (dendrite, D) at lower (B) and higher magnification (B’) showing neurofilaments
(arrowheads) and dense core vesicles (arrow) with optimal preservation of cellular membranes.
Axosomatic synapses (C) and axodendritic synapses (D, D’); presynaptic compartments. Examples of
individual synapses (E–E’) showing optimal preservation of pre- and postsynaptic membranes, small
synaptic cleft, postsynaptic density (E’, arrowheads), and synaptic vesicles (SVs). Enlarged view of
the boxed region in E’ showing optimal preservation and staining of the lipid bilayers of pre- and
postsynaptic membranes. Different types of synaptic vesicles could clearly be distinguished in neuronal
processes showing clear (arrowheads) and dense core (arrows) vesicles (E”). N: nucleus, S: soma, P:
process. Scale bars as indicated.

Detailed analyses of neuronal and synaptic structures in high contrast en-bloc stain-processed
neurospheres revealed high-quality ultrastructural preservation and excellent membrane staining of
dendritic processes with neurofilaments, dense core vesicles as well as axosomatic and –dendritic
synapses (Figure 5A–D). A particular strength of the high contrast en-bloc stain was observed for
visualizing subcomponents of the synaptic apparatus: The very clear membrane contrast made the
pre- and postsynaptic membrane with the interjacent synaptic cleft easily discernible (Figure 5E and
E’). Different types of synaptic vesicles (clear vs. dense core), docked vesicles at the presynaptic
membrance, or free vesicles of the resting pool (Figure 5E–E”) could be clearly visualized.

Features of advanced synaptic maturity could be observed in the analyzed samples: All synapses
appeared as entirely or nearly filled with synaptic vesicles. We could never observe synapses with
single or no vesicles inside (Figure 6A). Of all synaptic contacts, 75% appeared as asymmetric synapses
(postsynaptic membrane appearing thicker and more contrasted than the presynatic) (Figure 6B). As
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already described, most synapses were either axo-dendritic or axo-somatic, sporadically synaptic
contacts could also be found on protrusions from the main dendrite, presumably representing spines,
but without smooth endoplasmatic reticulum present inside the protrusions (Figure 6C). Occasionally,
cells were fixed in the very moment of fusion between a synaptic vesicle and presynaptic membrane as
a morphological correlate of synaptic transmission (Figure 6D).

Figure 6. EM micrographs of features associated with synaptic maturity: (A) Synaptic boutons
terminating at a dendrite (d). All entirely filled with synaptic vesicles but one (asterisk) which
showed a sparser filling and thus exhibited a lesser state of maturity. (B) The majority of synapses
were asymmetric (arrows), and some of them symmetric (arrowheads). (C) Protrusions resembling
dendritic spines (asterisk) with surrounding synaptic boutons, but absent spine apparatus. (D) Synaptic
bouton with a vesicle in the moment of fusion with the presynaptic membrane (arrow) as a sign of
synaptic functionality.

3. Discussion

For decades visualizing synaptic structures and studying their morphology has been a particular
strength of the TEM. In the past, the general notion has been that synaptic transmission is highly
conserved [12] and thus was studied in a wider range of model organisms both invertebrate and
vertebrate. However, the presence of distinctive features in the human neuromuscular synapse [13]
and striking differences in the postsynaptic human proteome in comparison to mouse [14] challenge
this notion. Therefore, there are obvious reasons to study synaptic neurotransmission in human
neurons, but the aforementioned limitations of sufficiently preserved human CNS tissue challenge
these endeavors. Reprogramming techniques can provide human neurons of healthy controls and
patients with different kinds of diseases in vitro [15]. After a sufficient time span of differentiation, a
functional synaptic network is established [9]. There have been studies in the past, which demonstrated
the presence of synaptic connections between human neurons derived from reprogrammed stem
cells by electron microscopy on a proof-of-principle basis [8]. However, a systematic comparison of
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differentiation and TEM preparation protocols concerning optimal visualization of neuronal elements
of these cells has not been performed.

The first (and until today, most employed) reprogramming paradigm is the reprogramming
towards pluripotent stem cells [4]. Most studies that had a more detailed look into the synapse and
neuronal network formation of human neurons in vitro used this cell type [16]. These cells and their
pluripotency are maintained by complex and work-intensive protocols requiring almost daily media
change and manual removal of spontaneously differentiated cells. For deriving mature neurons,
multi-step protocols, combining neural induction, regional patterning, and terminal differentiation,
have to be followed that can easily take several months [15]. While this allows a certain enrichment
of desired cell types, a 100% pure cell type is never achieved. Adherent differentiation on coated
coverslips has been the standard approach leading to immature synapse formation after less than one
week and spontaneous synaptic activity after roughly one month [17]. However, a full maturity (e.g.,
formation of synapses on spines) is possibly not achieved. Neuralizing and differentiating pluripotent
stem cells as 3D aggregates (organoids) results in a maturation over months and is more likely to result
in a mature synaptic network [18]. In our personal opinion, a culture technique requiring many months
until specimens can be studied poses severe challenges to planning and performing experiments
(especially if replicates are required).

The alternative is the generation of induced neurons (iN) from somatic cells: Overexpressing
transcription factors associated with neuronal identity can reprogram non-neural cells to neurons [19].
The time needed for the reprogramming process to be completed is of similar length as the time
needed for neural differentiation from induced pluripotent stem cells (iPSC) [20]. However, since iN
are post-mitotic, the number derived is rather small and cannot be increased by proliferation. Thus,
the reprogramming process has to be repeated for every set of new experiments.

A good compromise, in our opinion, is induced neural stem cells (iNSC) employed in this
study: Derived from somatic cells by plasmid-based transfection, they are proliferative for at least 25
passages but cultivating them requires much less intervention and they are not prone to spontaneous
differentiation [9,21]. Differentiation is simply initiated by a change in cell culture media and the
addition of three recombinant growth factors and one small molecule. The timing until acquiring
a certain level of maturity is not different from the other two methods described. The biggest
disadvantage is that these cells are not responsive to patterning cues, meaning their regional identity
cannot be altered. They exhibit a quite stable mix of neuronal subtypes (60% upper layer cortical layer,
20% GABAergic, 20% dopaminergic). Therefore, they might not be the first choice when it comes to
obtaining a specific cell type, but their strength lies more in providing a good mixture of different
neuronal subtypes in one dish.

Another important question in this context is the maturity and functionality of the synaptic
network derived from reprogrammed stem cells. Neurons derived from iPSC might appear mature by
morphology or specific protein expression after a couple of weeks in culture, yet the formation
of functional networks usually takes more than a month, and still not all electrophysiological
features associated with them might be present [16]. The same seems to apply to synaptic contacts.
Morphologically, synapses begin their existence as mere contacts between two neuronal membranes.
Later synaptic vesicles fill the presynaptic bouton, the pre- and postsynaptic membrane becomes
more and more defined (resulting in an increasing number of asymmetric synapses with a thicker
postsynaptic membrane) and an active synapse capable of neurotransmitter release by fusion of the
synaptic vesicles with the presynaptic membrane has come into existence [22,23]. Certain neurons
form dendritic spines, highly dynamic structures for multiple synaptic contacts [24]. The timing and
sequence of synaptogenesis have already been studied in the human fetus decades ago, but only
recently it has been acknowledged that neurons derived from human stem cells in vitro exhibit a
different timing in synaptogenesis and certain features associated with synaptic maturity (e.g., spine
formation) might be absent altogether [17]. As usual, when dealing with stem cell-derived neurons,
much is dependent on the individual protocol employed. The neurospheres from iNSC we employed
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in our study exhibited a particularly mature phenotype: The majority of synaptic boutons were densely
filled with synaptic vesicles, and the majority exhibited an asymmetric morphology and due to the
superior membrane contrast of the high contrast en-bloc stain, individual fusions between vesicles
and the presynaptic membrane could be observed. We even observed membrane protrusions that
could be dendritic spines, a feature that has only be observed in iPSC derived cerebral organoids after
many months in culture [25]. However, concerning this finding, uncertainty remained. We did not
perform serial block-face scanning electron microscopy for three-dimensional reconstruction of the
protrusions, which is the method of choice for unequivocally visualizing dendritic spines. Furthermore,
we did not find a spine apparatus (smooth endoplasmatic reticulum inside the spine) in any protrusion.
Not all spines contain a synaptic apparatus, but the presence of it is generally considered a sign of
maturity [26]. We would, therefore, consider the presence of possibly still immature spines with no
signs of full maturity.

The iNSC employed in this study were cultured adherently on Matrigel. In a previous publication,
we induced differentiation of iNSC into mature neurons on glass coverslips as it simplified staining
and fluorescence microscopy, transfer to recording chambers, etc. [9]. As we observed in the past,
iNSC generated using our protocol differentiate into both neurons and astrocytes with the neurons
exhibiting the tendency to aggregate on top of the astrocytes (Figure 1B). Presumably, the numerous
pipetting steps leading to repeated shear stress resulted in a detachment of the neuronal layer leaving
only the astrocytic basal layer.

Aggregating iNSC into neurospheres and embedding them into Matrigel droplets followed a
protocol similar to the formation of cerebral organoids [18]. However, instead of forming a compact
neuroepithelial layer with ventricle-like cavities, differentiating iNSC remained stationary and extended
neurites throughout the aggregates. In contrast to iPSC-derived embryoid bodies that served as seeds
for the cerebral organoids, our iNSC were different from early neuroepithelial precursors. We can only
speculate that the comparatively large size of the aggregates of a few millimeters in conjunction with
being mainly composed of a neurite fiber network, led to insufficient preservation for TEM.

Only the densely packed and rather small neurospheres reliably provided a sufficient ultrastructure.
Neurospheres were generated by culturing iNSC under growth conditions until single spheres
formed [27,28]. The growth of the spheres ceased after the induction of differentiation. Thus, the size
of the spheres was mainly determined by the cell number seeded per well. This provided a good
compromise between a small size allowing sufficient penetration of the fixatives and solutions during
the embedding process and safe handling under the naked eye. Furthermore, the small size, yet a high
density of cell bodies and processes, simplified screening during TEM analysis for relevant structures.

Besides the ultrastructural preservation, reliably identifying structures of interest by TEM requires
high contrast with a sharp delineation. Neuronal structures that usually receive the most attention
in TEM studies are either membrane-rich as synapses and mitochondria or filamentous, such as
neurofilaments or neurotubuli. The standard- and Ruthenium red-stainings appeared “grainy”, and
the contours of membranes were sometimes hard to discriminate from surrounding structures. A better
contrast was achieved for structures rich in DNA or RNA (nucleus, ribosomes) or proteins (filaments
and tubuli). The high contrast en-block stain was primarily designed for enhancing membrane contrast
in mammalian tissue in serial block-face scanning electron microscopy (SBF-SEM) [29]. Although
developed for a different EM method, preserving and contrasting membranes proved useful for TEM
as well. En-bloc contrasting protocols were optimized for better penetration of larger tissue samples
and superseded the contrasting of ultra-thin cut sections on grids which is prone to non-specific
deposition of the contrasting heavy metals [30]. In contrast to the other two staining protocols tested
here, CaCl2 (which is known to improve the stability of lipid bilayers [31]) was added to the fixative
as well as to some of the contrasting steps. The increased contrast of membranes with this protocol
was the result of a combination of different staining principles established in numerous individual
studies: Ferrocyanide reduced osmium post-fixation in combination with cacodylate buffer, partially
extracted the cytoplasmatic ground substance and mitochondrial matrix while strongly binding to
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membranes [32]. Insufficient preservation of the lipid bilayer structure by the aforementioned method
was compensated by a downstream osmium–thiocarbohydrazide–osmium (OTO) step [33]. Using
the classical contrasting agent uranyl–acetate (highly toxic and nowadays replaced by samarium and
gadolinium [34]) and lead aspartate in pre-embedding en-bloc staining of wet tissue overcame their
tendency to form contaminating precipitates when applied post-embedding [35,36].

To our knowledge, this is the first systematic comparison of different protocols for the visualization
of neurons derived from human reprogrammed cells by TEM and the first example of en-bloc
staining techniques employed on three-dimensional cellular aggregates. Consequently, the paramount
properties of en-bloc staining in the preservation and contrasting of neuronal membranes work for
in vitro specimens as well.

4. Materials and Methods

4.1. Derivation and Proliferation of iNSC

Detailed protocols describing the reprogramming and culture of iNSC from human fibroblast
cultures have been published before [9,21]. In short, fibroblast cultures from 2 healthy donors who gave
informed consent following the requirements and positive votum (AZ12-219) of the ethics committee of
the University of Lübeck, Germany, were transfected with three polycistronic plasmids overexpressing
transcription factors associated with pluripotency (Oct3/4, Sox2, Klf4, L-myc, Lin28) as well as a
small hairpin RNA directed against p53 [37]. The presence of Epstein–Barr virus (EBV)-derived
origin of viral replication/Epstein–Barr virus nuclear antigen 1 (oriP/EBNA-1) ensured the DNA
amplification during cell cycles and extended the presence of plasmids in the cells. After switching the
standard fibroblast medium (DMEM, 10% fetal calf serum, 1% Glutamax, 1% Antibiotic/Antimycotic,
all from Thermo Fisher Scientific, Waltham, USA) to a commercially available neural induction
medium (STEMCELL Technologies, Vancouver, Canada). Neural colonies began to emerge after about
two to three weeks, were mechanically picked, and replated on Matrigel (Thermo Fisher Scientific,
Waltham, USA) coated culture dishes. The growth medium was changed to neural progenitor medium
(STEMCELL Technologies, Vancouver, Canada), confluent cultures split by accutase (Thermo Fisher
Scientific, Waltham, USA) digestion and replated in a ratio of 1:10 for continuous proliferation.

4.2. Differentiation of iNSC

For differentiation, iNSC were split and viable cells determined by staining with 1:10 Trypan Blue
0.4% (Thermo Fisher Scientific, Waltham, MA, USA) and counting with a Neubauer improved counting
chamber (Glaswarenfabrik Karl Hecht GmbH & Co KG, Sondheim vor der Rhön, Germany). INSC
were plated and differentiated following three different protocols. All experiments were performed
with the two iNSC lines in duplicates.

4.2.1. Adherent Differentiation on Glass Coverslips

Twelve-millimeter glass coverslips (Glaswarenfabrik Karl Hecht GmbH & Co KG, Sondheim vor
der Rhön, Germany) were surface treated by 65% sulphuric acid (Carl Roth, Karlsruhe, Germany)
overnight and heated to 180◦ for 8 h. Once put inside 24-well culture plates (Sigma–Aldrich, St.
Louis, MI, USA), we performed coating overnight with a poly-D-lysine (Sigma–Aldrich, St. Louis,
USA) solution (0.075 mg/mL in 0.1 M borate buffer) at room temperature and overnight by a laminin
(Sigma–Aldrich, St. Louis, USA) solution (5µg/mL in PBS) at 37 ◦C. One hundred and fifty thousand cells
per well were plated in a neural progenitor medium with the addition of 1 µM of the rho kinase inhibitor
Y-27632 (STEMCELL Technologies, Vancouver, Canada). After iNSC reached confluence, differentiation
started by switching to a neural differentiation medium, composed as follows: DMEM/F12:Neurobasal
1:1, 1% N2, 2% B27 (Gibco by Life Technologies, Vancouver, BC, Canada), 20 ng/mL brain-derived
neurotrophic factor (BDNF), 10 ng/mL glial cell line-derived neurotrophic factor (GDNF), 10 ng/mL
insulin-like growth factor 1 (IGF-1) (all from PeproTech, Rocky Hill, NJ, USA), 0,5mM dibutyril cyclic
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adenosine–monophosphate (dbcAMP, EnzoLife Sciences, Farmingdale, NY, USA) and 10 µM of the
Notch-pathway inhibitor DAPT (Tocris, Ellisville, MO, USA). Differentiation continued for four weeks.

4.2.2. Free Floating Differentiation of Aggregates Embedded in Matrigel

The second differentiation protocol was adapted from a protocol of cerebral organoid formation [18]:
Fifty thousand cells per well were plated inside a u-shaped ultra-low attachment 96-well-plated (Thermo
Fisher Scientific, Waltham, MA, USA) in neural progenitor medium. Cells aggregated into spheres for
7 days, were removed from the wells and embedded in groups of 5 inside 50 µL droplets of ice-cold
Matrigel (Thermo Fisher Scientific, Waltham, MA, USA) on a sheet of sterilized parafilm (Bemis,
Neenah, WI, USA). After polymerization for 30′ at 37 ◦C, the droplets were removed from the film,
transferred into ultra-low attachment 6-well plates (Thermo Fisher Scientific, Waltham, MA, USA) and
differentiation induced by differentiation medium for four weeks.

4.2.3. Free Floating Differentiation of Neurospheres

This method corresponded to the method described under 4.2.1 except that cells were kept and
differentiated inside the ultra-low attachment 96-well plates for four weeks.

4.2.4. Replating and Immunofluorescence of Neurospheres

After four weeks of differentiation, neurospheres were put onto coverslips coated as described
under 4.2.1 in the same medium as described above. Neurospheres attached to the coated surface and
cells started migrating out. After one week, spheres and cells were fixed with 4% Paraformaldehyde
(Carl Roth, Karlsruhe, Germany) and washed with phosphate-buffered saline (Thermo Fisher Scientific,
Waltham, MA, USA). After blocking of unspecific binding sites with 5% donkey serum in PBS with 0.1%
Triton X-100 (Thermo Fisher Scientific, Waltham, MA, USA), primary antibodies (MAP2, Millipore, Cat.
No. MAB378, 1:500 and GFAP Zytomed Systems Cat. No. RBK037 1:500) were incubated overnight
at 4 ◦C in 1% donkey serum in PBS with 0.1% Triton X-100. The next day specimens were washed
for 3 × 15 min in PBS + 0.1% Triton X-100, followed by an incubation of the secondary antibodies
(donkey anti-mouse CF568 and donkey anti-rabbit CF488, both Sigma–Aldrich, St. Louis, USA) for 2 h
at room temperature. After another washing step for 3 × 15 min, nuclear staining wash performed by
adding 1 µg/mL DAPI (Thermo Fisher Scientific, Waltham, USA) in PBS to the cells for 10 min and
washing for 3 × 5 min with PBS. Coverslips were embedded on microscope slides (Glaswarenfabrik
Karl Hecht GmbH & Co KG, Sondheim vor der Rhön, Germany) with ProLong Glass (Thermo Fisher
Scientific, Waltham, MA, USA), and stored at 4 ◦C in the dark. Imaging was performed with an
Olympus FV1000 confocal laser scanning microscope (Olympus, Tokyo, Japan). Six high-power fields
(60×magnification) were taken and analyzed.

4.3. Specimen Preparation for Transmission Electron Microscopy

4.3.1. Standard Electron Microscopic Preparation (Standard Stain)

Coverslips, aggregates in Matrigel, or neurospheres were washed to remove cell culture medium
and fixed in 0.1 M cacodylate buffer pH 7.4 containing 2.5% glutaraldehyde, 4% formaldehyde (fresh
from paraformaldehyde) for 3 h at room temperature (RT) and left overnight in a fixative at 4 ◦C. After
washing for 3 × 10 min in cold PBS (phosphate-buffered saline, pH 7.2), samples were subsequently
fixed for 1 hr with 1% osmium tetroxide (buffered with PBS, pH 7.2). They were washed 3 x 10 min
in PBS and 1 x 10 min in ddH2O at RT. Afterward, specimens were incubated in aqueous UAR-EMS
(4%, Uranyl acetate replacement stain, Electron Microscopy Sciences, Hatfield, USA). Washed 3 × 10
min in ddH2O at RT and dehydrated in an ascending ethanol series using solutions of 30%, 50%, 70%,
90%, 96%, 100%, 100% ethanol 10 min each. They were incubated two times in propylene oxide (PO)
for 30 min each before incubation in a mixture of PO and Epon812 (1:1) overnight. The following
day, the Epon-PO mixture was substituted with pure Epon812 and samples were incubated for 2 h in

37



Int. J. Mol. Sci. 2020, 21, 1708

Epon812. Specimens were embedded in Epon812 and kept at 60 ◦C for 48hrs. For ultrathin sections,
70 nm thick ultrathin sections were cut with an ultramicrotome (Ultracut E, Reichert Jung, Germany)
and collected on copper or nickel grids. Sections were post-stained with aqueous UAR-EMS (2,5%,
Uranyl acetate replacement stain, Electron Microscopy Sciences, Hatfield, USA) and 0.2% lead citrate
and finally analyzed with an LEO AB 912 transmission electron microscope (Carl Zeiss Microscopy
GmbH, Germany).

4.3.2. Electron Microscopic Preparation Using Ruthenium Red (Ruthenium Red Stain)

To provide enhanced contrast staining of neurospheres compared to conventional electron
microscopic protocols, the polycationic stain Ruthenium red was used in combination with OsO4
staining as follows: Neurospheres were washed to remove cell culture medium and fixed in 0.1 M
cacodylate buffer pH 7.4 containing 2.5% glutaraldehyde, 0.01% Ruthenium red for 3 h at RT and left
overnight in fixative at 4 ◦C. After washing for 3 × 5 min in 0.1 M cacodylate buffer, neurospheres
were subsequently fixed for 1 hr with 2% osmium tetroxide (buffered with 0.1 M cacodylate buffer, pH
7.2). Neurospheres were washed 3 × 5 min 0.1 M cacodylate buffer and 1 × 5 min in ddH2O at RT.
Neurospheres were incubated in aqueous UAR-EMS (4%, Uranyl acetate replacement stain, Electron
Microscopy Sciences, Hatfield, PA, USA), washed 3 × 5 min in ddH2O at RT and dehydrated in an
ascending methanol series using solutions of 25%, 50%, 70%, 80%, 95%, 95%, 100%, 100% methanol 10
min each. Neurospheres were incubated two times in Ethoxy propanol for 10 min each and incubated
for 2 h in Epon812. Specimens were embedded in Epon812 and kept at 60 ◦C for 48hrs. For ultrathin
sections, 70 nm thick ultrathin sections were cut with an ultramicrotome (Ultracut E, Reichert Jung,
Germany) and collected on copper or nickel grids. Sections were post-stained with aqueous UAR-EMS
(2,5%, Uranyl acetate replacement stain, Electron Microscopy Sciences, Hatfield, USA) and 0.2%
lead citrate and finally analyzed with an LEO AB 912 transmission electron microscope (Carl Zeiss
Microscopy GmbH, Germany).

4.3.3. High Contrast Electron Microscopic Preparation (High Contrast En-Bloc Stain)

To specifically enhance the staining of neuronal membranes, neurospheres were prepared using
a modification of the National Center for Microscopy and Imaging Research (NCMIR) protocol [29],
which was initially developed for the preparation of biological specimens for serial block-face scanning
electron microscopy. Briefly, we rinsed neurospheres to remove cell culture medium and fixed in 0.12
M phosphate buffer (PB buffer) pH 7.5 containing 1.0% glutaraldehyde, 1.0% formaldehyde (fresh from
paraformaldehyde), 0.002% CaCl2 and 2% sacharose for 3 h at RT and left overnight in a fixative at 4
◦C. Subsequently, neurospheres were washed in 0.15 mM sodium cacodylate buffer (pH 7.4) containing
2 mM CaCl2 and incubated for 60 min on ice in a reduced osmium solution containing 2% osmium
tetroxide, 1.5% potassium ferrocyanide, 2 mM CaCl2 in 0.15 mM sodium cacodylate buffer (pH 7.4).
Neurospheres were washed in ddH2O at room temperature (RT) 5 × 5 min, followed by incubation
in 1% thiocarbohydrazide (TCH) solution for 25 min at RT. Neurospheres were washed in ddH2O at
RT, 5 × 5 min each and incubated in 2% osmium tetroxide in ddH20 for 30 min at RT. Subsequently,
neurospheres were washed 5 × 5 min at RT in ddH2O then incubated in aqueous 4% UAR-EMS.
Neurospheres were washed 3 × 3 min in ddH2O at RT. Prior incubation with lead aspartate solution,
neurospheres were washed 2 × 3 min in ddH2O at 60 ◦C, and then subjected to en bloc Walton’s lead
aspartate staining [36] and placed in a 60 ◦C oven for 30 min. Neurospheres were washed 5 × 5 min
in ddH2O at RT and dehydrated using ice-cold solutions of freshly prepared 30%, 50%, 70%, 90%,
100%, 100% ethanol (anhydrous), 100% acetone (anhydrous) for 10 min each, then placed in anhydrous
ice-cold acetone and left at RT for 10 min. Neurospheres were placed in 100% acetone at RT for 10 min.
During this time, Epon812 was prepared. The resin was mixed thoroughly and samples were placed
into 25% Epon:75% acetone for 2 h, then into 50% Epon:50% acetone for 2 h and 75% Epon:25% acetone
for 2 h. Neurospheres were placed in 100% Epon overnight. The next day, Epon was replaced with
fresh Epon for 2 h and neurospheres were placed in beem capsules and incubated in a 60 ◦C oven for
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48 h for resin polymerization. For ultrathin sections, 70 nm thick ultrathin sections were cut with an
ultramicrotome (Ultracut E, Reichert Jung, Germany) and collected on copper or nickel gridsm, and
finally analyzed with a LEO AB 912 transmission electron microscope (Carl Zeiss Microscopy GmbH,
Germany).

Supplementary Materials: Supplementary Materials can be found at http://www.mdpi.com/1422-0067/21/5/1708/s1.
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Abbreviations

TEM Transmission electron microscopy
GA Glutaraldehyde
dSTORM Direct stochastic optical reconstruction microscopy
EBNA-1 Epstein–Barr virus nuclear antigen 1
EBV Epstein–Barr virus
GFAP Glial fibrillary acidic protein
iNSC Induced neural stem cells
MAP2 Microtubule associated protein 2
OriP Origin of viral replication
PFA Paraformaldehyde
PO Propylene oxide
RT Room temperature
UAR Uranyl acetate replacement
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Abstract: The synaptic cleft has been vastly investigated in the last decades, leading to a
novel and fascinating model of the functional and structural modifications linked to synaptic
transmission and brain processing. The classic neurocentric model encompassing the neuronal
pre- and post-synaptic terminals partly explains the fine-tuned plastic modifications under both
pathological and physiological circumstances. Recent experimental evidence has incontrovertibly
added oligodendrocytes, astrocytes, and microglia as pivotal elements for synapse formation and
remodeling (tripartite synapse) in both the developing and adult brain. Moreover, synaptic plasticity
and its pathological counterpart (maladaptive plasticity) have shown a deep connection with other
molecular elements of the extracellular matrix (ECM), once considered as a mere extracellular
structural scaffold altogether with the cellular glue (i.e., glia). The ECM adds another level of
complexity to the modern model of the synapse, particularly, for the long-term plasticity and circuit
maintenance. This model, called tetrapartite synapse, can be further implemented by including
the neurovascular unit (NVU) and the immune system. Although they were considered so far as
tightly separated from the central nervous system (CNS) plasticity, at least in physiological conditions,
recent evidence endorsed these elements as structural and paramount actors in synaptic plasticity.
This scenario is, as far as speculations and evidence have shown, a consistent model for both adaptive
and maladaptive plasticity. However, a comprehensive understanding of brain processes and circuitry
complexity is still lacking. Here we propose that a better interpretation of the CNS complexity can
be granted by a systems biology approach through the construction of predictive molecular models
that enable to enlighten the regulatory logic of the complex molecular networks underlying brain
function in health and disease, thus opening the way to more effective treatments.

Keywords: glia; tripartite synapse; synaptic plasticity; neurovascular unit; systems biology

1. Introduction

Neuronal synapses are, at a biochemical level, stations of electrochemical signaling between the
dynamic circuits underlying the complex and deeply interconnected processes of motor and learning
functions. Intricate as brain processing may seem, the synapse and its plasticity represent the anatomic
and functional unit that can explain it. Hundreds of proteins form the synaptic elements, and their
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correct expression, structural organization, turnover, and reshaping capability are pivotal for the proper
function of the central nervous system (CNS) [1,2].

The pivotal characteristic of the brain is the continuous and strategic ability to modify itself
in an experience-based fashion. The subsequent behavior could rely on the strength of circuit
transmission and the reinforcing of active synapses or the pruning of new ones. Although development
and adulthood show different patterns of synaptic plasticity, this function is fundamental for brain
homeostasis [3,4]. Single-cell or matrix contribution could not be easily dissected; however, in the last
decades, numerous studies have emerged to enroll glia in the first paradigm shift model, the tripartite
synapse including the astrocytes [5]. Indeed, neuronal activity can be controlled by astrocytes in
their different and specialized morphologies (i.e., protoplasmic, fibrous, perivascular, and Bergman
glia) [6,7]. Higher functions and distinctive neurological competences of the human brain have also
been associated with differences between humans and other mammals regarding glial cells and their
pattern of gene expression, cellular morphology, and peculiar calcium dynamics [8]. Moreover, it is now
clear that oligodendrocytes and microglia also contribute to synaptic plasticity. Oligodendrocytes have
shown the potential role of signaling transducers and builder of the extracellular environment [9].
Microglia, instead, in addition to their role of specialized resident macrophage of the CNS, has shown
to interact with neurons, to assist their formation in the neural niche and to guide circuit integration
and tuning (axonal growth, dendritic sprouting, synapse remodeling) [10].

Finally, the extracellular matrix (ECM), acting as a functional scaffold, represents almost
one-fifth of the brain volume. The complex network constituted by proteoglycans, glycoproteins,
and glycosaminoglycan sustains neuronal function and provides, together with structural support,
a reservoir of trophic factors, signaling molecules, biochemical pathways and long-distance gradient-like
communication between cellular components of the CNS [11,12].

The fourth compartment of the synapse is indeed a non-cellular element [13]. The resilience of
CNS and synaptic plasticity in the critical period of development and in the adult brain depends on
specialized forms of ECM, such as the interstitial matrix, the perineural nets (PNNs) and the basement
membrane. Particularly, this last structure is important for the integration of the neurovascular unit
(NVU) to obtain an overall model that could be used as a start point for a systems biology-based
approach [14]. The implementation of protein–protein interactions involving all the cellular and
non-cellular elements of the system can help the building of hub-spoke network maps [14] to design
further experiments with translational purposes. Indeed, the ECM is involved in the bidirectional
exchange of nutrients and metabolic products between CNS and systemic circulation. The specialized
blood–brain barrier (BBB) is one of the finest exempla of integration among cellular compartments (glia,
pericytes, endothelium) and the ECM, that can selectively permit the transmembrane active transport,
the diffusion of molecules through tight junctions, and the selective loosening and remodeling of
the BBB [15]. The matrix metalloproteinases (MMPs), as well as other proteases and their relative
matrix receptors and regulators, can actively participate in the modulation of CNS circuitry response
to various stimuli. In addition, they can mediate the immune system activation and the reshaping of
the NVU [16]. This complex and emergent system is furthermore pivotal in the so-called glymphatic
regulation, a novel physiological model to clear out wastes of the cellular metabolism from the CNS
parenchyma through the dynamic exchange between cerebrospinal fluid (CSF) and the ECM via the
NVU [17,18].

In consideration of the great complexity of the synapse organization (defined as penta-partite if
we take into account ECM and NVU), here we aim to construct a model of the synapse that can be
used for a systems biology modeling. This approach can help to gain new insights into pathogenetic
mechanisms underlying complex molecular processes, such as cancer and neurodegenerative disorders.
For instance, this strategy is being used to integrate computational models and metabolic flux analysis
in cancer cells and make prediction of metabolic reprogramming underlying cancer cell growth [19].
Computational studies of networks of genes and pathways in Alzheimer’s and Parkinson’s disease
(PD) were also effective in identifying functional and topological similarities and differences between
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the two pathologies [20]. In addition, a modeling strategy has been used to construct a map of
pathogenetic processes and pathways involved in PD [21]. Submodules of this map are currently
used to unravel specific pathways and their interconnection with interacting processes. For instance,
based on experimental evidence, we are currently implementing a mathematical model that exploits
the ROS management system and its connection with the metabolism, as well as the relevance of
ROS-mitochondria remodeling in neuronal differentiation and maintenance of the neuronal phenotype,
neuroprotection, and antigliosis [22,23]. A novel computational model could be used to develop
differential neuroprosthetic stimulation modulating pain processing [24]. Once validated, these
mathematical models can be useful to predict the impact of any perturbation (genetic or environmental)
on the complex biological process(es) under investigation. This could have many positive outcomes
in terms of drug discovery and personalized medicine, as it can favor the identification of effective
targets for functional recovery.

Impairment of the complex multicellular and multimolecular synaptic system induces acute
or chronic CNS pathologies due to the dysfunction of any of these synaptic components with the
consequent domino effect. To better understand how to favor the maintenance of adaptive plasticity,
it would be useful to construct molecular models able to enlighten the regulating logic of the complex
molecular network, which belongs to different cellular and subcellular domains. To this end, we will
discuss in detail (i) the interactions between cellular elements in the synaptic cleft, (ii) how glial cells
can modulate synaptic plasticity, and (iii) the role of interstitial ECM and the NVU in both physiological
(adaptive) and pathological (maladaptive) circumstances (Figure 1). For each cellular and molecular
component, we will consider some of the main molecular pathways that should be taken into account
when considering the entire system as an interconnected unit.
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Figure 1. Schematic representation of the synaptic cleft. The main cellular and extracellular components
implicated in both physiological and pathological synaptic changes are schematically represented.
Oligodendrocytes ensure the correct myelination of the circuits. Microglia constantly scan the
microenvironment and remove the debris. From the perivascular space of penetrating arteries, and the
neurovascular unit (NVU) elements, fluid dynamics convey waste products toward perivenous spaces
and control metabolic supply. The influx-efflux is regulated by Aquaporin-4 (AQP4) water channels
densely expressed within astrocyte end-feet. The synaptic cleft magnified in the blue box in the high-left
corner encompasses both glial and neuronal elements tightly connected through the extracellular matrix
(ECM). The ECM functional scaffold composed of tenascin, hyaluronic acid (HA) and chondroitin sulfate
proteoglycans (CSPGs) regulates the expression of neurotrophins (NTs), matrix metalloproteinases
(MMPs), and their inhibitors (MMPI).
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2. The Synaptic Cleft

Synaptic transmission is a highly specialized process. The punctual description of different types
of neuronal cells with their various morpho-functional phenotypes goes beyond the aim of this review,
thus only common features will be highlighted to describe the proposed system biology approach.
Specific proteins organized in the synaptic cleft allow communication between neurons, rapidly and
effectively through transmitter secretion [25]. The storage of transmitters inside the vesicles is a highly
selective and energy-consuming task, with the employment of transporters, ion channels and the
ATPase protonic pump that uses ATP to supply the proton gradient essential for vesicles loading with
neurotransmitter [26]. The action potential is conducted through the axon voltage-gated channels
leading to the increase of calcium concentration and the phosphorylation of synapsin that releases
the tethering of vesicles to the cytoskeleton and permits the formation of the molecular machinery
responsible for vesicle fusion with the cell membrane, the (soluble N-ethylmaleimide sensitive factor
attachment protein -SNAP- receptor) SNARE complex [27].

The SNARE complex consists of (Vesicle-Associated Membrane Proteins) VAMPs, linked to the
vesicular (v) membrane, the so-called v-SNAREs, and the cellular target (t)-SNAREs composed of the
synaptosomal nerve-associated protein 25 (SNAP-25) and syntaxin-1, with a palmitoyl anchor to the
pre-synaptic inside membrane [27]. VAMPs consist of seven recognized family members including
VAMP1/2 (also known as synaptobrevin 1/2), VAMP4 and VAMP3/5/7/8 (also known as cellubrevin,
myobrevin, Tetanus insensitive VAMP and endobrevin) [28]. To exert their role, these proteins are
largely present on the cytoplasmic side of the vesicles and cellular membranes [29]. VAMP1/2 are the
most abundant in the CNS, particularly expressed in neuronal vesicles, although also recognized on
glandular secretory cells [27].

The fusion pore for vesicle secretion is the most controversial of the described mechanisms
due to its heterogeneity and dynamicity. Indeed, various genes associated with the synapse have
been implicated in neurological and psychiatric diseases, and their expression varies across brain
areas, being modified by different cellular elements [30–32]. The difficulty of studying the complex
protein–protein interactions is due to the inability of in vitro or in vivo conventional imaging to
visualize multiple protein species in one intact sample with a high resolution of their sub-synaptic
organization [33]. The probe-based imaging for sequential multiplexing (PRISM) methodology seems
to be very versatile to obtain high resolution and dynamic visualization of multiple proteins interactions
with reduced background fluorescence and the simultaneous immunostaining of an intact sample [34].
This technique could be useful to better investigate the synapse since it can screen protein interactions
leading to maladaptive phenotypes and can count on multiple-level protein networks (e.g., 12 synaptic
targets and 66 pair-wise synaptic co-localizations) in normal or perturbed cultures with high spatial or
temporal resolution [34].

Synaptophysin (Syp) has been proposed as the initiator of the fusion pore, its role remaining
however not utterly accepted [26,35]. The v-SNARE/t-SNARE interaction seems mandatory to
generate the anchoring site for the pore formation [27]. These proteins are the target of the
light chain of botulinum neurotoxins (BoNTs), the most toxic bacterial toxins produced by the
anaerobic, spore-forming Clostridium (C.) species (i.e., C. botulinum, C. butyricum, and C. baratii) [36].
The importance of SNARE proteins is practically the reason for the astonishing toxicity of BoNTs
(median lethal dose (LD50): 1 ng/kg, intraperitoneally) [37]. The first considerations about the role
of BoNTs in medicine were focused on the peripheral release of acetylcholine at the neuromuscular
junction (NMJ) [38]. However, it was reported that subcutaneous administration of BoNTs could
reduce synaptic transmission and vesicle release of neurotransmitters facilitating vasodilation and
pain-sensitization (e.g., Calcitonin Gene-Related Peptide), thus interfering with not only the NMJ but
also the trigeminovascular system [39] or with oxidative-stress production [40].

The release of vesicles is a fixed, all-or-none process. The increase of intracellular calcium
concentration through voltage-gated ionotropic channels is essential to trigger quantal exocytosis [27].
The calcium-binding protein synaptotagmin is necessary to facilitate the binding of phospholipids on
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the cytoplasmic side of the membrane [41]. The described process allows the neurotransmitters to be
released in the synaptic cleft; however, the complexity of CNS response could not rely on a simple
all-or-none quantal exocytosis that is indeed finely-tuned by the glial cells (Figure 2) [41]. The most
common synapse in the cerebral cortex (neocortex and hippocampal allocortex) is between the axon of
a presynaptic cell and the dendrite of a postsynaptic cell (axodendritic synapses). The axodendritic
synapses of some neurons are located on the spines, highly specialized structures, protruding from the
dendritic trunk, localizing the specific connection and increasing the density of synaptic terminals [42].
Electron microscopy further recognized the presence in certain synapses (known as asymmetric or
type I synapses) of electron-dense structures called postsynaptic densities (PSD). These PSD where
recognized prevalently in excitatory synapses and encompass anchorage proteins to the cytoskeleton,
postsynaptic receptors and associated signaling transducers (Figure 2) [43]. The hundreds of proteins
inside the PSD are interconnected and function both as a scaffold and as transmitting complexes with
the ability to interact with each other and form heteromeric structures.

The most represented protein of the PSD is known as synapse-associated protein 90 (SAP-90)
or PSD-95 (based on its molecular weight). PSD-95 is part of the scaffold family proteins called
membrane-associated guanylate guanyl kinases (MAGUK) and has been associated with the increase of
dendritic spines, regulation of neurotransmitter receptors and synapse stabilization and plasticity [43].
Other scaffold proteins include Homer and SHANK (SH3 and multiple ankyrin-repeat domains)
families [43].

On the other hand, symmetric or type II synapses have slight electron-dense postsynaptic
structures and are mainly inhibitory [44]. This classical division is schematic and oversimplified,
but useful to comprehend the functioning of the synaptic cleft in general. As stated before, a clear
and utter understanding of protein–protein interaction at synaptic level needs to be further elucidated
with novel methods that eventually will reveal a fine-tuned complexity, with multiple specialized
forms of both immature or mature synapses depending on brain areas, functional state, involved
neurotransmitters, and even pathological responses.

The presynaptic neurexins and their relative neuroligin ligands on the postsynaptic terminal
are nonetheless important for the formation, maturation and stabilization of synapses and for the
interaction with glial cells and the ECM (Figures 1 and 2). Neuroligins 1–4 seem to be unessential
for synapse assembly in vivo, but they are pivotal for its maturation and proper functioning [41].
Their interactions with neurexins (α and β) affect both type I and type II synapses and the recruitment
of other scaffolding proteins and receptors [45,46]. Mutations of these genes (NRXN1/2/3, NLGN1/3/4),
together with SHANK family proteins, have been associated with autistic spectrum disorders (ASD)
and schizophrenia [47].

Neurotransmitters, of course, are central in synaptic transmission, for stabilization of the forming
synapse and to grant a bidirectional communication between neurons and other cell types (i.e.,
astrocytes, microglia, oligodendrocyte) through feedback systems in both adult and developing
brains [48].

Finally, neurotrophins (NTs) are indeed the main regulator of synapse formation and function,
as they strengthen robust and functional circuitries while preventing redundancies or pathological
rewiring [49]. The NT family encompasses the nerve growth factor (NGF), the brain-derived
neurotrophic factor (BDNF), NT-3, and NT-4/5 in mammalians (NT-6 and NT-7 in fishes) [50,51].
NT receptors are divided into two distinct classes. The p75 is the first receptor being identified. It shows
a low affinity for all NT without a significant specificity and seems to be involved in the apoptotic
pathway [52]. High-affinity receptors for NT are members of the tropomyosin receptor kinase (Trk)
family. TrkA is the high-affinity receptor for NGF; NT-4/5 and BDNF are preferred ligands of TrkB,
while NT3 binds to TrkC [51].
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Figure 2. Cellular elements in the synaptic cleft. The schematic representation of a glutamatergic
synapse highlights the role of molecular pre-synaptic (neurexins), post-synaptic (neuroligin) proteins
and the astrocytic hevin in the stabilization of the cleft structure. The reuptake of neurotransmitters by
glutamate transporters (GTs) is mainly provided by astrocytes. Moreover, astrocytes are responsible for
the proneurotrophins (proNTs) alternative intracellular processing to active NTs and the metabolic
coupling. The synaptic plasticity phenomena are widened by the astrocytic calcium waves, ensured
through gap junction and by microglial trogocytosis (the partial engulfment of dendritic spines or
axonal portions). The scavenger role of microglia is nonetheless necessary to avoid waste accumulation
and synaptic failure.

All NTs share a very high amino acid homology (approximately 50%) and are initially synthetized
as pre-pro-proteins in the endoplasmic reticulum. The amino terminal contains, in fact, the signal for
intracellular transportation and is cleaved to obtain the proNT, which undergoes post-translational
modification in the Golgi apparatus. ProNTs can be processed to NTs both intracellularly and
extracellularly, with the consistent contribution of both astrocytes and ECM [53] (Figures 1 and 2).
The intracellular pathway consists of proteolytic cleavage by the pro-protein convertase subtilisin
kexin (PCSK), particularly the neuronal form PCSK1/2, which binds to specific recognition motifs of the
pro-protein, leading to the mature NT that can be subsequently stored in vesicles and secreted [54,55].
Impaired extracellular proNTs processing and activation can compromise the stability of the synapse,
as detailed below.

All NTs act as modulators of synaptic plasticity. TrkB activation has been shown to increase the
density of presynaptic vesicles and the expression of vesicular VAMP1/2 and Syp, thus enhancing the
exocytotic machinery. BDNF is practically ubiquitous in the CNS and is involved in neuronal survival,
axon growth, cell morphology, induction of protein expression and adaptive plasticity, which is pivotal
for both learning and memory formation [56]. Similarly, NGF has been shown to regulate mechanisms
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underlying development and energy homeostasis of NGF-dependent neurons [57], moreover to its
well-established role in modulating synaptic plasticity of cholinergic neurons [58].

Levels of synaptic proteins have been investigated in models of neurological degenerative diseases
by proteomic approaches to unravel their involvement in neurodegeneration. Dysfunctional levels of
NTs, as well as SNAP-25, Syntaxin-1, Syp, PSD-95, MAGUK, and SHANK proteins, are involved in
neurodegenerative diseases, such as Alzheimer’s disease (AD), Parkinson’s disease (PD), and dementia
with Lewy bodies (DLB) [59]. Protein modification at the synaptic cleft are common pathways of
neurodegeneration, preceding neuronal death and late-onset modifications in non-cell autonomous
diseases. The complexity and similarity observed in the abovementioned neurodegenerative diseases
corroborate the need for a systems biology approach [22,58]. The production of a holistic model
that encompasses the complex, reductive, networks of proteins and metabolites belonging to distinct
synaptic components (i.e., neurons, astrocytes, microglia, ECM and NVU), as well as to sub-cellular
compartments (i.e., synaptic vesicles, mitochondria, etc.), can support a better understanding of cell–cell
and cell–matrix-NVU interactions, as well as how these networks are affected under physiological
or perturbed synaptic transmission conditions (adaptive and maladaptive plasticity) (Figure 1).
For instance, such a model might allow predicting how the activation of a plasmatic protease, such
as thrombin, could affect astrocytic and microglial activation, remodeling the ECM and ultimately
influence the intracellular pathway of neuronal cells and proteins of the synaptic cleft (Figure 2).

3. Glial Cells

Synaptic plasticity is influenced by the three main non-neuronal resident cells: Astrocytes,
microglia, and oligodendrocytes acting as a functional unit. The contribution of each cell-type will
be described enlightening the peculiarities, possible networks within these elements and how they
interact with the ECM and the NVU.

3.1. Astrocytes

Since the proposal of the tripartite synaptic model in 1999, astrocytes and their morphological
variants and subtypes have been the most vastly investigated glial cells [5]. Indeed, astrocytes have a
prominent role in synaptic plasticity: On one side, they, tightly enwrap neuronal cells and synapses
(Figure 2) [60], and participate to the production and maintenance of the ECM; on the other hand, they
are associated through their end-feet with the endothelium and pericytes in the NVU (Figure 1) [15].
In the penta-partite synaptic model, this cell-type could be considered as the cornerstone; the study of
the related network with the other components could open a new field of experimental speculations.

The astrocytic influence on the synaptic cleft is required for CNS homeostasis [61]. For instance,
the astrocytic Hevin interacts with the neurexin/neuroligin system to ensure synaptic clef stability
(Figure 2) [62]. Astrocytes are hyperpolarized cells in the resting-state through the specific expression
of inward rectifying potassium channels (Kir), particularly Kir 4.1 [63]. These channels finely expressed
on the astrocytic membrane facing the synaptic cleft can reduce the potassium conductance during
neuronal activity. The dysfunction of this mechanism, leading to improper neuronal membrane
depolarization, has been found in various neurological diseases, such as epilepsy, multiple sclerosis
(MS), amyotrophic lateral sclerosis (ALS), and Huntington’s disease (HD) [64,65]. Another channel
expressed on the astrocytic membrane is the aquaporin-4 (AQ-4) that is involved in neuromyelitis optic
spectrum disorders (NMOSD) [64]. AQ-4 water channel has been described on the astrocytic end-feet,
and associated with Kir channels to control the osmotic regulatory role of these cellular domains; in fact,
potassium uptake during neuronal activity generates an osmotic imbalance [66]. Furthermore, AQ-4 is
the pivotal player in the proposed glymphatic mechanism of ECM debris removal through NVU and
CSF active directional filtration (Figure 1) [17,18,67]. Considering these proteins not only as peculiar in
astrocytic regulation but as paramount in the entire plasticity process, could account for novel strategies
of targeted therapies to improve, for instance, the clearance of misfolded proteins (e.g., AD, PD). On the
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other hand, the AQ4-NVU interface could explain the immune-mediated phenomenon of NMOSD
and implement novel strategies for adaptive synaptic regulation following the lost immune privilege.

Astrocytes are also important in neurotransmitters reuptake (GABA and glutamate) through
specific transporters, thus modulating the concentration of these mediators and confining them to the
synaptic cleft (Figure 2). The main glutamate transporters for astrocytes are glutamate transporter
1 (GLT1) and glutamate/aspartate transporter (GLAST) that have been shown to prevent glutamate
over-excitation observed in several pathological conditions, such as trauma or epilepsy [68,69].
The confinement of glutamate in the synaptic cleft avoids glutamate spillover, and its reuptake is
adjuvated by neuronal transporters, the excitatory amino acid carrier 1 (EAAC1) [1,70]. The activation
of extra-synaptic metabotropic glutamate receptors (Figure 2) is responsible for the modulation of
excitatory postsynaptic currents (EPSCs) [71] that can modify temporal and local integration of synaptic
currents, thus affecting synaptic plasticity. Inhibitory modulation, on the other hand, is due to the
GABA transporters (GAT), particularly GAT1 and GAT3, the first one shared with neurons, the latter
being able to regulate the astrocytic intracellular concentration of calcium [72]. Moreover, astrocytic
GAT3 can enhance the release of purinergic mediators (ATP/adenosine) in the hippocampus [72].
Modification of GAT and astrocytic calcium dynamics have been reported in a rodent model of
behavioral disorders [73].

Another important feature of astrocytes at the synapse is the calcium-mediated release of molecules,
once thought to be exclusively neuronal, called gliotransmission (Figure 2) [74]. Although there are
controversial data regarding the astrocytic expression of proteins necessary for vesicular release,
the dynamic regulation of synaptic transmission through astrocytic activity has been extensively
proved [75,76]. Among the molecules acting as gliotransmitters, glutamate, GABA, D-serine, ATP and
adenosine have been shown to control the basal tone and threshold of synaptic activity, surpassing the
all-or-none law of the action potential-mediated neurotransmitters release [77,78]. Finally, astrocytes
participate in the secretion of proNTs and their processing in the ECM [14]. Moreover, NTs synthesized
in neurons and secreted as proNTs into the ECM can be rapidly internalized into perineuronal
astrocytes via p75 mediated endocytosis. After internalization, they can undergo a recycling or
activation process [1] (Figure 2).

One single astrocyte can enwrap about 120,000 synapses in rodents. A human astrocyte might
unsheathe from 270,000 to 2 million synapses [79,80] that can be both excitatory or inhibitory, thus
encompassing different neuronal circuits and eventually integrating them [80], enhancing both
short-term (STP) and long-term (LTP) potentiation, or decreasing the glutamatergic tone with GABA
or the purinergic release [81,82]. The cannabinoid (CB) system, furthermore, seems to be a signaling
pathway by which activated astrocytes release glutamate and enhance the synaptic strength with both
short-term [83] and long-term plasticity [84]. D-serine is also released by CB activation and stimulates
the N-methyl-D-aspartate glutamate receptor (NMDAR) contributing to hippocampal LTP, the proposed
main mechanism for memory formation and maintenance [85]. Besides, the calcium-binding protein
S100b produced by astrocytes can induce neuronal firing in both trigeminal sensory nucleus and
prefrontal cortex and might regulate cognitive flexibility and neuronal oscillations [86]. Intriguing is
even the role of astrocytes in the regulation of sleep: Adenosine accumulation is associated with
sleep homeostasis [87] and the astrocytic release of ATP/adenosine and glutamate can induce a
transition between wakefulness and sleep [88,89]. A fascinating pathway that connects astrocytes to
the vascular system through the ECM, particularly during sleep, is the abovementioned glymphatic
system [67]. This hypothesis considers experimental data conveying a possible CNS lymphatic-like
system mediated by astrocytes that is responsible for ECM clearance of accumulated molecules and
control of metabolic supplies [90]. A failure of the glymphatic system has been related to toxin
accumulation, such as amyloid-β (Aβ) [91] and misfolded proteins in the perivascular space of murine
models of type-2 diabetes and AD, although a direct correlation between these findings and the
cognitive deficits associated with human dementia are still debated [92].
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Astrocytes are interconnected with gap junctions formed by connexins (Cx), Cx43 and Cx30 being
the most expressed [93,94]. The intercellular diffusion of ions, transmitters, and small molecules
connects networks formed by hundreds of astrocytes, not with a mere neighboring principle but
with functional purposes [95]. The cortical spreading depression (CSD), one of the main explanatory
mechanisms of typical migraine aura, could depend on Cx-based astrocytic syncytia [96]. CSD,
in fact, could involve waves of synchronous astrocytic activation (through their gap junctions), with
a slow-propagating neuronal firing followed by reactive hyperpolarization in limited cortical area,
thereby causing the transient neurological positive and negative focal symptoms characterizing the
migraine aura [96]. As a clinical proof of concept, a gap junction inhibitor, tonabersat, was effective
in both CSD inhibition and migraine aura frequency reduction [97]. Altered expression of Cx at
the gap junction can also influence glucose and lactate supply and synaptic transmission [88,98].
Simple as it may sounds, there is still debate on the glucose/lactate coupling between astrocytes and
neurons [99,100] (Figure 2).

Astrocytes are highly sensitive to plasticity processes and may act with structural changes
involving their cytoskeleton and different expression of the glial fibrillary acidic protein (GFAP).
These cells have a high motility rate of morpho-functional re-shaping in a timescale of minutes [101].
Sustained NMDAR activation can increase glutamate release from astrocytes even 1 h after neuronal
stimuli, widening the time window for synaptic plasticity [102]. Astrocytes are practically able to store
synaptic information over time and can, in turn, modulate late-onset synaptic plasticity of the same
synaptic pathway or related neuronal circuits, reinforcing the interdependency of neuron-astrocyte
processes. The features of astrocytes vary across brain areas and are dynamically connected to neuronal
specialization, with their diversity being even more complex in different species [8,79].

All the discussed regulatory functions of astrocytes in synaptic plasticity make puzzling and
intriguing the fact that these cells do not cover all synapses [60,103]. The extent of synapse sheathing
varies from 15% for mossy fibers of granule cells to 85% for climbing fibers in the cerebellum and
90% for excitatory synapses in the somatosensory cortex of adult mice [104,105]. Differences between
these synapses (as well as the relative involvement of other glial cells, nonresident-cells and matrix
components in the maintenance of plasticity) corroborate the need for a multi-cellular interconnected
model that could allow the understanding of a disease by analyzing the system as a functional unit.
Moreover, it has been shown that synapse enwrapping can be dynamically induced by neuronal
activity and by physiological conditions like nutritional state (satiety or starvation) [103,106,107].

3.2. Microglia

Microglia can rapidly sense differences and homeostatic perturbations by scanning other cells
(astrocytes and neurons) and the brain ECM (Figure 1) [108], and surveying the environment for
pathogens and autologous debris (phagocytic function) (Figure 2) as the first cellular line in the innate
immune response [14,109–111]. In the last scenario, microglia can mediate the loosening of BBB and
the secondary immune reaction [112]. All these functions are possible through a highly variable profile
of gene expression and cell morphology [111]. In particular, microglial cells show the capability to
actively assist not just the elimination (as thought considering their scavenger role), but practically the
formation and/or relocation and reinforcement of synapses (e.g., maturation of excitatory synapses),
by sensing the environmental pabulum for signaling molecules and re-wiring the circuitry following
these biochemical instructions. Their role is ubiquitous in the CNS [10].

Their scavenger role has practically led to the strong parallelism between microglia and the
macrophage system in other tissues. However, microglia is an ontogenically distinct population of
the phagocyte system, with a different embryonic origin, compared to resident macrophages of other
tissues [113]. For instance, there is not a continuous supply of microglia precursors from the general
circulation (monocytes) and these cells renew themselves, slowly, in the mammalian brain maintaining
a certain epigenetic memory of the environmental modifications [114,115]. Moreover, microglia
bodies are relatively immobile, stretching highly dynamic elongations to scan the entire CNS in the
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timescale of hours [116]. This evidence and the aforementioned connection between microglia and the
system gives the opportunity to enlighten the peculiar mechanisms that could be further studied to
understand the main modifiers of synaptic plasticity. The classical macrophage-related categorization
of M1 (pro-inflammatory phenotype) and M2 (resting or anti-inflammatory) phenotypes, is in contrast
with transcriptomics studies showing multiple microglia responses with multifaceted polarization
states [117,118]. The main activity of these cells does not seem to be the scavenging, as initially supposed.
Their relevance to synaptic plasticity is linked to their capacity to sense the functional state of synapses,
ECM and vascular compartment, and communicate with other resident cells [119]. This specialized
function is based on high-density surface receptors (called sensome) to detect both physiological
(cognitive stimulation, diet, physical exercise) or pathological stressors [108,120]. The main microglia
receptors allow the communication with neurons, through the purinergic receptors family (e.g., P2XRs,
P2YRs) [82] or the widely studied neuronal chemokine (fractalkine) receptors (CX3CR1) [121]. They also
mediate the immune system and the NVU through the complement receptor CR3 [14], and activate
the phagocytosis response by triggering the receptor expressed on myeloid cells 2 (TREM2) and
DNAX-activation protein of 12 KDa (DAP12) [122,123].

These sensors have been shown to contribute to synaptic plasticity, neurogenesis, myelination,
and blood vessel formation [124]. Concerning the synaptic plasticity, microglial processes establish
contacts with neurites and synapses, particularly through the neuronal ligand fractalkine or the
complement system C1q and C3, even if the exact mechanisms have not been completely elucidated [119,
125]. It has been suggested that microglia could enwrap small portions of axons (a mechanism called
trogocytosis) to limit and guide their growth and to eliminate presynaptic structures [126] (Figure 2).
It has also been debated whether microglia can phagocytose dendritic spines or can partially surround
them [126,127]. The interposition of microglial cells in the synaptic cleft [128], and the ability of their
filipodia to sustain dendritic spine formation and relocation on the dendritic shaft, are fascinating
features of microglia-guided synaptic plasticity (Figure 1) [126]. Furthermore, it has been shown a
close contact between the axon proximal segment and microglia, proposing an unknown mechanism
for the formation, interruption, or elimination of synaptic connections [129].

Another paramount role during CNS development is the microglia-dependent synaptic elimination,
essential for the correct wiring of the system, particularly studied in the visual cortex [119].
The interaction with the synaptic cleft has been supported by the evidence of PSD-95 in microglial
specialized processes both in vitro and in the mouse cerebral and hippocampal cortex [122]. While the
observation of trogocytosis has been demonstrated for the axonal portions, the engulfment of
dendritic spines has been always shown as partial, by the endurance of a connection with the
dendritic shaft through the neck of the spine [126]. Importantly, CXCR1 and CR3, pivotal in a
previously proposed neuro-immune network [14] in the presynaptic region seem to be responsible,
respectively, for synaptic and axonal enwrapping with an activity-dependent elimination in certain
brain areas [130,131]. The postsynaptic modifications of dendritic spines could be indirect, with
the enwrapping or interposition of microglial processes and functional deprivation, as speculated
in a mechanism of interfering plasticity shown during microglia activation by lipopolysaccharide
(LPS) [128]. Microglia can modulate synaptic plasticity by production and secretion of molecules,
such as ECM components, NTs (i.e., BDNF), endo(e)CB, cytokines (e.g., tumor necrosis factor α

-TNFα-), micro-ribonucleic acids (microRNAs) by surface-anchored release or the formation of
extracellular vesicles (EV) [125]. Microglial BDNF acting through TrkB neuronal receptor seems to be
involved in the switch of GABA from an excitatory to an inhibitory molecule in adult neurons [132].
The release of microglial BDNF is induced by P2 × 4 activation in a model of neuropathic pain;
while it was shown that EVs containing eCB are released by rat microglia exposed to ATP [132,133].
Nonetheless, the secreted BDNF seems to be important for the presynaptic vesicular glutamate
transporter 1 (vGLUT1) expression [134]. Furthermore, platelets are also able to release BDNF
during pathological processes (such as stroke) that allows their activation in the NVU as well as
glial activation [112]. These data associate the microglia with the previously described NTs survival
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network and the limitation of cell-based approaches considering neurons and astrocytes as the main
regulators of NTs in CNS pathophysiology. Expression of NMDAR and AMPAR and their ratio could
be modulated by the astrocyte/microglia crosstalk and by microglial TNFα release in the maladaptive
plasticity [135]. Eventually, the activation of stress responses mediated by microglial CR3 seems to
induce LTD [136].

Overall, these data show an interaction between the microglial system and multiple levels of
synaptic plasticity. The mentioned pathways are strongly associated with the penta-partite model
and pivotal in the development of systems biology approach to the adaptive/maladaptive tuning.
The activation of both astrocytes and microglia in maladaptive plasticity and various neurological
diseases, known as reactive gliosis [1,53,137], will not be discussed in this review.

3.3. Oligodendrocytes

Oligodendrocytes are the myelin-forming elements of the CNS. They develop from the
oligodendrocytes precursors cells (OPC). OPCs are important in CNS development but, unlike
other progenitors, remain abundant in the adulthood and maintain the ability to modify the state of
the white matter both in physiological (learning, normal aging, experience-based system rewiring)
and pathological conditions (e.g., MS and NMOSD) [138]. OPCs express the proteoglycan marker
neural/glial antigen 2 (NG2) cells. The proliferation and differentiation of these cells are mediated by
various growth factors and hormones. Platelet-derived growth factor (PDGF) seems to be the most
powerful inducer of OPC proliferation mediated by neighboring cells (neurons and astrocytes). PDGF,
however, acts in association with ECM molecules and their cellular integrins (the phosphorylated form
of αVβ3 associated with PDGF receptor) to exert its mitogenic activity, with the relevant contribution
of Tenascin-C and NG2 (Figure 1) [139]. These relations make OPCs relevant in the plasticity of the
CNS with the ECM homeostasis.

The oligodendrocyte lineage proliferation, differentiation and survival, however, can be influenced
also by neuregulins, NT-3 and NGF, further validating their role in synaptic plasticity [140,141].
Apart from their role in myelin and ECM homeostasis, novel interest is shown in the electrical signaling
between oligodendrocytes and neurons. OPCs express a variety of neurotransmitter receptors, such
as AMPAR, NMDAR, GABA, and acetylcholine (Ach) receptors [142] and voltage-gated channels
(i.e., sodium, potassium, and calcium channels) that could in principle modulate the surrounding
neuronal activity [138]. Moreover, OPCs are the only known glial cells to form synapses directly
with glutamatergic neurons in both gray and white matter regions and with GABAergic neurons in
the gray matter [143–145]. Unlike neurons, however, OPCs seem to participate only as postsynaptic
terminals and their glutamatergic connections develop along with normal synapses in the surrounding
neurons, while GABAergic signaling seems to gradually switch from synaptic to extra-synaptic [144].
The synaptic connection between OPCs and neurons appears to be counterintuitive, given the high
mobility of OPC elements that continually reshape (forming and dissolving) synapses in their migratory
pathway. The formation of these energetically expensive transient synapses allows the OPCs to monitor
axonal activity in the neighboring neurons, guiding oligodendrocyte maturation and myelin synthesis.
In fact, tetrodotoxin (TTX), a sodium channel blocker, can inhibit myelination [146], while stimulation
of neural circuits even in adulthood can stimulate OPC proliferation and differentiation along the active
pathways [147,148]. These synapses, however, can provide neurotransmitters, neurotrophic factors
and integrins-mediated intercellular signaling, thus contributing to modulation of axonal outgrowth
and/or neuronal excitability.

Oligodendrocytes, although maintaining the ability to regenerate, are long-lived cells, their
lifespan apparently is independent from the brain area or the grade of axon myelinization [149]
(Figure 1). New oligodendrocytes could replace myelin loss for physiological turnover and tend
to accumulate with the time [150]. Myelination occurring during adulthood, however, seems to
have different morphology, with a high density of shorter internodes [149]. The consequence is
that the average internode length diminishes and the number of nodes per volume increases with

52



Int. J. Mol. Sci. 2020, 21, 1539

aging, but the functional consequences of this remodeling are unknown and difficult to predict [151].
Behavioral phenomena should be expected in networks with rapid and synchronous information
processing, such as auditory and visual systems [152]. In the auditory system, evidence suggests
that synchronization on microseconds timescale is achieved through dynamic regulation of internode
length and thickness [153]. Myelin synthesis as a proper synaptic plasticity mechanism can be
triggered by a specific learning task, as demonstrated by myelin formation during motor-skill learning
experiments [154] and the opposite was shown by the inhibition of a new motor-task acquisition
by blocking new myelinization [147]. When myelination was blocked by conditional deletion of
myelin regulatory factor, blocking the OPC differentiation into mature oligodendrocytes, animals were
unable to learn new motor skills, but they were able to recall previous ones [147]. The role played by
oligodendrocytes in synaptic plasticity has been neglected for decades, and substantially limited to
demyelination processes [155]. A systems biology model of adaptive/maladaptive plasticity including
this cellular component should help to obtain a more comprehensive framework of their involvement
in acute (e.g., stroke) or chronic (e.g., corticobasal degeneration) CNS diseases.

4. ECM and NVU

Synaptic plasticity processes require structural and functional modifications, including shape,
density, formation, and elimination of synapses [2]. The functional modifications have been
mostly related to the neuron-glia interactions, like neurotransmitters secretion, receptors expression,
activity-dependent synaptic plasticity (e.g., LTP, LTD, myelination). This physiological plasticity allows
the circuitry to retain and reinforce the connections and store information [156,157]. The ECM and
NVU, on the other hand, participate actively in the structural changes and mediate the bioavailability of
nutrients, cytokines, molecular mediators (e.g., NT, transmitters, integrins ligands) that are fundamental
for the correct sequence of functional modifications [14,112,157]. The major structural builder of these
functional scaffolds could not be identified, as all CNS resident cells are involved in producing or
re-shaping them both in health and diseases (Figure 1).

4.1. ECM

The molecular composition of ECM in the CNS has been deeply investigated to elucidate the
intricate structure of this functional scaffold [11,12]. The major components of neural ECM are
proteoglycans (e.g., brevican, neurocan), interacting with collagen, glycoproteins (e.g., tenascins)
and hyaluronic acid (HA) synthesized in a different ratio by both glia and neurons (Figure 1).
Unbiased mechanisms activated progressively during development and in physiological conditions in
the adult brain, reshape the synaptic cleft through these ECM molecules.

Morpho-structural modifications of the ECM during CNS injury, aging and reactive astrocytosis
have been studied for their implication in neuroinflammation, neurodegeneration and the maladaptive
synaptic plasticity.

Elegant experiments were made to discriminate the astrocytic and neuronal ECM contribution
using co-cultures of neurons and astrocytes obtained from quadruple knockout mice for Tenascin-C/R,
brevican and neurocan. These co-cultures showed reduced production and organization of the ECM,
with lowered neuronal activity. The integration of wild-type astrocytes did not rescue the neuronal
phenotype [158] and co-cultures containing either quadruple knockout astrocytes or neurons showed a
reduced number of synapses (after an initial transient increase of synaptic formation in co-cultures
containing mutant astrocytes) [158]. These in-vitro data were partially complying with the in-vivo
studies conducted with the same animal models, showing mild defects of ECM deposition and the
replacement of the lost components with fibulin 1/2 during development [159]. Understanding the
relevance of cell-type-specific ECM components could be fascinating, like the astrocytic hevin (or its
antagonist SPARC) and thrombospondins, although all cellular elements seem to act all together as a
functional unit in synaptic plasticity [3,160].
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Furthermore, MMPs and ADAMTS (A Disintegrin And Metalloproteinase with thrombospondin
motifs) proteases are secreted by both glia and neurons and can reshape the ECM in response to
external or internal perturbations of the homeostasis [12]. These speculations have made the study of
the ECM promising for novel therapeutic approaches, although still practically controversial, possibly
for the delicate balance of this functional scaffold [161,162].

The PNNs, a specialized form of ECM, seem to be key elements in synaptic stability, creating
a functionally permeable barrier that allows or limits the formation of new connections between
neurons [156]. Furthermore, PNNs retain synaptic signaling molecules (e.g., semaphoring-plexin
system) that in the adult brain prevent the formation of unfit neuronal circuitries [163]. ECM has a
different composition in the developing brain with a high level of expression of matrix components
reported before the postnatal synaptogenesis peak, suggesting the key role played by the interstitial
matrix for the formation of immature synapses [164]. Aggrecan, also known as chondroitin sulfate
proteoglycan (CSPG)-1, seems to be particularly expressed on the surface of neurons in correspondence
to the loci of forming synapses [165].

Considering their role in synaptic stability, PNNs were shown as fundamental elements for
memory maintenance [166]. CSPGs, major components of the PNNs, were increased in the amygdala
of fear-conditioned animals and were associated with the protection of long-term memory traces,
resistant to extinction. The formation of these memories seems to coincide with the organization of
CSPGs into PNNs, related to the closure of a fragile period of the synaptic developmental plasticity,
defined “critical period” [166].

The increased expression of CSPGs, Tenascin-C, Tenascin-R, and HA can regulate axon elongation
mediated by reactive astrocytes [167,168]. CSPGs are selectively overexpressed in maladaptive plasticity.
Astrocytes produce neurocan and phosphacan, following cerebral cortex injury, while brevican or
versican expression is not increased [169]. Moreover, the induced modification of ECM through
heparinase or chondroitinase ABC (ChABC) overcomes the limitation of neurite outgrowth following
glial scar formation [169,170]. The specific expression of CPSGs seems to depend on the specific
neurological disease. An overexpression of brevican in the frontal cortex was reported in AD [171].
Oligomers or fibrillary Aβ peptides (not the monomers) were able to bind brevican core protein [171].
Animal models of AD, when treated with ChABC, showed a certain degree of LTP function in the
hippocampus and short-term memory formation with a higher synaptic density. The accumulation of
brevican seems to be due to astrocytic deposition and leads to synaptic maladaptive plasticity [171].

The maturation of NTs (i.e., NGF and BDNF) can occur as abovementioned in the ECM. In this
case, proNTs are processed by serine proteases like plasmin and MMPs, particularly MMP-7 and
MMP-9 [55,172]. Plasmin, normally produced in its inactive form, the zymogen plasminogen, can be
activated by the protease tissue plasminogen activator (tPA). Plasminogen seems to be exclusively
expressed by neurons [173].

Cell adhesion molecules (CAM) are pivotal for the interaction between cellular elements and
ECM. In particular synaptic CAM (SynCAM), neuroligins and hevin (involving both neurons and
astrocytes) have demonstrated a role in the developmental synaptic plasticity, and more recently, also
a member of the leucine-rich repeat transmembrane (LRRTM) proteins [174,175]. LRRTM members
are transmembrane proteins, interacting with the ECM. They bind neurexins and induce presynaptic
differentiation playing a role in the regulation of receptor composition [175,176]. The deficiency
of LRRTM leads to the loss of different types of synapses with parallel impairment of pre- and
post-synaptic components of the cleft [177,178]. LRRTM is able to bind neuroligin, but its role could
influence different types of synaptic sprouting, through the different components of the surrounding
ECM. However, the role of this protein family in ECM-mediated synaptic plasticity needs further
investigation. Furthermore, the neural cell CAM (NCAM) is an important player in visual cortex
development [179]. In particular, the visual stimuli could induce a polysialylation of NCAM (which
account for 95% of CNS protein polysialylation) and enhance the homophilic interactions across the
synapse [179]. Similar modifications are found in SynCAM, suggesting another possible mechanism to

54



Int. J. Mol. Sci. 2020, 21, 1539

organize specialized synaptic composition [180]. The physiological function of polysialylation is to
enhance hydration and volume size of the molecule, thereby increasing the distance between the cell
membranes of polysialylated NCAM-carriers and following regulation of cell–cell interactions [181].
Specific patterns of polysialylation are characteristic of developmental and adult brains, with almost
overlapping NCAM expression and a small fraction of SynCAM polysialylated after birth [181].
Moreover, polysialylation of SynCAM seems to be confined to few brain areas and could be found
also on OPCs [181]. These data are in accordance with the role of OPCs in synapse maturation and
ECM homeostasis.

4.2. NVU

Finally, we need to consider the complexity of the NVU. This component allows the CNS
homeostasis, metabolic supply, and immunological privilege, being regulated by a fine tuning mode
between the BBB elements (endothelial cells, astrocytic end-feet, pericytes, and the basal membrane),
neurons, glia and interstitial ECM [14,182].

The immune privilege of the CNS applies to both brain and spinal cord (through the BBB
homologous, blood-spinal cord barrier) [183] and can be maintained via the innate immune properties
of resident microglia, constantly scanning the environment to detect endogenous perturbations
or external pathogens and quickly restoring local homeostasis, thereby avoiding or confining the
damage [184]. Neuroimmune regulators (NIRegs) are a group of signaling proteins that are expressed
on both glia and neurons, and act to limit the immune activation [185]. Microglia remain in a resting
state by interacting with NIRegs (e.g., CXCL1, CD200, and CD47) on other cells. NIRegs nonetheless
inhibit complement activation through CD59, CD46 and factor H (FH) [185]. Furthermore, cytokine
signaling can be physiologically modulated, by the constitutive levels of the suppressor of cytokines
signaling (SOCS) that inhibits the Janus kinase (JAK)/signal transducer and activator of transcription
(STAT) intracellular pathway [185].

Thrombin is one of the main activators of neuro-immune responses and is strictly linked to the
NVU. This protease can exert both adaptive and maladaptive plasticity modifications on neurons and
glia [186,187] depending on its concentration, by interacting with the proteinase-activated receptors
(PARs). PARs are G-coupled receptors, with four recognized members [9,188] demonstrated on
neurons, glia, endothelial, and immune cells. PAR-1 can be canonically activated by thrombin,
activated coagulation factor X (FXa), MMP-1 and plasmin (also important as ECM reshaping proteins).
The activation is mediated by proteolytic cleavage and the tethered ligand exposure [189].

PAR-1 canonical activation seems to be neurotoxic and is achieved with pathologically high
concentrations of proteases [190] activating a guanosine triphosphatase (GTPase), the rat sarcoma
protein (Ras), the related protein A (RhoA). PAR-1 biased agonism, instead, can be achieved with
a controlled thrombin response, complexed with the activated protein C (aPC), which binds the
endothelial PC receptor (EPCR). This induces a different proteolytic activation on PAR-1 stimulating
another GTPase, the Ras-related C3 botulinum toxin substrate 1 (Rac-1), which interacts with
βarrestin-2 and disheveled-2 [191]. Other PARs seem to show secondary functions, particularly
PAR-3 which lacks intracellular domains [192], thus being unable to activate directly a G protein.
Indeed, it could act as a cofactor and form an heteromeric complex with other members of the family
to modulate intracellular transduction [193]. The complement factor C4a seems to act as an untethered
ligand of both PAR-1 and PAR-4, leading to intracellular activation of phospholipase C (PLC) and
intracellular calcium release [194], supporting the relevance of neuro-immune modulation of the NVU.

Serpins and thrombomodulin are also considered NIRegs and could reduce the toxicity of thrombin
on the CNS by preventing the canonical activation of PAR-1 [195]. LPS administration can stimulate
production in the hippocampus of microglial inflammatory factors and the expression of coagulation
factors, probably depending on thrombin signaling activation [196]. The relevance of these factors has
been proved in neurological and psychiatric diseases [14].
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The role of pericytes, on the other hand, was largely ignored, although it was reported that a
mutant mouse model with pericyte deficiency showed an significant increase of BBB permeability to
both water and solutes of low and high molecular mass [197]. This increased permeability was due
to endothelial trans-cytosis. Moreover, it has been shown that pericytes could alter gene expression
patterns of the endothelium and induce the polarization of astrocytic processes into the end-feet
surrounding the vessel [197]. Vascular changes involving pericytes and preceding the striatal and
cortical changes were described also in a mouse model of HD, and changes of these cells were found in
post-mortem HD human brains [198].

The CSF dynamic exchange of solutes with a directional flow from the arterial perivascular space
into the brain parenchyma and the consequent venous drainage was recently added to the regulating
functions of the NVU. In vivo studies demonstrated an active flow from the cisterna magna to the
subendothelial space, regulated by astrocytic end-feet of the so-called glial-limiting membrane [17,92].
This process implicated in the CNS waste clearing (Figure 1), seems to be particularly active during
sleep, with a cyclic increase of the interstitial space and lower noradrenergic tone mediated by the locus
coeruleus. The increased ECM space alters the synaptic transmission and contributes with the arterial
pump to the CSF influx and interstitial solute exchange during wakefulness-sleep rhythms [91] and
possibly during sleep phases transitions. Although there are increasing data concerning the physiology
of the glymphatic system and the involvement of the NVU in supporting its role in consciousness and
CNS pathology (traumatic, vascular, autoimmune, or degenerative), a translational approach is still
lacking [18,67,90,92,199,200].

5. Conclusions and Perspectives

Recent data suggest that a paradigm-shift in CNS studies is mandatory. To understand CNS
complexity, novel experiments should focus on the functional cooperation between several cellular,
sub-cellular and molecular components in synaptic plasticity. This can be achieved by a systems
biology approach. Neurons, although paramount for synapse functioning, are not able to develop,
reshape and reinforce the circuitry of the brain on their own.

The support of the glia is essential for trophic factors and neurotransmitters modulation, axon
myelinization, and synapse re-localization and elimination. On the other hand, the structural scaffold
of the ECM consistently regulated by all resident cells acting as a functional unit can be pivotal
in both developmental and several physiological changes. Moreover, the ECM is modified by
pathophysiological processes of CNS diseases due to its competence in NTs storage, axon guidance,
circuitry protection and intercellular communication. This synaptic model also accounts for the role
exerted by the NVU in the metabolic supply, BBB maintenance, glymphatic system, coagulation and
immune-system intervention in both adaptive and maladaptive plasticity. NVU and its peculiar
structure support selective and controlled exchange between CNS and the blood flow, with precise
rules and the possibility to modulate synaptic transmission.

Here we have enlightened the state-of-the-art evidence of the main pathways that should be
considered if we want to develop a comprehensive view of synaptic function under physiological
and pathological modifications. The increasing amount of omics data (i.e., genomic, epigenomic,
transcriptomic, proteomic, metabolomic, connectomic) gained us with an extremely complex picture of
the molecular events underlying perturbed conditions linked to neurological and neurodegenerative
disorders. On the other hand, we need to organize these big-data into a dynamic, integrative model that
takes into account not only the molecular networks but also their relative distribution between cellular
and sub-cellular elements. Indeed, modular systems biology is a strategy that allows structuring the
information about complex biological processes to obtain modular and mathematical/computational
models that may favor the identification of the key steps of the process, as well as the prediction
of how the molecular events of the network will respond to specific perturbations of the system.
The perspective is to be able to comprehend the regulatory logic of the complex molecular network,
which belongs to different cellular and non-cellular domains (neurons, astrocytes, ECM, and NVU).
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A clear understanding of these mechanisms, through an iterative process of computational and
experimental validation, could lead to the design of new drugs and innovative effective treatments for
neurological diseases.
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Abstract: N-Methyl-d-Aspartate Receptors (NMDARs) are ionotropic glutamate-gated receptors.
NMDARs are tetramers composed by several homologous subunits of GluN1-, GluN2-, or GluN3-type,
leading to the existence in the central nervous system of a high variety of receptor subtypes with
different pharmacological and signaling properties. NMDAR subunit composition is strictly regulated
during development and by activity-dependent synaptic plasticity. Given the differences between
GluN2 regulatory subunits of NMDAR in several functions, here we will focus on the synaptic
pool of NMDARs containing the GluN2A subunit, addressing its role in both physiology and
pathological synaptic plasticity as well as the contribution in these events of different types of
GluN2A-interacting proteins.

Keywords: Glutamate; NMDA receptors; dendritic spines; synaptic plasticity; brain disorders

1. Introduction

N-Methyl-d-Aspartate Receptors (NMDARs) are ligand- and voltage-gated ionotropic glutamate
receptors (iGluRs) promoting Ca2+ and Na+ influx. In particular, the NMDAR pore channel is blocked
by Mg2+ at resting potential and this event is removed by an adequate depolarization. Therefore,
in the canonical view, activation of NMDARs represents a coincidence detector of presynaptic
glutamate release and postsynaptic depolarization [1,2]. This view requires NMDARs be located
postsynaptically [3]. Nonetheless, the presence of NMDARs in the presynapse has long been described
in several brain areas, like cortex [4,5], hippocampus [6,7], and cerebellum [8,9], and also in the spinal
cord [10]. Moreover, in parallel with the classic view of ion influx as the only NMDAR signaling,
several studies pointed out a NMDAR metabotropic cascade independently of ion-flow. In particular,
the NMDAR metabotropic activity results from a complex intracellular “signalosome”, which is mostly
involved in synaptic receptor endocytosis and trafficking [11–14], and depression of neurotransmission
such as NMDAR-dependent Long-Term Depression (LTD) [15–19].

NMDARs are tetramers composed by two obligatory GluN1 subunits, associated with two
regulatory subunits of GluN2-type and GluN3-type, expressed in several different isoforms (GluN2A-D
and GluN3A-B) at different brain regions and at different developmental periods. According to the
neurodevelopmental switch theory, GluN2B/GluN2D and GluN3A/GluN3B are more abundant in
early developmental stages, whereas GluN2A/GluN2C are more expressed in mature ones [20,21].

GluN2A and GluN2B are by far the most abundant NMDAR regulatory subunits expressed
in the mammalian brain [20–22]. GluN2A-containing NMDARs are highly expressed in the adult
hippocampus and neocortex while in other brain areas such as the striatum the GluN2B-containing
NMDARs are predominant. Notably, GluN2A-containing NMDARs are more localized at synaptic
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sites and enriched in the postsynaptic density (PSD) compared to extrasynaptic sites [22–24] and
display a slower mobility compared to other GluN2-containing ones [25].

GluN2A confers unique channel properties to NMDARs containing this subunit, starting from
high sensitivity to Mg2+ [26]. Chen et al. reported that GluN2A-containing NMDAR mediate large
currents, as suggested by the peak current densities [27]. Moreover, this subunit grants the NMDAR a
high channel open probability [27]. In postnatal cortical neurons, regardless their age, the presence of
GluN2A mRNA was associated to faster NMDAR EPSC compared to negative cells [28]. GluN2 subunits
are also the main regulators of the open/close state of the NMDAR. In this context, GluN2A-containing
receptors have a reversible calcium-dependent inactivation, whereas other kinds of NMDARs, like the
GluN2B-containing ones, do not significantly suffer for calcium-dependent inactivation [29]. Another
important feature owned by GluN2A-containing NMDARs is the fast recovery from desensitization [30].
To summarize, GluN2A confers to NMDAR specific electrophysiological properties, like high channel
opening probability and conductance, more predisposed to desensitize but with a faster recovery,
making these receptors versatile modulators of synaptic activity.

Synaptic NMDARs mainly mediate pro-survival and synaptic plasticity pathways, whereas
extrasynaptic NMDARs are mostly responsible for glutamate excitotoxicity and are detrimental for
neuronal functions [23,31]. Furthermore, the balance in synaptic GluN2-type subunits is responsible
for adequate glutamatergic neurotransmission, which is altered in several neurological disorders
and which is linked to the pathophysiology of brain diseases [22,32,33]. Therefore, understanding
the molecular mechanisms regulating NMDAR subunit composition at synapses, such as membrane
insertion, and assembly and removal of specific regulatory subunits, represents a pharmacological
challenge for the setting up of new therapeutic strategies for neurological disorders where NMDARs
play a pivotal role [34,35]. In this review, we will focus on synaptic GluN2A-containing NMDARs,
their role in synaptic plasticity and their contribution to pathological plasticity as observed in several
brain disorders.

2. NMDAR Structure: Focus on the GluN2A Subunit

All NMDAR subunits contain an extracellular N-terminal domain (NTD), a transmembrane
domain (TD), and an intracellular C-terminal domain (CTD). Within NTDs are located the agonist
binding site (ABD) for glutamate (on GluN2 subunits) and glycine (on GluN1 and GluN3 subunits) [36].
Zn2+ ions are able to inhibit NMDAR currents probably by interacting with pore channel amino
acids [37,38]; however, Zn2+ can also inhibit specifically GluN2A-containing NMDARs due to an
interaction site located on GluN2A NTD. In particular, Zn2+ can relate allosterically with four residues
(H42, H128, K233, and E266) [39] belonging to GluN2A NTD, therefore providing inhibition and
reducing NMDAR currents [40–43]. GluN2A NTD is also responsible for receptor structural changes
in a closed conformation due to extracellular protonation (i.e., pH variations), which were shown
to be independent of plasma membrane potential [44–46] and agonist binding [47]. This event was
shown to be synergistically promoted by other NMDAR inhibitors, such as Zn2+ [48]. Recently, R370W
and P79R mutations of the GRIN2A (Glutamate Ionotropic Receptor NMDA Type Subunit 2A) gene,
encoding for the GluN2A subunit, have been associated with augmented and reduced sensitivity to
Zn2+, respectively [49]. Finally, the NTD of the GluN2A subunit shows an endoplasmic reticulum (ER)
retention signal, which is absent on GluN2B homolog [50] probably accounting for different delivery
mechanisms to the synapse.

The TD displays an M2 loop involved in pore channel formation and responsible for Mg2+

interaction. In particular, two asparagine residues from M2 loops belonging to the GluN2 and the
GluN1 subunits are responsible of the Mg2+ blockade [51]. The C1845A mutation on GRIN2A gene
encodes for GluN2AN651K variant at the M2 loop leading to low Mg2+ blockade [51], decrease in Ca2+

permeability both for di-heteromeric and tri-heteromeric NMDARs, and to epileptic encephalopathy
with cognitive impairment [52,53].
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The long CTD of GluN2 subunits displays the lowest homology among GluN2 isoforms, as well
as various length and binding partners [25,32,54]. GluN2 CTDs are necessary for receptor surface
dynamics and activation of specific metabotropic signaling [32,55]. Protein–protein interactions at
the GluN2A CTD are involved in the lower mobility of GluN2A-containing NMDARs at synapses
compared to GluN2B-containing ones [25] (see below) [55]. GluN2 CTD as well as NTD were reported
to affect receptor trafficking from the ER, indicating a complex modulation of the receptor delivery to
target regions [56].

NMDAR can be modulated through subunit phosphorylation of different residues at the CTD,
which represent also a well-demonstrated fast mechanism for activation or maintenance of synaptic
plasticity events [57]. In particular, CTD phosphorylation is important for the endocytosis/removal of
NMDARs, which occurs during synaptic plasticity events [58] and agonist binding [11–13,59]. Vissel
and collaborators (2001) reported a use-dependent dephosphorylation of NMDAR associated with
low amplitude recordings given by augmented endocytosis of the receptors mediated by AP2 and
dynamin [11]. This event was dependent on agonist concentrations and time interval of treatments.
Furthermore, they identified the GluN2A CTD portions responsible for the endocytosis, such as Tyr842
which is well known to interact with a consensus motif (µ2) on AP2, and additional residues between
the 874-1464 fragment [11].

Selective GluN2 antagonists represent pharmacological tools to investigate GluN2 subunits role
both in physiological and pathological conditions. As for the GluN2A subunit, the mostly used selective
antagonist is NVP-AAM077, which interacts with ABD of GluN2A and Glu781 on GluN1 subunit [60].
The selectivity of NVP-AAM077 for GluN2A over GluN2B is, however, only approximately fivefold,
suggesting a tight range of concentrations to be used [61]. This probably explains why the variability
of the results obtained with NVP-AAM077 in different experimental systems, thus suggesting that this
compound should be used cautiously to investigate GluN2A contribution to neuronal functions.

Researchers recently developed new promising compounds with different pharmacological profile,
such as GluN2A Negative Allosteric Modulators (NAMs) and Positive Allosteric Modulators (PAMs).
As for GluN2A-NAMs, the most studied is TCN-201, which interacts with the ABD lower portion
called S2 of GluN2A and GluN1; in particular, Leu780 and Val783 on GluN2A, whereas Arg755 on
GluN1 [62–64]. As for GluN2A-PAMs, scientists are making efforts in obtaining clean molecular
profiles due to a PAM binding site shared between NMDARs and AMPA receptors (AMPARs) [54].
Among PAMs, GNE-0723 was the first to be identified with a high potency and brain penetrance but
poor pharmacokinetic profile [65,66]. After modification of GNE-0723 structure into GNE-5729, almost
fivefold increased selectivity against AMPAR was achieved, maintaining good GluN2A potency and
specificity [66]. Overall, even if several advances have been performed in the last decade trying to
identify novel compounds that are able to modulate selectively the GluN2A-containing NMDARs,
additional work is needed to reach this goal.

3. GluN2A Subunit: Binding Partners

The GluN2A CTD binds a variety of synaptic proteins with different cellular functions. These
protein–protein interactions play a pivotal role in the modulation of numerous properties of
GluN2A-containing NMDARs, ranging from the regulation of downstream intracellular signaling to
mechanisms involved in the synaptic retention of the receptor.

The GluN2A CTD domains responsible for the interaction with these partners sometimes overlap
thus leading to the competition of different types of proteins for the interaction with the GluN2A
subunit (see below). Importantly, it is known that some of these interactions depend on the activation
state of the synapse. In particular, interactions at the GluN2A CTD are very often not static but
dynamically regulated by synaptic activity and plasticity (Figure 1). Accordingly, different pools
of GluN2A-containing NMDAR can be associated to different signalosome. Moreover, several
protein–protein interactions described below have been shown to play a key role for Long-Term
Potentiation (LTP) induction. Therefore, the knowledge of the interactors at the GluN2A-CTD and
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their binding mechanisms represent a helpful tool in understanding how GluN2A-containing NMDAR
function is regulated.

1 
 

 

Figure 1. Graphic representation of GluN2A interactors at C-terminal domain (CTD). (A) In basal
condition, GluN2A CTD binds RNF10 at aa991-1049; BRAG2 at aa1078-1117; Cdk5 at aa1218-1246;
CaMKII at aa1389-1464; Scribble1 at 1458-1464; and PSD scaffolding proteins such as PSD-93, PSD-95,
SAP102, and SAP97 at aa1461-1464. (B) Upon LTP induction, phosphorylation of RNF10 triggers RNF10
detachment and its nuclear translocation. Simultaneously, CaM binds to aa875-1029 of GluN2A. BRAG2
exchanges GDP with GTP to Arf6-GTPase, which is involved is vesicles recycle at the postsynapse, also
with Scribble1. Rph3A interaction with GluN2A at aa1349-1389 increases. CaMKII is disinhibited and
is recruited at the postsynapse. Ras-ERK downstream cascade is initiated.

Among GluN2A CTD interacting partners there are (1) scaffolding proteins, (2) synapse-to-nucleus
messengers, (3) protein kinases, and (4) other proteins (see Figure 1).

3.1. Scaffolding Proteins

Several types of scaffolding proteins bind the distal domain of GluN2A CTD and these interactions
mainly regulate GluN2A stability at synapses. Members of membrane-associated guanylate kinase
(MAGUK) from the Discs Large subfamily (Dlg) such as PSD-95, PSD-93, SAP102, and SAP97 bind
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to the last three aa (1461–1464) of the GluN2A subunit and are responsible for GluN2A-containing
NMDARs retention in PSD [67–70]. Similarly, the rab-effector protein Rabphilin3A (Rph3A) binds to
GluN2A1349-1389 domain at synapses and promotes stabilization of GluN2A-containing NMDARs at
the PSD, also thanks to the formation of a triple complex with PSD-95. Interestingly, the formation of
this protein complex is triggered by LTP and disruption of Rph3A/GluN2A interaction through cell
permeable peptides or Rph3A shRNA rapidly reduces synaptic levels of GluN2A-containing NMDARs
and prevents LTP induction [71]. FRMPD2, a scaffolding protein typically present in polarized cells
and neurons, was found to interact selectively with GluN2A subunit of NMDARs through its PDZ2.
Again, this association is necessary for receptor stabilization in PSD and its disruption leads to reduced
GluN2A synaptic levels in CA1 region of hippocampus [72]. Scribble1, a scaffolding protein involved
in neural tube closure and presynaptic architecture was also described as a GluN2A binding partner at
1458–1464 domain promoting insertion at the PSD of GluN2A-containing NMDARs via interplay with
AP2 [73].

3.2. Synapse-to-Nucleus Messengers

Long-distance NMDAR signaling to the nucleus contributes to activity-dependent regulation of
gene expression that feeds back to synaptic function in health and disease. In addition to calcium signals,
which represent a major route for communication of NMDAR activity to the nucleus, synaptonuclear
protein messengers connect synapses and nucleus enabling bidirectional transfer of information. In
particular, several synaptonuclear messengers are associated to NMDAR complex at the glutamatergic
postsynaptic compartment and play a key role in the modulation of the LTP [74,75]. Ring Finger
protein 10 (RNF10) binds the 991–1049 fragment of GluN2A subunit and migrates to the nucleus
through the transporter importin-α after induction of LTP or synaptic NMDAR activation [76].

AIDA-1d was shown to be present in the PSD during resting conditions, and to migrate to the
nucleus upon NMDAR activation where it regulates protein synthesis and nucleoli number [77].
An interaction site on GluN2 CTD has not been reported yet for AIDA-1d and it shows to
preferentially colocalize and coimmunoprecipitate with GluN2B subunits over GluN2A, suggesting a
promiscuous synapse-to-nucleus messenger. However, we cannot exclude AIDA-1d as potentially
part of GluN2A-containing NMDAR signaling components. Nevertheless, it seems to mainly
affect GluN2B-containing NMDARs assembly and trafficking to the synapse from the endoplasmic
reticulum [77].

Extracellular regulated kinase (ERK) is involved in Mitogen-Activated Protein Kinase (MAPK)
downstream signaling and a synapse-to-nucleus communication, which still needs to be clarified. Both
GluN2A- and GluN2B-containing NMDAR can be found upstream of ERK activation, suggesting ERK
as a promiscuous signaling mediator [55]. ERK was shown to be activated by only a subset of dendritic
spines modulating CREB and Elk-1 activity [78]. However, there is no direct demonstration of ERK
translocation to the nucleus as well as no direct interaction reported yet on GluN2 CTDs.

3.3. Protein Kinases

Several protein kinases play a relevant role at GluN2A-containing NMDAR complexes
not only phosphorylating the GluN2A subunit, but also forming protein–protein interactions.
Ca2+/calmodulin-dependent protein Kinase II (CaMKII) interacts with 1389–1464 domain of
GluN2A [79,80] and with different CTD portions of GluN2B subunit (839–1120/1120–1489) depending
on the kinase phosphorylation state [81,82]. CaMKII is the most abundant protein at the glutamatergic
PSD and is activated by Ca2+-Calmodulin complexes driven by NMDAR opening. When this
occurs, CaMKII autophosphorylates its autoinhibitory domain in T286, becoming active. The active
conformation of CaMKII remains, even when the Ca2+ stimulus has subsided, therefore it is also named
as “molecular memory” [83–85]. The interaction between GluN2A and this kinase was shown to be
in an unphosphorylated state, but it is promoted by autophosphorylation of CaMKII [86]. Increased
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formation of GluN2A/CaMKII complex induces also a disruption of GluN2A/PSD-95 interaction thus
leading to a dynamic modification of GluN2A-interacting proteins following NMDAR activation [79].

Cyclin-Dependent Kinase 5 (CdK5) binds GluN2A at fragment 1218–1246, regulating receptor
recycle and degradation via coordination with the protein AP2 [87,88]. Of relevance, Cdk5-dependent
phosphorylation at Ser1232 seems to be important for LTP maintenance in CA1 region of
hippocampus [88].

Phospatidyl-inositol-3 kinase (PI3K) was reported to bind GluN2A- or GluN2B-containing
NMDAR by interacting with GluN1 CTD. Activation of GluN2A containing NMDAR was shown to
trigger PI3K signaling [89,90].

3.4. Other Proteins

Guanine nucleotide exchange factors (GEFs): Brefeldin A-resistant Arf guanine nucleotide
exchange factor 2 (BRAG2) binds 1078–1117 fragment of GluN2A CTD and mediates exchange of GDP
to GTP at ADP-rybosilation factors (Arf) [91]. However, also BRAG1 is able to interact with synaptic
GluN2A-containing NMDAR complex, as reported previously by Sakagami [92].

Ras-guanine nucleotide-releasing factor 2 (Ras-GRF2) is a Ca2+/Calmodulin (CaM) sensor
mediating GluN2A-containing NMDAR signaling in mature neurons [93], in fact its expression
is developmentally regulated [94]. In particular, Ras-GRF2 displays a GEF domain, a C-terminal cell
division cycle 25 (CDC25) domain for Ras/ERK activation [95,96], and an N-terminal dbl homology
(DH) domain activating Rac/p38 pathway [97,98]. Ras-GEF are important mediators of NMDARs
late phase signaling, since they involve MAP kinases, ERK1/2 and also CREB phosphorylation which
is important for gene expression [94]. However, the domain of interaction between Ras-GRF2 and
GluN2A has not been investigated.

IQGAP1 serves as a scaffold protein for different signaling pathways involving B-Raf, Rac1, Lis1,
Cdc42, ERK, and MEK. IQGAP1 was found to preferentially interact with GluN2A-PSD-95 complexes
compared to GluN2B-containing ones, thus indicating a possible signaling interplay through IQGAP1
between different pools of NMDAR [99–102].

Calmodulin (CaM) interacts with CTD of GluN2A subunit in a calcium-dependent manner
at the 875-1029 domain, through interaction with a tryptophan residue (1014), which is critical
for protein–protein interaction [103]. Ca2+/Calmodulin complexes can be also considered as a
synapse-to-nucleus messengers of the γCaMKII and γCaMKI signaling, regulating gene expression
and cognitive functions [104–106].

Bip, a recently discovered ER chaperone protein, is involved in the selective delivery of
GluN2A-containing NMDAR at the synapse from the dendritic ER [107].

4. GluN2A Subunit and Synaptic Plasticity

The influence of the NMDAR subunit composition on synaptic plasticity has been subject of a
vast number of studies, trying to explain the unsolved question on how different patterns of neuronal
stimulation lead to opposite modulation of synaptic strength acting on the same type of receptor. It
is commonly accepted that the different levels of calcium influx associated with different degrees of
NMDAR activation polarize the direction of plasticity towards LTP or LTD, as they couple to different
intracellular signaling pathways. However, it was proposed that distinct subpopulations of NMDARs
could exert a finer level of regulation on synaptic potentiation or depression triggered by different
activity patterns. In this regard, GluN2A subunit has been intensively studied, as GluN2A-containing
NMDAR has particular channel properties that generate distinct calcium dynamics in the postsynapse.
Moreover, as described above, GluN2A CTD allows unique intracellular molecular associations with
proteins like kinases and phosphatases and synaptonuclear messengers that intrinsically direct the
plasticity signaling [33,75,108]. Recently it was also reported a specific metabotropic function of
GluN2A-containing NMDAR in mediating glycine-induced potentiation of AMPAR currents through
the activation ERK1/2 signaling [109]. The synaptic abundance and motility of this subunit affects
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the basal state of the spine and provides another level of control on the possibility to induce synaptic
strengthening or weakening. In particular, the CA3-CA1 synapse of the hippocampal neurocircuitry
represents the most commonly used model for the study of the putative role of different GluN2 subunits
in synaptic plasticity. Pharmacological and genetic manipulations, or the combination of the two
approaches, have been used in combination with several plasticity protocols.

4.1. Role of GluN2A in LTP

In 2004, a couple of seminal ex vivo studies showed that the selective pharmacological inhibition
of GluN2A by NVP-AAM077 blocks tetanus- and pairing-induced LTP in three- to four-week rat
hippocampal neurons [110] and HFS-induced LTP in layer II and III cortical neurons [111], but not LTD.
A few years later the findings were confirmed on hippocampal neurons using the same antagonist
and age of rats [112] and also in two-week-old mice [113]. In vivo pharmacological studies also
showed that both intrahippocampal infusion and intraperitoneal injection of NVP-AAM077 was able
to abolish LTP induction [114]. The data in these studies seem to point out that GluN2A is a necessary
element for LTP. However, the NVP-AAM077 concentration used in the aforementioned studies is
relatively high and, as NVP-AAM077 affinity is just 5 times higher to GluN2A than GluN2B, it cannot
be excluded that the block of LTP seen is uniquely GluN2A dependent. Moreover, this elevated
concentration of NVP-AAM077 was able to induce a drastic reduction of the total NMDAR-mediated
currents [110,112] that might have prevented the calcium influx necessary for LTP induction. Given
that, the block of LTP induction seemed more likely to have arisen from a threshold effect on the total
NMDAR-mediated currents than on the selective inhibition of GluN2A. In support of this theory, the
group of Köhr found that in mice treated with a concentration of the antagonist that was titrated not
to cause an excessive NMDAR-current reduction, pairing-induced LTP was not impaired [115]. In
another study, the same low NVP-AAM077 concentration also did not abolish LTP induction by a
theta burst protocol [116], but partially impaired tetanus-induced LTP [117]. Overall, pharmacological
studies did not clarify the role of the GluN2A subunits in LTP, even if the data of these studies suggest
that GluN2A might have a more relevant function in tetanus-induced LTP, since it resulted the most
sensitive to NVP-AAM077 treatment.

Several lines of evidence from a genetic manipulation approach further supported the idea
of an involvement of GluN2A in LTP, as in both mice with reduced synaptic GluN2A [118] or no
GluN2A [119], LTP is altered, but can be restored though a multiple tetanic induction protocol [120]. A
possible explanation for this functional recovery is that a stronger neuronal stimulation can restore the
calcium influx that is usually supplied by GluN2A-containing NMDAR in high-frequency stimulation
conditions. However, other studies put forward the idea that also GluN2A-interaction with molecular
partners is important for synaptic strengthening. It has been shown that form of LTP dependent on
the Ras-GRF2/Erk Map Kinase pathway can be sustained by GluN2A subunit-containing NMDARs
alone [93], suggesting that unique interactions may occur. This idea seems to be confirmed by another
study, in which a GluN2A C-terminal truncation mouse model showed impaired tetanus-induced
LTP [121]. However, these mice have a reduction of the total levels of GluN2A, so it is possible that the
LTP impairment is caused by the reduction in calcium influx (threshold effect) rather than the loss of
the signaling downstream GluN2A. Also, in this case [121], and in another study [122], using more
intense stimulation protocols overcomes the LTP induction deficit, probably thanks to the expected
increase of calcium influx in the spine. To conclude, these experimental data indicate an involvement
of GluN2A in LTP but there is no clear indication for a privileged or necessary role of this subunit in
the process induction.

GluN2A has a bidirectional involvement in synaptic plasticity: it regulates and is regulated by it.
In particular, LTP is a potent trigger of GluN2A upregulation, especially at synaptic levels. Several
evidences seem to indicate that GluN2A rise in the postsynapse is associated to an early mobilization
of NMDARs localized in non-synaptic pools and a later increase of total level of the protein. In
adult rats HFS-induced LTP is coupled to waves of GluN2A increase in DG total homogenates: a
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rapid surge 20 min after LTP induction, then the subunit levels go back to the base levels 1 h and 4
h after LTP to go up again 24 h after induction [43]. LTP induced by HFS is also able to promote a
GluN2B- to GluN2A-mediated current switch in newborn mice hippocampal slices, in a very short time
window [123]. Accordingly, LTP induction increased GluN2A synaptic levels in both hippocampal
organotypic cultures from neonatal rats [12] and in synaptosomal fractions of hippocampal slices from
6- to 8-week-old rats [124]. Similarly, Franchini et al. found also in primary hippocampal cultures a
synaptic increase of GluN2A driven by chemically induced LTP protocol, with a concurrent increase
of its CTD-binding partner Rph3A (see Figure 1). Interestingly, interfering with GluN2A/Rph3A
interaction prevents the synaptic increase of GluN2A levels [125].

Baez and coworkers found that only after the establishment of an actual long-term potentiation
(after 70 min), but not after 30 min, GluN2A levels were increased [126]. Even if these data seem to
contrast with the previously described ones, the different results obtained may arise from the different
model used (young adult rats) and the different cellular fraction analyzed (hippocampal homogenates
and not synaptic fractions). In accordance, GluN2A mRNA dendritic levels and translation increased
30 min after NMDA stimulation [127], whereas LTP induction immediately increases local translation
and membrane insertion of GluN2A and for the 30 min after the induction [128].

In conclusion, GluN2A seems to respond to the appropriate stimulus with a fast lateral mobilization
from extra-synaptic to synaptic sites and, to sustain synaptic potentiation, with an increase of the local
translation and surface expression at longer time points.

4.2. Role of GluN2A in LTD

As described above, the exact nature of the role of GluN2A in the LTP process is still not completely
clear. Similarly, it is still not possible to make an educated guess on the exact role of GluN2A in LTD, as
there are contradictory results on the matter. Some studies using the pharmacological approach revealed
that a concentration of NVP-AAM077 that is able to impair LTP does not affect LTD in culture [129],
in acute slices [110], or in vivo [130], suggesting that GluN2A is not necessary for LTD. However,
there are other studies in opposition, in which the antagonist blocked LTD at the same concentration
in which blocked LTP [112,113]. In another in vivo study, mice injected intraperitoneally with two
different concentrations of NVP-AAM077 that were able to block LTP showed LTD impairments just
at the higher concentration [114], suggesting that just a substantial reduction in NMDAR-mediated
current and subsequent calcium entry is able to perturb LTD induction, whereas at low concentration
of NVP-AAM077, the residual calcium influx is not able to trigger LTP but is still able to mediate LTD.
Also, genetic approaches, providing mostly negative results, did not provide a convincing answer
to the question. No LTD deficit was found in GluN2A knockout mice [131] and neither in case of
direct [132] nor indirect GluN2A overexpression [133] at 1 Hz stimulation protocol, although at 3–5
Hz, GluN2A overexpression reduced LTD without affecting LTP [132]. It was demonstrated that
NMDAR-mediated ion flux block could not stop LTD induction, suggesting the emerging idea that the
basal state of the spine, rather than the amount of the calcium influx through NMDARs, is essential for
LTD. However, to what extent GluN2A is involved in LTD, if through the intracellular association or
the channel properties conferred to the NMDAR, it is still not determined, even if the data provided do
not evidence a necessary role of the subunit in the process.

4.3. Role of GluN2A Interactors in Synaptic Plasticity

Despite GluN2A important role mediated by the particular channel properties it confers to the
NMDAR, data seem to point out that many of the GluN2A specific effects, both in and out of the
context of synaptic plasticity, may be due to the unique intracellular interactors that mediate GluN2A
specific signaling pathways. First, as already described, some GluN2A CTD associated proteins
are scaffolding proteins and mediate GluN2A membrane association and synaptic localization (See
Figure 1). It was reported that Rph3A promotes stabilization of GluN2A-containing NMDARs in
the postsynapse [71]. Franchini et al. recently published that Rph3A is targeted to the synapse after
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chemically induced LTP, which, in turn, drives the upregulation of GluN2A-containing NMDAR
induced by LTP through the formation of the Rph3A-GluN2A-PSD-95 complex. Remarkably Rhp3A
silencing in vitro blocks LTP induction. Interfering with Rph3A/GluN2A interaction produces the
same effect and in vivo induces a strong memory deficit [125]. Other important interactors of GluN2A
CTD that modulate its function in synaptic plasticity are protein kinases. Cdk5 can upregulate GluN2A
function via phosphorylating GluN2A at Ser1232 in vitro and in vivo [87]. CaMKIIα competes with
PSD-95 for binding to GluN2A [79]. This interaction occurs with non-phosphorylated CaMKII, but
is positively regulated by kinase autophosphorylation [86]. CaMKII activity has been demonstrated
to be necessary and sufficient for LTP induction (reviewed in [134]). Finally, GluN2A has the unique
association with the synaptonuclear messenger RNF10 (see Figure 1) that has been demonstrated to
mediate GluN2A-mediated LTP maintenance as well as LTP-dependent structural modifications of
dendritic spines [76]. More recently Carrano et al. demonstrated a wider role of the GluN2A-associated
synaptonuclear communication mediated by RNF10 in the regulation of dendritic arborization [135].

5. Role of GluN2A in Learning and Memory

Synaptic plasticity is considered the cellular and molecular basis for learning and memory
formation [136,137] and several studies have demonstrated an important role for NMDARs in specific
forms of learning and memory [138,139]. The specific involvement of GluN2A in learning and
memory has been investigated through both pharmacological and genetical approaches. Genetic
ablation of GluN2A and expression of a GluN2A lacking the CTD did not impair spatial tasks
acquired over a number of days (the Morris water maze (MWM) and radial arm maze) [140]. Neto1
knockout mice, characterized by reduced level of GluN2A and LTP deficits, perform normally at
MWM [118]. Pharmacological manipulations gave similar results: intraperitoneal injections of the
GluN2A antagonist NVP-AAM077, able to block LTP, in vivo did not alter MWM acquisition or
consolidation in rats [130]. However, interfering with GluN2A has been associated with short-term
memory deficits. In fact, GluN2A-knockout or GluN2A C-terminus-deficient mice exhibit impaired
spatial working memory [140]. Moreover, CA1 infusion of NVP-AAM077 impaired the performance
on a delayed alternation T-maze task [141]. Other works suggested that GluN2A might participate in
the rapid acquisition of context or object representations. Indeed, GluN2A knockout mice showed an
impaired performance in a variant of a hippocampus-dependent contextual fear-conditioning with
reduced context exposure before shock delivery [120]. Moreover, Neto1 knockout mice were impaired
in a displaced object recognition task, but not in a novel object recognition task, suggesting a specific
deficit in a hippocampal dependent test [118]. Similarly, Franchini et al. found that mice treated with a
cell-permeable peptide that interferes with Rph3A-mediated GluN2A synaptic delivery also display
memory defects in the object displacement task [125].

Thus, GluN2A does not seem necessary for incrementally acquired long-term memory tasks. It
seems that GluN2A partially controls learning and memory: it is not necessary for long-term memory
tasks but seems to affect short-term memory and the rapid acquisition of spatial information.

However, it is interesting to note that pharmacological and genetic manipulations of the GluN2B
subunit produce similar cognitive alterations of the ones described by manipulating GluN2A, suggesting
that a general reduction in NMDAR-mediated current might induce short-term memory deficits, rather
than specifically interfering with GluN2A-containing NMDAR.

NMDAR has been subject of study also in the context of fear memory. Even if most of the
studies support the idea that GluN2B is the subunit that is primarily involved in this kind of memory
process [142–146], recently some studies have also pointed out an involvement of GluN2A-containing
NMDARs. The group of Luo demonstrated that interfering with the activity-dependent insertion
of GluN2A mediated by the ER chaperone Bip in the dorsal hippocampus was sufficient to impair
the acquisition of fear conditioning test, suggesting that the interaction between the two proteins is
crucial for fear memory formation [107]. Moreover, an increase of GluN2A/GluN2B ratio in basolateral
amygdala after fear memory consolidation inhibits retrieval-dependent memory destabilization and

75



Int. J. Mol. Sci. 2020, 21, 1538

modification of the fear memory trace, suggesting a neurobiological molecular explanation of why
some memory events are resistant to variation and extinction [147]. Similarly to synaptic plasticity, the
process of learning and memory also influences GluN2A. A hippocampal-dependent spatial memory
task, MWM, was shown to upregulate GluN2A mRNA levels after the training session. Baez et al.
showed an increase in GluN2A levels in the hippocampi in habituation of a new environment starting
from 30 min after the test [126]. Interestingly, a similar upregulation of GluN2A was also found after
each phase of object presentation of the novel object recognition task [24]. This evidence supports the
idea that specific types of memory are supported by a contribution of GluN2A-containing NMDAR
mediated neurotransmission and so the subunit is upregulated by the process itself.

6. Role of GluN2A in Pathological Plasticity

Modifications of the GluN2A-containing NMDARs have been implicated in several pathological
conditions including among others cerebral ischemia [148], depression [149–156], anxiety [149,157],
schizophrenia [158–161], and Huntington’s disease [162–164]. In this review we decided to focus our
attention on selected brain disorders in which GluN2A disfunctions is strictly correlated to altered
synaptic plasticity, such as epilepsy, Alzheimer’s disease, Parkinson’s disease, Fragile-X Syndrome,
and autism.

6.1. GluN2A in Epilepsy

Epilepsy represents a common disease in the population with complex pathophysiology
leading to aberrant firing in brain circuits [165]. Several mutations of GRIN2A (encoding
the GluN2A subunit) leading to NMDAR gain- or loss-of-function have been associated
with different epilepsy-aphasia spectrum (EAS) such as benign epilepsy with centrotemporal
spikes (BECTS), the Landau–Kleffner syndrome (LKS) and epileptic encephalopathy with
continuous-spike-and-waves-during-slow-wave-sleep (CSWSS) [166–168]. A patient with the GluN2A
P552R substitution presented seizures and intellectual disability [169]. This mutation affects the
pre-M1 region of GluN2A leading to higher glutamate and glycine potency of the NMDAR, without
impairments in receptor surface trafficking or expression. Hippocampal primary cultures transfected
with this receptor variant showed increased neurotoxicity under synaptic stimulation conditions, which
was rescued by memantine, underlining the contribution of this mutation to the clinical phenotype
observed [170]. Other mutations associated with epilepsy, the GluN2A M817V as well as the L812M
substitution which both reside in the pre-M4 region [171,172], increase agonist potency, channel mean
open time and open probability while reducing endogenous negative modulator effects on receptor
activity [173]. A GluN2A mutation at Tyr1387 was reported in a family displaying CSWSS and an
autistic phenotype [167]. Interestingly, Tyr1387 is a well-known GluN2A phosphorylation site by Src
Kinase, important for the modulation of the receptor activity [174].

Other GRIN2A mutations such as the GluN2A-I148S and R512H were associated with reduced
surface NMDAR expression, activation time and current amplitude, when expressed in heterozygous
or homozygous condition in HEK cells [175]. Overall, GluN2A-I148S and R512H can be considered
dominant negative variants of GluN2A, as well as the I184T, C436R, R518H, T531M, V685G, and
D731N [175–178]. Moreover, also the GluN2A-N651K variant previously described (see NMDAR
structure paragraph) can be considered as a dominant negative form of the GluN2A subunit due
to low Ca2+ influx in spite of low Mg2+ sensitivity [53]. Finally, there are some GluN2A mutations
that are also present in GluN2B (equivalent sites) but give rise to different phenotypes. In particular,
the GluN2A variants C436R, V685G, and D731N were shown to induce intractable epilepsy with
developmental delay and general tonic-clonic seizures [167,176,177], whereas GluN2B ones (C436R,
Q413G, and C461F) with intellectual disability and absence seizures [178–180].

However, the involvement of GluN2A subunit in epilepsy has been correlated not only to genetical
variants, but also to altered trafficking, expression and balance with other NMDAR subunits for an
adequate receptor functioning.
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Injection of convulsive agents, such as 3-mercaptopropionic acid or 4-aminopyridine for several
days, is able to increase hippocampal GluN2A levels [181,182]. Chen and colleagues demonstrated
how selective antagonism of the GluN2 subunits is neuroprotective in the hippocampus of pilocarpine
and kindling animal models of epilepsy. However, only GluN2A antagonism reduced epileptogenesis,
seizure-induced mossy fiber sprouting, and the activity-dependent BDNF expression indicating a
crucial role of this subunit in epilepsy [183]. Recently, activation of GPR40 (a Gq coupled GPCR) in the
kainic-acid (KA) induced epilepsy model and PTZ-kindling model reduced susceptibility to SE, most
probably reducing NMDAR surface localization by regulating the endocytosis of the receptor [184].

A characteristic of some epilepsy models is that a single application of convulsive agent (electrical
stimulation, GABA-A receptor antagonist, and Kainic Acid) has a long-term impact on electrical activity
of the model itself, even after a washout period. Abegg and colleagues revealed how the Bicuculline
(GABA-A receptor antagonist) epilepsy model induces abnormal LTP-like phenotype by exaggerated
potentiation of excitatory synapses [185]. In particular, they observed how NMDAR activity was
responsible for synapse potentiation by increasing synaptic AMPAR insertion, then occluding LTP
induction but enhancing LTD amplitude in CA1. In this study, they provided a probable explanation
for impaired learning abilities after epileptic exposure [186–188]. However, more recent literature
identified both increased [189–191] and decreased LTP responses, probably depending on experimental
conditions and how efficiently the seizure-induced LTP-like condition was realized [192–194]. Finally,
in a recent work Hanson et al. found that the seizure phenotype was ameliorated by the use of a
Positive Allosteric Modulator of GluN2A in a mouse model of Dravet syndrome [195]. In this case, the
activation of GluN2A-containing NMDAR was able to improve the brain oscillations and neuronal
hypersynchrony, improving the epileptic discharges.

6.2. GluN2A in Autism Spectrum Disorder (ASD) and in Fragile X Syndrome (FXS)

Neurodevelopmental disorders characterized by reduced learning and social abilities are also
called Intellectual Disabilities (IDs). Among IDs, ASD shows high variability in the severity of
social-deficit interaction, communication, and stereotyped behaviors [196–198]. Genetic background as
well as environmental exposure to different stressors play an impact on the disease emergence [199,200].
FXS is an X-linked disease characterized by IDs and often accompanied by autistic features. In
particular, FXS is due to lack or altered expression in FMR1 gene, encoding Fragile Mental Retardation
Protein (FMRP), which binds mRNA [201] and regulates its transport and translation [202,203].

Among the several neuronal alterations detected in ASD and FXS, a convergent point is
dysregulation in synaptic protein expression and activity, leading to altered intracellular signaling
during neurotransmission. Interestingly, FMRP target mRNAs include both pre and postsynaptic
proteins such as NMDARs, PSD-95, Shank1-3, Calcium channels, SNAP-25, and many others [204].

In particular, NMDAR and mGluR signaling modulating ERK/MAPK kinase activity have been
associated with the pathophysiology of FXS [205]. Indeed, FXS-patient brain and Fmr1-KO mouse
model show hyperactive ERK/MAPK pathway [206,207]. Furthermore, elevated activation of ERK was
detected in Fmr1-KO mice and associated to overproduction of APPα derived from APP cleavage [208].

Synaptic plasticity events in different regions of Fmr1-KO animals are altered compared to WT. In
particular, the LTP in CA1 region of hippocampus is impaired in animal models of FXS [209,210] as
well as in other brain regions [211–215]. Importantly, Lundbye and colleagues recently reported the
NMDAR-dependent LTP in CA1 of Fmr1-KO animals was restored to normal levels with selective
inhibition of GluN2A subunit through different antagonists and negative allosteric modulators (NAM)
or via GRIN2A deletion [216].

mGluR1/5-dependent LTD in CA1 was reported to be enhanced in Fmr1-KO animals compared
to WT [216–219]. Interestingly, mGluR1/5 LTD was also recovered to basal levels via GluN2A
inhibition [216].

A reduction of both LTP [217] and NMDAR-mediated LTD [220] were also recorded in perforant
path-granule cells of Fmr1-KO animals. In agreement with the DG involvement in pattern separation
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aspects of learning [221], Fmr1-KO mice display no impairments in acquisition phase of Morris Water
Maze [222,223], but have reduced context discrimination and altered memory extinction [222,224],
which is thought to be dependent on NMDAR-LTD [225].

Recently, integrated transcriptome analysis revealed, among other genes, alterations of GRIN2A
in the adult hippocampus of ASD mouse models [226], strengthening its role in the pathophysiology
of neurodevelopmental disorders.

6.3. Pathological Synaptic Plasticity in Parkinson’s Disease and Dystonia

A balanced cross-talk between dopaminergic and glutamatergic transmission in the striatum
is essential for corticostriatal synaptic plasticity and motor activity [227]. In Parkinson’s disease,
the degeneration of nigrostriatal dopaminergic neurons leads to complex alterations of the basal
ganglia pathways involving also impaired synaptic plasticity of striatal spiny projecting neurons
(SPNs) [228]. SPNs express GluN2A- and GluN2B-containing NMDARs [229,230] and an alteration of
GluN2A/GluN2B subunit ratio of the striatal synaptic NMDAR is a key element in the regulation of motor
behavior and synaptic plasticity in PD [231,232]. Interestingly, distinct levels of dopamine denervation
differentially alter striatal synaptic plasticity and NMDA receptor subunit composition [231]. The
complete depletion of striatal DA induces in the PD rat model by 6OHDA, mimicking advanced stages
of the disease, results in the loss of both LTP and LTD and an increase of GluN2A/GluN2B ratio at
synapses [230,231]. However, an early PD model characterized by only a partial DA depletion and
mild motor symptoms shows a normal LTD and an altered LTP associated with a selective increased
expression of synaptic GluN2A NMDARs. The use of cell permeable peptides able to modulate
GluN2A interaction with scaffolding elements and, consequently, a physiological NMDAR subunit
composition led to a full rescue of synaptic plasticity and to an amelioration of the motor behavior [231].
Overall, these studies indicate that an uncorrected composition of NMDARs is a key element in both
motor behavior and synaptic plasticity in experimental PD.

Notably, more recent studies suggest that alsoα-synuclein (α-syn) produces deficits in visuospatial
learning and impairs LTP in striatal SPNs belonging to the direct and indirect basal ganglia pathways
by altering the activity and synaptic localization of GluN2A-containing NMDARs [233]. In addition,
α-syn impairs NMDAR-dependent LTP in striatal SPNs without inducing any effect on LTD [233], in
agreement with previous reports showing that this latter form of synaptic plasticity in the striatum
does not require NMDAR activation [228]. Similarly, also in hippocampal neurons α-syn oligomers
impair LTP and modify basal synaptic transmission through an NMDAR-mediated mechanism [234].
Even if levodopa remains the major pharmacological approach for Parkinson’s disease, patients treated
for several years develop disabling motor complications known as levodopa-induced dyskinesia [235].
These events are strictly correlated to adaptive changes of the glutamatergic corticostriatal signaling
and involve also an aberrant functioning of NMDARs. Accordingly, the use of the low-affinity
noncompetitive NMDAR antagonist amantadine allows at least a short-term benefit in the treatment of
dyskinesia [235,236]. Of relevance, chronic levodopa treatment restores bidirectional synaptic plasticity
(LTD, LTP, and depotentiation) only in non-dyskinetic conditions, whereas both in animal models
and in patients, dyskinesias are associated with the loss of depotentiation of previously induced
LTP [210,237,238].

Several reports demonstrated an increased synaptic GluN2A/GluN2B ratio of NMDARs in
dendritic spines of SPNs, both in animal models and in patients [230,232,239], paralleled by
modifications in the association of GluN2-type subunits with scaffolding proteins. Interestingly,
treatment with peptides disrupting GluN2A interaction with MAGUK proteins or with Rph3A
demonstrated that a decrease in synaptic GluN2A-containing NMDAR is sufficient to induce a
significant reduction in the severity of Levodopa-induced dyskinesia [240,241].

Alterations of synaptic plasticity have been reported as a key determinant in the pathophysiology
of early-onset generalized torsion dystonia (DYT1), an autosomal dominant movement disorder [242].
Human studies identified modifications of neuronal processing and plasticity in dystonic patients [243]
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and an impairment of striatal plasticity has been shown in different DYT1 animal models. In particular,
a recent study demonstrated in a DYT1 dystonia mouse model that LTP appeared prematurely in
a critical developmental window in striatal SPNs, whereas LTD was never recorded [244]. Notably
these functional alterations where closely related to an increase of postsynaptic GluN2A suggesting a
“premature” GluN2A/GluN2B switch [244].

6.4. Dysfunction of Glutamatergic Synaptic Plasticity in Alzheimer’s Disease

Dysfunction of the excitatory synapse and spine loss represent early functional and morphological
events of Alzheimer’s disease (AD). Several postsynaptic proteins of the glutamatergic synapses have
been demonstrated to be a key target of the amyloid-β1–42 (Aβ1–42) peptide, whose accumulation and
deposition are the main hallmarks of AD. Notably, several studies indicate that Aβ1–42 is an important
modulator of neuronal activity affecting in turn synaptic transmission and plasticity [245]. In particular,
oligomeric Aβ1–42 can alter the activation of NMDARs and downstream signaling cascades promoting
the loss of LTP, the induction of LTD, and synaptic loss [246–248].

The different contribution of GluN2A- and GluN2B-containing NMDARs to Aβ1–42-induced
synaptic toxicity has been widely evaluated. Several studies reported the role of the extra-synaptic
GluN2B-containing NMDARs in these events [249–251]. Aβ1–42 oligomers induce intracellular Ca2+

overload particularly mediated by the GluN2A subunit and neuronal death that can be prevented
by NMDAR antagonists [252]. In addition, another study showed that presenilin knockout mice
models are characterized by an early increase in GluN2A-containing NMDARs at the PSD with a
concomitant reduction at non-synaptic sites before synaptic loss [253]. Moreover, oligomeric Aβ1–42

caused selective loss of synaptic GluN2B responses, promoting a switch in subunit composition from
GluN2B to GluN2A, a process normally observed during development [254]. As GluN2A subunits
have been implicated in protective pathways, whereas GluN2B subunits appear to increase neuronal
vulnerability [255], the early increase in GluN2A and decrease in GluN2B subunit-composed NMDARs
activity may be an attempt to reduce Aβ1–42-induced neuronal dysfunction. Finally, a very recent
study provided a novel mechanistic explanation for Aβ1–42-dependent aberrant plasticity induced
oligomeric forms [256]. In particular, Marcello and co-workers demonstrated that oligomeric Aβ1–42

activates a pathway that requires neuronal activity and the involvement of the GluN2A-containing
NMDARs. Moreover, Aβ1–42-induced neuronal degeneration involves activation of extrasynaptic
GluN2B-containing NMDARs followed by increased Tau phosphorylation, whereas spine loss can be
mainly mediated by GluN2A-containing NMDARs signaling and active caspase-3 [257]. Noteworthy,
among Aβ toxicity mechanisms, also NMDAR metabotropic signaling was shown to impact on synaptic
functions. However, this process seems to mainly involve GluN2B-containing NMDARs as reported
by Malinow’s laboratory in 2013 [254]. However, Aβ treatment was also found to act indirectly on
GluN2A subunit, increasing the synaptic GluN2A/GluN2B ratio [254] and so inducing a switch in
NMDAR subunits similar to the neurodevelopmental one.

The impact of GluN2A subunit in AD has been recently taken into account also as a
potential pharmacological target. In particular, GNE-0723, a novel positive allosteric modulator
of GluN2A-containing NMDAR, was shown to ameliorate the cognitive deficits in a mouse model of
AD (J20) [195], supporting the importance of the involvement of synaptic NMDAR neurotransmission
in AD pathogenesis.

7. Conclusions

NMDARs have been intensively studied in the last decades because of their involvement in many
aspects of neuronal transmission as well as learning and memory. It has been clearly demonstrated
that NMDAR properties depend on its subunit composition and this review focused on the distinctive
functions of synaptic GluN2A-containing NMDARs. Even if these NMDAR subtypes play a key
role in both physiology and pathological synaptic plasticity, future studies aiming to understand
their contribution to the pathophysiology of neurological disorders will require novel and specific
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approaches to overcome the limitations due to the high similarity among GluN2-type regulatory
subunits. At present, genetic manipulation of GluN2A did not fully clarify its pathophysiological role
and the available pharmacological tools are not specific enough to give a better answer. Understanding
the role and the modulation of GluN2A protein–protein interactions at the CTD may provide new
possible targets for pharmacological tools and be a future direction in which to investigate the unique
role of this NMDAR subunit in the context of glutamatergic neurotransmission and synaptic plasticity.
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Abstract: SNAP-25 is essential to activity-dependent vesicle fusion and neurotransmitter release in
the nervous system. During early development and adulthood, SNAP-25 appears to have differential
influences on short- and long-term synaptic plasticity. The involvement of SNAP-25 in these processes
may be different at hippocampal and neocortical synapses because of the presence of two different
splice variants, which are developmentally regulated. We show here that the isoform SNAP-25a,
which is expressed first developmentally in rodent brain, contributes to developmental regulation
of the expression of both long-term depression (LTD) and long-term potentiation (LTP) at Schaffer
collateral-CA1 synapses in the hippocampus. In one month old mice lacking the developmentally
later expressed isoform SNAP-25b, Schaffer collateral-CA1 synapses showed faster release kinetics,
decreased LTP and enhanced LTD. By four months of age, SNAP-25b-deficient mice appeared to
have compensated for the lack of the adult SNAP-25b isoform, now exhibiting larger LTP and no
differences in LTD compared to wild type mice. Interestingly, learning a hippocampus-dependent task
reversed the reductions in LTP, but not LTD, seen at one month of age. In four month old adult mice,
learning prevented the compensatory up-regulation of LTD that we observed prior to training. These
findings support the hypothesis that SNAP-25b promotes stronger LTP and weakens LTD at Schaffer
collateral-CA1 synapses in young mice, and suggest that compensatory mechanisms can reverse
alterations in synaptic plasticity associated with a lack of SNAP-25b, once mice reach adulthood.

Keywords: SNARE proteins; long-term potentiation; long-term depression; learning and memory;
cognition; Schaffer collateral-CA1 synapses

1. Introduction

Synaptosomal Associated Protein of 25kDa (SNAP-25) is one of three core SNARE (Soluble
N-ethylmaleimide sensitive factor Attachment protein REceptor) proteins that participate in the fusion
of the neurotransmitter-containing vesicles with the plasma membrane [1]. These three SNARE
proteins interact to form a trimeric core-complex, and in the process overcome the energy barrier for
plasma membrane fusion [2]. Protein–protein interactions between the SNARE fusion proteins, and
with additional ancillary proteins, can modify the properties and alter vesicle fusion [3,4]. The other
core SNARE proteins, synaptobrevin 2 or VAMP2 and syntaxin 1A, are anchored to the membrane via
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their C-terminal domains. In contrast, SNAP-25 tethers to the membrane via palmitoylation, which is
a reversible and dynamic process [5–7], and participates in the formation of coiled–coil quaternary
SNARE complexes, where alpha helices of all three proteins wrap around each other. In the nervous
system, SNAP-25 plays a major role in neurotransmitter release [8], and during development, SNAP-25
has been suggested to play a role in promoting neurite outgrowth [9,10].

Alternative splicing is a mechanism that increases the diversity profile of protein coding genes.
More than 95% of multiexon genes in higher eukaryotes go through alternative splicing [11–13].
SNAP-25 utilizes this process to produce two variants, SNAP-25a, which is the predominant isoform
in neurons in mice during embryonic and early postnatal (PN) development, and SNAP-25b, which
becomes the dominant isoform as central synapses mature into adulthood. During mRNA formation,
the splicing machinery splices in either exon 5a or exon 5b, corresponding to SNAP-25a or SNAP-25b
proteins, respectively. While the differences that affect SNAP-25a and SNAP-25b functionality are
still being elucidated, there are clear phenotypic differences in mice expressing only SNAP-25a versus
predominantly SNAP-25b [14,15]. The two splice variants differ by only nine out of 206 amino
acids [16–19]. However, SNAP-25a is the major isoform peripherally in endocrine and neuroendocrine
excitable cells throughout life and certain hypothalamic structures, but this still needs further thorough
investigation [18,20,21]. Moreover, the differences between SNAP-25a and SNAP-25b span regions
of the N-terminal amphipathic helix and the cysteine-rich linker region, spacing the two (N- and
C-terminal) helices [19,22]. Likely, the different SNAP-25 isoforms change the tertiary structure
of the core SNARE complex and thereby modify the affinities of SNARE-binding partner proteins.
Additionally, SNAP-25 isoforms differentially interact with accessory proteins such as Munc18-1 and
Gβγ subtypes [23].

Within the first week of life, in the mouse hippocampal formation, SNAP-25a is the dominant
isoform that participates in vesicle fusion and development [18,24]. As mice mature, SNAP-25b and
overall SNAP-25 levels increase dramatically in the entire brain. By three weeks of age, the level of
SNAP-25b is more than 50% greater than SNAP-25a in the hippocampal formation. Additionally,
between weeks 3 and 8, likely the time of synaptic maturation, there is a dramatic increase in the total
amount of SNAP-25.

During the first two weeks of development, when SNAP-25a is the predominant isoform in brain,
rodents exhibit predominantly, or entirely, metabotropic glutamate receptor (mGluR)-dependent forms
of long-term depression (LTD) of synaptic transmission, while long-term potentiation (LTP) has yet
to appear [25–28]. The timing of this change in relative levels of SNAP-25a to SNAP-25b mirrors the
developmental upregulation of N-methyl-d-aspartate receptors (NMDARs), suggesting that SNAP-25a
may play a greater role in the expression of mGluR-dependent LTD, while SNAP-25b may be more
important for expression of NMDAR-dependent LTD and LTP. It is possible, but still undetermined,
whether the switch in expression from SNAP-25a to SNAP-25b confers this ability to express LTD and
LTP in older animals.

We have previously reported that, at four weeks of age, SNAP-25b-deficient mice demonstrate
significantly reduced LTP and less ability to discriminate between intensities of presynaptic stimuli [29].
To evaluate the role of SNAP-25 isoforms on later developmental stages of synaptic transmission and
plasticity, we studied this same strain of SNAP-25b-deficient mice, using one month and four month
old animals, to compare and assess the early developmental and later adult impact of the absence of
SNAP-25b. Normally, the switch in SNAP-25 mRNA isoforms happens during postnatal weeks 1–3
in the hippocampal formation, so in one month old wild type (WT) mice, a complete switch of the
SNAP-25 proteins has occurred. We compared the magnitude of hippocampal LTP and LTD in in vitro
hippocampal slices, and learning acquisition and memory retention in vivo, at these different ages, to
assess the early developmental and long-term adult impact of the absence of SNAP-25b on synaptic
plasticity and cognitive function.
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2. Results

2.1. Vesicular Release Probability is Increased in One Month Old SNAP-25b-Deficient Mice

SNAP-25a and SNAP-25b are functionally different in their ability to facilitate exocytosis following
association with the other core SNARE proteins in the SNARE complex [30]. Therefore, we analyzed
whether SNAP-25a-only expressing mice exhibited functional differences in vesicular transmitter
release properties by direct imaging of the release kinetics of the styryl dye FM1-43 using two-photon
laser scanning microscopy. We compared SNAP-25b-deficient mice to wild type (WT) controls and
assessed the effects of the lack of SNAP-25b on release kinetics at glutamatergic Schaffer collateral-CA1
terminals in hippocampal slices.

To directly assess neurotransmitter release probability, Schaffer collateral presynaptic terminal
vesicles were loaded with FM1-43, and the time course of fluorescent destaining was monitored
in response to stimulus-evoked release of the dye using two-photon laser scanning microscopy.
Schaffer collateral axons were stimulated with 0.1 Hz frequency to evoke neurotransmitter release.
Schaffer collateral terminals in field CA1 of hippocampal slices from SNAP-25b-deficient mice showed
significantly faster neurotransmitter release kinetics compared to the WT controls (Figure 1A), as
measured by a faster rate of fluorescence decay of FM1-43. Fitting of destaining curves (Figure 1B)
with a single exponential decay function Y = (Y0-NS)*exp(-K*X)+NS (Y = total vesicle brightness, Y0 =

brightness at time 0, X = time, NS = brightness after end of stimulation period, K = rate constant in
inverse units of X, half-life = 0.69/K) revealed significantly smaller half-life (13.7) and smaller decay
time constant tau (0.05) values for SNAP-25b-deficient mice compared to WT half-life (23.3) and tau
(0.031). Comparison of the two fits with extra sum-of-squares F test for the dissociation time constants
(K) showed significant difference between SNAP-25b-deficient and wild type slices (p < 0.01).

Figure 1. Presynaptic vesicular release from Schaffer collateral terminals in one month old
SNAP-25b-deficient mice. (A) Representative fluorescent images of hippocampal field CA1 stratum
radiatum in slices from WT and SNAP-25b-deficient mice prior to synaptic stimulation (T0) and after
50 min of 2Hz stimulation (T50). Bright puncta are presynaptic Schaffer collateral terminals. (B)
Fluorescence decay of vesicular dye FM1-43 from Schaffer collateral-CA1 presynaptic boutons elicited
by 0.1 Hz stimulation (black bar). SNAP-25b-deficient mice (filled circles, n = 20 puncta from 4 slices)
showed a significantly faster rate of FM1-43 decay compared to wild type mice (open circles, n = 18
puncta from 6 slices). Each point is mean ± SEM of ‘n’ puncta.
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2.2. Long-Term Potentiation and Long-Term Depression of Synaptic Strength

A high-frequency theta-burst stimulus (TBS) was used to induce stimulus-dependent LTP (sLTP)
at Schaffer collateral-CA1 synapses in the hippocampal slices from one and four month old mice.
At one month of age, sLTP was reduced in SNAP-25b-deficient mice compared to age-matched WT
littermate controls (Figure 2A). The reduced expression of LTP suggests an important role for the
missing SNAP-25b isoform in the expression of LTP. However, there clearly is LTP retained that does
not require presence of SNAP-25b.

Figure 2. Alterations in stimulus-evoked LTP in SNAP-25b-deficient mice of both sexes at one and
four months of age. (A) Theta burst stimulation (TBS)-induced LTP (burst data points not shown)
at one month in hippocampal Schaffer collateral synapses. Arrows indicate application of TBS in
each panel. Young SNAP-25b deficient mice expressed lower sLTP (filled circles, n = 13) compared
to age-matched controls (open circles, n = 12). (* p < 0.01; Student’s t-test). Each point is normalized
to the averaged baseline and is mean ± SEM of n slices. (B) Time course of LTP induced by TBS in
littermate controls (open circles, n = 9) and SNAP-25b-deficient mice (filled circles, n = 9) in slices from
4 month old mice. Older SNAP-25b-deficient mice show enhanced LTP with an altered PTP compared
to littermate controls (* p < 0.01; Student’s t-test). Each point is normalized to the averaged baseline and
is mean ± SEM of n slices. LTP was calculated as mean of grey box, compared to pre-TBS normalized
baseline. Insets: Representative Schaffer collateral-evoked fEPSPs in WT and SNAP-25b deficient slices
immediately before (black traces) and 50 min after (grey traces TBS stimulation, with calibration bars in
(A) 1mV/10msec, in (B) 2mV/10msec.

In contrast to slices from one month old mice, at four months of age SNAP-25b-deficient mice
displayed LTP that was significantly larger than LTP in WT control mice (Figure 2B). In addition to
expressing augmented LTP, four month old SNAP-25b deficient mice exhibited larger rapid post-tetanic
potentiation of fEPSPs (PTP) shortly after induction of high-frequency stimulation (HFS), in contrast
to the reduced PTP in one month old mice. While one month old mice lacking SNAP-25b displayed
reduced LTP, the older animals, exhibited enhanced LTP compared to age-matched controls. This is
clear evidence for presynaptic compensatory mechanisms that upregulate LTP in absence of the switch
from SNAP-25a to SNAP-25b.

Due to the essential roles posited for both LTP and LTD in learning and memory, we also examined
stimulus-evoked LTD of synaptic transmission (sLTD) in mice lacking SNAP-25b at one and four
months of age. At one month, but not four months, of age, hippocampal slices from SNAP-25b-deficient
mice showed enhanced sLTD induced by a low-frequency stimulation (LFS; 2Hz/10min), compared
to littermate controls (Figure 3A). Taken together, our LTP and LTD data in one month old animals
suggest that SNAP-25a favors the expression of sLTD over sLTP in the developing brain, consistent
with a previous study [29] in which we showed that LTP at Schaffer collateral-CA1 synapses is reduced
in both male and female SNAP-25b-deficient mice at one month of age. In contrast, four month old
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SNAP-25b deficient mice displayed sLTD that did not differ from their littermate controls (Figure 3B).
These results also suggest that compensatory effects can restore both LTP and LTD to control levels
and balance in adult mice lacking SNAP-25b.

Figure 3. Changes in LTD at Schaffer collateral-CA1 synapses in hippocampal slices from one and
four month old SNAP-25b-deficient mice of both sexes. (A) LTD at one month of age at Schaffer
collateral-CA1 synapses induced by a 2Hz LFS. SNAP-25b-deficient mice (filled circles, n = 8) exhibited
significantly greater LTD compared to controls (open circles, n = 7). Bar indicates application of LTD
stimulus (2Hz/10min, data points not shown). (* p < 0.01; Student’s t-test). Each point is normalized to
the averaged baseline and is mean ± SEM of n slices. (B) After prolonged absence of SNAP-25b, four
month old SNAP-25b-deficient mice (filled circles, n = 8) displayed LTD similar to WT littermates (open
circles, n = 8). Each point is normalized to the averaged baseline and is mean ± SEM of n slices. LTD
was calculated as mean of grey box, compared to pre-TBS normalized baseline. Insets: Representative
Schaffer collateral-evoked fEPSPs in WT and SNAP-25b deficient slices immediately before (black
traces) and 50 min after (grey traces) LBS stimulation, with all calibration bars 1mV/10msec.

2.3. Place Avoidance Spatial Learning

A recent study from our group found, in an active avoidance spatial learning test, that the same
one month old SNAP-25b-deficient mice showed impaired learning acquisition rates, and slower
extinction of learning once acquired, suggesting weaker initial learning and greater flexibility for
relearning new contingencies [29]. Our current findings suggest that compensatory mechanisms have
returned LTD and LTP to near control levels by four months of age in mice lacking the adult SNAP-25b
isoform, leading us to test whether behavioral phenotypes found in younger mice lacking SNAP-25b
are also compensated in adulthood.

To evaluate the behavioral phenotypes associated with a lack of SNAP-25b throughout
developmental into adulthood, we used an active place avoidance assay developed by Fenton
and colleagues [31]. In this task, rodents are placed on a turning metal grid platform and, using
spatial cues, must learn to move to avoid a shock given when the animal enters one segment of the
circular field (Figure 4A). Littermate controls and SNAP-25b-deficient mice were subject to multiday
habituation, training trials, extinction and conflict discrimination as described [31]. In contrast to
deficits in this learning, as previously observed in one month old mutant mice, adult mice lacking
SNAP-25b showed no differences in the initial learning phase in days 1–3 (Figure 4B). However, after
extinction (day 4), when the shock zone was shifted 180◦ from its initial position, SNAP-25b-deficient
mice entered the new shock zone fewer times than controls, suggesting a more rapid relearning of the
new shock zone location. This may reflect a behavioral learning flexibility. No difference in anxiety-like
behavior was detected in four month old SNAP-25b deficient mice (Figure 4C), using an elevated
plus maze. Increased anxiety observed at one month in our previous study was no longer detected
in older SNAP-25b-deficient mice. Finally, motor function as assessed by total path length was not
different in SNAP-25b-deficient mice and WT littermates (Figure 4D). These data indicate that adult
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SNAP-25b-deficient mice have compensated for the impairments in synaptic plasticity and learning at
one month of age, consistent with the shift from a reduction in LTP at one month of age, to larger LTP
at four months of age, and the ‘renormalization’ of the magnitude of LTD reached by adulthood.

Figure 4. Active avoidance initially shows altered cognitive flexibility in adult SNAP-25b-deficient
mice of both sexes with no difference in anxiety-like behaviors or locomotion. (A): Active avoidance
training schedule. Pretrial and Extinction: 1–10 min trial without shock. Initial learning: 3 days of
3–10 min trails/day with a left shock zone. Conflict learning: 2 days of 3–10 min trials/day with a
180◦ shifted shock region. (B): Active avoidance assay average daily counts of shock zone entries.
Four month old SNAP-25b-deficient mice (black bars, n = 12) learned to avoid the original shock zone
as well as controls (white bars, n = 17). After extinction, four month old SNAP-25b-deficient mice
initially learned faster and entered the new shock zone fewer times than WT littermates (day 4; p < 0.05;
one-way ANOVA for repeated measures). (C): The same four month old mice deficient in SNAP-25b
(black bar, n = 12) showed no difference in time spent in the open arm of the elevated plus maze (EPM)
relative to controls (white bar, n = 17). Therefore, no difference in anxiety-like behavior was detected.
(D): These older SNAP-25b-deficient mice (black bar, n = 12), compared to WT littermates (white bar, n
= 17), also showed no difference in general locomotion, indicated by total distance traveled during
EPM assessment. Each point is mean + SEM of n animals.

2.4. Effects of Learning Acquisition on Long-Term Synaptic Plasticity

In a cohort of mice that went through active place avoidance behavioral testing, sLTP and sLTD
were assessed post-training, to determine the impact of hippocampal-dependent training of place
avoidance on hippocampal synaptic transmission and long-term activity-dependent plasticity in
SNAP-25b-deficient mice. Once mice completed all five days of the training paradigm, they were
sacrificed and used for slice electrophysiology recordings. In contrast to untrained mice, one month
old SNAP-25b-deficient mice exhibited enhanced sLTP compared to littermate controls (Figure 5A).
Prior to training, the same SNAP-25b-deficient mouse line had displayed reduced LTP at Schaffer
collateral-CA1 synapses. While the response to HFS post-training was larger in SNAP-25b-deficient
mice at one month of age, the magnitude of sLTP was not altered by behavioral training in four month
old SNAP-25b deficient mice (Figure 5B).
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Figure 5. Hippocampal dependent training alters LTP in adolescent SNAP-25b-deficient mice of both
sexes. (A): Time course of TBS (arrows) used to induce LTP in younger mice. After completing an
active avoidance assay, adolescent mice lacking SNAP-25b showed enhanced LTP (filled circles, n = 7)
relative to controls (open circles, n = 11). (* p < 0.01; Student’s t-test). Each point is normalized to the
averaged baseline and is mean ± SEM of n slices; (B): TBS LTP (arrows) recorded from area CA1 in
four month old mice that had completed a multiday active avoidance training. SNAP-25b-deficient
mice (filled circles, n = 18) expressed LTP at levels similar to controls (open circles, n = 18). However,
SNAP-25b deficient mice did show significantly larger PTP. Each point is normalized to the averaged
baseline and is mean ± SEM of n slices.

Unlike adolescent mice lacking SNAP-25b, sLTD was altered in four month old adult
SNAP-25b-deficient mice compared to WT littermate controls only after the passive avoidance
spatial learning task (Figure 6B). Prior to training, four month old SNAP-25b-deficient mice did not
show altered sLTD, while younger mice showed the same enhancement in sLTD relative to controls
both before and after passive avoidance training. These data show that, in one month old mice lacking
SNAP-25b, reductions in LTP and increases in LTD are both present, while by four months of age,
compensatory mechanisms have returned LTD levels to normal. Nevertheless, the effect of learning
acquisition on adult mice expressing only the juvenile SNAP-25a isoform was to upregulate both LTP
and LTD at Schaffer collateral-CA1 synapses.

Figure 6. LTD is enhanced in young and old SNAP-25b-deficient mice of both sexes by
hippocampal-dependent training. (A) One month old SNAP-25b-deficient mice (filled circles, n
= 7) exhibited significantly larger sLTD compared to WT littermates (open circles, n = 4). (*, p < 0.01;
Student’s t-test). Bar indicates 2Hz/10mins LTD stimulus application. Each point is normalized to the
averaged baseline and is mean ± SEM of n slices; (B) Four month old SNAP-25b-deficient mice (filled
circles, n = 6) also exhibited greater sLTD than WT controls (open circles, n = 13, p < 0.05; Student’s
t-test). Bar indicates 2 Hz/10 min LTD LFS stimulus train. Each point is normalized to the averaged
baseline and is mean ± SEM of n slices.
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2.5. mGluRII and NMDA Receptor-Dependent LTD of Synaptic Transmission

We investigated if changes in activation of glutamate receptors might be responsible for differences
observed in synaptic plasticity resulting from a lack of SNAP-25b. Multiple reports indicate an essential
role for SNAP-25 in transient presynaptic suppression of transmitter release by the 5-HT serotonin
receptor at lamprey synapses [32], and in mGluRII-dependent chemical- and stimulus-evoked LTD
at Schaffer collateral-CA1 hippocampal synapses. Evidence points to an interaction between the
C-terminus of SNAP-25 with the G-protein Gβγ being necessary for suppression of neurotransmitter
release at all of these synapses. C-terminus cleavage of SNAP-25 by botulinum toxin A prevents Gβγ

and SNAP-25 interaction necessary for depression of transmitter release [32,33], as does infusion of a
C-terminal fragment of SNAP-25 that binds to Gβγ [34]. Given the role of these glutamate receptors
in the induction of LTD of presynaptic transmitter release, we tested whether there were differences
in the expression of mGluRII or NMDAR chemical LTD (cLTD) produced by a lack of SNAP-25b. To
evaluate the involvement of each form of presynaptic cLTD and how they interface with SNAP-25 to
affect presynaptic vesicular release, mGluRII- and NMDAR-dependent LTD were selectively induced
in hippocampal slices from one and four month old mice lacking SNAP-25b, by bath application of
either NMDA (20µM) or the mGluRII agonist DCG-IV (25 µM).

In mGluRII cLTD, lack of SNAP-25b did not alter the amplitude of mGluRII cLTD in either one
(Figure 7A) or four month old (Figure 7B) SNAP-25b-deficient mice compared to WT littermate controls,
indicating that molecular mechanisms downstream of synaptic stimulation underlie the induction
of mGluRII-dependent presynaptic LTD. Moreover, they are not differentially regulated by the two
isoforms of SNAP-25.

Figure 7. One and four month old SNAP-25b-deficient mice of both sexes show no differences in
mGluRII-dependent cLTD. Time course of mGluRII cLTD induced by the receptor agonist DCG-IV
(25µM; solid bar = 5 mins at 2mL/min) at Schaffer collateral-CA1 synapses. Each point is normalized
to the averaged baseline and is mean ± SEM of n slices. (A): In one month old SNAP-25b-deficient
hippocampal slices (filled circles, n=11), mGluRII LTD was not altered compared to littermate controls
(open circles, n = 7); (B): In four month old SNAP-25b-deficient (filled circles, n = 7) and WT (open
circles, n = 9) mice, mGluRII LTD did not differ in magnitude.

NMDAR cLTD also exhibited the same amplitude of fEPSP in one month old SNAP-25b-deficient
mice as in control mice (Figure 8). If components of the NMDAR cascade interact with SNAP-25, this
interaction does not appear to be influenced by a lack of SNAP-25b in adolescent mice. Further, we found
that NMDAR-dependent LTD could not be elicited in either mutant or control mice by bath application
of NMDA at four months of age, indicating that synaptic stimulation is an essential component
for the induction of NMDAR-dependent LTD in adult mice, since the majority of stimulus-evoked
LTD is blocked by NMDAR antagonists. Taken together, these findings suggest that the ‘a’ and ‘b’
isoforms of SNAP-25 differentially regulate the induction of LTD through regulation of the magnitude
and patterns of synaptic stimulation and through its effects on presynaptic terminals that require
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synaptic activity, rather than by altering the downstream activation of glutamate receptors, either post-
or presynaptically.

Figure 8. Differences observed in synaptic plasticity in one month old SNAP-25b-deficient mice of both
sexes were not due to alterations in NMDAR response to glutamate. The presence of SNAP-25a in
mutant mice (filled circles, n = 5) did not alter the extracellular amplitude of NMDA-induced cLTD
(20 µM; solid bar = 5 mins at 2mL/min) compared to WT littermates (open circles, n = 7) at Schaffer
collateral-CA1 synapses. Each point is normalized to averaged baseline and is mean ± SEM of n slices.

3. Discussion

SNAP-25 is an essential SNARE protein and a regulatory target for the expression of short- and
long-term plasticity of presynaptic transmitter release. The individual contributions of each isoform
differ in regulation of synaptic transmission and activity-dependent long-term synaptic plasticity [29].
Given the importance of LTP and LTD in activity-dependent networks that underlie learning and
memory [35,36], we assessed alterations in LTP, LTD and behavioral learning in SNAP-25b-deficient
mice, compared to WT mice that exhibited normal developmental regulation of the ‘a’ and ‘b’ isoform.
Although relative expression levels of SNAP-25 isoforms throughout different brain regions are not
yet fully evaluated, the switch from SNAP-25a to SNAP-25b is well described in the hippocampus.
We used Schaffer collateral-CA1 synapses in hippocampal slices to assess LTP and LTD, and a
hippocampus-dependent behavioral task, to correlate the observed changes with expression of
SNAP-25a or SNAP-25b as the dominant isoforms at that time in development.

The reduced level of LTP and enhanced magnitude of LTD expressed in one month old
SNAP-25b-deficient mice relative to littermate controls suggests that SNAP-25a favors the induction
of LTD over LTP, and is consistent with our previous study showing that both male and female
SNAP-25b-deficient mice exhibited significantly smaller LTP [29]. By preventing a down regulation
of LTD during development, the absence of SNAP-25b could prevent the shift in synaptic plasticity
favoring larger LTP that normally occurs around three weeks of age. During the first four weeks
of development, WT mice display a dramatic increase in SNAP-25b mRNA expression, and this
corresponds to a developmental window for complete maturation of synaptic connections. Therefore,
the loss of SNAP-25b could alter synaptic maturation by modifying activity-dependent synaptic
plasticity. In this study, SNAP-25b-deficient mice showed a delayed progression in normal expression
levels of LTP and LTD. It is probable that, without the dramatic increase in SNAP-25b, which markedly
decreases the ratio of SNAP-25a to SNAP-25b, one month old SNAP-25b-deficient mice were more
like younger WT mice. In the latter mice the ratio of SNAP-25a/SNAP25b is still high, and LTD is
favored over LTP. This observation is in line with previous reports that SNAP-25a is less efficient at
coordinating bursts of vesicular release [30]. The results of our study support the conclusion that the
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switch from SNAP-25a to SNAP-25b may be a key mediator of the developmental switch in relative
magnitudes of LTD and LTP seen in the hippocampus during development.

By four months of age, SNAP-25b-deficient mice appeared to have over-compensated for the
lack of SNAP-25b. In the process of up-regulating the strength of LTP to match adult WT LTP levels,
hippocampal Schaffer collateral-CA1 synapses in SNAP-25b-deficient brain slices exhibited enhanced
LTP relative to WT controls. It is intriguing that these synapses also showed larger PTP immediately
after HFS. The increase in PTP may be due to increased residual calcium in the presynaptic terminal
after HFS, suggesting the possibility of alterations in presynaptic calcium regulation that increase
vesicular release immediately after HFS. An enhancement of both PTP and LTP could also signify
an upregulation of NMDAR-gated postsynaptic currents. In particular, NR2B subunit containing
NMDARs can be upregulated, resulting in enhanced LTP [37,38].

In contrast, levels of LTD in these older SNAP-25b-deficient mice were similar to controls,
suggesting that, if NR2B NMDAR subtypes are lesser participants in the induction of LTD, presynaptic
sites of regulation may account for compensatory shifts in expression of LTD in older mice. With
regard to the amplitude of LTD, SNAP-25b-deficient mice were able to accurately compensate for
the enhancement seen in younger mice, bringing LTD back to levels observed in littermate controls.
Taken together, findings at one and four months of age confirm the hypothesis that the developmental
shift from SNAP-25a to SNAP-25b is an important factor in regulating the relative magnitude of sLTP
and sLTD in the developing and adult brain. Findings from previous studies and the present study
(highlighted in grey) of these SNAP-25b mice at 1–4 months of age are summarized in Table 1.

It is unclear whether compensatory mechanisms underlying shifts in LTP and LTD result from a
lack of SNAP-25b or over-expression of SNAP-25a. Although the adolescent ‘a’ isoform is less effective at
coordinating vesicle fusion, it can rescue SNAP-25 null neurons in culture and coordinate synchronous
stimulus evoked release [39]. The absence of SNAP-25b may promote enhanced functionality or
increased recruitment of SNAP-25a or altered association of SNAP-25a with accessory proteins as mice
age. Munc18-1, an accessory SNARE protein which promotes SNARE complex formation, also interacts
with SNAP-25 and binds to SNAP-25b more easily than SNAP-25a [23]. Differential interaction of
SNAP-25 isoforms with Munc18-1 could potentially alter the rate of SNAP-25a incorporation into
SNARE complexes during vesicle priming. As mice age and more SNAP-25a is incorporated into
SNARE complexes, more vesicles may be accessible for synaptic transmission and account for the
compensatory effects seen in older SNAP-25b-deficient mice. To test this possibility, it would be
helpful to investigate changes in the function and size of the readily-releasable vesicle pool (RRP)
in SNAP-25b-deficient mice at one and four months, using imaging of FM1-43 release and electron
microscopy. Alternatively, these compensatory mechanisms may be postsynaptic in origin, involving
changes such as up-regulation of NR2B-NMDAR expression to compensate for continued impairments
in presynaptic function.

At the same time, SNARE proteins can also play significant roles in postsynaptic vesicle-mediated
trafficking, including trafficking of NMDAR [40]. Hussain and colleagues have recently shown that
SNAP-25 is also present in the postsynaptic density, although its location was not altered one hour
after induction of LTP [41]. At this time, an additional postsynaptic role for SNAP-25 in developmental
regulation of long-term synaptic plasticity cannot be ruled out.
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To assess whether hippocampal-dependent learning and memory is affected by lack of the
adult SNAP-25b isoform throughout development, hippocampal-dependent spatial learning was
evaluated in four month old SNAP-25b-deficient mice using an active avoidance assay. Four month
old SNAP-25b-deficient mice initially showed no differences in acquisition of learned place avoidance,
but they did show enhanced conflict learning immediately after extinction, i.e., a more rapid shift
away from a previous shock zone to learn a new zone. On the second day of conflict reversal learning,
there was only a nonsignificant trend towards fewer shock zone entries for the mice lacking SNAP-25b.
The possibility exists that, since older SNAP-25b-deficient mice did not experience the initial delay in
learning we observed in younger mice, their underlying memory deficit had largely disappeared as
compensatory mechanisms were expressed during development. Given that, at one month of age, this
same mouse line showed impaired cognitive learning, we hypothesize that enhanced LTD in these
adolescent animals accounted for their performance during the relearning phase of the test, and both
LTD and learning had returned to WT levels in adulthood. The hypothesis of compensatory changes
in older SNAP-25b-deficient mice is also supported by our earlier study, in which SNAP-25b-deficient
mice exhibited higher escape latencies in the hippocampal-dependent Morris water maze behavioral
task, although anxiety levels were significantly higher in the elevated plus maze test [29].

To address any underlying memory deficit not detected by the active avoidance assay, additional
behavioral learning and memory paradigms will be needed to test hippocampus-dependent and
-independent forms of retention and relearning, to determine if behavioral flexibility is altered by the
subtle differences in presynaptic function afforded by the isoforms of SNAP-25. For example, it is
possible to increase the complexity of the spatial avoidance learning task by adding a rotating shock
segment with the stationary segment during the initial learning phase. Mice expressing only SNAP-25a
exhibited a higher rate of neurogenesis, as shown by a higher number of doublecortin-positive precursor
cells [14]. Increased neurogenesis may lead to improved performance on cognitive flexibility tasks and
could serve as an alternative explanation for the results observed here.

Prior to training in the active avoidance task, mice were monitored for anxiety. The time spent in
the open arm of the elevated plus maze relative to total time in the apparatus was used as an indicator
of anxiety. At four months of age, SNAP-25b-deficient animals were no different from controls and
showed comparable levels of locomotion, indicating that our spatial learning findings cannot be
attributed to alterations in motivation or motor function.

Some of the same mice that went through active avoidance behavioral testing, referred to as trained
mice, were then monitored for changes in sLTP and sLTD. Trained one month old SNAP-25b-deficient
mice expressed enhanced, instead of reduced, LTP, but still showed the larger LTD relative to littermate
controls that we observed in untrained mice. The relative switch in the strength of LTP in trained versus
untrained mice lacking SNAP-25b suggests that the act of training functionally improved synaptic
plasticity, or that SNAP-25b-deficient mice demonstrate less LTP elicited by active avoidance training
itself, leaving more room below ceiling levels for LTP to be elicited by HFS.

In contrast to adolescent mice, adult trained mice exhibited LTP similar in magnitude to controls,
but LTD was still significantly enhanced in magnitude. In untrained SNAP-25b-deficient mice
at one month of age, LTP was lower than controls. However, by four months of age, untrained
SNAP-25b-deficient mice showed enhanced LTP. Since adolescent, untrained SNAP-25b-deficient
mice exhibited smaller LTP than controls, compensatory mechanisms may have been activated.
This may have resulted in overshooting the normal homeostatic set point in naive mice, leading to
larger LTP in untrained SNAP-25b-deficient mice. Conceivably, the training paradigm could have
activated cascades that reset synapses to normal levels of LTP, and a secondary consequence of this
compensation to adjust LTP may have caused an enhancement of LTD. Moreover, the difference seen
in SNAP-25b-deficient mice post training could have been due to a shift in the ability to regulate the
sliding threshold of the synapse. If the sliding threshold scale is being altered in SNAP-25b-deficient
mice as a compensatory mechanism to accommodate the deficits in synaptic plasticity, it could imply
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that SNAP-25 function contributes to a synapse’s ability to regulate metaplasticity or the threshold for
changing synaptic strength.

To evaluate the effects of lack of SNAP-25b on baseline transmitter release, we measured
presynaptic neurotransmitter release with FM1-43. The destaining kinetics of this vesicle-specific dye
indicated a faster rate of neurotransmitter release. This result can either be interpreted as i) higher
baseline release probability in mice lacking SNAP-25b or ii) a smaller pool of RRP, as described by [30].

Impaired transmitter release mechanisms may result in memories that are not as persistent and
stable as in WT mice, making them more susceptible to reversal in conflict learning assays. Different
transmitter release probabilities are suggested to impair the induction of LTP, resulting in weaker
synaptic strengthening and memory formation. Therefore, extinction in adult SNAP-25b-deficient
mice may proceed faster than in control mice that express adult SNAP-25b.

We have previously shown that mutations in the C-terminus of SNAP-25 in a gene targeted
mouse model enhances the magnitude of LTP at Schaffer collateral-CA1 synapses [42]. This is because
of the reduced interaction between SNAP-25 and the inhibitory Gi/o proteins [43]. The absence of
SNAP-25b did not alter the amplitude of mGluRII-dependent LTD measured at Schaffer collateral-CA1
synapses when DCG-IV was bath applied, or NMDAR-dependent LTD when NMDA was bath applied
to hippocampal slices from such mice compared to four month old littermates. This suggests that
SNAP-25a and Gβγ can interact to induce cLTD in adult SNAP-25b-deficient mice with similar affinity
as in WT mice during both adolescence and adulthood. These results are not consistent with recent
immunoprecipitation data showing that SNAP-25a-containing SNARE complexes associate with Gβγ

50% less than SNAP-25b-containing complexes [23]. Since a difference in chemically induced NMDA
or mGLuRII-dependent LTD was not detected, even if Gβγ is less likely to interact with SNAP-25a,
it appears that lower levels of Gβγ and SNAP-25 interaction are still sufficient to permit expression
of normal magnitude of NMDAR and mGLuRII cLTD that is downstream of, and does not depend
upon, glutamate release. These results also imply that the altered synaptic plasticity induced by
stimulus in young and old transgenic mice versus WT mice may have been in response to altered
presynaptic activity, since we observed no difference in fEPSPs when mGluRII-LTD was expressed
in SNAP-25b-deficient mice. Our previous work in rats has shown that presynaptic infusion of
Gβγ scavenging peptides, ct-SNAP-25 and structurally distinct mSIRK, can each occlude mGluRII
presynaptic LTD [44]. Therefore, Gβγ binding to SNAP-25a in mice expressing only this isoform may
show larger sLTD compared to littermate controls.

In summary, one role of the switch from expression of the SNAP-25a isoform to SNAP-25b isoform
seems to be to down-regulate the predominance of LTD of synaptic strength in early activity-dependent
long-term plasticity, favoring an up-regulation of LTP that promotes faster learning acquisition and
retention, but reducing behavioral flexibility when learning contingencies change.

4. Materials and Methods

4.1. Animals

SNAP-25b deficient on C57BL/6NCrl background and age-matched wild type littermate mice
of both sexes were generated as described previously [14] in the laboratory of Dr. Christina Bark
at the Karolinska Institute, Stockholm, Sweden, and genotyped at NYMC by PCR using published
methods [14]. A colony of these mice was bred and maintained in the AALAC-accredited animal
facility of New York Medical College in accordance with AALAC standards and applicable guidelines.
All breeding, genotyping, electrophysiological and behavioral experiments were performed at New
York Medical College according to AAALAC International standards and guidelines and approved by
the Institutional Animal Care and Use Committee of New York Medical College, Valhalla, NY, USA
(IACUC Ethical Permit # 25-12-0312, approved March 20, 2013 and # 91-2-1012, approved October
16, 2012).
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4.2. Hippocampal Slice Preparation and Recording

Coronal brain slices were used to analyze dorsal hippocampal Schaffer collateral-CA1 synapses.
Brains were removed from male and female mice decapitated under deep isoflurane anesthesia, and
immersed in ice-cold (2–4 ◦C) oxygenated sucrose-containing artificial cerebrospinal fluid (ACSF) in
mM: NaCl 87, NaHCO3 25, NaH2PO4 1.25, KCl 2.5, CaCl2 0.5, MgCl2 7, d-glucose 25 and sucrose 75,
(saturated with 95% O2/5% CO2, pH 7.4). The cerebellum and frontal lobes were removed, brains
were hemisected, and each half was mounted on a metal stage with cyanoacrylate glue and again
submerged in ice-cold sucrose-containing ACSF. Coronal slices 350–400 µm thick were cut with a
vibratome (VT1200S, Leica Microsystems, Buffalo Grove, IL, USA), placed in an interface holding
chamber at 32 ± 2 ◦C for at least 30 min, and then transferred to room-temperature ACSF in mM: NaCl
126, NaHCO3 26, NaH2PO4 1.25, KCl 3, CaCl2 2.5, MgCl2 2 and d-glucose 10 (constantly bubbled with
95% O2/5% CO2, pH 7.4) for an additional 30 min before start of recording. Slices were maintained at
room temperature until being moved to an interface recording chamber and maintained thereafter at
32 ± 2 ◦C for the remainder of the experiment.

Slices were continuously perfused at a rate of 2 mL/min with oxygenated normal ACSF. Field
excitatory postsynaptic potentials (fEPSPs) were evoked in the CA1 area by activation of Schaffer
collateral axons using a stainless steel bipolar stimulating electrode placed in the stratum radiatum. A
thin-walled glass microelectrode was pulled (1–2 MΩ; Flaming/Brown micropipette puller, Model P-97,
Sutter Instruments, Novato, CA, USA) and filled with normal ACSF. The borosilicate micropipette
was placed approximately 200–300 µm from the stimulating electrode in the similar stratum radiatum
area touching distal dendritic arbors to record fEPSPs. A constant current stimulation was applied
by an ISO-Flex isolator driven by a Master-8 programmable pulse generator (A.M.P.I, Jerusalem,
Israel) and recorded at half maximal fEPSP amplitude once every 30 s. Recordings were amplified by
Multiclamp 700B Axon Instruments (Molecular Devices, San Jose, CA, USA), digitized by an AD board
(National Semiconductor, Santa Clara, CA, USA), and analyzed using SciWorks software (DataWave
Technologies, Loveland, CO, USA) by calculating the maximum slope within 20–80% of the maximum
fEPSP initial negative slope. At least 15-min stable baselines were recorded at 0.033 Hz prior to
application of either high-frequency theta burst stimulation (TBS; 4 trains of 10 bursts of 5 pulses each
at 100 Hz with a 200 msec interburst interval, applied at 3 min intervals) to induce LTP, or a single train
of low-frequency stimuli (LFS; 2Hz/10min) to induce LTD.

4.3. Two-Photon Laser Scanning Microscopy of FM1-43 Vesicular Release from Schaffer Collateral Presynaptic
Terminals

Fluorescence was visualized using a customized two-photon laser-scanning Olympus BX61WI
microscope with a 60x/0.90W water immersion infrared objective lens and an Olympus multispectral
confocal laser scan unit. The light source was a Mai-Tai™ laser (Solid-State Laser Co., Mountain View,
CA, USA), tuned to 820 nm for exciting FM1-43. Epifluorescence was detected with photomultiplier
tubes of the confocal laser scan head with pinhole maximally opened and emission spectral window
optimized for signal over background. In the transfluorescent pathway, a 565 nm dichroic mirror was
used to separate green and red fluorescence to eliminate transmitted or reflected excitation light (Chroma
Technology, Rockingham, VT, USA). After confirming the presence of Schaffer collateral-evoked fEPSPs
>1 mV in amplitude in CA1 stratum radiatum, 10 µM 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX)
was bath-applied throughout the rest of the experiment to prevent synaptically driven action potentials
in the pyramidal neurons and prevent the accelerated dye release. Presynaptic boutons were loaded
by bath-applying 5 µM FM1-43 (Invitrogen Molecular Probes, Eugene, OR, USA) in hypertonic ACSF
supplemented with sucrose to 800 mOsm for 25 s to selectively load the readily releasable pool (RRP),
then returned to normal ACSF. Stimulus-induced destaining was measured after 30 min perfusion
with dye-free ACSF, by 0.1 Hz bipolar stimuli (150 µs DC pulses).

The technique of loading presynaptic vesicles with a lipophilic styryl dye permits analysis of
vesicle fusion dynamics in presynaptic terminals [45], since FM1-43 preferentially loads into presynaptic
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vesicles. Once the dye is loaded into the vesicles, it can only be released when vesicles fuse with the
membrane and discharge their contents. Two-photon analysis of FM1-43 makes it possible to directly
image presynaptic rates of vesicular release [46].

4.4. Elevated Plus Maze

The elevated plus maze (EPM) is used as a general indicator of anxiety. The apparatus consists of
two open arms (50 × 10 cm) and two closed arms (50 × 10 × 40 cm), connected by a center platform (10
× 10 cm) made of opaque dark grey plexiglass (Stoelting Co., Wood Dale, IL, USA). The arms of the
EPM are elevated 50 cm above the floor. Animals (n = 12–17) were placed in the center platform of the
EPM, facing an open arm and allowed to explore the maze for 5 min. The middle point of the animal
was used as the reference point to determine the position of a mouse and recorded using AnyMaze
behavioral analysis software (Stoelting Co., Wood Dale, IL, USA). Percent of time spent in the open
arms was calculated, where a decrease in percent of time spentg in the open arms indicates an anxiety
phenotype. The software also measured total distance travelled during EPM assessment.

4.5. Active Place Avoidance Learning Task

The active place avoidance task used was previously described by Burghardt et al. [31]. In this
paradigm, mice are placed on a circular rotating platform that continuously turns clockwise at a speed
of 1 rpm. Over several days and multiple trials (Figure 3a), mice (n = 12–17) learn to identify the 60◦
shock zone guided by spatial markers on the walls surrounding the apparatus. Entrance into the shock
zone triggered a brief foot-shock (500 ms, 60 Hz, 0.2 mA) with an inter-shock interval of 1.5s that
would cease upon leaving the shock zone. The middle point of the animal was used as the reference
point to determine the position of a mouse and recorded using AnyMaze behavioral analysis software
(Stoelting Co., Wood Dale, IL, USA) Using the same software, the number of shock-zone entries was
measured, where a decrease in shock-zone entries indicates learning. During the initial pre-training
trial (10 min) when the shock was turned off, mice were allowed to habituate to the apparatus and
showed no preference for any area of the platform. Subsequently, the shock was turned on, and the
mice completed three training sessions (10 min each) per day for three days, followed by an extinction
trial (10 min) on the next day when the shock was turned off and the animals were allowed to ambulate
freely into the zone previously associated with the shock. After extinction, a conflict variant task
was performed in order to test cognitive flexibility. The shock zone was moved 180◦ from where the
original shock zone was placed and three conflict-training sessions (10 min each) were conducted per
day for two days. Mice had to avoid the new shock zone which requires cognitive flexibility and is
represented in this task by the simultaneous suppression of the learned condition response of avoiding
the original shock zone and learning the new association of a foot-shock with a different zone.

4.6. Statistical Analysis

In LTP and LTD experiments, comparison of fEPSP slopes normalized to baseline slopes from
slices from wildtype and SNAP-25b-deficient mice were analyzed by two-tailed Student’s t-test for
unpaired data. The null hypothesis was that true mean normalized slope between wildtype and
SNAP-25b-deficient slices was equal to zero, the alternative hypothesis was that the true mean difference
was not equal to zero. One-way ANOVA with repeated measures was used to determine differences
between WT and SNAP-25b-deficient mice for all behavioral testing, followed by Bonferroni correction
for multiple comparisons (Prism, GraphPad Software, San Diego, CA, USA). All data points are mean
± SEM of n slices, recording from 1–2 slices per mouse. Significance level was pre-set to p < 0.05.

5. Conclusions

The isoform SNAP-25a, which is expressed first developmentally in rodents, developmentally
regulates the expression of both long-term depression (LTD) and long-term potentiation (LTP) of
synaptic strength at Schaffer collateral-CA1 synapses in the hippocampus. In one month old mice
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lacking the adolescent/adult isoform SNAP-25b, Schaffer collateral-CA1 synapses showed faster
release kinetics, decreased stimulus-evoked LTP and enhanced LTD, while chemically induced
mGluR-dependent and NMDAR-dependent LTD not requiring synaptic stimulation were not affected.
By four months of age, SNAP-25b-deficient mice had compensated for the lack of adult SNAP-25b,
exhibiting larger LTP and normal LTD compared to wild type littermates. These compensatory changes
restored normal learning and memory in adult mice, as well as enhancing reversal learning. These
data indicate a connection between the regulation of long-term synaptic plasticity and development of
cognitive learning capacity. The recovery of plasticity and learning in adulthood indicates mechanisms
that can compensate for a lack of the adult SNAP-25b isoform.
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Abbreviations

EPM Elevated plus maze
LTD Long-term depression
LTP Long-term potentiation
mGluR Metabotropic glutamate receptor
NMDAR N-methyl-d-aspartate glutamate receptor
RRP Readily releasable vesicle pool
SNAP-25 Synaptosomal-associated protein of 25 kD
SNARE Soluble N-ethylmaleimide–sensitive factor Attachment protein REceptor
VAMP2 Vesicle-associated membrane protein 2
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Abstract: To promote efficient explorative behaviors, subjects adaptively select spatial navigational
strategies based on landmarks or a cognitive map. The hippocampus works alone or in conjunction
with the dorsal striatum, both representing the neuronal underpinnings of the navigational strategies
organized on the basis of different systems of spatial coordinate integration. The high expression of
cannabinoid type 1 (CB1) receptors in structures related to spatial learning—such as the hippocampus,
dorsal striatum and amygdala—renders the endocannabinoid system a critical target to study the
balance between landmark- and cognitive map-based navigational strategies. In the present study,
mice treated with the CB1-inverse agonist/antagonist AM251 or vehicle were trained on a Circular
Hole Board, a task that could be solved through either navigational strategy. At the end of the
behavioral testing, c-Fos immunoreactivity was evaluated in specific nuclei of the hippocampus,
dorsal striatum and amygdala. AM251 treatment impaired spatial learning and modified the pattern
of the performed navigational strategies as well as the c-Fos immunoreactivity in the hippocampus,
dorsal striatum and amygdala. The present findings shed light on the involvement of CB1 receptors
as part of the selection system of the navigational strategies implemented to efficiently solve the
spatial problem.

Keywords: endocannabinoid system; spatial learning; hippocampus; dorsal striatum; amygdala;
Circular Hole Board; AM251; mice

1. Introduction

Spatial navigation is a complex ability based on the integration of sensory-motor, perceptual,
cognitive and emotional processes [1,2]. Subjects show a great individual variability in navigational
strategies they carried out, because of external factors, such as landmark differentiation, visual access
to environmental cues, complexity of spatial layout, as well as of internal factors, such as biological
substrates, individual differences and spatial cognitive style [3]. The navigational strategies are
organized on the basis of different systems of spatial coordinate integration. Namely, the navigational
strategies related to landmark are based on representations encompassing visual information or
connecting landmarks and paths through an egocentric (body-centered) system of reference [4,5].
Thus, the navigational strategies based on landmark are supported by associative learning involving
responses to visually salient cues, without providing any spatial information [6]. These strategies are
habitual and almost automatic [7,8], cognitively less demanding and scarcely flexible [9].

Conversely, the navigational strategies based on a global representation of the environment mainly
involve an allocentric (world-centered) system of reference. Such a system allows moving into the
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space to reach a goal by referring to an internalized cognitive map, in which the location of an object
is represented in spatial relationships with the other objects of the environment [10]. The allocentric
navigational strategies involve learning events and environmental relations, integrating them in a
spatial cognitive map, remembering the map and then deploying it to plan trajectories and paths [11].
Thus, they are cognitive tasks highly demanding and flexible. Notably, to promote efficient explorative
behaviors the subject uses Landmark-based Navigational Strategy (L-NS) or Cognitive Map-based
Navigational Strategy (CM-NS) according to specific factors [12]. For example, emotional and stressful
factors or pharmacological treatments tend to increase the implicit processes linked to habits, and to be
detrimental on allocentric navigational strategies [13,14].

Convergent evidence has proposed that the processes related to formation and maintenance of the
implicit habits mainly rely on the intact functioning of the striatum [15–18], while allocentric spatial
learning [19,20] and the formation of cognitive maps [21] critically depend on intact functioning of
the hippocampus. However, this distinction is probably an overgeneralization. In reality, the striatal
and hippocampal regions appear to be not entirely segregated and both of them may contribute to
navigational abilities regardless of the strategy carried out. In fact, both structures contain neurons
whose firing is correlated with animal’s location, directional heading, some egocentric movements and
behavioral trajectories, as well as neurons sensitive to changes in reward location [22]. Amidst these
similarities, however, some different representational properties may promote a differential role of
hippocampus and striatum during spatial learning and bias the significance of their behavioral output.
Thus, similar spatial information may be processed and represented in more than one brain structure,
and in particular hippocampal and striatal neurons may be sensitive to the same environmental
manipulations to contribute to the final behavioral output, that is, the navigational strategy carried
out [23].

Outstanding issues on this topic are what neuro-modulatory factors and how brain structures
direct the selection of a navigational strategy from a wide repertoire of strategies. The functionality
of Endocannabinoid System (ECS) in structures featured by high synaptic plasticity and related to
associative learning and goal-directed behavior has made ECS a critical target for studies on learning
and memory [24–28]. ECS is formed by cannabinoid receptors, their endogenous lipid ligands
(endocannabinoids) and the machinery for synthesis and degradation of endocannabinoids [29,30].
Most central ECS functions are mediated by cannabinoid type-1 receptors (CB1) [31,32] that are densely
expressed in neocortex, basal ganglia, amygdala, hippocampus, hypothalamus and cerebellum [30–33].
These receptors are principally found at presynaptic terminals and modulate the delivery of excitatory
and inhibitory neurotransmitters, usually inhibiting their release. Demanding or stressful experiences
trigger ECS activation in hippocampus [34,35], amygdala [36], striatum [37] and thalamus [38]. Systemic
or intracerebral administrations of CB1 agonists and paradoxically antagonists impair the consolidation
of spatial [39–41] and fear [26,42] memories. These controversial findings indicate complex ECS effects
on memory that cannot be merely defined as impairing or enhancing effects of endocannabinoid
activation and deactivation.

Starting from these remarks, the present study focuses on the involvement of ECS in the selection
of navigational strategies related to landmark or cognitive mapping. To this aim, adult mice were
treated with AM251 or with vehicle (VHL). Although exhibiting properties of inverse agonist at CB1

receptors, the AM251 may behave as a CB1 receptor antagonist according to its pharmaco-kinetic and
-dynamic properties, in the various brain regions. Even if it is difficult to distinguish in vivo whether
the AM251 acts as inverse agonist or antagonist at the CB1 receptors, it has to be underlined that
both actions (as inverse agonist or as antagonist) are consistent in deactivating the ECS. Thus, in the
present study the AM251 was used to reduce the ECS functionality acting on CB1 receptors during
a navigational task. In order to achieve this aim, the treated animals were subjected to the Circular
Hole Board (CHB) (Figure 1A,B), a task that can be solved by using different navigational strategies.
Mice can escape from the maze either by remembering the spatial position of the exit hole, thus using
the allocentric navigational strategy (CM-NS), or by following the proximal landmark, thus using
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the implicit associative learning (L-NS) (Figure 1B). At the end of the behavioral testing, the brain
activation was evaluated by using cellular imaging of the activity-dependent protoncogene c-Fos in
specific regions of the hippocampus (CA1, CA3 and Dentate gyrus—DG), dorsal striatum (dorsolateral
striatum—DLS, dorsomedial striatum—DMS) and basolateral amygdala (BLA) (Figure 1C).
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groups: On the left, animals injected with AM251 (AM251 group, n = 20) and tested (n = 17) or not
(n = 3) in the CHB. On the right, animals injected with vehicle (VHL group, n = 17) and tested (n = 3) or
not (n = 3) in the CHB. To analyze c-Fos expression, we selected six animals (of which three belonging to
the AM251 group and three to the VHL group) that used the Landmark-related Navigational Strategy
(L-NS) in the CHB, and six animals (of which three belonging to the AM251 group and three to the
VHL group) that used the Cognitive Map-related Navigational Strategy (CM-NS) in the CHB.

The present study highlights the involvement of CB1 receptors as part of the selection system of
the navigational strategies implemented to efficiently solve the spatial problem.
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2. Results

2.1. CHB Behavioral Testing

2.1.1. Free Exploration Trial

During the initial free exploration trial (Figure 1B), no differences in exploratory behavior of
animals before treatment were found, as revealed by one-way ANOVAs on total distances (Figure 2A)
(F1,29 = 0.20, p = 0.66), velocity (Figure 2B) (F1,29 = 0.62, p = 0.43), visited holes (Figure 2C) (F1,29 = 3.70,
p = 0.07), rim stretched attend postures (Figure 2D) (F1,29 = 1.66, p = 0.21), grooming (F1,29 = 0.86,
p = 0.36) and defecations (F1,29 = 0.53, p = 0.47).
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Figure 2. Behavior in the free exploration trial. Total distance (A), velocity (B), visited holes (the mouse
put at least its nose in the hole) (C) and rim stretched attend postures (the mouse looked over the edge
of the board) (D) exhibited by animals injected with AM251 or vehicle (VHL). The data presented as
mean and standard errors were analyzed by one-way ANOVAs.

2.1.2. Training Trials

During the six training trials (Figure 1B), when the position of the exit hole was kept fixed with
respect to the proximal and distal cues, AM251 group exhibited impaired spatial learning. Namely,
AM251 animals travelled distances longer than VHL mice (Figure 3A) although they exhibited the
same velocity (Figure 3B). Furthermore, while VHL group decreased the number of visited holes
(Figure 3C) as trials went by, AM251 group maintained the same performance throughout the whole
training. In comparison to VHL group, AM251 group showed longer latencies in exploring the first
hole (Figure 3D) and reaching the exit hole (Figure 3E), and exhibited values not significantly changing
throughout the whole training. While the number of perseverations (Figure 3F), rim stretched attend
postures (Figure 3G) and grooming (Figure 3H) was similar between groups, the number of defecations
of AM251 animals was higher than in VHL animals (Figure 3I). Statistical results of two-way ANOVAs
on all parameters of the training trials are reported in Table 1.
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exploration latency (D), exit hole exploration latency (E), perseverations (the mouse visited the same
hole or at least two adjacent holes twice in a row) (F), rim stretched attend postures (G), grooming (H)
and defecations (I) exhibited by animals injected with AM251 or vehicle (VHL). The data are presented
as mean and standard errors. For each parameter, the values of trials 1-2 (T1-2), 3-4 (T3-4) and 5-6 (T5-6)
were mediated and analyzed by two-way ANOVAs (group x trials). Significant group effect: @: p ≤ 0.05;
@@@: p < 0.0005; significant Interaction: * p ≤ 0.05.

Table 1. Statistical results of two-way ANOVAs on the behavioral parameters of the training trials.
In bold * are reported significant results.

Effect
(Freedom
Degrees)

Total
Distances Velocity Visited

Holes
First Hole
Latency

Exit Hole
Latency Perseverations Rim Stretched

Attend Postures Grooming Defecations

Group
F(1,29)

p

4.01
0.05 *

2.42
0.13

0.80
0.37

6.27
0.02 *

2.42
0.13

1.16
0.69

0.05
0.83

0.66
0.42

16.29
0.0004 *

Trials
F(2,29)

p

6.40
0.003 *

25.67
≤0.0001 *

10.50
0.0001 *

1.65
0.20

5.20
0.008 *

14.42
≤0.0001 *

21.17
≤0.0001 *

1.92
0.15

0.01
0.99

Interaction
F(2,58)

p

2.63
0.08

0.26
0.77

4.20
0.02 *

0.11
0.89

3.70
0.03 *

0.71
0.49

1.64
0.20

0.70
0.50

0.07
0.93

2.1.3. Test Trial

During the test trial (Figure 1B), the distal cues remained fixed with respect to the position of the
exit hole, but the landmark (bottle) was relocated from hole 3 to hole 9. One-way ANOVAs on total
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distances (Figure 4A) (F1,29 = 1.92, p = 0.18), velocity (Figure 4B) (F1,29 = 0.23, p = 0.64), visited holes
(Figure 4C) (F1,29 = 0.81, p = 0.37), first hole exploration latency (Figure 4D) (F1,29 = 0.45, p = 0.51) and
exit hole exploration latency (Figure 4E) (F1,29 = 0.01, p = 0.90) failed to reveal any significant effect.
More interestingly, significant association (χ2 = 5.80, p = 0.02) was found between AM251 treatment
and navigational strategy put into action. In fact, in AM251 group the number of animals exhibiting
the L-NS (n = 11) was not significantly different from the number of animals exhibiting the CM-NS
(n = 6) (χ2 = 1.47, p = 0.23). Conversely, in VHL group the number of animals exhibiting the CM-NS
(n = 11) was significantly higher than the number of animals exhibiting the L-NS (n = 3) (χ2 = 4.57,
p = 0.03) (Figure 4F).
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Figure 4. Behavior in the test trial. Total distances (A), velocity (B), visited holes (C), first hole
exploration latency (D), exit hole exploration latency (E) and navigational strategy (F) exhibited by
animals injected with AM251 or vehicle (VHL). For parameters A–E, the data were analyzed by one-way
ANOVAs, while the frequencies of the parameter Navigational Strategy were compared by χ2 test.
* p ≤ 0.05.

2.2. c-Fos Immunohistochemistry

As regards the VHL group, significant differences in c-Fos expression were found among animals
that put into action either navigational strategy and animals not behaviorally tested in all regions
analyzed (CA1: H = 6.49, p = 0.03; CA3: H = 7.20, p = 0.03; DG: H = 5.95, p = 0.05; BLA, DLS and
DMS: always H = 7.20, p = 0.02) (Figure 5). Interestingly, VHL animals which carried out the CM-NS
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showed a number of c-Fos+ cells significantly (always Z = 1.96, p = 0.05) higher than the VHL animals
which carried out the L-NS in all regions of interest but in CA1 (H = 1.52, p = 0.13). Furthermore,
VHL animals which carried out the CM-NS showed a number of c-Fos+ cells significantly (always
Z = 1.96, p = 0.05) higher than the not tested VHL animals in all regions analyzed. In comparison to
not tested VHL animals, the VHL animals which carried out the L-NS showed a number of c-Fos+ cells
significantly (always Z = 1.96, p = 0.05) higher in CA1 and DMS, lower in CA3, BLA and DLS, and not
statistically different in DG (H = 1.09, p = 0.27).Int. J. Mol. Sci. 2019, 20, x FOR PEER REVIEW 8 of 21 
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(BLA), dorsolateral (DL) and dorsomedial (DM) striatum exhibited by animals injected with vehicle
(VHL) according to the landmark- or cognitive map-related navigational strategy carried out in CHB
and in No test condition. Data were analyzed by Kruskal-Wallis test followed by Mann-Whitney U
when appropriate. VHL animals which carried out the cognitive map-related navigational strategy
showed a number of c-Fos+ cells significantly (@, p = 0.05) higher than the VHL animals which
carried out landmark-related navigational strategy in all regions of interest but in CA1. Furthermore,
VHL animals that carried out the cognitive map-related navigational strategy showed a number of
c-Fos+ cells significantly (*, p = 0.05) higher than the not tested VHL animals in all regions analyzed.
In comparison to not tested VHL animals, the VHL animals that carried out the landmark-related
navigational strategy showed a number of c-Fos+ cells significantly (+, p = 0.05) higher in CA1 and DM
Striatum, lower in CA3, BLA and DL Striatum and not statistically different in DG.

As regards the AM251 group, no significant differences in c-Fos expression were found in CA1
(H = 3.47, p = 0.18), CA3 (H = 5.60, p = 0.06), DG (H = 3.28, p = 0.19), BLA (H = 2.75, p = 0.25) and DLS
(H = 5.60, p = 0.06), while a significant difference was found in DMS (H = 5.95, p = 0.05) (Figure 6).
In this region, AM251 animals which carried out the CM-NS expressed a number of c-Fos+ cells not
significantly different (Z = 1.09, p = 0.27) in comparison to AM251 animals which carried out the L-NS,
but significantly (Z = 1.96, p = 0.05) higher than the not tested AM251 animals. Furthermore, AM251
animals which carried out the L-NS expressed a number of c-Fos+ cells significantly (Z = 1.96, p = 0.05)
higher than the not tested AM251 animals.

Additional analyses were carried out by computing the normalized c-Fos+ cell count per group.
Significant differences were found in CA3 and DLS (always H = 9.05, p = 0.03) as well as in DMS
(H = 7.51, p= 0.05), but not in CA1 (H = 4.18, p = 0.24), DG (H = 3.92, p = 0.27) and BLA (H = 6.69,
p = 0.08) between animals exhibiting either navigational strategy (Figure 7). Namely, in CA3 and
DLS the VHL or AM251 animals which carried out the CM-NS expressed a number of c-Fos+ cells
significantly (Z = 1.96, p = 0.05) higher than the VHL or AM251 animals that carried out the L-NS.
The results found in DMS revealed very interesting differences between groups: in fact, VHL (but not
AM251) animals which carried out the CM-NS expressed a number of c-Fos+ cells significantly (always
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Z = 1.96, p = 0.05) higher than the VHL animals that carried out the L-NS, and higher than the AM251
animals using the CM-NS.
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Figure 7. Comparison of normalized c-Fos activations in hippocampal CA1 and CA3 and dentate gyrus
(DG), basolateral amygdala (BLA) and dorsolateral (DLS) and dorsomedial (DMS) striatum exhibited
by animals injected with vehicle (VHL) or AM251 according to the landmark- or cognitive map-related
navigational strategy carried out in CHB. Data were analyzed by Kruskal-Wallis test followed by
Mann-Whitney U when appropriate. In CA3 and DLS, the VHL or AM251 animals that carried out the
cognitive map-related navigational strategy expressed a normalized number of c-Fos+ cells significantly
(*, p = 0.05) higher than the VHL or AM251 animals that carried out the landmark-related navigational
strategy. In DMS, VHL (but not AM251) animals that carried out the cognitive map-related navigational
strategy expressed a number of c-Fos+ cells significantly (*, p = 0.05) higher than the VHL animals that
carried out the landmark-related navigational strategy, and higher (#, p = 0.05) than the AM251 animals
using the cognitive map-related navigational strategy.
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Summing up: in VHL animals, the navigational strategy based on cognitive mapping determined
a significant activation in all brain regions taken into account—the navigational strategy based on
landmark determined a significant activation in CA1 and DMS, a significant de-activation in CA3, BLA
and DLS, while no effect was found in DG in comparison to the no-test condition; AM251 treatment
blocked the activation in DMS that characterized the navigational strategy based on cognitive mapping.

3. Discussion

The present study investigated the role of ECS in selecting navigational strategies carried out by
mice treated with AM251 or vehicle. We also analyzed the neuronal activation of hippocampus, dorsal
striatum and amygdala according to the navigational strategy carried out.

In the first CHB trial, which assessed animals’ free explorative behavior before CB1 pharmacological
blockade, no significant differences were found on any variable between groups to be treated with
AM251 or VHL.

Conversely, during the six training trials AM251 modulated spatial learning and emotional
reactivity. Namely, when compared to VHL animals, AM251 animals showed longer distances, longer
latencies in visiting the first hole and greater number of defecation boluses. Moreover, while the VHL
group significantly decreased number of visited holes and exploration latencies to find the exit hole
throughout all training trials, the AM251 group continued to show high values in these parameters,
without displaying any learning effect.

Various studies highlighted ECS involvement in spatial learning and memory [43–46]. Namely,
it has been described that CB1 receptor knock-out mice and wild-type mice exhibited identical rate
of acquisition of platform position in the Morris Water Maze (MWM) when the hidden platform
was kept fixed; vice versa, in a reversal task in which the location of the hidden platform was
moved in a different position, the mutant mice continued to visit the original platform location.
Furthermore, CB1 functionality affects spatial working memory and facilitates extinction and/or
forgetting processes as indicated by (endo)cannabinoid agonists administration [26,47]. It has been
reported that the CB1 antagonist Rimonabant, when systemically administered, impaired MWM spatial
learning, by increasing swimming speed and thigmotaxis, while when intrahippocampally infused,
it facilitated learning ability, by shortening path lengths to locate the platform, without affecting
long-term consolidation of spatial memory [48]. The authors have interpreted the different effects
between administration regimes in terms of CB1 blockade in non-memory- and memory-related brain
regions, advancing a memory enhancing effect linked to the selective inactivation of hippocampal CB1

receptors [48]. However, since the effects of endocannabinoids on memory are strongly dependent
on more or less aversive context and on stress levels during training [49], in evaluating the effects
of CB1 blockade on spatial learning the emotional load of the task has to be taken into account. A
sign of enhanced emotional reactivity of the AM251 animals could be represented by the significantly
higher number of defecation boluses in comparison to VHL animals. However, it should be noted
that the ECS controls several aspects of gastrointestinal functions, independently from emotional load.
Namely, CB1 antagonists activate gastrointestinal motility, peristalsis, defecation and secretions in a
dose-dependent manner, while CB1 agonists inhibit these effects [50].

During the test phase, in which the exit hole position remained constant with respect to the distal
cues but shifted with respect to the landmark, the two experimental groups differently put the two
spatial strategies into action. Namely, while most VHL animals revealed as cognitive map-learners,
AM251 animals carried out either navigational strategy without any preference. Notably, VHL group
that exhibited an efficient learning during the training phase displayed a dominance of cognitive
map-related strategy at the expense of landmark-related strategy. This prominence was not present in
AM251 group that not by chance exhibited an impaired learning during the training phase.

Interestingly, the navigational strategy each animal used was closely associated to the profile of
c-Fos expression in specific brain areas. In VHL animals, the predominant strategy based on cognitive
mapping was associated with the neuronal activation in the entire hippocampus (CA1, CA3 and DG),
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amygdala (BLA) and dorsal striatum (DLS and DMS), while the less frequently used strategy based on
landmark was associated with the activation in CA1 and DMS and de-activation in CA3, BLA and DLS.
Furthermore, in comparison to L-NS c-Fos expression profile also evidenced the distinct contribution
of hippocampal DG as well as the elevated activation of DMS in CM-NS. Thus, on one hand the two
navigational strategies share the parallel activation of some hippocampal and dorso-striatal areas,
and on the other hand they are characterized by distinct neuronal patterns. The present data are in line
with those reported by Fouquet et al. [51] as well as with the previously advanced conceptualization of
the organization of the memory systems. This vision assumes that many, but not all, hippocampal and
striatal regions are continuously engaged in similar, though not identical, context-dependent tasks [22].
Specifically, the striatum and hippocampus co-operate to implement the appropriate behavioral output
in front of new environmental requests, as after a change in visual context, regardless of whether
the task is solved through a flexible cognitive mapping or a landmark-directed strategy. This latter
strategy differs from the bare egocentric strategies that represent the object location in space relative
to the body axes, as well as from the sequential or serial strategies that require a temporal order
memory of successive choice points [51] or the unidirectional exploration of adjacent points [41],
respectively. In fact, the landmark-based strategy is centered on a learned association between a
well-defined, current external stimulus and a behavior to achieve the goal, without exploiting any
spatial competence. As a result, such a strategy is relatively inflexible and slow to acquire because its
processing does not take advantage of the more rapid learning feasible when outcomes are driven by
the spatial cognitive mapping.

Interestingly, we found that the strength of influence of the neuronal structures on behavioral
output was modulated by endocannabinoid functioning. To study such a modulation, here, we
administrated AM251. As previously described, this drug works as an inverse agonist or antagonist at
CB1 receptors. The inverse agonism may be explained considering the two-state model of receptors,
which proposes that they can be constitutively active (“on” state: they are coupled to their effector
mechanisms even in the absence of agonists) or inactive (“off” state: they are not spontaneously
coupled to their effector mechanisms). Agonists increase the proportion of receptors in the “on” state,
inverse agonists increase it in the “off” state, and antagonists leave the number of receptors in each state
unaffected. In detail, while the agonists are featured by both affinity (binding to the target receptor) and
intrinsic efficacy (changing receptor activity to produce a response) and the antagonists are featured
by affinity but no intrinsic efficacy (binding to the target receptor without producing any response),
the inverse agonists have negative intrinsic efficacy (decreasing the activity of a receptor) [52]. When
there the constitutive receptor activity and the action of an endogenous agonist are present, as occurs in
the case of ECS, an antagonist will reduce the component of the response due to the endogenous agonist,
and an inverse agonist will reduce both the endogenous agonist component and constitutive receptor
activity. Therefore, the effect of the inverse agonist will be consistent with, but greater than, that of
the antagonist. Notably, it has to be taken into account that AM251 that exhibits properties of inverse
agonist may behave as an antagonist in different brain regions depending on dosage, its intrinsic
efficacy and the magnitude of constitutive receptor activity specific in the various cell phenotypes.
In fact, there is evidence that AM251 may act as CB1 receptor antagonist at low concentrations and as
inverse agonist at high concentrations [53,54]. In the present study AM251 was used at a dose of 1
mg/kg i.p., a dose that is controversially retained either evoke an inverse agonist response or block CB1

receptors and prevent the effects of CB1 agonists [55–59]. In short, it is challenging to discriminate
in vivo the AM251 action as inverse agonist at the CB1 receptor or antagonist blocking endogenous
endocannabinoids acting at a constitutively active CB1 receptor.

As an additional complexity in facing ECS, it has to be taken into account that AM251 exhibits
significant activity not only at CB1 as an inverse agonist/antagonist, but also at orphan cannabinoid
G-protein-coupled receptor 55 (GPR55) as an agonist [60–63]. The lack of homology between
cannabinoid receptors may explain the differences among CB1 and GPR55 in the signaling system
and downstream cascade. While the CB1 receptor is coupled to inhibitory G proteins (which
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inhibit the adenylyl cyclase and increase the activation of the mitogen-activated protein kinase),
and regulates the activity of Ca2+ and K+ channels, and consequently, inhibits neurotransmitters
release, the GPR55 promotes the outflow of calcium from intracellular stores via phospholipase C
activation, and accordingly, facilitates neurotransmitters release.

Studies in rodent showed that GPR55 is present in hippocampus, thalamus, forebrain, frontal
cortex, hypothalamus, cerebellum and striatum [64]. There is increasing evidence of co-expression
and cross-talk between cannabinoid receptors supporting the notion that ligands binding to the CB1

receptor could influence the response to ligands acting through GPR55, and vice versa [65]. In this
framework, under the action of AM251, on the one hand the activity of inhibitory G proteins coupled to
CB1 receptors is inhibited, and consequently, the neurotransmitter release is allowed; on the other hand,
the function of G proteins coupled to GPR55 is activated and consequently the neurotransmitter release
is facilitated. As a result, the opposite signaling between CB1 and GPR55 leads to accordant behavioral
consequences. We cannot exclude that some behavioral and immunochemical effects observed in the
present research may involve GPR55 instead or additionally to the classic activity of CB1; however,
the detailed examination of the respective roles goes beyond the scope of the present work.

Recently, the functionality of GPR55 in the procedural memory has been investigated. Rats
bilaterally injected into the dorsolateral striatum with a GPR55 and CB1 agonist and simultaneously
with AM251 showed the most efficient performance in a procedural memory task [66]. To further
investigate the GPR55 role in spatial learning, rats that received bilateral infusions of a GPR55 agonist
into the hippocampus exhibited serial strategy at the expense of spatial strategy, suggesting that integrity
of GPR55 pathway could be required to establish a specific navigational strategy [67]. Accordingly,
injections of palmitoylethanolamide into the ventral hippocampus affected spatial memory, probably
via GPR55 [68], and hippocampal GPR55 stimulation improved synaptic plasticity [69].

Coming back to the more classic literature on CB1 that underlines how the selection of navigational
strategies is biased by manipulating CB1 functionality, previous findings describe that during the
light phase of the diurnal cycle the AM251 intra-hippocampal administration results in a decrease
of the spatial strategy, while AM251 intra-striatal administration results in an increase in random
strategy [41]. Not surprisingly, in the hippocampus but not in the striatum, CB1 circadian variations
were present [41]. Furthermore, systemic and local administrations of drugs acting on ECS affect the
consolidation of spatial and emotional memories without altering memory and time of exploration in
Novel Object Recognition test [55,70].

In the present study, the CB1 blockade elicited by AM251 treatment markedly reduced DMS
activation that characterizes the strategy based on cognitive mapping, and at same time reduced
the numbers of animals putting this strategy into action. DMS is involved in processes mediating
goal-directed behavior or decision-making, such as action-outcome associations, behavioral flexibility
and action selection [71,72]. Namely, DMS integrates sensory, cognitive and value-based information,
along with motor feedback to form the complex associations that control action selection and
goal-directed behaviors; furthermore, it links the goal with more suitable spatial behavior [73].
These operations are required for the acquisition of new strategies and for the flexible re-adjustment of
already present strategies when the environment changes [72]. Much of the evidence that DMS is the
site of plasticity for these behaviors derives from the observations that disrupting specific inputs to
DMS impairs goal-directed learning [74] and that DMS contains reward-responsive, stimulus-related
and location-related neurons [75–77]. From a computational point of view, it has been formalized the
DMS role in learning and expression of navigational strategies, no matter if the used internal model is
allocentric or egocentric [78]. Thus, DMS acts as a transition point in which learning is translated into
action and behavioral flexibility is allowed [72,79,80].

At the cellular level, DMS is composed primarily of 95% GABAergic medium spiny neurons
(MSN) that integrate cortically processed information about the environment, internal body state and
past experience, to select actions that maximize positive and minimize negative outcomes. The different
portions of MSN dendrites receive synaptic connections from distinct brain areas: in particular, inputs
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to the cell body and proximal dendrites derive from GABAergic and cholinergic striatal interneurons,
while inputs to distal dendrites derive from glutamatergic cortical, dopaminergic nigrostriatal and
thalamic afferents [81]. Recently, the plastic structural changes that cannabinoid administration elicits
on striatal MSN have been investigated: treatment with THC, a CB1 partial agonist, selectively increased
dendritic spine density in distal dendrites of MSN belonging to DMS, whereas no effects were observed
in DLS neurons. This observation fits the effects of AM251 treatment on DMS found in the present
research, and makes us consider DMS as the crucial structure that may provide information about the
role of CB1 in the selection between navigational strategies. In fact, the multi-pronged observations
that the manipulations on CB1 activity modified DMS spine density [82], brought about changes in
navigational behaviors (present findings, [41]), modulated c-Fos activation in DMS (present findings),
are related to the presence of presynaptic CB1 receptors (which is known to inhibit the neurotransmitter
release) in both cortical glutamatergic afferents on and GABAergic terminals in MSN and in aspiny
interneurons of dorsal striatum [83,84]. Furthermore, the present data indicate that to select more
frequently the navigational strategy related to cognitive map it is required the full functionality of
DMS neurons. When AM251 blocks CB1 activity and consequently either navigational strategy can be
selected without any preference, GABA release by DMS is favored either by a direct dis-inhibition of
MSN and aspiny interneurons and by an indirect facilitation of the cortical glutamatergic afferents
impinging on MSN [25]. As a result, a downstream inhibition is promoted, in line with the general
reduced c-Fos activation observed in the present research. The observation that rats with a unilateral
cortico-DMS disconnection are still capable of acquiring goal-directed actions, while rats with bilateral
disconnection are severely impaired [74] represents further evidence to support the present finding
that different activation levels in a specific structure are related to different behavioral outcomes.

4. Material and Methods

4.1. Subjects

Male adult (2.5 month-old) C57BL/6JOlaHsd mice (Envigo, Udine, Italy) were used in the present
research. The animals were group-housed (four mice/cage) with food (Mucedola, Milan, Italy) and
water ad libitum, and kept under a 12-h light/dark cycle with light on at 07:00 h, controlled temperature
(22–23 ◦C) and constant humidity (60 ± 5%). All experiments took place during the light phase.
All efforts were made to minimize animal suffering and to reduce their number, in accordance with the
European Directive (Directive 2010/63/EU, 22/09/2010).

Mice were randomly assigned to: AM251 group encompassing animals (n = 17) injected with
AM251 and then tested in the CHB; VHL group encompassing animals (n = 14) injected with VHL and
then tested in the CHB. For c-Fos quantification we selected six animals (of which three belonging
to the AM251 group and three to the VHL group) that in used the L-NS in the CHB, and six animals
(of which three belonging to the AM251 group and three to the VHL group) that in used the CM-NS in
the CHB. Furthermore, to compare neuronal activation in the absence of any behavioral testing we
performed c-Fos immunostaining in a further six mice injected with AM251 (n = 3) or VHL (n = 3)
without being behaviorally tested (Figure 1C).

4.2. Drugs

The animals treated with the drug acting on ECS (n = 20) were intraperitoneally (i.p.) injected
with the AM251 (1 mg/kg; Tocris, Bristol, UK) dissolved in the VHL composed of saline solution with
10% DMSO and 5% Tween 80 and administered at volume of 5 mL/kg of body weight. The VHL
animals (n = 17) received the same volume of VHL i.p.

The selection of AM251 dosage at 1 mg/kg was based on behavioral results on locomotor- [85]
anxiety- [86] and reward- [87] related effects. The same dosage was used by Maione et al. [56] to
investigate AM251 neurochemical properties.
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4.3. CHB Testing

4.3.1. Apparatus

The CHB is a revolving plexiglas grey round plate (110 cm in diameter; situated 1 m above
the floor) with 12 holes at equal distances from each other, located 10 cm from the rim of the board.
The holes are 5 cm in diameter and can be closed by a lid at a depth of 5 cm (Figure 1A). Whether a
hole is open or closed can only be detected by the mouse putting its head over the edge of the hole.
The holes were virtually numbered in a clockwise direction, considering holes like hours on a clock.

A ladder (5 cm width, 15 cm length) leads from the open exit hole down to a cage containing the
sawdust from the animal’s cage. The proximal intra-maze cue was represented by a glass water bottle
(50 cl) positioned near the exit hole, while the distal extra-maze cues allowing the spatial orientation
on the board were provided by multiple colorful and geometric shapes on the room walls kept fixed
throughout the experiment.

Behavior was digitally recorded and analyzed with Ethovision XT (Noldus, Wageningen,
The Netherlands) that sampled the position of the mouse 12.5 times per second. Experimenters
who performed the behavioral testing were blind to the drug treatment.

4.3.2. Procedures

Each trial started by placing the mouse in a cylinder (Plexiglas; 25 cm height; 10 cm diameter)
located at CHB center. After 5 s, the cylinder was lifted and the mouse could explore the board and
exit through the open tunnel. If the mouse did not find the exit hole within 120 s, it was gently guided
to the exit using a grid. After each trial the board was cleaned with 30% alcohol to dissipate odor cues.

Five days before behavioral experiments started, the mice were trained to descend the ladder to
reach the home cage for three consecutive days (10 min/day).

4.3.3. Free Exploration Trial

To evaluate the general locomotor activity before the pharmacological treatment in the first trial
(free exploration trial) (Figure 1B) the mice were allowed exploring the CHB for 5 min. In this first
trial, all holes were closed, the intra-maze landmark (proximal cue: glass bottle, 13 cm height) was
positioned near hole 3 that would become the exit hole in the subsequent trials, but which was still
closed; multiple extra-maze distal cues were located on room walls.

The following parameters were calculated: total distances (cm), velocity (cm/s), visited holes,
when the mouse put at least its nose in the hole, rim stretched attend postures, when the mouse
looked over the edge of the board, grooming and defecations. At the end of the 5 min of exploration,
hole 3 was opened and the mouse was guided there by the experimenter to get the ladder down for
three consecutive times.

4.3.4. Training Trials

One week after the free exploration trial, mice were pharmacologically treated with AM251 or
VHL. After 30 min, mice were given six successive 120 s-training trials with inter-trial interval of 15 min.
The proximal landmark was positioned near the exit hole (hole 3) that was the only hole opened
while the multiple distal cues were kept fixed on room walls. Thus, the location of the exit hole was
always fixed relatively to intra- and extra-maze cues, allowing the animal to learn its location by taking
into account the spatial relationships among distal extra-maze spatial cues as well as the association
between proximal intra-maze cue and exit hole (Figure 1B). It should be noted that the proximal
intra-maze cue was the preferential stimulus to build the L-NS (implicit associative learning), while the
distal extra-maze cues were the appropriate stimuli to develop the CM-NS (spatial allocentric learning).

The following parameters were calculated: total distances (cm), velocity (cm/s), visited holes, first
hole exploration latency (s), exit hole exploration latency (s), perseverations, when the mouse visited
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the same hole or at least two adjacent holes twice in a row, rim stretched attend postures, grooming
and defecations. For each parameter, the values of the trials 1–2, 3–4 and 5–6 were mediated.

4.3.5. Test Trial

After 15 min, the test trial started (Figure 1B), in which distal extra-maze cues were kept fixed and
the proximal intra-maze cue was relocated in the position opposite to its location during the training
trials (from hole 3 to hole 9). Thus, hole 3 remained opened, and the “new exit” through hole 9 was
filled with sawdust from the animal’s cage. Test trial allowed analyzing whether the navigational
strategy used to solve the spatial task was based mainly on cognitive map or landmark.

The following parameters were calculated: total distances (cm), velocity (cm/s), visited holes, first
hole exploration latency (s), exit hole exploration latency (s) and navigational strategy (frequency)
based on cognitive map or landmark.

4.4. Biochemical Analyses

4.4.1. Tissue Preparation

Mice tested on CHB and mice not behaviorally tested were isolated for 1 h to perform c-Fos
immunohistochemistry (modified from Conversi et al. [88]). Mice were deeply anesthetized and
sacrificed by decapitation. The brains were removed, immersed overnight in paraformaldehyde 4%
(PAF), cryoprotected with 30% sucrose solution, cut in serial 40 µm coronal sections with a freezing
microtome and alternatively processed for c-Fos immunohistochemistry and Nissl staining. According
to the mice stereotaxic atlas [89] by using Nissl sections as anatomical reference, the following regions
of interest were identified: hippocampus (from −1.34 to −1.94 mm in relation to bregma), amygdala
(from −1.34 to −1.94 mm), and dorsal striatum (from 1.18 to 0.62 mm).

4.4.2. c-Fos Immunohistochemistry

Free floating coronal sections were washed three times in Phosphate-Buffer (PB) + 0.3% Triton
X-100 (PBTX), incubated for 30 min in 0.3% H2O2 in PBTX to prevent endogenous peroxidase activity,
washed three times in PBTX, incubated for 30 min in PBTX containing Avidin blocking solution
(Vectastain Elite ABC Kit, Vector Laboratories, Peterborough, UK) (two drops/5 mL), washed three
times in PBTX, incubated for 30 min in PBTX containing Biotin blocking solution (Vectastain Elite
ABC Kit) (two drops/5 mL), washed again three times in PBTX and incubated overnight with primary
antibody (Anti-c-Fos antibody ab 190289, AbCam, Cambridge, UK) diluted 1:5000 in PBTX + 5%
normal goat serum. After three washes in PBTX, the sections were incubated for 2 h in PBTX containing
secondary antibody (1:200, biotinylated Goat anti-Rabbit, Vectastain Elite ABC Kit), washed again three
times in PBTX, incubated for 1 h in Avidin-Biotin complex (Vectastain Elite ABC Kit) diluted 1:50 in
PBTX, washed three times in PB 0.1 M and then visualized with diaminobenzidine, as chromogen
(DAB, ScyTek Laboratories, Logan, UT, USA) diluted 1:30. Finally, the sections were washed three
times in PB 0.1 M, dehydrated in ethanol, cleared in xylene and coverslipped.

We confirmed the specificity of the immunohistochemical pattern by omitting the primary antibody.
Such a negative control resulted in the absence of c-Fos immunoreactivity in all brain regions.

4.4.3. Cell Counting

The quantitative analysis of the immunohistochemical reaction for c-Fos immuno-positive (+)
cells was performed by doing a cell count along the coronal sections containing the regions of interest
by using an optical microscope (Zeiss AxioLab, Oberkochen, Germany) integrated with an image
acquisition system (DEI-750 Camera, Optronics, Goleta, CA, USA). For each structure of each subject,
at least three sections were identified.

Immunoreactive cells were counted in hippocampal CA1 and CA3, and DG (Figure 8), DMS and
DLS, as well as BLA. The boundaries of the structures of interest were recognized with the help of
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the stereotaxic atlas [89] and the corresponding Nissl slide. For the cell counting, 4× images were
used as TIFF files, in which the light and contrast levels were kept stable. c-Fos+ cell counting was
performed using the public domain software ImageJ (http://rsb.info.nih.gov/ij) and in particular using
the “Image-based Tool for Counting Nuclei” plugin (ITCN) to count active cores. The photomicrographs
were converted into 8-bit images. The levels of “width”, “minimum distance” and “threshold” were
also changed until the automated count was comparable to the same count made manually. The number
of c-Fos+ cells was computed and compared within the AM251 groups (animals using L-NS or CM-NS
as well as no tested animals) and VHL groups (animals using L-NS or CM-NS as well as no tested
animals) (Figure 1C). Furthermore, additional analyses were carried out by calculating the mean count
in each structure for each animal divided by the mean count in that region of the respective not tested
animals to generate a normalized count for each animal.
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Figure 8. Representative photomicrographs of c-Fos+ cells (highlighted in the black boxes) in
hippocampal CA1, CA3 and dentate gyrus (DG) of an animal treated with vehicle at lower (4×) (on the
left, Scale bar: 1000 µm) and higher (20×) (on the right, Scale Bar: 200 µm) magnification.

4.5. Statistical Analysis

Behavioral data (mean ± SEM) were firstly tested for normality (Wilk-Shapiro’s test) and
homoscedasticity (Levene’s test) and then compared by one- and two-way ANOVAs, followed
by Newman-Keuls test when appropriate. Frequencies of navigational strategies were compared
by χ2 test. Since immunohistochemical data did not meet parametric assumptions, non-parametric
analyses of variance (Kruskal-Wallis test, Mann-Whitney U) were used. All analyses were performed
by using Statistica 7.0 for Windows (TIBCO Software Inc., Aliso Viejo, CA, USA), and differences were
considered significant at p ≤ 0.05.

5. Conclusions

Our data show that the information coding only in the hippocampus is not sufficient to bias
towards strategy based on cognitive mapping, and the information coding only in the DMS is not
sufficient to drive strategy based on landmark. In fact, both structures continuously cooperate to
perform successfully either allocentric or implicit associative learning. In this enlarged and concerted
network, the prefrontal cortex may represent the hub modulating balance between the striatal and
hippocampal joint activity since no direct anatomical connectivity is known [90].

Assuming that representations that persist across context changes reflect learned information,
we make the following conclusions. A parallel processing occurs within hippocampus and striatum
regardless of the navigational strategy selected, although the different hippocampal and striatal
sub-regions effectively compete for control of behavioral outcome. The strength of the influence of the
neural systems on the behavioral output is modulated by the CB1 receptors, prompting them to use
different spatial navigational strategies to cope with the environmental demands.
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Abstract: Dystonia pathophysiology has been partly linked to downregulation and dysfunction
of dopamine D2 receptors in striatum. We aimed to investigate the possible morpho-structural
correlates of D2 receptor downregulation in the striatum of a DYT1 Tor1a mouse model. Adult
control Tor1a+/+ and mutant Tor1a+/−mice were used. The brains were perfused and free-floating
sections of basal ganglia were incubated with polyclonal anti-D2 antibody, followed by secondary
immune-fluorescent antibody. Confocal microscopy was used to detect immune-fluorescent signals.
The same primary antibody was used to evaluate D2 receptor expression by western blot. The D2
receptor immune-fluorescence appeared circumscribed in small disks (~0.3–0.5 µm diameter), likely
representing D2 synapse aggregates, densely distributed in the striatum of Tor1a+/+ mice. In the
Tor1a+/− mice the D2 aggregates were significantly smaller (µm2 2.4 ± SE 0.16, compared to
µm2 6.73 ± SE 3.41 in Tor1a+/+) and sparse, with ~30% less number per microscopic field, value
correspondent to the amount of reduced D2 expression in western blotting analysis. In DYT1 mutant
mice the sparse and small D2 synapses in the striatum may be insufficient to “gate” the amount of
presynaptic dopamine release diffusing in peri-synaptic space, and this consequently may result in a
timing and spatially larger nonselective sphere of influence of dopamine action.

Keywords: dystonia; striatum; D2 receptors; synapses; dopamine volume transmission

1. Introduction

Dystonia is a disorder of movement characterized by disturbed agonist-antagonist muscle
activation [1], with particular difficulty switching between sequential muscles involved in a complex
task, either voluntary or involuntary [2]. Symptomatic dystonia can be observed in various neurological
disorders, including cerebrovascular diseases, Parkinson’s disease, and Wilson’s disease [3]. Unlike
symptomatic dystonia, no pathologic correlate is still known for many dystonic disorders categorized
as idiopathic dystonia, and further divided into generalized, focal, and segmental dystonia [4].

In the past, various dystonic forms were often interpreted in psychological or psychiatric terms
until the late 19th century [3,5], when the descriptions of familial forms of generalized primary torsion
dystonia suggested that it is an organic disease [6,7]. The identification of genetic mutations in some
families in the late 20th century established an organic framework for idiopathic dystonia (see 3).

The most common and severe form of genetic dystonia is caused by a 3 bp deletion (GAG) in
the coding region of the TOR1A (DYT1) gene, which results in a defective protein called torsinA [8].
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Although hereditary, DYT1 dystonia has a childhood or adolescent clinical onset [4]. However,
significant neurodegeneration could not be documented at the histological level in any brain areas
of patients with DYT1 dystonia [9,10], suggesting that dystonia pathophysiology is determined
by functional rather than structural abnormalities. Several neurophysiological and neuroimaging
studies, as well as new genetic insights, have been so far performed in DYT1 dystonia, contributing
to define functional abnormalities in the basal ganglia [11–15]. Clinical neuroimaging studies have
revealed decreased caudate-putamen dopamine D2 receptor availability in DYT1 patients compared
to controls [16,17]. Moreover, reduced striatal D2 receptor binding and protein level have also
been reported in several different DYT1 experimental models [18–20]. Aside from D2 receptor
downregulation, multiple lines of evidence demonstrated reduced coupling between the D2 receptor
and its cognate G proteins, as well as severely altered D2 receptor electrophysiological plasticity
in the striatum but not in the substantia nigra [18,21–25]. Comparative studies on the functions of
D1, D2, an A2A receptors, as well as of different neurotransmitters (dopamine, GABA, glutamate,
acetylcholine) have been performed by Pisani et al. in mouse models of dystonia, demonstrating
a selective downregulation and dysfunction of D2 receptors [18,21,23]. In addition, a recent paper
has clarified the mechanisms of D2 receptor downregulation in the striatum, mediated by increased
lysosomal degradation, associated in turn with lower levels of striatal RGS9-2 and spinophiling,
opening a new approach to the therapy [26]. Therefore, it is generally assumed that abnormal striatal
synaptic plasticity, and D2 receptor-dependent striatal outflow abnormalities have a leading role in
determining basal ganglia pathophysiology in DYT1 dystonia [27,28]. The developmental profile of
the aberrant D2 receptor function has been studied in DYT1 mutant mice, recording in cholinergic
neurons an abnormal excitatory response to the D2 receptor agonist quinpirole since postnatal day 14,
which persisted at three and nine months in hMT mice [22].

We aimed to investigate possible morpho-structural correlates of D2 receptor downregulation in
striatum of an adult DYT1 knock-out mouse model.

2. Results

We first quantified the levels of D2 receptors on proteins extracted from the striatum. In line with
a previous study [26] western blotting analysis revealed a significant ~ 30% reduction (p < 0.05) of D2
receptor levels in the striatum of mutant Tor1a+/− compared to control Tor1a+/+ mice (Figure 1).
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Figure 1. (a) Comparative immunoblots of D2 receptors from the striatum of control Tor1a+/+, and
mutant Tor1a+/−mice. β-actin content was detected as internal reference standard. (b) Densitometric
analysis of relative optical density (OD) on D2 receptors immune-stained bands. Results were expressed
as the mean ± SEM of the values obtained for each separate hemisphere from four mice per group.
* p < 0.05.

Light microscopy immune-histochemistry demonstrated an intense D2 receptor brown peroxidase
reaction product reactivity in the striatum (Figure 2A). In control Tor1a+/+, the striatum displayed D2
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positive neuronal perikarya, peripherally outlined by an intense reaction product, and surrounded
by a diffuse lighter neuropil staining. These data document a large distribution of D2 receptors on
neuronal bodies, and neuropil of striatal neurons. In Tor1a+/− the D2 peroxidase reaction product
appeared less intense around neuronal bodies, as well as in the neuropil of the striatum (Figure 2B),
confirming the western blot analysis. However, the diffuse brown reaction product detectable by the
D2 light microscopy immune-histochemistry can give just a rough idea of the D2 densitometric changes
around neuronal bodies and neuropil, but does not allow a precise definition of the morpho-structural
characteristics of the D2 receptor aggregates in control and mutant mice.

Figure 2. Representative microphotographs of D2 receptor immune-histochemistry in control Tor1a+/+

(A), and mutant Tor1a+/− knock-out (B) mice. The brown reaction product is clustered around neuronal
bodies and diffused in the neuropil. Scale bar in B = 100 µm.

Immune-fluorescence images were acquired with a LSM700 Zeiss confocal laser scanning
microscope (Zeiss, Germany): 5× and 20× objectives were used to define areas of interest in the
dorsolateral striatum; distribution of D2 receptors was first acquired using 63× oil immersion lens
(1.4 numerical aperture), and thereafter with an additional digital zoom factor (1×–1.5×–2×). Images of
D2 immune-fluorescence acquired with a 63× oil immersion lens at first look appeared as a shiny galaxy
in a starkly sky, with clusters of extremely small grains covering diffusely the neuronal compartments
of the striatum, without apparent difference between perikarya and neuropil, whereas grains were
rare and almost absent on the cell nuclei and in striatal axonal bundles (Figure 3). The density of D2
positive fluorescent grains was clearly different between the striatum of Tor1a+/+ and Tor1a+/−mice.
In Tor1a+/+ the D2 positive grain were contiguous and even superimposed each other, whereas in the
striatum of Tor1a+/−mice the D2 positive grains were close but separated from each other (Figure 3).
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Figure 3. Representative immune-fluorescence microphotographs of confocal laser scanning microscopy
(63×), double-labeled for D2 receptors and for nuclei in the striatum of control Tor1a+/+ (A), and of
mutant Tor1a+/− knock-out (B) mice. D2 receptor immune-labeling is visualized in red-Cy3 fluorescence,
while nuclei are visualized by DAPI fluorescence in blue. Bar in B = 10 µm.

A better understanding of D2 receptors subcellular distribution came out in images acquired using
a 63× oil immersion lens (1.4 numerical aperture) with an additional digital zoom factor (1×–1.5×–2×).
The immune-fluorescent signal appeared extremely specific without background staining so that the
D2 receptor localization appeared circumscribed in very small disks, roundish or elliptical in shape,
of size variable with a diameter between ~0.3–0.5 µm in the striatum of Tor1a+/+ mice (Figure 4A).
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Figure 4. Representative immune-fluorescence microphotographs of high magnification (63× plus
zoom factor 1×–1.5×–2×) confocal laser scanning microscopy, double-labeled for D2 receptors and for
nuclei in the striatum of control Tor1a+/+ (A), and of mutant Tor1a+/− knock-out (B) mice. D2 receptor
immune-labeling is visualized in red-Cy3 fluorescence, while nuclei are visualized by DAPI fluorescence
in blue. Bar in B = 2 µm.

In the striatum of Tor1a+/− mice, the D2 positive disks appeared sparse (Figure 4B), and the
number and size of D2 positive disks and their total area per microscopic field was significantly lower
in the striatum of Tor1a+/− than in corresponding areas of Tor1a+/+ mice (Figure 5A–C). Moreover, the
mean distance between D2 positive disks was <1 µm for most of the disks in the striatum of Tor1a+/+

but > 2 µm for most of the disks in corresponding areas of Tor1a+/− mice (as can be easily seen in
Figure 4).
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Figure 5. Comparative densitometric analysis of the D2 immune-fluorescence in the striatum of control
Tor1a+/+ and mutant Tor1a+/− knock-out transgenic mice. (A) Total D2 positive area per microscopic
field through 63× oil immersion objective. df = 1, F = 31.202; p < 0.0001. (B) Number of D2 positive disks
per microscopic field through 63× oil immersion objective (1.4 numerical aperture) with an additional
digital zoom factor (1×–1.5×–2×). df = 1, F = 13.406; p < 0.001. (C) Size of D2 disk (µm2) through 63×
oil immersion objective (1.4 numerical aperture) with an additional digital zoom factor (1×–1.5×–2×).
df = 1, F = 6.543; p < 0.04. Results were expressed as the mean + SE of average values detected within
the randomly selected microscopic areas of the dorsolateral caudate-putamen of both hemispheres
from four mice in each group. Comparison among groups was performed with the ANOVA one-way.

However, quantitative analysis of the relative immune-fluorescence intensity per single D2 positive
disk in the striatum was slightly less intense in Tor1a+/− than in Tor1a+/+ mice (Figure 6, Table 1),
suggesting that the density of D2 receptors in large and small aggregates is substantially similar in
control and mutant animals.

Figure 6. Table 1—Comparative fluorescence intensity of D2 receptor spots evaluated by Java image
processing and ImageJ in microphotographs from confocal laser scanning microscopy. D2 positive spots
were randomly selected and marked in red in control Tor1a+/+ (A), and mutant Tor1a+/− knock-out (B)
mice. Bar in B = 2 µm. Table 1—Results were expressed as the mean + SE of the area and the average
grey values (0–255) within the selected spots of the dorsolateral caudate-putamen of both hemispheres
from three mice in each group. Marked decrease of the area (see analysis in Figure 5), but not of the grey
level in D2 positive spots was observed in mutant Tor1a+/− knock-out mice, compared with controls.

Table 1. Control Mutant.

Spots Area µm2 Grey level Area µm2 Grey Level

Mean 6.73 252.00 2.4 216.18

± SE 3.41 0.30 0.16 13.63
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3. Discussion

The main finding of our work is that the reduced expression of D2 receptors in the Tor1a+/−striatum
is associated with marked reduction in the number and size, but not in fluorescence intensity of
the D2 positive residual aggregates. These results have however, some limitations in providing a
morpho-structural correlate of the downregulation of D2 receptors in dystonia.

In our study, high-resolution confocal microscopy can give well-defined immune-fluorescent
images of every D2 receptors’ aggregate in the microscopic field, but without configuring at the same
time the mosaic of the surrounding cell structures, unlike electron microscopy immunocytochemistry.
Indeed, immune-fluorescent D2 receptors appear arranged in homogeneous roundish shapes, variable
in size with a diameter between ~0.3–0.5 µm, likely approaching dimensions of dopaminergic synapses
on small dendritic spines (with shaft diameter ~0.04–1 µm and length ~0.1–2 µm) of striatal medium
spiny neurons [29]. The D2 receptor positive disks likely represent the subcellular structures formed
by D2 molecular aggregates, but we can just hypothesize the subcellular sites where the D2 aggregates
are inserted in Tor1a+/+ and in Tor1a+/−mice.

Instead, at the electron microscopy level, in the striatum the D2 receptors were extensively
localized to 38% of dendrites and 48% of spines of medium spiny neurons, and quite frequently on axon
terminals [30]. Moreover, synapses formed by D2 immune-reactive terminals were not always easy to
be identified in the striatum due to a lack of pronounced pre- or postsynaptic densities, suggesting
a significant D2 extra-synaptic localization [30]. Indeed, in the striatum 60%–70% of dopaminergic
axon terminals, supposed to be dopamine release sites, do not make synaptic junctional complex [31].
On the other hand, while photomicrographs obtained by transmission electron microscopy can allow
detailed morphological characteristics of synapses, they can just give a rough estimate of synaptic
sizes, shapes [32], and of spatial distribution frequency, due to the high magnification and limited
electron microscopic fields.

By confocal microscopy in our study, we can obtain a definite spatial arrangement of the D2 signals
with an estimate of sizes and shapes of the D2 receptor aggregates, and of their distribution density
through a relatively large microscopic field. D2 receptor aggregates have generally a disk-shape and a
size in the range of dimension of dendritic spines, and so D2 receptor aggregates have morphological
similarity with synapses which can be categorized as macular synapses among the three main types of
synaptic junctions (macular, perforated, and horseshoe-shaped synapses) [33]. Therefore, we would
try to approximately interpret the reduction in number and size of the D2 aggregates in the striatum of
Tor1a+/−mice as a global reduction of D2 synapses, but without differentiating between the synaptic
and extra-synaptic sites. Reduction in synapses’ number and size is a well-known mechanism reducing
efficiency of neuronal connectivity. However, the residual D2 synapses in Tor1a+/− mice display
immune-fluorescence intensity and macular shape similar to those seen in Tor1a+/+ mice, suggesting
that the synaptic arrangement and intensity of D2 receptors can be preserved in mutant animals.

A reduced topographic density of D2 synapses would be particularly relevant for dopamine
transmission in the striatum of Tor1a+/−mice. Indeed, dopaminergic transmission is predominantly
characterized as nonsynaptic or peri-synaptic volume transmission, since most dopaminergic receptors
are extra-synaptic, i.e., rather distant from directly opposing dopaminergic terminal varicosities [29].
Once released by tyrosine hydroxylase (TH) positive terminals, dopamine is normally not limited in a
synaptic cleft but diffuses far away from release sites, traveling through extracellular spaces usually
along an effective radius of 7 µm in three dimensions, until dopamine molecules bind to synaptic and
extra-synaptic D1 and D2 receptors or are cleared up by presynaptic dopamine transporters [29,34,35].

In Tor1a+/−mice, sparse D2 synapses in the striatum have to face a normal density of dopamine
axon terminals, since the TH-positive axonal networks in mutant animals do not show morphologically
obvious abnormalities in the striatum [36]. Moreover, there was no significant difference in striatal
dopamine content between mutant and control mice, while its metabolite homovanillic acid (HVA)
was higher suggesting that dopamine turnover was significantly increased in the mutant mice [36,37],
according to evidence for increased dopamine turnover observed in the striatum of DYT1 patients [38].
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Therefore, in DYT1 mutant mice the dopamine peri-synaptic landscape appears specifically changed,
since D2 synapses are sparse in the striatum, but the sites of presynaptic dopamine release appear to
be preserved [36,37]. In this scenario, dopamine molecules diffusing away from release sites can have
a minor probability of binding in contiguous D2 synapses [39], so that they may have a large radius of
diffusion, until they are bound by D1 and D2 receptors and/or are cleared up by presynaptic dopamine
transporters. On the basis of the peri-synaptic dopamine volume efflux model, we hypothesize that
in DYT1 mutant mice the sparse D2 synapses may be insufficient to “gate” a relatively abundant
dopamine efflux, and this consequently may result in a timing and spatially larger nonselective sphere
of influence of dopamine action.

The model of sparse D2 synapses can help interpret some aspects of DYT1 physiopathology in
basal ganglia. At first glance, it seems inexplicable that the baseline and amphetamine-stimulated
dopamine release detected by microdialysis is lower in mutant DYT1 mice compared with controls,
while at the same time the caudate-putamen tissue dopamine levels were normal [36]. We can interpret
the reduced dopamine release in mutant animals to be compensatory to D2 sparse synapses. Moreover,
sparse D2 synapses can explain why DYT1 dystonia individuals do not respond to medications that
alter dopamine transmission [36], since D2 synapses are sparse, there would be already a relative
ceiling action of endogenous dopamine quantal release from dopamine preserved synaptic terminals.
Finally, sparse D2 synapses can clearly differentiate the morpho-functional correlates of basal ganglia
physiopathology in dystonia and Parkinson’s disease, the one characterized as post-synaptic pathology
with D2 sparse synapses insufficient to gate dopamine efflux from preserved dopaminergic terminals,
the other as a presynaptic pathology with loss of striatal dopamine release terminals but conserved D1
and D2 receptors in experimental parkinsonian monkey [40]. Moreover, in tissues from parkinsonian
patients who died without receiving L-dopa in the last weeks of life, the binding of a radioactive ligand
to Dl or D2 was elevated 20%–60% above the neurological control tissue [41]. Accordingly, dopamine
receptor agonists are useful medications even regarded as first choice to delay the starting of L-dopa
therapy in Parkinson’s disease [42], but ineffective in DYT1 dystonia [36].

Although the sparse D2 synapses may have a relevant role in DYT1 physio-pathology, it cannot
be inferred that the observed D2 alteration is primary and specific, since the D2 receptors distribution
in the striatum was not compared with other receptors in our study. In a previous work, we have
demonstrated that in DYT1 mice carrying human mutant torsinA (hMT), the enkephalinergic neurons
express a higher cellular content of the neuropeptide enkephalin and of PDE10A, a key enzyme in the
catabolism of the second messenger nucleotides [43]. Therefore, we can infer that the downregulation
of D2 receptors, predominantly expressed by the medium spiny enkephalinergic neurons, seems to be
a primary process not secondary to reduced cellular capacity of protein synthesis in DYT1 dystonia.

However, it is not known whether the downregulation of the D2 receptors is selective and specific
to the physiopathology of dystonia, or it is part of a larger process involving altered expressions of
other receptor types, and in particular of the adenosine 2A (A2A) receptor subtype. It is worth noting
that in the enkephalin positive striatal medium spiny neurons there is evidence for colocalization
of the D2 receptors with the A2A receptors, which together form intramembrane cell complexes
called heteromers, functionally interacting in a reciprocal antagonistic manner [44]. Likely, sparse D2
synapses may also result in an impaired D2/A2A interaction in DYT1 dystonia.

Further studies should investigate the synaptic and extra-synaptic distribution of the sparse
D2 aggregates and of D2/A2A heteromers, evaluating their relationship with dopamine volume
transmission in the physiopathology of basal ganglia microcircuits in DYT1 mutant mice. Moreover,
clarifying the developmental morpho-structural characteristics of the D2 receptor aggregates and of
D2/A2A etheromers in the DYT1 mouse model would be helpful to develop preventative treatment
before clinical manifestation of disease.
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4. Materials and Methods

4.1. Animals and Methods

C57BL/6 Tor1a+/− knock-out transgenic mice, that mimic the loss of function of the DYT1
dystonia TOR1A mutation [45], were bred at the Santa Lucia Foundation Animal Facility; mice were
sacrificed at 5–6-months-old. DNA was isolated and amplified from 1- to 2-mm tail fragments with
the Extract-N-Amp Tissue polymerase chain reaction (PCR) kit (XNAT2 kit; Sigma-Aldrich, Milan,
Italy, and genotyping performed as reported by Bonsi et al. [26]. All the efforts were made to minimize
the number of animals utilized and their suffering. Treatment and handling of mice were carried
out in compliance with both the EC and Italian guidelines (2010/63EU, D.lgs. 26/2014; 86/609/EEC;
D.Lvo 116/1992), according to experimental protocols approved by the Animal Ethics Committee
of the University of Rome “Tor Vergata” (D.M. 153/2001-A and 43/2002-A), and by the Santa Lucia
Foundation Animal Care and Use Committee (D.M. 9/2006-A), and authorized by the Italian Ministry
of Health (authorization # 223/2017-PR).

For biochemical studies, the animals (n = 5 Tor1a+/+, n = 5 Tor1a+/− knock-out) were killed by
cervical dislocation, and their brains were removed rapidly and placed on an ice-cold plate. Thick
brain sections were cut with an Oxford vibratome, and the caudate-putamen was dissected out rapidly
from both hemispheres, and promptly frozen in liquid nitrogen and stored at –80 ◦C [46].

For morphological studies, the animals were deeply anesthetized with tiletamine/zolazepam
(80 mg/Kg) and xylazine (10 mg/Kg), and perfused trans-cardially with 1% heparin in a 50 mL 0.1 M
sodium phosphate buffer, and with 250 mL 4% paraformaldehyde in a 0.1 M sodium phosphate buffer
(pH 7.4). The brains were removed immediately and post-fixed in the same fixative solution overnight
at 4 ◦C. Coronal brain sections 40-µm-thick were cut with an Oxford vibratome across the entire
rostro-caudal extent of the basal ganglia, and collected and stored at 4 ◦C in a 0.1 M phosphate buffer
that contained 0.02% sodium azide, as previously described [43].

4.2. Quantitative Analysis of D2 Protein

The quantitative analysis of D2 receptor expressions in the striatum was assessed by western
blotting. Tissues were lysated in 10 mM Tris–HCl pH 8, 150 mM NaCl, 1% v/v Triton X-100, 0.1%
w/v sodium deoxycholate, 0.1% w/v sodium dodecyl sulfate, 1 mM EDTA, 5 mM β-mercaptoethanol,
1 mM PMSF, and protease inhibitor cocktail (Sigma-Aldrich). Thirty µg of proteins were loaded on a
9% SDS polyacrylamide gel and subjected to electrophoresis under reducing condition. The proteins
were then transferred to a nitrocellulose membrane (Bio-Rad). The blots were incubated overnight
at 4 ◦C with a rabbit polyclonal anti-D2 receptor antibody (1:1000, AB5084P; Millipore); or mouse
anti-β-actin (1:10,000; Sigma-Aldrich) as a reference standard. Immune-reactive bands were revealed
by horseradish peroxidase-conjugated secondary antibodies (1:10,000, Jackson Immunoresearch),
incubated in a lumi-light-enhanced chemiluminescence substrate (Bio-Rad) and exposed to chemidoc
(Bio-Rad). Densitometric analysis of scanned blots was performed using the NIH ImageJ version l.29
program (NIH, Bethesda, MD, USA).

4.3. Immune-Histochemistry

Coronal brain sections including the sensorimotor cerebral cortex, and the caudate-putamen
were processed for identification of D2 positive receptors. Briefly, free floating sections were washed
three times with Tris-buffered saline, pH 7.4, and endogenous peroxidase activity was inactivated
by incubation for 5 min in Tris-buffered saline that contained 2% H2O2. Sections were rinsed with
a Tris-buffered saline that contained 0.1% Triton X-100, and incubated with 2% normal goat serum,
followed by overnight incubation at 4 ◦C with the primary polyclonal antibody (1:500) rabbit anti-D2
receptors (AB5084P, Millipore). The primary antibody was detected using a biotinylated secondary
antibody (Vectastain ABC kit; Vector Laboratories, Burlingame, CA, USA), and an avidin horseradish
peroxidase/diaminobenzidine/H2O2 chromogen system (Sigma-Aldrich, Milan, Italy). The specificity
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of the immunocytochemical reaction was confirmed by the absence of staining after omission of the
primary antibody. After the diaminobenzidine reaction, the sections were rinsed with Tris-buffered
saline and mounted on gelatine-coated slides, dehydrated, and cover-slipped with Permount for light
microscopy examination. The sections were observed and photographed with a light microscope
(Olympus BX51, Tokyo, Japan) equipped with an automatic micro camera (LeicaDC 300 F, Q550 IW
Soft, Wetzlar, Germany).

4.4. Immune-Fluorescence Techniques and Confocal Microscopy

To evaluate the D2 receptor immune-fluorescence in striatal neurons, slices processing and confocal
image acquisition were performed according to Bonsi et al. [26]. Mice were deeply anesthetized and
perfused with cold 4% paraformaldehyde in a 0.12 M phosphate buffer (pH 7.4). The brain was
post-fixed for at least 3 h at 4 ◦C and equilibrated with 30% sucrose overnight. Coronal brain sections
(40 µm thick) were cut with a freezing microtome. Slices were dehydrated with serial alcohol dilutions
(50%–70%–50%) and then incubated 1 h at room temperature in a 10% donkey serum solution in PBS
0.25%-Triton X-100 (PBS-Tx). The primary rabbit anti-D2 antibody (AB5084P, Millipore) was utilized
(1:500, three days at 4 ◦C). The following secondary antibodies were used (1:200, room temperature, 2 h):
Alexa 488 and Alexa 647 (Invitrogen), and cyanine 3 (cy3)-conjugated secondary antibodies (Jackson
ImmunoResearch, Cambridge House, UK). Cell nuclei were detected with a blue-fluorescent DNA
stain by 4′,6-diamidino-2-phenylindole (DAPI) (D9542, Sigma-Aldrich, Milan, Italy). After washout,
slices were mounted on plus polarized glass slides with a Vectashield mounting medium (Super Frost
Plus; Thermo Fisher Scientific) and coverslipped.

Images were acquired with a LSM800 Zeiss confocal laser scanning microscope (Zeiss, Germany),
with a 5×, 20× objective, or 63× oil immersion lens (1.4 numerical aperture) with an additional
digital zoom factor (1×–1.5×–2×) under no saturation conditions. Single-section images (1024 × 1024)
or z-stack projections in the z-dimension (z-spacing, 1 µm) were collected. Z-stack images were
acquired to analyze the whole neuronal soma, which spans multiple confocal planes. The confocal
pinhole was kept at 1, the gain and the offset were adjusted to prevent saturation of the brightest
signal and sequential scanning for each channel was performed. The confocal settings, including
laser power, photomultiplier gain, and offset, were kept constant for each marker. For quantitative
immune-fluorescence analysis, images were collected from at least 3–4 slices processed simultaneously
from each striatum (n ≥ 4 mice/genotype) and exported for analysis with the ImageJ software (NIH).
Software background subtraction was utilized to reduce noise.

The intensity of D2 fluorescence per D2 positive spots was evaluated by Java image processing
and ImageJ. Briefly, the D2 positive spots in immune-fluorescence microphotographs were randomly
selected using a drawing selection circle closely around, and the red color image of D2 fluorescence
intensity was analyzed by converting each pixel in greyscale (0–255). The minimum and maximum
grey values within the selection were detected, and the mean grey value (the sum of the grey values of
all the pixels in the selection area divided by the number of pixels) per spot was calculated.

4.5. Statistical Analysis

Data analysis was performed using the Statistical Package for the Social Sciences Windows, version
15.0 (SPSS). Descriptive statistics consisted of the mean ± SE for parameters with Gaussian distributions
(after confirmation with histograms and the Kolgomorov–Smirnov test). The homogeneity of the
variance was evaluated by Levene’s test. Comparison among groups was performed with the ANOVA
one-way. P-value < 0.05 was considered statistically significant.

5. Conclusions

The reduced expression of D2 receptors in the striatum of Tor1a+/− dystonic mice is associated
with marked reduction in number and size of the D2 positive synapses. D2 sparse and small synapses
may be insufficient to “gate” a relatively abundant dopamine release diffusing extrasynaptically
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through the interstitial space among striatal neurons. This may result in a longer duration and
larger sphere of influence of dopamine transmission, making its action non-selective in striatal
micro-circuitries. Our study suggests a relevant role for dopamine volume transmission in DYT1
dystonia physiopathology.
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Abstract: Our knowledge on the plastic functions of the serotonin (5-HT) receptor subtype 7 (5-HT7R)
in the brain physiology and pathology have advanced considerably in recent years. A wealth of data
show that 5-HT7R is a key player in the establishment and remodeling of neuronal cytoarchitecture
during development and in the mature brain, and its dysfunction is linked to neuropsychiatric and
neurodevelopmental diseases. The involvement of this receptor in synaptic plasticity is further
demonstrated by data showing that its activation allows the rescue of long-term potentiation (LTP)
and long-term depression (LTD) deficits in various animal models of neurodevelopmental diseases.
In addition, it is becoming clear that the 5-HT7R is involved in inflammatory intestinal diseases,
modulates the function of immune cells, and is likely to play a role in the gut-brain axis. In this review,
we will mainly focus on recent findings on this receptor’s role in the structural and synaptic plasticity
of the mammalian brain, although we will also illustrate novel aspects highlighted in gastrointestinal
(GI) tract and immune system.

Keywords: brain connectivity; brain development; gut-brain axis; neurodevelopmental diseases;
neuronal cytoarchitecture; neuroplasticity; regulatory T cells; serotonin (5-HT)

1. Serotonin Overview

1.1. Serotonin Metabolism

Brain 5-HT is a neurotransmitter playing a key role in modulating neuronal circuit development
and activities. The serotonergic neurons, through their extensive axonal network, are able to reach
and influence nearly all the Central Nervous System (CNS) areas. As a consequence, 5-HT regulates
a plethora of functions such as sleep and circadian rhythms, mood, memory and reward, emotional
behavior, nociception and sensory processing, autonomic responses, and motor activity [1].

Our current understanding of the development, evolution, and function of 5-HT neurotransmission
is derived from different model organisms, spanning from invertebrates to vertebrates [2]. It is
noteworthy that in all species, the serotonergic network is highly plastic, showing changes in its
anatomical organization all through the life of the organisms.

5-HT metabolic pathways, reuptake, and degradation are broadly conserved among multicellular
organisms [2]. 5-HT is synthesized from the amino acid tryptophan, which is an essential dietary supplement.
Tryptophan is hydroxylated to 5-hydroxytryptophan (5-HTP) by the tryptophan-hydroxylase (TPH)—the
rate limiting enzyme for 5-HT biosynthesis. 5-HTP, in turn, is converted in 5-HT by the aromatic
L-amino acid decarboxylase. The enzyme TPH has two distinct isoforms encoded by two genes: the
Tph1 is expressed in peripheral tissues and pineal gland, while the Tph2 is selectively expressed in
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the CNS and in the enteric neurons of the gut [3]. Studies on TPH -knockout (KO) mice confirmed
that the synthesis of 5-HT in the brain is driven by TPH2, whereas the synthesis of 5-HT in peripheral
organs is driven by TPH1 [4]. Since 5-HT is unable to cross the blood–brain barrier, at least in adult
life, the central and the peripheral serotonergic systems are independently regulated. The synaptic
effects of 5-HT are mainly terminated by its reuptake into 5-HT nerve terminals mediated by the
5-HT transporter.

The vast array of brain functions exerted by 5-HT neurotransmission in the CNS is made more
complex by the interaction of the 5-HT system with many other classical neurotransmitter systems.
Through the activation of serotonergic receptors located on cholinergic, dopaminergic, GABAergic
or glutamatergic neurons, 5-HT exerts its effects modulating the neurotransmitter release of these
neurons [5,6]. In addition, cotransmission—here defined as the release of more than one classical
neurotransmitter by the same neuron—occurs also in 5-HT neurons. Among the cotransmitters released
by 5-HT neurons, glutamate [7], and possibly other amino acids [8] were identified. The regulation
and functional effects of this neuronal cotransmission are still poorly understood and are the object of
intense investigation [9].

1.2. Role of Serotonin in Morphological Remodeling of CNS Circuits

In the mammalian brain, 5-HT neurons are among the earliest neurons to be specified during
development [10]. They are located in the hindbrain and are grouped in nine raphe nuclei, designated
as B1–B9 [11]. Although they are relatively few (about 30,000 in the mouse and 300,000 in humans),
they give rise to extensive rostral and caudal axonal projections to the entire CNS, representing the
most widely distributed neuronal network in the brain [12].

In addition to its well-established role as a neurotransmitter, 5-HT exerts morphogenic actions
on the brain, influencing several neurodevelopmental processes such as neurogenesis, cell migration,
axon guidance, dendritogenesis, synaptogenesis and brain wiring [13].

Besides the endogenous 5-HT, the brain of the fetus also receives it from the placenta of the mother.
Thus, the placenta represents a crucial micro-environment during neurodevelopment, orchestrating
a series of complex maternal-fetal interactions. The contribution of this interplay is essential for the
correct development of the CNS and for long-term brain functions [14]. Therefore, maternal insults to
placental microenvironment may alter embryonic brain development, resulting in prenatal priming of
neurodevelopmental disorders [15]. For instance, in mice it has been shown that maternal inflammation
results in an upregulation of tryptophan conversion to 5-HT within the placenta, leading to altered
serotonergic axonal growth in the fetal forebrain. These results indicate that the level of 5-HT during
embryogenesis is critical for proper brain circuit wiring, and open a new perspective for understanding
the early origins of neurodevelopmental disorders [16–18].

The importance of a correct 5-HT level in the brain has been demonstrated by numerous studies on
mice models. When the genes involved in 5-HT uptake or degradation are knocked out, the increased
5-HT levels in the brain lead to the altered topographical development of the somatosensory cortex and
incorrect cortical interneuron migration [19,20]. On the other hand, the transient disruption of 5-HT
signaling, during a restricted period of pre- or postnatal development, using pharmacological (selective
serotonin reuptake inhibitor exposure) animal models, leads to long-term behavioral abnormalities,
such as increased anxiety in adulthood [21,22]. These animals do not show gross morphological
alterations in the CNS suggesting that the lack of cerebral 5-HT may only affect the fine tuning of
specific serotonergic circuits. This hypothesis has been recently confirmed using a mouse model in
which the enhanced green fluorescent protein is knocked into the Tph2 locus, resulting in lack of brain
5-HT, and allowing the detection of serotonergic system through enhanced fluorescence, independently
of 5-HT immunoreactivity. In these mice, the serotonergic innervation was apparently normal in cortex
and striatum. On the other hand, mutant adult mice showed a dramatic reduction of serotonergic axon
terminal arborization in the diencephalic areas, and a marked serotonergic hyperinnervation in the
nucleus accumbens and in the hippocampus [23]. These results demonstrate that brain 5-HT plays a key
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role in regulating the wiring of the serotonergic system during brain development. Interestingly, the
transient silencing of 5-HT transporter expression in neonatal thalamic neurons affects somatosensory
barrel architecture through the selective alteration of dendritic structure and trajectory of late postnatal
interneuron development in the mouse cortex [24]. Altogether, these findings indicate that perturbing
5-HT levels during critical periods of early development influences later neuronal development through
alteration of CNS connectivity that may persist into the adulthood [17,25,26]. Interestingly, recent
evidence demonstrated that changes in 5-HT homeostasis affect axonal branch complexity, not only
during development but also in adult life [27]. In adult TPH2-conditional KO mice it was shown that
the administration of the serotonin precursor 5-hydroxytryptophan was able to re-establish the 5-HT
signaling and to rescue defects in serotonergic system organization [27].

Interestingly, in recent elegant experiments that combined chemogenetics and fMRI, it was
demonstrated that, in adult mice, the endogenous stimulation of 5-HT-producing neurons does not
affect global brain activity but selectively activates specific cortical and subcortical areas. By contrast,
the pharmacological increase of 5-HT levels determined widespread fMRI deactivation, possibly
reflecting the mixed contribution of central and perivascular constrictive effects [28].

On the whole, findings from genetic mouse models confirm that the level of 5-HT during brain
ontogeny is critical for proper CNS circuit wiring, and suggest that alterations in 5-HT signaling during
brain development have profound implications for behavior and mental health across the life span.
Indeed, a plethora of genetic and pharmacological studies have linked defects of brain 5-HT signaling
with psychiatric and neurodevelopmental disorders, such as major depression, anxiety, schizophrenia,
obsessive compulsive disorder and Autism Spectrum Disorders (ASD) [17,29,30]. In addition, it is
becoming increasingly clear that 5-HT has a crucial role also in the maintenance of mature neuronal
circuitry in the brain, opening novel perspectives in rescuing defects of CNS connectivity in the adult.
For instance, the potential of 5-HT neurons to remodel their morphology during the entire life is
indicated by the well-known capability of 5-HT axons of the adult to regenerate and sprout after
lesions [26,31].

However, understanding the cellular and molecular mechanisms underlying the effects of 5-HT
during brain development, maintenance and dysfunction is challenging, in part due to the existence of
at least 14 subtypes of receptors (5-HTRs) grouped in seven distinct classes (from 5-HT1R to 5-HT7R). All
5-HT receptors are broadly distributed in the brain where they display a highly dynamic developmental
and region-selective expression pattern and trigger different signaling pathways. The 5-HT receptors
are typical G-protein-coupled-receptors with seven transmembrane domains, with the exception of the
5-HT3 receptor, which is a ligand-gated ion channel [32].

2. Role of the 5-HT7R in Shaping Neuronal Circuits

2.1. The 5-HT7R

The 5-HT7R, the last discovered member of the 5-HTR family [33,34], has always been the subject
of intense investigation, due to its high expression in functionally relevant regions of the brain [35,36].
Accordingly, several recent data have elucidated its role in a wide range of physiological functions
in the mammalian CNS and also in peripheral organs [37]. Interestingly, emerging findings indicate
that 5-HT7R is involved in brain plasticity, being one of the players contributing not only to shape
brain networks during development but also to remodel neuronal wiring in the mature brain, thus
controlling higher cognitive functions (see Sections 2.2 and 2.3). Therefore, this receptor is currently
considered as potential target for the treatment of several neuropsychiatric and neurodevelopmental
disorders, (as discussed in Section 3), also in view of the fact that its ligands have a wide range of
neuropharmacological effects [38,39].

In the mammalian CNS, the 5-HT7R is mainly expressed in the spinal cord, thalamus, hypothalamus,
hippocampus, prefrontal cortex, striatal complex, amygdala and in the Purkinje neurons of the
cerebellum [40,41]. This wide distribution reflects the numerous functions in which the receptor
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is involved, such as circadian rhythms, sleep-wake cycle, thermoregulation, learning and memory
processing, and nociception [37].

In mammals, this receptor exhibits a number of functional splice variants due to the presence
of introns in the 5-HT7R gene and to alternative splicing. The splice variants of the receptor, named
5-HT7(a), (b), (c) in rodents, and 5-HT7(a), (b), (d) in humans [36,42,43], do not show significant
differences in localization, ligand binding affinities, and activation of adenylate cyclase [36]. To date,
the only functional difference between the splice variants is that the human 5-HT7(d) isoform displays
a different pattern of receptor internalization compared to the other isoforms [44].

The 5-HT7R is a G protein-coupled receptor, that activates at least two different signaling pathways.
The classical pathway relies on the activation of Gαs and the consequent stimulation of adenylate
cyclase, leading to an increase in cyclic adenosine monophosphate (cAMP). The latter activates protein
kinase A (PKA), that in turn phosphorylates various proteins such as the mitogen-activated protein
kinase and extracellular signal-regulated kinases (ERK) [39].

Another 5-HT7R pathway depends on the activation of Gα12, that in turn triggers stimulation
of Rho GTPases, Cdc42 and RhoA; these intracellular signaling proteins, critical for the regulation of
cytoskeleton organization, lead to morphological modifications of fibroblasts and neurons [45].

5-HT7R signaling also involves changes in intracellular Ca2+ concentration and Ca2+/calmodulin
pathways [46,47], as well as PKA independent mechanisms which include exchange protein directly
activated by cAMP (EPAC) signaling [48].

5-HT receptor signaling has been recently shown to also depend on their oligomerization. In particular the
5-HT7R can form homodimers, as well as heterodimers with 5-HT1AR [49]. The latter, when is in a monomeric
conformation, causes a decrease in cAMP concentration through activation of the Gi. Heterodimerization
with 5-HT7R inhibits the 5-HT1AR cAMP signaling pathway, while homodimerization of both
receptors do not influence the respective cAMP pathways. These findings suggest that oligomerization
of G-protein-coupled-receptors may have profound functional consequences on their downstream
signaling, thus triggering cellular and developmental-specific regulatory effects.

2.2. Role of the 5-HT7R in Shaping Neuronal Circuits during Development

The influence of the 5-HT7R on neuronal morphology has stimulated interest in studying its
potential role in the establishment and maintenance of brain connectivity and in synaptic plasticity.
The availability of selective agonists and antagonists, as well as that of genetically modified mice
lacking the 5-HT7R, has shed light on the physio-pathological role of this receptor [39,50,51]. By using
rodents’ primary cultures of hippocampal neurons and various 5-HT7R agonists in combination
with selective antagonists, it was consistently shown that the pharmacological stimulation of the
endogenous 5-HT7R promotes a pronounced extension of neurite length [48,52,53]. The morphogenic
effects of 5-HT7R stimulation have also been demonstrated in cultured neurons from additional
embryonic forebrain areas, such as the striatum and the cortex [54,55] (Figure 1). Neurite elongation
was shown to rely on de novo protein synthesis and multiple signaling systems, such as ERK, Cdk5,
the RhoGTPase Cdc42 and mTOR. These pathways converge to promote the reorganization of the
neuronal cytoskeleton through qualitative and quantitative changes of selected proteins, such as
microtubule-associated proteins and cofilin [54,56]. In hippocampal neurons, it has been demonstrated
that 5-HT7R finely modulates the NMDA receptors activity [57,58]. Furthermore, 5-HT7R activation
increases phosphorylation of the GluA1 AMPA receptor subunit and AMPA receptor-mediated
neurotransmission in the hippocampus [59,60]. Consistent with these findings, 5-HT7R-KO mice
display reduced LTP in the hippocampus [61].
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Figure 1. Schematic drawing illustrating the role of the 5-HT7R in brain plasticity and connectivity.
During development, the 5-HT7R contributes to proper neuronal wiring through the stimulation of
neurite elongation, growth and maturation of dendritic spines, and synaptogenesis. During adulthood,
the 5-HT7R signaling stimulates synaptic plasticity (LTP, LTD and structural remodeling of neuronal
connections), which in turn affects many physiological functions, such as learning, memory, mood and
reward. Dysregulated 5-HT7R signaling was demonstrated in neuropsychiatric and neurodevelopmental
diseases characterized by altered brain connectivity. Notably, 5-HT7R stimulation exerts a widespread
beneficial effect on behavioral and molecular alterations in various mouse models of Autism Spectrum
Disorders (highlighted in bold).

Chronic stimulation of the 5-HT7R/Gα12 signaling pathway promotes dendritic spine formation,
enhances basal neuronal excitability, and modulates LTP in organotypic slices preparation from the
hippocampus of juvenile mice. Interestingly, 5-HT7R stimulation does not affect neuronal morphology,
synaptogenesis, and synaptic plasticity in hippocampal slices from adult animals, probably due to
decreased hippocampal expression of the 5-HT7R during later postnatal stages [62]. It has been
recently hypothesized that this decline could be due to the simultaneous upregulation of the microRNA
(miR)-29a in the developing hippocampus. Indeed 5-HT7R mRNA is downregulated by the miR-29a
in cultured hippocampal neurons, and miR-29a overexpression impairs the 5-HT7R-dependent neurite
elongation [63].

Neuronal remodeling is highly influenced by the extracellular matrix. Accordingly, it has been
shown that the physical interaction between the 5-HT7R and the hyaluronan receptor CD44, a main
component of the extracellular matrix, plays a crucial role in synaptic remodeling. Briefly, stimulation
of the 5-HT7R increases the activity of the metalloproteinase MMP-9, which, in turn, cleaves the
extracellular domain of CD44. This signaling cascade promotes detachment from the extracellular
matrix, thus triggering dendritic spine elongation in the hippocampal neurons of the mice [64].

In accordance with the influence of the 5-HT7R signaling pathways in remodeling developing
forebrain neuron morphology, it was shown that prolonged stimulation of this receptor and the
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downstream activation of Cdk5 and Cdc42 increased the density of filopodia-like dendritic spines
and synaptogenesis in cultured striatal and cortical neurons [65]. The crucial role of 5-HT7R in
shaping developing synapses (Figure 1) was confirmed by the pharmacological inactivation of the
receptor as well as through the analysis of early postnatal neurons isolated from 5-HT7R-deficient
mice. It is noteworthy that, when 5-HT7R was blocked pharmacologically, and in 5-HT7R-KO neurons,
the number of dendritic spines decreased, suggesting that constitutive receptor activity is critically
involved in dendritic spinogenesis. From this point of view, a detailed analysis of dendritic spine
shape and density in the brain of 5-HT7R-KO mice at various ages would be crucial to assess the
physiological effects of this receptor on neuronal cytoarchitecture.

The involvement of 5-HT7R in spinogenesis and synaptogenesis—together with the demonstration
that its activation is able to stimulate protein synthesis-dependent neurite elongation, as well as axonal
elongation [54,56]—suggests the intriguing possibility that the activation of this receptor may be linked
to the axonal and synaptic system of protein synthesis. The local system of protein synthesis has been
demonstrated to play a crucial role in synaptic plasticity—although its regulatory mechanisms are
only partially understood [66–68]—and 5-HT7R and its related pathways are good candidates to be
part of this system.

2.3. Role of the 5-HT7R in Remodeling Neuronal Circuits in Adults

Neuronal circuits remain able to reorganize in response to experience well into adulthood,
continuing to exhibit robust plasticity along the entire life [69]. Consistently, the action of 5-HT7R on
the modulation of neuronal plasticity is not restricted to embryonic and early postnatal development,
but can also occur in later developmental stages and in adulthood (Figure 1).

Interestingly, it was shown that selective pharmacological stimulation of 5-HT7R during adolescence
determines its persistent upregulation in adult rat forebrain areas [70]. Likewise, it has been hypothesized
that 5-HT7R may underlie the persistent structural rearrangements of the brain reward pathways
occurring during postnatal development, following exposure to methylphenidate, the elective drug for
the treatment of Attention Deficit Hyperactivity Disorder [71]. Accordingly, stimulation of the 5-HT7R
in adolescent rats leads to increased dendritic arborization in the nucleus accumbens—a limbic area
involved in reward—as well as increased functional connectivity in different forebrain networks likely to
be involved in anxiety-related behavior [72]. Changes in dendritic spine formation, turnover and shape
occur during the entire life span in response to stimuli that trigger long-term alterations in synaptic
efficacy, such as LTP and LTD [73–75]. Consistently, it has been shown that the activation of 5-HT7R in
hippocampal slices from wild type mice (as well as in Fragile X Syndrome mice, see next paragraph)
reverses LTD mediated by metabotropic glutamate receptors (mGluR-LTD), a form of plasticity playing
a crucial role in cognition and in behavioral flexibility [59]. Moreover, the acute in vivo administration
of a selective 5-HTR7 agonist improved cognitive performance in mice [76]. These results are consistent
with the hypothesis that long-term changes of synaptic plasticity, which are a substrate of learning and
memory formation, lead to neural network rewiring (Figure 1). Accordingly, the 5-HT7R-KO mice
exhibit reduced hippocampal LTP, and specific impairments in contextual learning, seeking behavior
and allocentric spatial memory [61,77].

Interestingly, the expression level of 5-HT7R in the hippocampal CA3 region, an area of the
brain involved in allocentric navigation, decreases with age [78], suggesting that the spatial memory
deficits associated with aging could be attributed to decreased 5-HT7R activity in this region of
the brain. Conversely, another group reported that hippocampal expression of 5-HT7R does not
change with age, but exhibits 24 h rhythms [79]. This observation should be taken into account in
the interpretation of previous findings, as well as in planning future experiments. Several other
studies have produced contradictory results related to the involvement of 5-HT7R in memory and
attention-related processes [80,81], probably due to experimental differences (animal strain, behavioral
tests, compounds and doses, route of administration, etc.). In conclusion, although the role of this
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receptor on cognitive functions needs to be fully elucidated, it is clear that it modulates various aspects
of learning and memory processes.

Interestingly, the 5-HT7R is also involved in bidirectional modulation of cerebellar synaptic
plasticity, since its activation induces LTD at the parallel fiber-Purkinje cell synapse, whereas it blocks
LTP induced by parallel fiber stimulation [41]. These results suggest that the receptor might be involved
in motor learning, a cognitive function depending on the activity of cerebellar circuits [82].

Altogether, these findings strongly suggest that the 5-HT7R plays a role in modulating synaptic
plasticity and neuronal connectivity in both developing and mature brain circuits, although the
molecular and cellular mechanisms underlying this modulation are only partially understood (Figure 1).

3. The 5-HT7R and Neurological Diseases

Numerous brain disorders, such as ASD, cognitive and mood dysfunctions, schizophrenia, depression,
anxiety, impulsivity, epilepsy, migraine and neuropathic pain show altered 5-HT7R-mediated signaling [38].
The potential involvement of 5-HT7R in most of these diseases was discovered studying the effects of
a broad range of antidepressant and antipsychotic drugs that interact with the receptor, displaying
high affinity [39]. Recently, the importance of 5-HT7R modulation was brought to the attention
of psychiatric and pharmacological communities, since a novel very effective and atypical mood-
stabilizing antipsychotic drug, lurasidone, predominantly blocks this receptor. This drug also acts as
agonist of the 5-HT1AR. Experiments on animal models indicate that chronic treatment with lurasidone
enhances 5-HT transmission in dorsal raphe nuclei by coordinated 5-HT1AR agonism and 5-HT7R
antagonism through modulation of GABAergic and glutamatergic pathways, thus contributing to the
augmentation of the drug’s antidepressive effects [83,84].

In line with the possible involvement of 5-HT7R in the mechanisms of action of antidepressants,
genome-wide association studies in humans have suggested a relationship between 5-HTR7 genetic
polymorphisms and schizophrenia [85]. Likewise, a very recent work showed that one single nucleotide
polymorphism located in the promoter region of the 5-HT7R gene is associated with a better response
to two antidepressants, paroxetine and fluoxetine, that are selective 5-HT reuptake inhibitors. These
data provide novel pharmacogenomic evidence to support the role of 5-HT7R in antidepressant
response [86].

However, the pharmacological and genetic manipulation of 5-HT7R in animal models of depression,
anxiety and schizophrenia has often given inconsistent or conflicting results. Experimental differences
(for instance animals’ strain, behavioral tests, drugs and their doses, route of administration), as well
as the use of non-selective drugs targeting other receptors in addition to the 5-HT7R, might account
for these mixed results. In addition, the interpretation of behavioral data from 5-HT7R-KO mice is
complicated by the indirect effects of the missing gene, such as changes in developmental processes or
dysregulation of compensatory genes and pathways [87]. Very recently, mixed outcomes on various
behavioral assays for anxiety, depression and psychosis, performed on mice treated with two selective
5-HT7R antagonists [88], and on 5-HT7R-KO mice [89], raised doubts on the role played by the receptor
in these neuropsychiatric diseases. Ultimately, the available data suggest that additional research will
be required to further evaluate and dissect the contribution of this receptor in anxiety/depression and
schizophrenia, and its potential involvement for the treatment of these neuropsychiatric diseases.

Conversely, compelling evidence strongly suggests that the 5-HT7R is involved in CNS disorders
characterized by intellectual disabilities and cognitive impairment, such as Rett syndrome (RTT)
and Fragile X syndrome (FXS; Figure 1). These diseases belong to ASD, a heterogeneous group
of neurodevelopmental disorders characterized by impaired social interaction and communication,
repetitive and stereotyped behaviors, often accompanied by cognitive defects [90]. Growing evidence
indicates that the brain 5-HT neurotransmission system is altered in ASD patients, and in various
animal models of the disease [91,92]. For instance, mice lacking brain 5-HT, in addition to several
abnormal phenotypes (growth retardation, high aggressive behavior, maternal neglect), show selective
deficits resembling ASD’s symptoms, including impairment in social interactions and repetitive
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behavior [3,4]. Various pharmacological studies are providing evidence that targeting 5-HTRs has the
potential to treat the core symptoms of ASD and associated intellectual disabilities [93,94]. Recent
evidence in animal models suggests that, among other subtypes, the 5-HT7R might be one of the
players involved in ASD (see below). In line with this hypothesis, the only two drugs that to date
are approved for the treatment of behavioral manifestations of ASD, risperidone and aripiprazole,
are 5-HT7R antagonists [95], although their efficacy may be attributed also to their interactions with
other receptors. Indeed, none of the approved ASD drugs are highly selective for 5-HT7R, hampering
our understanding of its potential as a target for pharmacological treatment of ASD in humans.
Nevertheless, brain-permeant and selective agonists of the 5-HT7R have been successfully employed
to rescue ASD dysfunctions in animal models of FXS, RTT and CDKL5 Deficiency (CDD).

FXS mice exhibit cognitive impairment and stereotyped behavior, accompanied by altered
morphology and density of dendritic spines in the forebrain, alongside synapse malfunctioning in
the hippocampus, with the abnormal enhancement of mGluR-LTD. The activation of 5-HT7R by a
selective brain-permeant agonist in hippocampal slices from FXS mice is able to correct excessive
mGluR-LTD through activation of cAMP/PKA pathway, bringing it back to its physiological level
and thereby restoring its synaptic plasticity. Noteworthy, acute in vivo administration of the agonist
rescues learning and autistic-like behavior in 3/4 months-old FXS mice [76].

Beneficial effects of the same agonist, chronically administered, were also observed in adult
mouse models of RTT. This syndrome is a severe X-linked neurological disorder characterized by
deficits in autonomic, cognitive, motor functions and autistic features. In vivo systemic repeated
stimulation of 5-HT7R with a selective brain-permeant agonist was able to improve cognitive and
motor coordination deficits, as well as spatial memory and synaptic plasticity in RTT mice. 5-HT7R
stimulation also restored the normal level of key molecules regulating actin cytoskeleton dynamics,
such as Rho GTPases and mTOR signaling pathways that showed altered expression levels in the
hippocampus of RTT mice [96,97]. The 5-HT7R-mediated neurobehavioral and molecular changes were
still present 2 months after the last injection, suggesting long-lasting, beneficial effects on RTT-related
impairments. Subsequent studies uncovered functional alterations of brain mitochondria in RTT
mouse models, that were rescued by the chronic pharmacological stimulation of the 5-HT7R [98,99].
Similar promising preclinical results have been recently obtained in a mouse model of CDD, a rare
neurodevelopmental syndrome characterized by severe neurobehavioral and motor deficits and
stereotyped movements [100].

Altogether, the above findings provide compelling evidence that 5-HT7R stimulation exerts a
widespread beneficial effect on behavioral and molecular symptomatology in various mouse models of
neurodevelopmental disorders, in particular those belonging to ASD (Figure 1). Moreover, these results
have important therapeutic implications, indicating that it is possible to reverse severe behavioral
and molecular deficits in the animal models by pharmacological treatment at adult age. Intriguingly,
all these diseases are accompanied by the alteration of dendritic spines in forebrain areas involved in
higher cognitive functions, suggesting altered connectivity. Although data on the 5-HT7R-dependent
remodeling of dendritic spines in the ASD animal models are still missing, it is possible to hypothesize
that the activation of 5-HT7R may also promote structural rearrangements of neural circuits in the
adult brain, that in turn might underlie the rescue of long-term synaptic plasticity.

4. The 5-HT7R in the Gut and in the Immune System

Despite the vast repertoire of neurodevelopmental, behavioral and cognitive processes modulated
by the brain 5-HT, only ~5% of the total body content of 5-HT is located in the CNS, while the remaining
part is synthesized and stored in peripheral tissues.

Outside the CNS, the vast majority of 5-HT is found in the gastrointestinal (GI) epithelium, where
it is mainly produced by enterochromaffin (EC) cells of the gut mucosa and only in small quantity
by neurons of the Enteric Nervous System and by the resident gut microbiota. 5-HT released by EC
cells is actively taken up and stored by blood platelets, and released upon their activation, modifying
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vascular smooth muscle tone and a variety of other functions controlled by peripheral organs [101].
In the gut, in physiological conditions, 5-HT made by EC cells and enteric neurons act synergistically
to regulate the intestinal functions, such as motility, sensation, and secretion, whereas alteration in the
5-HT metabolism is associated with various diseases of the GI tract (see below).

Peripheral 5-HT is also a potent immune system modulator and can affect various immune cells
through its receptors. In addition, 5-HT is synthesized and released by some cells of the immune
system (T limphocytes and mast cells), expanding the range of tissues involved in its signaling [102].
Peripheral 5-HT7R expression roughly mirrors peripheral 5-HT distribution, since it has been observed
in the GI tract, as well as in the peripheral organs (kidney, liver, pancreas, spleen, and stomach), and in
cells of the immune system [103].

Here, we briefly review recent studies showing that 5-HT7R plays a crucial role in generation/

perpetuation of intestinal inflammation, and in immune cell activation. The immune system is known to
play an important intermediary role in the dynamic equilibrium between the CNS and the GI tract [104].
Therefore, it is intriguing to hypothesize the involvement of 5-HT7R in bidirectional communication
between the brain and gut, possibly mediated by the immune system (Figure 2). As a key element
of this axis, 5-HT signaling may link emotional and cognitive areas of the brain with peripheral
gut activity. Interestingly, recent findings suggest that the alteration of this two-way serotonergic
system of communication between brain and gut may play a role in the pathogenesis of various
diseases, including ASD [105]. Moreover, it is becoming increasingly evident that the resident gut
microbiota, that produce tryptophan and 5-HT, is a critical component of the gut-brain communication,
modulating brain development and behavioral responses [106,107]. The 5-HT effects in this complex
microbiota-gut-brain communication are mediated by 5-HT receptors and, among other subtypes, the
5-HT7R is a very interesting candidate, being expressed both in the gut and in the brain.

Various findings suggest that 5-HT7R may have a crucial role in the pathogenesis of inflammatory
disorders affecting the GI tract, such as Inflammatory Bowel Disease (IBD), which includes ulcerative
colitis and Crohn’s Disease. IBD is characterized by activation of the immune cells accompanied by
their infiltration in the gut and inflammation of the GI tract, leading to profound alteration of the GI
function and dysfunctions of 5-HT signaling [108].

Interestingly, genetic or pharmacological silencing of 5-HT7R in mouse models of ulcerative
colitis reduced the severity of intestinal inflammation and decreased the production of inflammatory
markers by GI dendritic cells. These antigen-presenting cells initiate adaptive immune responses
upon inflammation [109]. These results, indicating that 5-HT7R inhibition reduces inflammation
symptoms in gut inflammatory disorders, are in contrast with other findings. Indeed, Guseva et
al. [110] reported that pharmacological blockade or genetic ablation of 5-HT7R resulted in increased
severity of symptoms in both acute and chronic mouse models of colitis, whereas receptor stimulation
produced an anti-inflammatory effect. In addition, expression of 5-HT7R significantly increased after
induction of colitis in mice and in inflamed intestinal dendritic cells of patients with Crohn’s disease.

Novel epigenetic mechanisms regulating 5-HT7R expression have been recently highlighted by
studies on animal models and patients with Irritable Bowel Syndrome (IBS), a functional GI disorder
often associated to visceral hyperalgesia without inflammatory processes. It was shown that miR-29a
modulates visceral hypersensitivity in a mouse model of IBS by directly targeting the 5-HT7R and
downregulating its expression. The authors found that intestinal tissues from mice and patients
with IBS displayed increased levels of miR-29a and reduced levels of 5-HT7R. Consistently, in mice
with IBS, when miR-29a was knocked-out, 5-HT7R was overexpressed and intestinal hyperalgesia
was attenuated [111]. These findings suggest that colon hypersensitivity may be mediated by the
endogenous interaction between miRNA-29a and 5-HT7R, offering a potential promising therapeutic
approach for reversing abdominal pain in IBS patients.
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Figure 2. The drawing outlines the influence of 5-HT7R in brain, gut and immune cells. In the CNS, the
5-HT7R expressed by brain Treg cells displays specialized functions that contribute to their proliferation
after ischemic stroke, promoting neurological recovery. A similar mechanism is likely to occur also in
other neuroinflammatory diseases. In immune cells, the basal activity of 5-HT7R is likely to play a key
role in the maintenance of homeostasis. In the gut, alteration of the 5-HT metabolism is associated
with various diseases such as Inflammatory Bowel Disease (IBD), and Irritable Bowel Syndrome (IBS).
In these dysfunctions the activation of 5-HT7R on dendritic cells modulates their immune response,
resulting in either beneficial or detrimental effects, depending on experimental models. It is worth
to underline that the expression level of 5-HT7R is epigenetically modulated by the microRNA-29a
(miR-29a) in the brain as well as in the gut.

The discrepancies on the role of 5-HT7R in gut disorders may depend on the notable differences
in animal models and experimental design. Moreover, it is possible that immune cells are differentially
recruited depending on the experimental model of induced intestinal damage and human gut
diseases, and that their production of pro-inflammatory and anti-inflammatory cytokines is modulated
by the level of 5-HT and by 5-HT7R expression. Indeed, it has been demonstrated that the
5-HT7R–Cdc42-mediated signaling regulates dendritic cell morphology and enhances chemotactic
motility [112]. Likewise, a prominent role of 5-HT7R in regulating endothelial cell migration has been
identified, suggesting that this receptor is a potential modulator of physiological and pathophysiological
processes involving cell migration, adhesion [113] and inflammatory fibrotic infiltration [103,114].
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Thus, 5-HT7R-dependent activation and the migration of dendritic cells might be significantly different
in various intestinal inflammatory diseases, accounting—at least in part—for conflicting results on the
role of 5-HT7R in the pathogenesis of gut inflammatory disorders. As a conclusion, although it is clear
that 5-HT7R can influence gut inflammation, additional studies are required to precisely understand
5-HT7R function and dysfunction in the intestine.

Nevertheless, these findings highlight the involvement of the 5-HT7R in the physiology and
pathology of the immune system. Indeed, it is well known that 5-HT plays a key role in inflammation,
immunity and immunomodulatory diseases and that almost all immune cells express at least one 5-HT
receptor, both in rodents and humans. 5-HT7R expression has been detected in lymphoid progenitor
cells, mast cells, monocytes, macrophages, dendritic cells and T lymphocytes [103]. This receptor is
also expressed by microglia, the brain resident macrophages, and its stimulation in human microglial
cell lines leads to increased IL-6 expression—a proinflammatory cytochine [115]. The stimulation
of 5-HT7R by 5-HT enhances the proliferation and activation of mouse naive T cells through ERK
signaling [116]. Likewise, in human macrophages, the anti-inflammatory and pro-fibrotic activity
of 5-HT is primarily mediated by 5-HT7R-PKA pathway [114]. Notably, it has been recently shown
that brain regulatory T (Treg) cells are distinct from those of other tissues, since they express unique
genes related to the Nervous System, including the 5-HT7R. The specific features and functions of
brain Treg cells are poorly understood, because their number is very low in the brain under normal
conditions. Conversely, a large number of Treg cells infiltrate the mouse brain during the chronic
phase of ischemic stroke, suppressing astrogliosis and potentiating neurological recovery [117]. Brain
Treg cells, but not splenic Treg cells, respond to 5-HT by increased proliferation and this response was
blocked by a selective antagonist of the 5-HT7R. Notably, 5-HT7R-deficient Treg cells do not expand
correctly into the brain and do not promote neurological recovery after ischemic stroke. These findings
demonstrated that 5-HT7R play a specialized role in Treg cells and suggest that the 5-HT signaling
mediated by Treg cells might represent one of the mechanisms that contribute to the cross talk between
immune system and brain inflammation.

Altogether, the reported findings on the 5-HT7R signaling in the CNS, GI tract and immune system
suggest the involvement of this receptor in inflammatory and immune-mediated disorders affecting
the gut and brain (Figure 2). For instance, as mentioned above, two very recent studies showed that
5-HT7R is a direct target of miR-29a in the brain, as well as in the intestine [63,111], suggesting that
this miRNA might modulate 5-HT7R expression in both tissues in a coordinated way.

5. Conclusions and Future Perspectives

The modulation of 5-HTR7 expression using pharmacological and genetic tools, coupled to cellular,
molecular, electrophysiological and behavioral approaches, has greatly increased our knowledge on
the functions of this receptor in the brain, as well as in other organs.

The results highlighted here indicate that 5-HT7R is an important player involved in the modulation
of synaptic and structural plasticity in both developing and mature brain circuits. However, the detailed
molecular mechanisms and signaling pathways underlying 5-HT7R morphogenic effects are still objects
of intense investigation. We believe that conditional KO mouse models are able to silence/overexpress
the 5-HT7R gene during selected age windows, and—in specific cell types—would help to more
accurately define the contribution of the 5-HT7R to brain physiology.

Altered 5-HT7R-mediated signaling is involved in numerous brain diseases. In particular,
compelling evidence indicates that 5-HT7R stimulation reverts behavioral, molecular and functional
deficits in various animal models of neurodevelopmental disorders. These 5-HT7R beneficial effects,
at least in RTT, might operate through the rescue of the mitochondrial dysfunctions associated with
the disease. Thus, it would be of great interest to deepen our understanding on the mechanisms
underlying the regulatory effects of 5-HT7R on mitochondrial function.
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Finally, we briefly discussed recent findings highlighting a crucial role of the 5-HT7R in intestinal
inflammation and immune cell activation, and suggested its possible involvement in the complex
interaction between the brain, immune cells and gut.

Importantly, the findings described here open new avenues in the development of selective drugs
targeting 5-HT7R as novel potential therapeutic agents in many diseases so far considered incurable.
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LTD Long-Term Depression
miR microRNA
PKA Protein Kinase A
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Abstract: Neuregulins (NRGs) are a family of epidermal growth factor-related proteins, acting
on tyrosine kinase receptors of the ErbB family. NRGs play an essential role in the development
of the nervous system, since they orchestrate vital functions such as cell differentiation, axonal
growth, myelination, and synapse formation. They are also crucially involved in the functioning of
adult brain, by directly modulating neuronal excitability, neurotransmission, and synaptic plasticity.
Here, we provide a review of the literature documenting the roles of NRGs/ErbB signaling in the
modulation of synaptic plasticity, focusing on evidence reported in the hippocampus and midbrain
dopamine (DA) nuclei. The emerging picture shows multifaceted roles of NRGs/ErbB receptors,
which critically modulate different forms of synaptic plasticity (LTP, LTD, and depotentiation)
affecting glutamatergic, GABAergic, and DAergic synapses, by various mechanisms. Further, we
discuss the relevance of NRGs/ErbB-dependent synaptic plasticity in the control of brain processes,
like learning and memory and the known involvement of NRGs/ErbB signaling in the modulation
of synaptic plasticity in brain’s pathological conditions. Current evidence points to a central role of
NRGs/ErbB receptors in controlling glutamatergic LTP/LTD and GABAergic LTD at hippocampal
CA3–CA1 synapses, as well as glutamatergic LTD in midbrain DA neurons, thus supporting
that NRGs/ErbB signaling is essential for proper brain functions, cognitive processes, and complex
behaviors. This suggests that dysregulated NRGs/ErbB-dependent synaptic plasticity might contribute
to mechanisms underlying different neurological and psychiatric disorders.

Keywords: neuregulins; ErbB receptors; synaptic plasticity; LTP; LTD; hippocampus; midbrain dopamine
neurons; dopamine

1. Introduction

Neuregulins (NRGs) are a family of neurotrophic factors, which are essential for proper development
of the peripheral and central nervous system, as well as adult brain homeostasis. NRGs were discovered
more than 25 years ago, independently by four groups that identified a protein, now recognized as the
first member of the NRGs family, neuregulin 1 (NRG1), as a factor able to activate ErbB2 tyrosine kinase
receptors (called heregulin or neu differentiation factor (NDF)) [1–3], to induce proliferation of Schwann
cells (called glial growth factor (GGF)) [4–8], or to stimulate the synthesis of acetylcholine receptors at
developing neuromuscular junctions (NMJ) (called acetylcholine receptor inducing activity (ARIA)) [9].
Such a diverse array of names and corresponding functions of NRG1 are indicative of the versatility and
importance of NRGs in human brain. Actually, far from their first identification, now it is recognized
that NRGs, by acting on ErbB tyrosine kinases (ErbB2, ErbB3, and ErbB4), are crucial developmental
factors, mediating neural differentiation, neuronal guidance, myelination, synapse formation, and NMJ
development, as well as they represent important modulators of neuronal excitability, neurotransmission,
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and synaptic plasticity in adult brain. By these multifaceted roles, NRGs/ErbB signaling controls
key physiological neural functions, affecting learning and memory processes and complex behaviors,
and its dysfunction is emerging as a pathological feature in different neurological and psychiatric
disorders, including schizophrenia, bipolar disorder, autism spectrum disorders, Alzheimer’s disease,
major depressive disorder, addiction, Parkinson’s disease, and peripheral and central nervous system
injury diseases.

In this review, we will provide an overview of NRGs/ErbB roles in the regulation of synaptic
transmission, by focusing on its contribution to the control of synaptic plasticity in the hippocampus
and midbrain dopamine (DA) nuclei. Available evidence supports diverse mechanisms engaged by
NRGs/ErbB receptors in the regulation of long term modifications of synaptic transmission in these
brain areas, depicting a complex scenario involving either presynaptic or postsynaptic NRGs-mediated
mechanisms, which affect glutamatergic, GABAergic, and DAergic transmission.

2. Neuregulins and ErbB Receptors: Subtypes and Signaling Pathways

2.1. Neuregulins

Neuregulins (NRGs) are a family of epidermal growth factor (EGF)-related proteins encoded
by six genes (Nrg1–Nrg6). Each gene, by specific controlled transcription and splicing mechanisms,
typically produces many mRNA and protein isoforms all expressing a shared domain, the EGF-like
domain, required for signaling activation. Neuregulin 1 (NRG1) is the most extensively studied
and well characterized member of the NRGs family. The Nrg1 gene produces six different types
(NRG1 I–VI) and 33 spliced isoforms, due to specific uses of six different transcriptional initiation sites
and by alternative splicing [10–14]. NRG1 types (I–VI) are identified based on differences in the N
terminal domain, besides the presence of immunoglobulin (Ig)-like domains, and/or a cysteine-rich
domain (CRD) (Figure 1A). NRG1 type I, II, IV, and V isoforms have the Ig domain, which contributes
to distinct interactions with extracellular matrix components (e.g., heparan-sulfate proteoglycans
(HSPGs)) and defines the distance and concentration over which these growth factors act [15]. NRG1
type III is the only presenting a CRD, which serves as a secondary transmembrane domain, and thus is
a membrane-anchored isoform, acting in an autocrine manner.

NRG1 type I is also known as heregulin, Neu differentiation factor (NDF), or acetylcholine receptor
inducing activity (ARIA) [1,2], whereas types II and III have been identified as glial growth factor
(GGF) [6], and sensory and motor neuron derived factor (SMDF), respectively [16], based on the first
function/cellular population for which they were firstly identified.

NRG1 types are widely and diffusely expressed in both central and peripheral nervous system,
as well as in heart, liver, stomach, lung, kidney, spleen, and skin. Human brain areas showing higher
NRG1 expression are prefrontal and cingulate cortex, hippocampus, habenula, amygdala, substantia
nigra, dorsal and ventral striatum (caudate, putamen, and nucleus accumbens), hypothalamus, spinal
cord, and cerebellum [14,17]. All six types of NRG1 are detectable in brain, but the abundance of each
form varies significantly, being also related to the developmental period and neuronal activity [14].
In general, NRG1 type III appears to be the predominant brain type of NRG1, while type I and II NRG1
are less expressed, similar to type IV, which, however, is brain specific.

The Nrg2 gene produces two types of NRG2s, with different EGF-like domains, termed NRG2α
and NRG2β, respectively, and at least 10 isoforms due to alternative splicing [18,19]. NRG2 is expressed
in the developing nervous system and is also found in the embryonic heart, lung, and bladder [19,20].
In adult brain, NRG2′s highest expression is in hippocampal dentate gyrus (granule cells), cerebellum,
and olfactory bulbs [18–20], whereas weaker expression has been reported in the neocortex, hippocampal
CA1–CA3 neurons, and striatum [21].

NRG3 is present in different splicing forms, up to 15 [22–25], and is mainly diffused in the brain,
either in the embryonic or adult stage. NRG3 has been detected in spinal cord and numerous brain
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regions, including anterior olfactory nucleus, cerebral cortex, piriform cortex, vestibular nuclei, medial
habenula, hypothalamus, thalamus, deep cerebellar nuclei, and hippocampus [26].

NRG4 exists in five isoforms [27,28]. Different from the other NRGs, NRG4 expression appears
more confined to peripheral organs, being expressed at high levels in the pancreas, in the skeletal
muscle, and in the brown adipose tissue, with its expression in adult brain considered negligible [27,29].
Recently, however, NRG4 expression has been reported in the developing brain, in various brain areas
like cortex, hippocampus, cerebellum, olfactory bulb, midbrain, and brain stem [30].

NRG5 is also known as tomoregulin or transmembrane protein with EGF-like and two follistatin-
like domains 1 (TMEFF1) [31,32]. NRG5 has five spliced isoforms [27,28], and it is highly expressed in
several brain areas, olfactory bulb, amygdala, different regions of cortex (entorhinal, cingulate, motor,
somatosensory cortex), various areas of hippocampus (CA3, CA1, and subiculum), locus coeruleus,
substantia nigra pars compacta (SNpc), hypothalamic nuclei (ventromedial and paraventricular),
and cerebellum [33].

NRG6 is also called neuroglycan C (NGC), or chondroitin sulfate proteoglycan 5 (CSPG5),
or chicken acidic leucine rich EGF-like domain containing brain protein (CALEB) [32,34]. In adult
human brain, the strongest NRG6 expression has been reported in the striatum (caudate and putamen
nuclei), hippocampus, amygdala, and cerebral cortex, whereas weaker expression has been reported in
substantia nigra, thalamus, pons, medulla oblongata, and cerebellum [35].

2.2. NRGs Processing

NRGs are synthesized as precursors, called pro-NRGs, being the active forms produced following
a proteolytic shedding. Different proteases have been associated with the NRGs’ proteolysis,
mainly belonging to the “A disintegrin and metalloprotease” (ADAM) subfamily of the matrix
metalloproteinases (MMPs), like ADAM9, ADAM10, ADAM12, ADAM15 (also called metargidin),
ADAM19 (also called meltrin-β), and ADAM17 (also called tumor necrosis factor-α converting
enzyme (TACE-1)). In addition, NRGs are processed by the β-amyloid converting enzyme (BACE-1),
a γ-secretase that is better known for its involvement in the synthesis of β-amyloid peptides. Different
NRGs can have distinct mechanisms regulating their maturation and release. More detailed information
is available for NRG1. Almost all types of NRG1 are secreted as soluble factors, released after the
conversion from pro-NRG1 to mature NRG1 forms, thus acting in a paracrine manner (Figure 1B).
The diffusion and specificity of action on distinct cellular populations might be also allowed by type
specific domains (Ig-like or additional spacer domain, as well as differences in N terminus). NRG1
type III, also after its conversion to the mature form, remains attached to the cell membrane due
to its CRD, and thus, it acts in an autocrine manner, signaling only to immediately neighboring
cells [13,36] (Figure 1B). Regarding peculiar mechanisms that might control the synthesis of specific
NRGs, it has been reported that NRG1 types I and II or NRG2 accumulate as pro-forms on cell bodies
and are released by MMPs, in an activity dependent manner (e.g., following NMDAR activation),
whereas NRG1 type III and NRG3 seem to be constitutively processed by BACE and accumulate on
axons where they interact with ErbB in juxtacrine mode [37].

Production of mature NRGs, by ectodomain shedding, occurs in response to diverse stimuli,
and possibly in a type specific and area related way. NRG1 levels are increased by an enhancement of
neuronal activity, as the one prompted during epileptic seizures in a rat model of epilepsy induced
by kainic acid administration, as well as by milder neuronal activities, as induced following forced
locomotor activity [38]. Interestingly, neuronal activity seems to shape in a different way the expression
of distinct NRG1 types/isoforms, since epileptic seizures appear to not alter NRG1 type II and III
levels, while strongly increasing NRG1 type I expression [14]. Increased expression of NRG1 type
II after seizure insurgence appears instead in non-neuronal cells. In this regard, a depolarizing
treatment increases NRG1 type I expression also in astrocytes from cellular cultures, thus suggesting
that brain activity might differently regulate the levels of distinct NRG1 isoforms in diverse cellular
populations/brain regions, thus contributing to compartmentalized NRGs related actions.
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Moreover, production of soluble NRGs, by ectodomain shedding, occurs in response to other
stimuli, like the activation of G protein coupled receptors (GPCR) or ionotropic receptors, through
a process that ultimately leads to ErbB transactivation. Such mechanisms involve the activation of
MMPs and/or ADAM-dependent shedding of pro-NRGs as a consequence of GPCRs activation, such as
angiotensin II receptors, protease-activated receptor 1 (PAR-1), as well as NMDAR stimulation [37,39].
Interestingly, the interplay between NRGs and proteases is bidirectional. Indeed, it has been seen that
NRG1 increases the expression of MMP-9, a metalloproteinase critically involved in the regulation of
extracellular matrix regulation [40].
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(B) Synthesis of NRGs’ mature forms is induced by different ADAMs and MMPs, with the release of
soluble forms (as for example for NRG1 type I) or the exposure of the membrane-anchored EGF-like
domain (as for NRG1 type III).

2.3. ErbB Receptors

NRGs signal by activating tyrosine kinases receptors of the ErbB family. Four ErbB subtypes
(ErbB1–4) have been identified, of which ErbB2, ErbB3, and ErbB4 mediate NRGs signaling, whereas
ErbB1, also known as the epidermal growth factor (EGF) receptor, is activated by EGF. Upon NRGs
binding, ErbB receptors undergo a structural/conformational change in the juxta-membrane region,
which potentiates the affinity for other ErbB subunits, thus promoting the formation of homo- and/or
hetero-dimers of functional ErbB receptors.

Each ErbB subunit displays a peculiar profile, regarding ligand binding properties and affinities
or catalytic activity, which confer them distinct abilities in the possibility to form homodimers or
heterodimers. ErbB4 represents the only autonomous subunit, since it either expresses NRGs binding
sites or has active kinase domains, thus possibly forming both homodimers and heterodimers of
ErbB receptors. ErbB3 has ligand binding sites, but does not express an active kinase domain [41],
thus, it cannot form homodimers, nor directly phosphorylate other ErbB receptors, but can associate
with other ErbB subunits (ErbB2 and ErbB4) in the formation of heterodimers. ErbB2, instead, has
an active kinase domain, but does not bind NRGs or other identified ligands (being for this still
considered an orphan receptor). Despite this, ErbB2 represents the preferred dimerization partner
among all ErbB receptors [42], and dimerization with ErbB2 strongly increases NRGs’ binding affinity
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for ErbB3 and ErbB4 [43,44]. Hence, NRGs actions are mediated by heterodimers ErbB2/ErbB3,
ErbB2/ErbB4, and ErbB3/ErbB4, as well as ErbB4/ErbB4 homodimers.

Different NRGs display specific profiles of affinity for different ErbB subunits. NRG1 and NRG2
bind both ErbB3 and ErbB4, thus possibly activating all ErbB dimers (ErbB2/ErbB3, ErbB2/ErbB4,
ErbB3/ErbB4, ErbB4/ErbB4), whereas NRG3 and NRG4 only bind to ErbB4; thus, they signal through
ErbB4/ErbB4 and/or ErbB2/ErbB4 dimers. Notably, NRG3 has a much higher affinity for ErbB4
than any other NRGs [45]. Despite NRGs are not ligands for ErbB1, it can form heterodimers with
ErbB4 [46–48], thus implying that NRGs signaling can also be mediated by ErbB1/ErbB4. However,
evidence suggests that the activation of ErbB1/ErbB4 causes significantly different cellular effects
with respect to ErbB1/ErbB1 homodimers (which mediate specific EGF effects), hence still implying
segregated functions of EGF and NRGs in neurons [13,46,49–51].

2.4. NRG/ErbB Signaling

In the canonical ErbB signaling (Figure 2A), NRGs binding induces a conformational change of
ErbB subunits fostering trans-phosphorylation and the consequent recruitment of proteins containing
phosphotyrosine binding or Src homology-2 (Shc-2) domains, which act as adaptor/effector molecules,
triggering the activation of multiple signaling pathways. Intracellular pathways commonly activated
by NRGs, downstream of ErbB receptors, are PI3K-Akt-mTOR-S6K and Ras-Raf-MEK-ERK [13].
Other NRGs/ErbB-activated pathways include the PLC-PKC pathway, as well as kinases like c-Abl,
JNK, CDK5, Kyn, and Pyk2 [52–54]. NRGs-induced effects that involve protein synthesis and
cause neuronal growth and survival are mainly mediated by the stimulation of PI3K-Akt-mTOR
and glycogen synthase 3 kinase (GS3K), activated downstream of Akt. Phosphatydil-inositole-3
kinase (PI3K) catalyzes the phosphorylation of phosphatidylinositol 4,5-diphosphate (PIP2) to the
second messenger phosphatidylinositol 3,4,5-triphosphate (PIP3), which fosters the activation of the
protein serine/threonine kinase Akt, then activating the mammalian target of rapamycin (mTOR)
(Figure 2A). Among ErbB subunits, ErbB3 expresses the highest prevalence of docking sites for
PI3K [55]; thus, the activation of the PI3K-Akt-mTOR pathway might be preferentially due to the
stimulation of ErbB3-containing receptors, like ErbB2/ErbB3 and/or ErbB3/ErbB4.

Ras-Raf-MEK-ERK is another pathway commonly stimulated by NRGs/ErbB receptors. NRGs-induced
activation of Ras-Raf-MEK-ERK is allowed by the recruitment of the adaptor protein, the growth factor
receptor/bound protein 2 (GRB2) to the phosphotyrosine residues of activated ErbB subunits. GRB2 binding
with ErbB can be either direct or intermediated by the interaction with the Src homolog and collagen
homolog (SHC) adaptor protein, which directly binds tyrosine phosphorylated ErbB sites, thus being itself
phosphorylated and then binding GRB2. ErbB-GRB2 then recruits and activates Son of Sevenless (SOS),
a guanine nucleotide exchange factor, which fosters GTP availability for binding to Ras, thus activating this
kinase. Active Ras starts the kinase cascade pathway including c-Raf, MEK1/2, and ERK1/2. Phosphorylated
ERK1/2 translocates to the nucleus, where it activates transcriptional factors (like Elk1), inducing the
transcription of genes promoting cell growth and survival. A residual pool of active cytoplasmic ERK1/2
also phosphorylates cytoskeletal proteins such as actin, which promotes cell motility, regulators of cell
division and cytokines, vesicle, and organelle movement, and mitochondrial targets such as Bcl2 that render
cells resistant to apoptosis (Figure 2A). Other NRGs/ErbB-activated pathways, like the PLC-PKC pathway or
c-Abl, JNK, CDK5, Kyn, and Pyk2 kinases [52–54], are mainly involved in the regulation of gene expression,
by controlling the activity of transcriptional factors such as c-Fos, Elk1, STAT, c-Jun, and c-Myc.

Besides canonical ErbB activation, NRGs/ErbB-dependent effects can be mediated by additional
signaling modalities, i.e., “non-canonical forward ErbB signaling” and “NRG1 backward signaling”
(Figure 2B). Non-canonical ErbB signaling is started by proteolysis of ErbB4, that can be subjected to
cleavage, by γ-secretase, in the membrane-bound fragment with the release of the ErbB4 intracellular
domain (ErbB4-ICD) [56,57]. Such ErbB4-ICD can translocate to the nucleus, thus regulating gene
transcription [58] (Figure 2B). ErbB4 can be also cleaved by TACE in the extracellular membrane region
with the release of a soluble peptide (called ecto-Erb4), which contains the NRG1 binding site and acts as
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a ligand for membrane-anchored NRGs (i.e., immature pro-NRGs forms or the membrane-bound form
of NRG1 type III). Ecto-ErbB4 binding to presynaptic NRGs has dual effects, since either it neutralizes
NRGs’ canonical actions by preventing NRGs/ErbB forward signaling or can trigger the so-called
“NRG1 backward signaling” [59] (Figure 2B). Such a modality of non-canonical NRG1 signaling is
elicited by a proteolytic cleavage of the intracellular domain of pro-NRG1, by γ-secretase, with the
release of the NRG1 intracellular domain (NRG1-ICD). After its translocation to nucleus NRG1-ICD,
through the interaction with the transcription factor Eos, regulates the transcription of different genes,
including postsynaptic density (PSD) protein PSD95 [13,60]. Some evidence also documented that
NRG3, like NRG1, can participate in back signaling by the C-terminal domain [59].

Overall, the emerging scenario demonstrates that NRGs can activate a complex network of
signaling pathways, since NRGs/ErbB signals can be transmitted either in forward (canonical and
non-canonical) and backward modalities (Figure 2A,B).
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Figure 2. NRGs/ErbB signaling. (A) Diagram showing canonical ErbB signaling pathways activated
by NRGs. (B) Scheme of non-canonical ErbB signaling modalities: (a) Non-canonical forward ErbB4
signaling: proteolytic cleavage of ErbB4 causes the release of its intracellular domain (ErbB4 ICD),
which translocates to the nucleus, modulating gene expression; (b) Ecto-ErbB4 domain, containing the
binding site of NRGs, is released by proteolytic cleavage of ErbB4 extracellular domain. Ecto-ErbB4 can
bind pro-NRGs, thus interfering with NRGs canonical signaling or triggering NRG1 backward signaling;
(c) NRG1 backward signaling: proteolytic cleavage of NRG1 (pro-NRG1s or membrane-anchored
NRG1 type III) in the intracellular domain induces the release of NRG1 ICD, which triggers backward
signaling by nuclear translocation and modulation of gene transcription.

3. NRGs/ErbB Roles in the Modulation of Synaptic Plasticity

3.1. NRGs/ErbB-dependent Regulation of Synaptic Plasticity in the Hippocampus

Synaptic plasticity, the ability to finely adjust the strength of synaptic transmission, is a critical
feature of the CNS and is supposed to underlie essential physiological processes, such as learning and
memory, as well as complex behaviors, including goal-oriented behaviors. Hippocampal synapses
operate over a dynamic range of efficacy and are subject to both short- and long-term forms of plasticity,
including long-term potentiation (LTP) and long-term depression (LTD), leading candidates as synaptic
mechanisms for memory [61–64]. While the description of different types of synaptic plasticity in
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the hippocampus is out of the scope of this review, here we will focus on those that are known to be
modulated by NRGs/ErbB signaling.

3.1.1. Glutamatergic LTP at CA3–CA1 Synapses

LTP at CA3–CA1 synapses of the hippocampus is the most extensively studied form of activity-
dependent synaptic plasticity in the vertebrate nervous system. LTP induction can be triggered by different
stimulation protocols, resembling those occurring physiologically, and it mainly requires NMDARs activation
during a strong postsynaptic depolarization. The increase in postsynaptic calcium concentration leads to the
consequent activation of biochemical events necessary to sustain LTP expression and maintenance, which is
ultimately due to increased AMPAR-mediated excitatory postsynaptic currents (EPSCs) [61].

Stimulating protocols able to induce hippocampal LTP include high-frequency (tetanic) stimulation
(HFS, 100 Hz) or “pairing protocols”, during which delivery of low-frequency synaptic activation
is paired with a direct depolarization of the postsynaptic cell. LTP induction is also achieved by
a stimulation that generates a synaptic response within a discrete time window prior to the firing of
the postsynaptic cell, producing the so called “spike-time dependent plasticity” (STDP) [65,66], as well
as through the delivery of theta-burst stimulation (TBS), which consists of a pattern of neuronal firing
(complex spikes) applied at the frequency of the hippocampal theta rhythm, which spontaneously
occurs during behavior [67]. Depotentiation of potentiated synapses, mimicking an LTP reversal,
is an additional mechanism preserving synaptic homeostasis at hippocampal CA3–CA1 synapses.
Such depotentiation can be induced in acute hippocampal slices and in freely moving animals by brief
TBS, delivered shortly after LTP induction [68].

The first demonstration that NRGs/ErbB signaling plays a central role in the modulation of
synaptic plasticity in adult brain is represented by the evidence that NRG1 application to hippocampal
rat slices prevents the induction of LTP at Schaffer collaterals-CA1 synapses [69]. In particular,
a treatment with NRG1 suppresses the induction of HFS-induced LTP of field excitatory postsynaptic
potentials (fEPSPs) from the CA1 dendritic region, without affecting basal glutamatergic synaptic
transmission [69]. NRG1′s effects on tetanic-induced LTP are concentration dependent and considered
to be reliant on postsynaptic mechanisms, since paired-pulse facilitation of evoked glutamatergic
synaptic responses, representing a measure of presynaptic function, was not altered by NRG1
treatment [69]. The involvement of NRGs/ErbB signaling in the modulation of hippocampal synaptic
plasticity has been further confirmed by several other pieces of evidence, also providing insights
into the cellular mechanisms engaged by NRGs in the maintenance of synaptic efficacy and neuronal
connectivity in hippocampal formation. NRG1 acutely reverses TBS-induced LTP of fEPSPs in
the hippocampal CA1 area at pre-stimulation values [70]. Such NRG1-dependent depotentiation
depends on the activation of ErbB receptors, since it is counteracted by ErbB inhibitors. Notably,
besides preventing NRG1-dependent synaptic depotentiation, ErbB inhibition per se increases the
magnitude of TBS-induced LTP, thus supporting a role of endogenous ErbB signaling in synaptic
strength regulation. NRG1-induced synaptic downscaling appears to be mediated by a specific
internalization of AMPARs, whereas NMDARs surface expression and function are not altered [70].

Although the precise cellular mechanisms by which NRG1 prevents LTP induction [69] or
depresses its expression [70] at hippocampal CA3–CA1 synapses are not completely elucidated, several
hypotheses have been postulated, mainly based on evidence from studies analyzing synaptic plasticity
at CA3–CA1 synapses following conditional ErbB genetic ablation or pharmacological inhibition.
GABAergic transmission plays an important role in the NRG1-dependent suppression of LTP at
CA3–CA1 synapses in the hippocampus, as proven by the evidence that NRG1′s effects on LTP are
impaired in mice harboring a conditional genetic ablation of ErbB4 in parvalbumin (PV) expressing
GABAergic interneurons [71]. NRG1 has a facilitatory effect on GABAergic transmission, since it
increases GABAA-mediated currents in CA1 pyramidal cells, as a consequence of a direct stimulation
of ErbB4 located on PV+ GABAergic interneurons. Thus, by boosting GABA-mediated inhibition in
CA1 pyramidal neurons, NRG1 could counteract LTP induction/expression at CA3–CA1 synapses.
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Interestingly, since the conditional deletion of ErbB4 in CAMKII positive neurons (i.e., pyramidal
neurons in the forebrain) does not alter the NRG1-induced suppression of LTP, it has been suggested that
ErbB4 in CA1 pyramidal cells has a minor contribution to the regulation of glutamatergic LTP [32,71].
Thus, the proposed scheme accounting for this evidence points to a direct stimulation, by NRG1,
of ErbB4 receptors expressed on PV+ GABAergic neurons, which enhances GABA release on CA1
pyramidal cells, thus increasing their inhibition and shifting up the threshold for LTP induction at
CA3–CA1 synapses (Figure 3A). Notably, NRG1/ErbB-dependent LTP impairment has been observed
also in the presence of GABAA antagonists [70,72], thus questioning NRG1/ErbB-induced GABA release
acting on the GABAA receptor as specific mechanism underlying LTP impairment. Thus, additional
mechanisms, independent on GABAA stimulation, might be engaged by NRGs/ErbB signaling in LTP
depression [32].

Besides GABAergic transmission, also dopamine (DA) transmission takes part in NRG1-dependent
modulation of LTP at hippocampal CA3–CA1 synapses. NRG1 injection in the dorsal CA1 area of
the hippocampus of rats acutely stimulates DA release, with the consequent activation of DAergic
D4 receptors, which directly mediate the inhibition of glutamatergic synaptic plasticity at CA3–CA1
synapses [73]. Indeed, NRG1-dependent reversal of LTP is selectively blocked in hippocampal slices
treated with a D4 antagonist, L-745,870 [73]. The functional role of D4 in shaping hippocampal
synaptic plasticity at CA3–CA1 synapses, as well as its engagement in NRG1-dependent regulation
of LTP have been further confirmed by experiments showing that D4 pharmacological activation
mimics NRG1’s effects on LTP, which are conversely abolished in D4 knockout (KO) mice [73].
However, while this evidence suggests involvement of DA transmission in NRGs/ErbB-dependent LTP
regulation at hippocampal CA3–CA1 synapses, the specific mechanisms underlying NRG1-induced
DA release in the CA1 dorsal hippocampus are not completely clarified yet. In this respect, it has
been previously postulated that NRG1-induced ErbB activation in GABAergic PV+ interneurons
might be instrumental to NRG1-induced DA release [32,73]. This hypothesis is mostly based on
the preferential localization of ErbB4 on GABAergic PV+ interneurons in the hippocampus and the
evidence that ErbB4 activation is involved in LTP modulation. Nevertheless, a functional link by
which ErbB4 stimulation of GABAergic interneurons could lead to increased DA extracellular levels is
lacking. More recently, such a contribution of GABAergic interneurons has been questioned by the
evidence that NRG1-dependent regulation of DA outflow in CA1 dorsal hippocampus is dependent
on ErbB4 expressed on DA neuronal terminals [74]. Indeed, in mice harboring a conditional genetic
ablation of ErbB4 in tyrosine hydroxylase (TH) positive neurons, NRG1 injection in CA1 dorsal
hippocampus fails to potentiate DA release [74]. Regarding the underlying functional mechanisms,
NRG1-dependent regulation of DA levels appears to be mediated by an interplay between ErbB4 and
the dopamine transporter (DAT) expressed on DAergic terminals. Indeed, based on the evidence that
ErbB4 stimulation inhibits DAT activity in neuronal cultures, it has been proposed that NRG1-induced
potentiation of DA transmission is consequent to an ErbB4-induced DAT inhibition [74]. Hence,
according to this hypothesis, hypofunctional DA reuptake results in increased DA extracellular
levels, which fosters D4 activation in CA1 pyramidal neurons, depressing LTP at CA3–CA1 synapses
(Figure 3B). Regarding the specific involvement of D4 receptors downstream of NRG1-induced DA
release, however, there is recent evidence demonstrating that, although either NRG1/ErbB signaling or
D4 stimulation is able to mediate LTP reversal/suppression, they act in an independent way in the
modulation of glutamatergic synaptic plasticity in the CA1 dorsal hippocampus [75].

NRG1-dependent LTP depression might also be induced by additional postsynaptic mechanisms,
directly occurring in hippocampal CA1 pyramidal neurons. It has been reported that NRG1/ErbB4
signaling interferes with the Src-dependent regulation of NMDAR in CA1 pyramidal neurons [72].
Specifically, NMDAR-mediated transmission in CA1 pyramidal neurons is enhanced by activating Src
kinases, as demonstrated by the injection of Src activating peptides in single pyramidal neurons [72].
Such Src-dependent potentiation of NMDAR-mediated transmission is impaired by NRG1/ErbB4
signaling, which directly inhibits Src kinase activity. Hence, a model accounting for this evidence
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depicts ErbB4 activation in CA1 pyramidal cells as the triggering event to reduce, in a cell autonomous
manner, NMDAR-mediated transmission and consequently impairing LTP expression (Figure 3C).
Notably, ErbB4 localization in the hippocampus is more restricted to GABAergic interneurons [76–78],
while expression in CA1 pyramidal cells appears low [79–82] or absent [76–78]. This questions the
postsynaptic/cell autonomous function of ErbB4 in the NRGs-dependent LTP impairment at CA3–CA1
synapses. Notwithstanding, in spite of undetected expression, ErbB4 functions in hippocampal
and cortical pyramidal neurons have been reported [30,72,83–86]. Thus, the factual role of ErbB4 in
hippocampal CA1 pyramidal cells in NRGs-dependent LTP regulation remains to be better elucidated.

Int. J. Mol. Sci. 2020, 21, x FOR PEER REVIEW 9 of 22 

 

[30,72,83–86]. Thus, the factual role of ErbB4 in hippocampal CA1 pyramidal cells in NRGs-

dependent LTP regulation remains to be better elucidated. 

 

Figure 3. NRGs/ErbB-dependent regulation of LTP in the hippocampal CA1 area. (A–C) Diagrams 

illustrating the cellular mechanisms underlying NRGs/ErbB-dependent impairment of LTP at 

hippocampal CA3–CA1 synapses. (A) NRG1-dependent activation of ErbB4 in GABAergic 

interneurons, by triggering GABA release, fosters the activation of GABAA receptors expressed in 

CA1 pyramidal cells, thus reducing neuronal excitability and dampening LTP induction. (B) NRG1-

induced ErbB4 activation on DAergic terminals inhibits DAT activity, thus increasing DA 

extracellular levels. The consequent activation of D4 receptors localized on CA1 pyramidal neurons 

impairs LTP induction/expression, via internalization of AMPARs. (C) NRG1-dependent ErbB4 

activation in CA1 pyramidal neurons inhibits Src kinase and consequently NMDAR activity, thus 

reducing LTP expression. 

3.1.2. mGluRI-dependent Glutamatergic LTD 

Long term depression (LTD) of glutamatergic synaptic transmission at CA3–CA1 synapses 

represents a well characterized and largely studied form of synaptic plasticity in the hippocampus. 

Group 1 metabotropic glutamate receptors (mGluRI), encompassing the mGluR1 and mGluR5 

subtypes, are involved in the induction of this form of synaptic plasticity either in the hippocampus 

or in different other areas, including dorsal and ventral striatum, medial prefrontal cortex, 

cerebellum, and midbrain DAergic nuclei [87]. mGluRI-LTD at hippocampal CA3–CA1 synapses 

ultimately relies on mGluRI-induced AMPARs internalization [61,88,89]. Intracellular mechanisms, 

downstream of mGluRI activation, encompass the activation of several kinases pathways, including 

ERK1/2, PI3K-Akt-mTOR, and mitogen activated protein kinases (MAPKs) [90–92], which fosters the 

synthesis of “LTD proteins”, instrumental to LTD expression and maintenance [61,87,93]. mGluRI-

LTD can be easily achieved through mGluRI activation with the agonist DHPG or by endogenous 

glutamate, synaptically released through specific electrical protocols, like paired pulse (PP) low 

frequency stimulation (PP-LFS 1 Hz, 15 min) [94–96]. We recently reported that NRG1/ErbB signaling 

is a critical modulatory pathway of mGluRI-dependent LTD at CA3–CA1 synapses [86]. Actually, 

NRG1 fosters the induction of mGluRI-LTD in CA1 pyramidal neurons from hippocampal mice 

slices. Such NRG-dependent facilitation of LTD is especially unmasked in conditions of minimal 

Figure 3. NRGs/ErbB-dependent regulation of LTP in the hippocampal CA1 area. (A–C) Diagrams
illustrating the cellular mechanisms underlying NRGs/ErbB-dependent impairment of LTP at
hippocampal CA3–CA1 synapses. (A) NRG1-dependent activation of ErbB4 in GABAergic interneurons,
by triggering GABA release, fosters the activation of GABAA receptors expressed in CA1 pyramidal cells,
thus reducing neuronal excitability and dampening LTP induction. (B) NRG1-induced ErbB4 activation
on DAergic terminals inhibits DAT activity, thus increasing DA extracellular levels. The consequent
activation of D4 receptors localized on CA1 pyramidal neurons impairs LTP induction/expression,
via internalization of AMPARs. (C) NRG1-dependent ErbB4 activation in CA1 pyramidal neurons
inhibits Src kinase and consequently NMDAR activity, thus reducing LTP expression.

3.1.2. mGluRI-dependent Glutamatergic LTD

Long term depression (LTD) of glutamatergic synaptic transmission at CA3–CA1 synapses
represents a well characterized and largely studied form of synaptic plasticity in the hippocampus.
Group 1 metabotropic glutamate receptors (mGluRI), encompassing the mGluR1 and mGluR5 subtypes,
are involved in the induction of this form of synaptic plasticity either in the hippocampus or in
different other areas, including dorsal and ventral striatum, medial prefrontal cortex, cerebellum,
and midbrain DAergic nuclei [87]. mGluRI-LTD at hippocampal CA3–CA1 synapses ultimately
relies on mGluRI-induced AMPARs internalization [61,88,89]. Intracellular mechanisms, downstream
of mGluRI activation, encompass the activation of several kinases pathways, including ERK1/2,
PI3K-Akt-mTOR, and mitogen activated protein kinases (MAPKs) [90–92], which fosters the synthesis
of “LTD proteins”, instrumental to LTD expression and maintenance [61,87,93]. mGluRI-LTD can
be easily achieved through mGluRI activation with the agonist DHPG or by endogenous glutamate,
synaptically released through specific electrical protocols, like paired pulse (PP) low frequency
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stimulation (PP-LFS 1 Hz, 15 min) [94–96]. We recently reported that NRG1/ErbB signaling is a critical
modulatory pathway of mGluRI-dependent LTD at CA3–CA1 synapses [86]. Actually, NRG1 fosters
the induction of mGluRI-LTD in CA1 pyramidal neurons from hippocampal mice slices. Such
NRG-dependent facilitation of LTD is especially unmasked in conditions of minimal stimulation
of mGluRI, which per se induces only a short term depression of AMPAR-mediated transmission,
but causes a stable LTD following NRG1 treatment. More interestingly, preventing endogenous
ErbB activation, with ErbB inhibitors, impairs mGluRI-LTD expression. Indeed, the intracellular
injection of pan-ErbB inhibitors or selective ErbB2 inhibitors in single CA1 pyramidal cells depresses
mGluRI-induced LTD, thus supporting an NRG1/ErbB-dependent cell autonomous mechanism
of regulation of mGluRI-mediated synaptic plasticity, involving ErbB2-containing receptors [86]
(Figure 4A). Such a postsynaptic model is also supported by the evidence that NRG1/ErbB-dependent
effects are observed in the presence of a GABAA antagonist, thus not comprising the interplay of
GABAergic transmission, but rather a direct mGluRI regulation in CA1 pyramidal neurons, as similarly
occurs in midbrain DA cells (see the section below).

Overall, evidence on the modulatory roles of NRGs/ErbB signaling in glutamatergic synaptic
plasticity in the hippocampus indicate that NRG1-dependent ErbB activation dampens glutamatergic
LTP and favors mGluRI-dependent glutamatergic LTD at hippocampal CA3–CA1 synapses,
thus representing a central mechanism balancing the LTP/LTD equilibrium, which shapes the strength
of the excitatory transmission at CA3–CA1 synapses.
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Figure 4. Mechanisms underlying NRGs/ErbB-dependent regulation of mGluRI-LTD in the hippocampus.
(A) NRG1-dependent activation of ErbB receptors in CA1 pyramidal neurons, by regulating mGluRI function,
controls the LTD magnitude of AMPAR-mediated transmission. (B) NRG1, by activating ErbB receptors,
reduces endocannabinoids (eCBs) levels, thus impairing the eCB-dependent LTD of GABAergic transmission,
which is physiologically triggered by the eCB-mediated activation of CB1 located on presynaptic GABAergic
terminals, controlling GABA release.
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3.1.3. mGluRI-dependent GABAergic LTD

While it is largely recognized that NRGs/ErbB signaling plays a prominent role in the regulation
of the GABAergic system, affecting synapses development, as well as neurotransmitter release and
GABAergic receptors expression/function, evidence regarding long term modifications of GABAergic
transmission, by NRGs/ErbB-dependent mechanisms, are scarce.

The activation of mGluRI in hippocampal CA1 pyramidal neurons induces an LTD of GABAergic
transmission, which is reliant on mGluRI-induced production of endocannabinoids (eCBs), which act
retrogradely on their presynaptic receptors, cannabinoid receptors 1 (CB1Rs), thus inhibiting GABA
release [97,98]. Such a form of mGluRI-dependent eCBs-mediated LTD of GABAergic transmission,
which is inducible upon mGluRI stimulation, is modulated by NRG1/ErbB signaling [99]. Indeed,
a chronic treatment with NRG1 (8–11 days on organotypic hippocampal slices) impairs the expression of
mGluRI-dependent GABAergic LTD at CA3–CA1 synapses, via an eCB-dependent mechanism, which is
reliant on a reduced tone of eCBs, as a consequence of their increased catabolism [99] (Figure 4B).
The intracellular events, by which NRG1-induced ErbB activation potentiates the expression of catabolic
enzymes of eCBs, as well as the synaptic compartments where they occur, are still uncharacterized [99].
Notwithstanding, this evidence points to an important role of NRGs/ErbB signaling in the regulation
of GABAergic LTD at hippocampal CA3–CA1 synapses, thus adding further to the picture describing
the relevance of NRGs/ErbB signaling in the regulation of synaptic plasticity in the hippocampus.

3.2. NRGs/ErbB-dependent Regulation of Synaptic Plasticity in Midbrain DA Neurons

Long lasting modifications of synaptic transmission have been reported in midbrain DA nuclei.
The evidence is mainly related to the ventral tegmental area (VTA) DA cells, where different forms of
synaptic plasticity (LTP and LTD) can be induced by either electrical stimulation protocols or pharmacological
activation of mGluRI [100–105]. In VTA DA cells, glutamatergic LTP is inducible by HFS protocols paired
with neuronal depolarization [100], as well as by a spike-timing-dependent stimulation protocol [106],
by mechanisms involving NMDAR activation and increase in intracellular Ca2+.

LTD of glutamatergic transmission can be observed in VTA and SNpc DA neurons, upon delivery
of LFS (1 Hz, 10 min) paired with neuronal depolarization during stimulation. Such LFS-induced LTD
is reliant on the activation of voltage-dependent Ca2+ channels, but does not require the activation of
NMDAR or glutamatergic metabotropic receptors [101,102]. As occurs in other brain areas, mGluR1
activation triggers LTD of AMPAR-mediated transmission either in VTA [103] or SNpc DA cells [107].
In nigral DA cells, mGluR1-LTD is easily inducible by mGluR1 activation either achieved with
an agonist or by synaptic glutamate, endogenously released during electrical LFS [107]. In VTA DA
cells from mice, mGluRI-LTD is especially unmasked in already potentiated synapses (e.g., following
exposure to psychostimulants) more than in naive synapses [108] and is due to a modification of
AMPARs subunit composition, which decreases AMPARs ion conductances [103].

NRGs/ErbB signaling critically regulates glutamatergic synaptic plasticity in SNpc DA neurons [107].
Indeed, ErbB signaling is required to preserve mGluRI-dependent LTD expression in nigral DAergic neurons,
the mGluRI-LTD magnitude being reduced by preventing endogenous ErbB stimulation, with ErbB inhibitors
that preferentially act on ErbB2/ErbB4 subunits [107]. Furthermore, exogenous NRG1 application fosters
mGluRI-dependent LTD in DA neurons, allowing its induction also in the presence of a minimal mGluRI
stimulation. Hence, NRG1/ErbB signaling controls the strength of glutamatergic synaptic transmission in
midbrain DA neurons, fine tuning the magnitude of LTD of AMPAR-mediated transmission caused by
mGluR1 activation [107].

Regarding the cellular mechanisms underlying NRG1-dependent regulation of mGluRI-LTD,
we previously found that NRG1/ErbB signaling bidirectionally controlled mGluR1 expression levels
on the surface membrane of midbrain DA neurons [109]. Indeed, NRG1-induced ErbB activation rapidly
stimulates mGluR1 synthesis and membrane trafficking. Exogenous NRG1 increases mGluR1 protein levels
in SNpc/VTA homogenates and mGluR1 immunolabeling in TH+ DA neurons, in addition to potentiating
mGluR1-mediated currents in SNpc DA cells [109]. The mechanisms underlying NRG1-induced increase in
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mGluR1 expression/function in midbrain DA neurons involved ErbB receptors, possibly as ErbB2/ErbB4
dimers, and downstream activation of PI3K-Akt-mTOR pathways [109]. Importantly, endogenous ErbB
signaling controls mGluR1 docking on the membrane surface of midbrain DA neurons, since pharmacological
ErbB inhibition causes mGluR1 internalization, which occurs through dynamin-dependent endocytosis.
Hence, our evidence suggests that NRG1/ErbB-dependent regulation of mGluRI-LTD in nigral DA neurons
is reliant on a direct ErbB-dependent regulation of mGluR1 expression levels, with ErbB receptor activation
orchestrating the synthesis, trafficking, and membrane docking of mGluR1 in midbrain DA neurons
(Figure 5). Notably, in such a way, NRG1/ErbB signaling controls several mGluR1-dependent functions in
SNpc DA neurons, besides mGluRI-LTD, including mGluR1-dependent activation of the nigrostriatal DA
pathway in vivo [109], supporting a central role of NRG1/ErbB signaling in the regulation of the midbrain
DA system.
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Figure 5. Mechanisms underlying NRG1/ErbB-dependent regulation of mGluRI-LTD in midbrain
DA neurons. NRG1-dependent activation of ErbB receptors in SNpc DA neurons induces the
synthesis of mGluR1 receptors, thus fostering mGluR1-LTD of AMPARs-mediated transmission,
whereas inhibition of endogenous ErbB signaling causes mGluR1 internalization and consequent
impairment of mGluR1-LTD.

4. Implications of NRG/ErbB-dependent Regulation of Synaptic Plasticity

What is the physiopathological relevance of NRGs/ErbB-induced modulation of synaptic plasticity?
NRGs/ErbB-dependent regulation of the hippocampal synaptic plasticity has obvious implications
in learning and memory processes, in which enduring changes of synaptic strength represent the
underlying cellular mechanisms. Hippocampal LTP at CA3–CA1 synapses is involved in different
learning processes, including contextual fear conditioning. Notably, NRG1/ErbB signaling, besides
affecting hippocampal LTP, regulates contextual fear memory, mainly acting on PV+ GABAergic
interneurons, as demonstrated by the evidence that a conditional genetic ablation of ErbB4 in this
neuronal population impairs this learning process [71]. Contextual fear memory is similarly affected
by intra-hippocampal injection of an ErbB inhibitor [110].
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mGluRI-dependent LTD at hippocampal CA3–CA1 synapses has been associated with novelty detection
and related learning processes, like object recognition memory [87,111]. We recently demonstrated that
NRGs/ErbB signaling in the hippocampal CA1 area regulated either mGluRI-dependent LTD or object
recognition memory in mice [86]. Indeed, intra-hippocampal injection of an ErbB inhibitor in the CA1 area
prevented the induction of mGluRI-LTD and impaired the acquisition of object configurations, affecting the
recognition memory [86].

NRG1/ErbB-dependent modulation of synaptic plasticity in the hippocampus has been reported
also in pathological contexts, as in animal models of neurological and psychiatric disorders, like
Angelman’s syndrome (AS) and Alzheimer’s disease (AD). AS is characterized by autism, mental
retardation, motor abnormalities, and epilepsy and is mostly caused by the deletion of portions of the
maternal copy of chromosome 15, which includes the UBE3A gene. The AS mouse model, produced
by UBE3A deletion, displays hippocampal LTP impairment and deficits in hippocampal-dependent
learning processes, like contextual fear memory [112,113], as well as an alteration of NRGs/ErbB
signaling, consisting of enhanced levels of NRG1 and ErbB4 phosphorylation in the hippocampus.
Interestingly, the injection of an ErbB inhibitor, PD158780, in the dorsal hippocampus, rescues synaptic
and behavioral deficits, allowing proper LTP expression at CA3–CA1 synapses and rescuing contextual
fear memory [110].

NRGs/ErbB-dependent regulation of hippocampal synaptic plasticity in AD animal models
has been also reported. Indeed, NRG1 counteracts amyloid β-induced impairment of LTP in the
hippocampal CA1 area and dentate gyrus in mouse slices, through a mechanism involving ErbB4
stimulation [114] and downstream PI3K activation [115]. Moreover, the activation of NRGs/ErbB
signaling ameliorates LTP deficits, as well as cognitive abnormalities in adult Tg2576 mice, an AD
animal model [116,117]. Overall, this evidence supports a relevant function of NRG1/ErbB-dependent
regulation of synaptic plasticity in hippocampal-dependent learning/memory processes and suggests
that a modulation of ErbB signaling might represent a rescue strategy for neuropsychiatric disorders,
like autism spectrum disorders, intellectual disabilities, and AD, which display abnormalities in
hippocampal-related forms of synaptic plasticity.

Conversely, the factual relevance of NRGs/ErbB-dependent regulation of glutamatergic synaptic
plasticity in nigral DA neurons is still completely mysterious, mainly because the physiological
functions of specific forms of synaptic plasticity in this DA nucleus are yet to be deciphered. However,
since it is well recognized that the nigrostriatal DA pathway plays an important role in the establishment
of goal-oriented behaviors, like feeding and locomotion, as well as in different cognitive functions,
including reward/aversion-based learning, mental flexibility, and habit formation [118–124], it could
be speculated that synaptic plasticity-related mechanisms within SNpc DA cells might contribute
and/or underlie these brain processes. In such a perspective, NRGs/ErbB-dependent modulation
of mGluRI-dependent LTD might have several implications in the regulation of various cognitive
processes and complex behaviors dependent on the midbrain DA system. Regarding a potential
link between NRG1/ErbB signaling in midbrain DA neurons and learning processes dependent
on mGluR1-dependent synaptic plasticity in SNpc, it should be mentioned that ErbB4 deletion in
midbrain DA neurons specifically impairs spatial/working memory [74], which is similarly affected
by either systemic administration of mGluR1 antagonists or by a neurotoxin-induced lesion of
SNpc [118,125–129]. Therefore, despite a direct connection between nigral ErbB, mGluR1, and working
memory is lacking, an interplay between mGluR1-dependent synaptic plasticity and ErbB signaling in
this cognitive process related to the nigrostriatal pathway could be conceived. Moreover, mGluR1-LTD
in nigral DA neurons might be instrumental to motor learning, in which nigral mGluR1 has been
also involved [87,130,131].

Notably, increasing evidence supports the contribution of mGluR1-dependent mechanisms in the
pathogenesis of neurological and psychiatric disorders, such as schizophrenia, Parkinson’s disease
(PD), addiction, and autism [87,132–134], which are either characterized by alterations in midbrain DA
transmission and also linked to NRG1/ErbB dysfunctions [13,46,135–137]. Whether or not a dysfunction
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in NRGs/ErbB-dependent regulation of synaptic plasticity in midbrain DAergic neurons represents
a factual contributing factor in these pathological conditions is still to be ascertained. Nevertheless,
genetic evidence suggests an association between altered NRG1/ErbB signaling and drug of abuse
dependence [135–138] or autism [136,139], and indeed, dysregulated mGluRI-LTD in VTA DA neurons
is instrumental to the establishment of addiction-related behaviors [87] and has been reported in
an animal model of autism [140]. Future studies might unveil if altered NRGs/ErbB-dependent
regulation of mGluR1-LTD in midbrain DA neurons contributes to the aberrant DA transmission
occurring in schizophrenia, which is the first neuropsychiatric disorder in which the alteration of
NRGs/ErbB signaling has been overtly shown [13].

5. Conclusions and Outstanding Issues

Growing evidence indicates that NRGs/ErbB signaling is essential for proper brain development
and functioning. While NRGs have multifaceted roles in neurodevelopment, controlling synapse
formation and myelination, the modulation of synaptic plasticity in adult brain probably represents
the prominent mechanism by which NRGs can affect cognitive functions and complex behaviors
in adulthood. The mechanisms engaged by NRGs in the regulation of synaptic plasticity are
various. They occur at either presynaptic or postsynaptic compartments and involve modifications of
neurotransmitters release or direct modulation of neurotransmitter receptors, which are chief players
in the induction and/or expression of different forms of synaptic plasticity, like NMDAR, AMPAR,
and mGluRI.

In the hippocampus, NRGs-dependent ErbB activation impairs LTP induction and causes
depotentiation at CA3–CA1 synapses. The mechanisms underlying such LTP impairment involve
NRGs-dependent enhancement of GABAergic transmission, regulation of DA extracellular levels,
and postsynaptic NMDARs inhibition. At hippocampal CA3–CA1 synapses, NRGs/ErbB signaling also
fosters mGluRI-dependent LTD, by preserving mGluRI function, thus shifting LTP/LTD equilibrium
toward inhibition of glutamatergic transmission. Moreover, NRGs-induced ErbB activation impairs
mGluRI/eCB-dependent GABAergic LTD at CA3–CA1 synapses, implying that NRGs have multifaceted
roles in the long term regulation of excitatory/inhibitory balance in the hippocampus.

In midbrain DA neurons, NRGs/ErbB receptors are essential for the induction of mGluRI-dependent
glutamatergic LTD. Indeed, NRGs/ErbB signaling favors mGluR1 synthesis, trafficking, and membrane
docking in DA neurons, thus affecting mGluRI-LTD magnitude and midbrain DA system activation.

Although, herein, the description of NRGs/ErbB-dependent roles in the modulation of synaptic
plasticity has been focused on the hippocampus and midbrain DA nuclei, it should be considered that
emerging evidence also documented NRGs-induced regulation of synaptic plasticity in other brain areas,
and several reports mainly obtained in transgenic mice with altered NRGs/ErbB signaling support that
the proper NRGs/ErbB tone (neither too much nor too little) is essential for various cognitive functions
and behaviors. Since dysfunctions in NRGs/ErbB signaling have been linked to different neurological
and psychiatric disorders, including schizophrenia, bipolar disorder, autism spectrum disorders, genetic
intellectual disabilities, AD, major depressive disorder, PD, and addiction [23,46,136–139,141–159],
intense research efforts should be aimed at deciphering NRGs-dependent mechanisms causing
pathological defects, as this might have noticeable implications on the understanding and treatment of
different serious brain diseases.
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Abstract: Multiple sclerosis (MS) is a chronic inflammatory disease of the central nervous system
(CNS) characterized by demyelinating white matter lesions and neurodegeneration, with a variable
clinical course. Brain network architecture provides efficient information processing and resilience
to damage. The peculiar organization characterized by a low number of highly connected nodes
(hubs) confers high resistance to random damage. Anti-homeostatic synaptic plasticity, in particular
long-term potentiation (LTP), represents one of the main physiological mechanisms underlying clinical
recovery after brain damage. Different types of synaptic plasticity, including both anti-homeostatic
and homeostatic mechanisms (synaptic scaling), contribute to shape brain networks. In MS, altered
synaptic functioning induced by inflammatory mediators may represent a further cause of brain
network collapse in addition to demyelination and grey matter atrophy. We propose that impaired
LTP expression and pathologically enhanced upscaling may contribute to disrupting brain network
topology in MS, weakening resilience to damage and negatively influencing the disease course.

Keywords: synaptic plasticity; long-term potentiation (LTP); synaptic scaling; brain networks;
inflammation; connectivity; multiple sclerosis; resting state functional MRI (rs-fMRI)

1. Introduction

Multiple sclerosis (MS) is a chronic inflammatory disease of the central nervous system
characterized by demyelination and neurodegeneration. The clinical course of MS is highly variable
and different clinical phenotypes have been described. While the introduction of MRI significantly
improved MS diagnosis [1], a discrepancy between radiological findings and clinical manifestations
is frequently observed [2]. Different mechanisms contribute to this “clinico-radiological paradox”
and both synaptic plasticity and brain networks architecture may play an important role, influencing
resilience to damage.

Several studies have demonstrated that even in the absence of the associated visible damage,
inflammation in MS negatively affects the disease course [3,4]. It has been shown indeed that in
animal models (i.e., experimental autoimmune encephalomyelitis, EAE) and in MS patients, specific
proinflammatory cytokines alter synaptic transmission and plasticity [5,6]. Therefore, subverted
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synaptic plasticity induced by inflammation may represent an independent cause of brain network
dysfunction in MS [7].

In the present article, we will overview the alterations of synaptic plasticity and brain connectivity
induced by inflammation in MS. We propose that impaired synaptic plasticity expression could
contribute to disrupting brain network topology, critically weakening resilience to damage.

2. Clinico-Radiological Paradox, Brain Network Resilience and Plasticity

In different neurological conditions, brain networks are able to maintain appropriate functional
efficiency even in the presence of a high structural damage load, delaying or minimizing the appearance
of clinical symptoms [8]. A growing number of studies have demonstrated that the organization
of brain networks is highly specialized and reveals specific features evolved to improve efficiency,
containing the wiring cost. This architecture protects networks from random attacks and is useful
for optimal reorganization after damage [8,9]. In addition, synaptic plasticity is one of the main
physiological mechanisms involved in brain network remodeling and critically contributes to brain
damage compensation. Experimental and clinical studies have clearly shown that the efficiency of
synaptic plasticity mechanisms, particularly of long-term potentiation (LTP), influences the chances of
recovery after damage [10,11].

2.1. Brain Network Architecture Provides Resilience to Damage

Graph theory offers a helpful approach to analyzing connectivity data deriving from neurophysiological
(i.e., electroencephalography and magnetoencephalography) or imaging (i.e., functional MRI, fMRI)
techniques [12–17]. Complex brain networks can be modeled as a series of nodes, indicating different
brain regions, and edges, representing the connections between nodes. The edges are defined on
the basis of structural (i.e., diffusion tensor imaging, DTI) or functional connectivity (i.e., temporal
covariation of spontaneous activity) between different regions [17–19]. Specific measures describing
network functioning have been defined. In particular, brain networks are characterized by elevated
global and local efficiency, modularity and scale-free degree distribution [8]. It has been argued
that some key features of brain networks directly arise from the pattern of connections between
nodes. An important characteristic of brain network organization, supporting the segregation of
information processing, is the presence of modules, defined as communities of highly connected nodes
with relatively few connections with nodes of other modules [20]. Moreover, the presence of a small
number of hubs, consisting of highly connected nodes with elevated centrality, is essential for the
integration of information and to increase network efficiency [21]. Hubs are highly interconnected,
between them forming a subgroup of regions, the rich club, which critically contribute to brain network
functioning [15,21]. Hubs develop through a “rich get richer” rule, meaning that the preferential
attachment of new nodes occurs with those that have higher degree [22]. This architecture is associated
to strong resistance to random damage due to the numerical prevalence of low connected nodes [8,23].
Conversely, targeted damage to hubs critically alters network functionality as shown in different
neurological conditions [24].

2.2. Synaptic Plasticity Enables Symptom Compensation

Synaptic plasticity is the ability of neurons to modify the strength of reciprocal connections and
is a key neurophysiological mechanism involved in network development and reorganization after
damage. Different forms of synaptic plasticity have been studied, including anti-homeostatic and
homeostatic mechanisms [25,26]. LTP has been first explored in hippocampal neurons and consists of
persistent enhancement of synaptic excitability associated with remodeling of the presynaptic and
postsynaptic terminals [26,27].

LTP has been consistently associated to learning and memory [27]; in addition, LTP is critically
involved in brain damage compensation [10]. In experimental models, it has been shown that synaptic
rearrangement in the peri-lesional area after focal ischemic brain damage in rats is critical for clinical
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recovery. In particular, electrophysiological recordings have demonstrated that increased glutamatergic
transmission in surviving neurons is correlated with the degree of clinical improvement [10]. The key
role of LTP in the compensation of clinical manifestations has also been documented in humans.
Accordingly, in patients with acute stroke, clinical recovery after six months was positively correlated
with the efficiency of LTP-like plasticity mechanisms probed using transcranial magnetic stimulation
(TMS), namely LTP reserve [11]. Moreover, in RR-MS patients, the magnitude of plasticity reserve
measured in the acute phase was correlated with the clinical recovery that occurred three months
later [28].

2.3. Synaptic Plasticity and Network Remodeling

N-methyl-d-aspartate receptors (NMDARs) are essential for inducing LTP [29,30]. Specific
properties of this form of Hebbian plasticity, including cooperativity, associativity and input-specificity,
are directly associated to NMDAR characteristics [31]. LTP is an anti-homeostatic phenomenon, as it
is associated with increased synaptic excitability, which in turn further promotes LTP induction [25].
Another form of Hebbian, anti-homeostatic plasticity associated with NMDAR activation is long-term
depression (LTD), which induces lasting reduction in synaptic excitability [25,31]. The characteristics
of Hebbian plasticity, in particular of LTP, suggest that this mechanism might be involved in the
generation of specific network features. In particular, the formation of hubs and modules requires an
anti-homeostatic mechanism, able to associate different specific inputs between them.

To dynamically keep neuronal activity levels in physiological ranges, different forms of synaptic
plasticity are also required. In particular, homeostatic mechanisms (i.e., synaptic scaling) should
intervene to prevent instability induced by Hebbian plasticity [32,33]. Synaptic scaling is characterized
by an increase (upscaling) or decrease (downscaling) of synaptic excitability that is mediated by change
in the expression of α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptors (AMPARs).
Unlike LTP, synaptic scaling lacks input-specificity and is a hetero-synaptic form of plasticity. Scaling
has a negative feedback action and represents a compensatory mechanism devoted to stabilizing
synaptic excitability in response to persistent increase or decrease of excitatory inputs to a neuron [32,34].
At a network level, homeostatic plasticity mechanisms could therefore contribute to stabilizing network
activity, and might be particularly suitable to prevent excessive hyperconnectivity in the peripheral
nodes of a network.

Anti-homeostatic and homeostatic plasticity cooperate to promote optimal brain network topology
and are involved in symptom compensation and remodeling after brain damage [35,36].

3. Inflammation Alters Synaptic Transmission and Plasticity in MS

Several mediators released during neuroinflammation can affect synaptic functioning, influencing
the disease course of MS [37]. Specific proinflammatory cytokines, including interleukin (IL)-1β and
tumor necrosis factor (TNF), promote excitotoxic neuronal damage in EAE, exacerbating glutamatergic
transmission and reducing GABAergic signaling [6,38]. A similar set of proinflammatory cytokines
could also alter synaptic functioning in human MS, as CSF collected from MS patients in the acute
phase of disease reproduces the neurophysiological alterations observed in EAE when incubated
in vitro on control mouse slices [39].

3.1. Inflammation and LTP

Studies in EAE and in patients with MS pointed out that LTP and LTD expression is affected
by inflammation [40–43]. In relapsing MS patients, reduced LTP-like plasticity in response to the
intermittent theta burst stimulation protocol has been reported [40]. Moreover, a synaptic plasticity
deficit was normalized after three-month treatment with interferon beta 1a, suggesting a direct role
of acute inflammation [40]. Specific proinflammatory molecules, including IL-1β and IL-6, influence
LTP induction in vitro both in physiological and pathological conditions [44–49]. IL-1β has been
consistently involved in the pathogenesis of synaptic plasticity alterations in EAE [39,41–43]; however,
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contrasting data exist on how this cytokine affects LTP and LTD expression. While it has been reported
that IL-1β impairs LTP induction in mice hippocampal slices [42], enhanced LTP expression has also
been observed in response to IL-1β [43]. Accordingly, in RR-MS patients the CSF levels of IL-1β have
been correlated with a paradoxical LTP-like effect in response to an LTD-inducing TMS protocol [41],
confirming that this cytokine also produces a profound subversion of synaptic plasticity in human
MS. Similarly, IL-6 has been associated to impaired LTP induction in vitro and in MS [49]. In RR-MS
patients, the CSF levels of this cytokine were correlated to impaired LTP-like plasticity explored with
TMS [49]. Notably, in the same study, higher CSF levels of IL-6 were also associated with enhanced
clinical expression of new brain lesions, suggesting that CSF inflammation impairs resilience to damage.

It has been shown that inflammation in MS is associated with altered Amyloid-β (Aβ) homeostasis.
One study evidenced in a group of RR-MS patients a negative correlation between the number of
Gd+ lesions at MRI and Aβ1-42 CSF levels [50]. Furthermore, a negative correlation has been found
between the CSF concentrations of Aβ1-42 and LTP-like responses to TMS [50]. In addition, it has
been reported that the CSF levels of different proinflammatory molecules negatively correlate with
Aβ1-42 concentrations [49,51]. Overall, these data suggest that in MS Aβ homeostasis is as a key factor
bridging inflammation, plasticity and neurodegeneration.

3.2. Inflammation and Upscaling

Experimental studies have shown that TNF is involved in inducing and maintaining synaptic
upscaling in different brain areas [52–55]. The specific role of TNF in promoting pathologically enhanced
synaptic upscaling has been elucidated in EAE mice. In particular, TNF has been associated with
increased expression of AMPARs and exacerbated glutamatergic excitatory post-synaptic currents [5].
These alterations preceded the onset of clinical deficits [5] and were prevented by pre-incubation with
TNF inhibitors [56]. The pathogenic role of TNF has been associated particularly with progressive
MS [57,58]. It has been shown that the CSF collected from patients with progressive disease course is
able to induce TNF-mediated upscaling and excitotoxic neuronal damage in vitro, thus suggesting a
link between CNS inflammation and neurodegeneration [57].

These data show that inflammation in MS is associated with a profound alteration of synaptic
plasticity mainly characterized by impaired LTP and overexpressed synaptic upscaling. This evidence
could be crucial for shedding light on the connectivity alterations and brain network reorganization
found in MS patients.

4. Inflammation and Brain Network Organization in MS

4.1. Inflammation Alters Brain Connectivity in MS

A number of MRI studies have described alterations of structural and functional connectivity
(SC and FC) in MS patients [15,59–66]. Altered connectivity has already been observed in the
early phases of MS [65,67–69], and has been correlated with clinical and cognitive deficits [15,65,70],
suggesting that this approach could be more sensitive than conventional MRI in investigating early
alterations [71].

The nature of connectivity changes in MS is still debated [72]. In MS patients, reduced SC and FC in
different networks has been related to both white matter lesion load and cortical atrophy [73–76], though
connectivity alterations have also been reported independently of structural brain damage [64,68,69].
In patients with early RR-MS, Faivre and colleagues [68] have found increased FC in different resting
state networks not correlated with lesion load. Furthermore, one study exploring FC in RR-MS and CIS
patients has shown reduced efficiency in the left Rolandic operculum, insula and superior temporal
gyrus bilaterally, not correlated to structural damage [69]. The role of other causes of disconnection
should also be considered, including the presence of diffuse microstructural damage occurring in
normal appearing white matter [77,78]. Rs-fMRI studies in patients with clinically isolated syndrome
(CIS) have consistently shown that altered connectivity can be found independently of demyelinating
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lesions or neuronal atrophy, in fact widespread functional connectivity changes have been reported in
both isolated optic neuritis and CIS without brain lesions [64,79]. In particular, acute optic neuritis has
been associated with reduced FC in the visual system and altered connectivity between visual and
non-visual networks, indicating rapid connectivity changes in response to focal inflammation [79];
in addition, both reduced and increased FC has been reported in CIS patients without brain lesions [64],
suggesting that CNS inflammation may represent a prominent cause of connectivity dysfunction in
MS [7].

In line with these findings, it has been reported that not only CNS-confined inflammation, but
also systemic inflammation may alter brain activity and network reorganization [80,81]. A study
using positron-emission tomography has revealed that administration of endotoxin in healthy subjects
was associated with increased serum levels of inflammatory molecules and enhanced fatigue and
depression [80]. These findings were associated with increased and reduced glucose metabolism
in the insula and anterior cingulate cortex, respectively [80]. Similarly, it has been reported that
interferon-alpha administration produced mood alterations associated with a rapid decrease in overall
brain network efficiency and reduced connectivity of the nucleus accumbens, thalamus and inferior
temporal cortex [81]. Moreover, experimental inflammation induced by lipopolysaccharide injection
has been associated with connectivity alterations in healthy subjects [82,83] and the specific role of
peripheral inflammatory cytokines has been evidenced in task-based and rs-fMRI studies [80,84–86].
Accordingly, it has been reported that serum concentrations of IL-6, a marker of peripheral inflammation,
covaried with FC in the default mode network and with connectivity in the anterior cingulate cortex
and in the medial prefrontal cortex [86].

These findings suggest that central inflammation, in addition to demyelination and atrophy, could
alter brain connectivity in MS.

4.2. Brain Network Reorganization in MS

The physiological meaning of changes in brain FC and SC during the course of MS is still
debated, as both decreased and increased connectivity in different brain networks have been
described [66,68,74,87]. Furthermore, both positive and negative correlations have been reported
between connectivity changes and clinical measures [67,68]. Differences between studies, concerning
MS phenotype, degree of disability, presence of clinical activity, and MRI measures, could be partly
responsible for these apparently contrasting findings. In addition, the presence of brain network
reorganization, either compensatory or maladaptive, represents an additional source of variability
between data. As optimal brain network reorganization requires efficient plasticity, synaptic plasticity
dysfunction observed in MS, in particular reduced LTP expression and pathologically increased
synaptic upscaling, could specifically contribute to altering brain network architecture and impairing
reorganization after damage.

Increased synchronization in different resting state networks has been described in CIS patients
compared with both RR-MS patients and controls, suggesting the existence of early brain reorganization
to damage, which is lost with disease progression [67]. However, as increased connectivity in early
MS patients has been associated with higher disability, the implications of FC changes should be
carefully considered [68]. Studies exploring SC in CIS and MS have been shown to strengthen local
connectivity from the early phases of the disease [66,88]. In particular, increased clustering coefficient
and modularity have been described in MS patients during the first year of disease, largely independent
of clinical activity [66,89]. It has been proposed that such reorganization cannot be simply considered
a result of structural damage, but rather represents an adaptive phenomenon [66]. Accordingly,
modularization and increased local processing improve the network’s ability to react to attacks [90,91].

An extreme redistribution of both functional and structural brain connectivity, with hub loss
and formation of new hubs has been reported in the early phases of MS [63,92]. A study using
rs-fMRI evidenced connectivity loss in hub regions including the precuneus, cingulate cortex and
frontal areas, and newly formed hubs in the left temporal pole and cerebellum [63]. Using DTI,
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reduced connection strength in the rich club has been demonstrated in RR-MS patients and has been
correlated with cognitive impairment [92]. In particular, altered rich club and local connectivity were
not found to be related to white matter damage [92]. Notably, in CIS patients rich club connectivity
was preserved and alterations mostly involved feeders connecting rich club to non-rich club nodes
and local connections [92]. One rs-fMRI study explored brain network reorganization in a group of
CIS patients at baseline and after a one year follow-up [93] by calculating the hub disruption index,
a useful and reliable measure of large-scale networks reorganization [94,95]. With such an approach,
a significant hub reorganization was detected at baseline and even more after one year, showing
the occurrence of brain regions with reduced and increased connectivity at the same time [93]. At
baseline, increased connectivity in the right middle temporal gyrus was observed in CIS; moreover,
after a one year follow-up, both a higher degree in the hippocampi, cingulate cortex and in the left
parieto-occipital sulcus, and a reduced degree in the middle occipital gyrus and left posterior segment
of the lateral fissure were observed. Hub reorganization correlated with better cognitive scores;
conversely, no significant correlations were reported with clinical scores and white matter lesions [93].

4.3. Altered Synaptic Plasticity Impairs Brain Network Remodeling in MS

Inconsistencies among studies exist, but taken together they suggest that a precise pattern of global
brain network reorganization can be found in MS from the early phases, characterized by reduced
hub connections and increased local connectivity. Some of these alterations may represent network
reorganization mediated by synaptic plasticity mechanisms, whereas others may be consequence
of increasing brain damage. Altered synaptic plasticity could represent an additional mechanism
contributing to lessening brain network reorganization in MS. Some key properties of synaptic
plasticity share analogies with specific characteristics of neuronal networks supporting this hypothesis.
Input-specificity, activity-dependency, associativity and tendency to induce synaptic instability make
LTP well-suited to generate highly connected nodes and could be involved in hub formation
and reorganization. Hence, reduced LTP expression could specifically impair hub remodeling,
contributing to hub disruption observed in MS. Furthermore, homeostatic synaptic plasticity allows
adaptation to damage promoting local and generalized connectivity increases, which could be aimed
at restoring network functionality, is also likely involved in limiting the connectivity of peripheral
nodes, contributing to maintaining overall excitability and wiring cost around optimal levels. Altered
homeostatic plasticity may therefore promote diffuse network hyperconnectivity.

Notably, progressive MS represents a useful model to test this hypothesis. Accordingly,
in progressive MS, reduced rich club connectivity and a relative increase of local connectivity have
been demonstrated [96]. Consistently, absent LTP induction and pathologically enhanced synaptic
upscaling have been revealed in this MS phenotype [57,97,98].

5. Conclusions

The appropriate interplay between anti-homeostatic and homeostatic plasticity allows the
formation of brain networks provided with peculiar characteristics associated with high resilience
to damage, including scale-free degree distribution, modularity and rich club organization (Figure 1,
left panel). We propose that altered synaptic plasticity in MS may promote both loss of hub connections
and increased local connectivity, leading to random brain network architecture and impaired remodeling
in response to damage (Figure 1, right panel). Therefore, inflammation may critically reduce brain
network resilience in MS, promoting a worse disease course. This is in line with preclinical and clinical
studies showing that the inflammatory CSF milieu critically influences MS disability progression and
impairs clinical compensation of ongoing brain damage [49]. Conversely, it has been demonstrated
that, in MS, anti-inflammatory molecules and neurotrophic factors may concur to promote a stable
disease course [99]. Accordingly, the platelet-derived growth factor has been found to be absent in
the CSF of patients with progressive MS, possibly contributing to explaining the impaired LTP-like
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plasticity expression [97]. Overall, these observations suggest that contrasting central inflammation
could limit the functional disconnection and promote efficient brain network reorganization in MS.
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and pathologically overexpressed synaptic upscaling, leading to uncontrolled neuronal 
hyperexcitability. (B) Disrupted LTP may selectively reduce hub connectivity, while overexpressed 
upscaling may contribute to increasing connectivity in the periphery. This is associated with loss of 
optimal brain network architecture as demonstrated by further random degree distribution. (C) Loss 
of LTP may selectively disrupt hub connectivity and rich club organization. Conversely, pathologic 
upscaling may promote increased local connectivity. The resulting brain network architecture 
dramatically reduces efficiency and impairs the ability to compensate for ongoing brain damage in 
MS. 

Figure 1. Different forms of synaptic plasticity cooperate to promote optimal brain network topology.
Left panel: (A) In physiological conditions, the balance between anti-homeostatic and homeostatic
plasticity allows the generation of potentiated synapses, associated with selective information processing,
and prevents uncontrolled hyperexcitability. (B) Long-term potentiation (LTP) may be specifically
involved in generating highly connected nodes (hubs); conversely, synaptic downscaling may be useful
for maintaining low connectivity in the peripheral nodes of the network. The fine-tuning between
these two forms of synaptic plasticity is required to form brain networks characterized by a scale-free
degree distribution. (C) The resulting brain network architecture is characterized by elevated efficiency
of information processing and resilience to random damage. Right panel: (A) In multiple sclerosis
(MS), neuroinflammation is associated with impaired LTP and pathologically overexpressed synaptic
upscaling, leading to uncontrolled neuronal hyperexcitability. (B) Disrupted LTP may selectively
reduce hub connectivity, while overexpressed upscaling may contribute to increasing connectivity in
the periphery. This is associated with loss of optimal brain network architecture as demonstrated by
further random degree distribution. (C) Loss of LTP may selectively disrupt hub connectivity and
rich club organization. Conversely, pathologic upscaling may promote increased local connectivity.
The resulting brain network architecture dramatically reduces efficiency and impairs the ability to
compensate for ongoing brain damage in MS.

Further studies are required to better define the relationship between CSF inflammation, synaptic
plasticity and brain network structural and functional connectivity. In particular, studies combining
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neurophysiological investigations and fMRI measures could help to clarify the significance of brain
network reorganization occurring in MS.
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AMPA α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid
CNS central nervous system
CSF cerebrospinal fluid
CIS clinically isolated syndrome
DTI diffusion tensor imaging
EAE experimental autoimmune encephalomyelitis
FC functional connectivity
fMRI functional MRI
IL interleukin
K node degree
LTD long-term depression
LTP long-term potentiation
MS multiple sclerosis
NMDA N-methyl-D-aspartate
PK degree distribution
RR relapsing-remitting
rs-fMRI resting state-functional magnetic resonance imaging
SC structural connectivity
TMS transcranial magnetic stimulation
TNF tumor necrosis factor
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Abstract: Studies of brain network connectivity improved understanding on brain changes and
adaptation in response to different pathologies. Synaptic plasticity, the ability of neurons to modify
their connections, is involved in brain network remodeling following different types of brain damage
(e.g., vascular, neurodegenerative, inflammatory). Although synaptic plasticity mechanisms have
been extensively elucidated, how neural plasticity can shape network organization is far from
being completely understood. Similarities existing between synaptic plasticity and principles
governing brain network organization could be helpful to define brain network properties and
reorganization profiles after damage. In this review, we discuss how different forms of synaptic
plasticity, including homeostatic and anti-homeostatic mechanisms, could be directly involved in
generating specific brain network characteristics. We propose that long-term potentiation could
represent the neurophysiological basis for the formation of highly connected nodes (hubs). Conversely,
homeostatic plasticity may contribute to stabilize network activity preventing poor and excessive
connectivity in the peripheral nodes. In addition, synaptic plasticity dysfunction may drive brain
network disruption in neuropsychiatric conditions such as Alzheimer’s disease and schizophrenia.
Optimal network architecture, characterized by efficient information processing and resilience, and
reorganization after damage strictly depend on the balance between these forms of plasticity.

Keywords: brain networks; connectivity; synaptic plasticity; Alzheimer’s disease (AD); schizophrenia;
long-term potentiation (LTP); synaptic scaling; resting state functional MRI (rs-fMRI)

1. Introduction

The functional properties of the brain are largely determined by the characteristics of its neurons
and the pattern of synaptic connections between them. In the last century, how information is coded
within a neuron and flows between neurons through synapses has been deeply investigated. However,
little is known about how neural plasticity shapes network organization.

Comprehension of brain networks organization has been fueled by the application of procedures
able to investigate brain connectivity in vivo [1,2] based on new theoretical/mathematical approaches
(i.e., graph theory) to extract several measures that describe network architecture and functioning [3,4].
This approach led to the identification of specific features of brain networks, such as modularity and
the presence of network hubs, that provide efficient information processing and elevated resistance to
damage [5]. Furthermore, studies in patients with neurological diseases offered the chance to explore
brain network reorganization following different types of damage [6–8].
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Synaptic plasticity refers to the ability of neurons to modify the strength of their connections and is
an important neurophysiological process involved in brain networks development and reorganization
after damage [9]. Plasticity and network organization are highly intermingled, although they
are generally studied as independent phenomena. Different forms of synaptic plasticity, namely,
anti-homeostatic (i.e., Hebbian) and homeostatic plasticity (i.e., synaptic scaling), have been described.
A fine balance between these two forms of synaptic plasticity could be crucial to maintain an optimal
brain network architecture [9].

In the present review article, we will try to link together evidence from different research
fields on the relationship between synaptic plasticity and principles of brain network organization.
We will suggest that some key features of brain networks architecture may result from the fine tuning
between different forms of synaptic plasticity. This perspective may be helpful to understand how
networks adapt in response to brain damage and to explain mechanisms of network disruption in
neuropsychiatric conditions such as Alzheimer’s disease and schizophrenia.

2. Brain Network Organization

Classical studies explored neuronal connections using reconstructions of electron micrographs of
serial sections to map neuronal local connectivity and have been used to reconstruct the structure and
connectivity of simple nervous systems, such as that of Caenorhabditis elegans and Drosophila [4,10,11].
The application of new neurophysiological and imaging tools offered the opportunity to study the
activity of different brain areas simultaneously, with different degrees of spatial and temporal resolution.
Electroencephalography (EEG) and magnetoencephalography (MEG) can be used to analyze functional
connectivity (FC) through the analysis of temporal correlations between spontaneous activity of
different regions and are characterized by elevated temporal resolution. Functional MRI (fMRI) has a
higher spatial resolution and represents the most used approach to explore brain network organization
in vivo [12,13]. Resting state-fMRI (rs-fMRI) offers the chance to explore overall brain connectivity in
healthy individuals and in different pathological conditions [14,15]. In fMRI studies, FC is calculated by
the analysis of temporal correlations between spontaneous activity of blood-oxygen-level-dependent
(BOLD) signals coming from different brain regions [2,16]. Conversely, structural connectivity (SC) can
be calculated using fiber tractography from diffusion tensor imaging (DTI) or studying the correlations
in cortical thickness between areas. Anatomically connected regions show stronger FC [17,18]; however,
functional interactions may also occur in brain areas not directly connected [17–19], and therefore, the
relationship between SC and FC requires further investigation.

Network-based studies use SC and FC data to create a comprehensive map of brain
connections [20–22]. The graph theory represents the most useful approach to model brain
networks [4,23]. According to the graph theory, a complex network can be represented as a set
of nodes and edges, respectively indicating the basic elements of the network and the relationships
between them. This approach can be used to describe complex networks with different spatial
resolution, from microscale to large-scale networks [1,5]. In large-scale networks, nodes can represent
EEG channels or regions of interest identified on MRI. The definition of edges originates from the
analysis of SC and FC between nodes. The structure of a graph can be further analyzed to extract
a set of quantitative measures describing specific properties of the network, including global and
local efficiency, modularity, and degree distribution [5]. An important parameter is the wiring cost,
expressing the energetic expenditure due to fiber tracts length and number of synaptic connections [4].

Brain networks typically show a small-world topology characterized by the prevalence of high
locally connected nodes with a relatively small number of long-distance connections, optimizing
efficient network communication and limiting wiring costs increase [24]. A simple measure able to
provide essential information about brain network organization is node degree, that is the number
of connections to a single node. The degree distribution of a graph P(k) can be defined as the
fraction of nodes having degree k. Brain networks show scale-free degree distribution, with a large
prevalence of nodes with low degree and a small number of highly connected nodes, termed hubs,
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that support efficient global information processing [25]. Furthermore, brain networks are organized
into modules composed of locally connected nodes, with long-distance connections between modules
mainly confined to hub regions [26]. Such organization supports both functional segregation of
information, which is provided by local communities of neurons highly interconnected, and integration,
which measures the efficiency of global information transfer and the ability of networks to integrate
distributed information [27].

Hubs are critical to provide efficient integration. Moreover, hubs show high inter-connectivity
generating a subnetwork of densely interconnected hub regions, the rich club, which critically
contribute to network efficiency and resilience to damage [4,26]. According to the preferential
attachment theory, during the development of brain networks, the formation of hubs mostly follows a
“rich get richer” principle, that is, the more connected nodes have greater chances to further increase
their connectivity [28].

Considering the energetic expense of hyperconnectivity, this network architecture represents an
efficient tradeoff between cost and efficiency, concentrating most connections to selected strategic
nodes [24]. Accordingly, in invertebrates and mammalians, the brain shows the same organizational
principles. Similar characteristics have been identified in several real-world complex networks, and
this architecture provides high resilience to random damage due to the numerical prevalence of
low-connected nodes [5,29]. Conversely, targeted attack to hubs may dramatically impact overall
network efficiency [30], as evidenced in specific neuropsychiatric conditions such as Alzheimer’s
disease (AD) [31] or schizophrenia [32,33].

3. Synaptic Plasticity

Neurons can modify the efficacy of synaptic connections through different forms of synaptic
plasticity, including anti-homeostatic and homeostatic mechanisms [9,34].

Long term potentiation (LTP) is one of the most studied forms of synaptic plasticity and has
been associated to learning and memory processes [35,36], as well as to clinical recovery after brain
damage [37]. LTP has been extensively investigated in hippocampal neurons [34,35] and consists of
persisting enhancement of synaptic excitability, accompanied by structural rearrangement occurring at
both the presynaptic and post-synaptic terminal [38,39]. LTP induction is associated to remodeling of
dendritic spines, including increased spine volume, stability and clustering [40–42]. LTP depends on
the activation of n-methyl-d-aspartate receptors (NMDARs) [43,44], and some key properties of this
form of synaptic plasticity directly arise from the functional characteristics of this receptor [38,45]. LTP
is cooperative, as the concomitant activation of multiple synapses favors the induction of this form of
synaptic plasticity. Moreover, LTP is associative, meaning that a weak stimulus can be reinforced if
associated with a strong one. Finally, LTP is input-specific, as only activated synapses in a neuron
undergo potentiation. One important characteristic is that LTP is associated to increased neuronal
excitability, which in turn facilitates further induction of LTP in a positive feedback loop, making LTP
an anti-homeostatic phenomenon [9]. It is important to mention that activation of NMDARs could
also induce a different form of anti-homeostatic plasticity, represented by long-term depression (LTD),
which is associated to a lasting reduction in synaptic excitability [9,46]. Moreover, LTD induction is
associated to changes in dendritic spine morphology, including marked spine shrinkage leading to
the elimination of dendritic spines [47,48]. Notably, LTD-induced spine retraction could be reversed
by subsequent LTP [48]. Although through opposite effects, LTP and LTD mutually interact to refine
neural connections during the development and to regulate cognitive processes.

Anti-homeostatic plasticity alone can lead to uncontrolled increases or decreases of neuronal
excitability (Figure 1A). The total amount of excitatory drive toward a neuron must be tightly
regulated, which is difficult to obtain if synapses are independently modified; therefore,
other mechanisms are required to stabilize neuronal activity. Persistent increase or decrease
of neuronal excitability is associated to compensatory synaptic scaling (Figure 1B). Synaptic
scaling of excitatory synapses is not regulated by NMDARs and mainly relies on the activity
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of α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptors (AMPARs). Changes in the
expression and clustering of AMPARs induce an increase (upscaling) or decrease (downscaling)
of neuronal excitability in response to opposite changes in the strength of their synaptic excitatory
inputs [49,50]. Trafficking of surface AMPARs is regulated by the expression of Arc/Arg gene [51,52].
Unlike LTP, synaptic scaling is a homeostatic negative feedback mechanism and represents a form of
hetero-synaptic plasticity, as it lacks input-specificity and involves all synapses of a given neuron.

Int. J. Mol. Sci. 2019, 20, x FOR PEER REVIEW 4 of 18 

 

response to opposite changes in the strength of their synaptic excitatory inputs [49,50]. Trafficking of 
surface AMPARs is regulated by the expression of Arc/Arg gene [51,52]. Unlike LTP, synaptic scaling 
is a homeostatic negative feedback mechanism and represents a form of hetero-synaptic plasticity, as 
it lacks input-specificity and involves all synapses of a given neuron.  

 

Figure 1. Different forms of synaptic plasticity cooperate to regulate neuronal activity. (A) LTP is 
input specific as it involves only active synapses. This form of NMDA-mediated plasticity implies 
calcium entrance in the post-synaptic terminal, which in turn induces amplified expression of AMPA 
receptors and increase of synaptic excitability, favoring further LTP expression. LTP is an anti-
homeostatic form of plasticity and could promote uncontrolled enhancement of synaptic activity, 
leading to neuronal hyperexcitability and network instability during brain networks development. 
(B) Synaptic scaling is a homeostatic form of plasticity independent of NMDA receptors activation, 
involves all synapses and is mediated by increased (upscaling) or decreased (downscaling) expression 
of AMPA receptors. A balance between anti-homeostatic and homeostatic plasticity could promote 
optimal network organization associated to efficient information processing, with coexistence of 
potentiated and silent synapses (grey spines), allowing specific and segregated information 
processing, preventing excessive increase of overall excitability. (C) Brain damage induces acute 
disconnection depriving neurons of their synaptic inputs. Synaptic scaling and LTP may cooperate to 
restore neuronal excitability, promoting initial hyperexcitability (induced by compensatory 
upscaling) and favoring chronic reorganization properly balancing homeostatic and anti-homeostatic 

Figure 1. Different forms of synaptic plasticity cooperate to regulate neuronal activity. (A) LTP is input
specific as it involves only active synapses. This form of NMDA-mediated plasticity implies calcium
entrance in the post-synaptic terminal, which in turn induces amplified expression of AMPA receptors
and increase of synaptic excitability, favoring further LTP expression. LTP is an anti-homeostatic form
of plasticity and could promote uncontrolled enhancement of synaptic activity, leading to neuronal
hyperexcitability and network instability during brain networks development. (B) Synaptic scaling is a
homeostatic form of plasticity independent of NMDA receptors activation, involves all synapses and is
mediated by increased (upscaling) or decreased (downscaling) expression of AMPA receptors. A balance
between anti-homeostatic and homeostatic plasticity could promote optimal network organization
associated to efficient information processing, with coexistence of potentiated and silent synapses (grey
spines), allowing specific and segregated information processing, preventing excessive increase of
overall excitability. (C) Brain damage induces acute disconnection depriving neurons of their synaptic
inputs. Synaptic scaling and LTP may cooperate to restore neuronal excitability, promoting initial
hyperexcitability (induced by compensatory upscaling) and favoring chronic reorganization properly
balancing homeostatic and anti-homeostatic plasticity. Abbreviations: long-term potentiation (LTP);
N-methyl-d-aspartate (NMDA); α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA).
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Homeostatic and anti-homeostatic plasticity may cooperate to maintain proper neuronal activity,
preventing hyper- or hypoexcitability and concur to reestablish neuronal activity after brain damage
(Figure 1C). LTP induction can be influenced by overall neuronal excitability so that synaptic upscaling
or changes in inhibitory balance may increase synaptic activity favoring LTP expression [53,54].
Accordingly, after brain damage, reduced GABAergic transmission in surrounding neurons could
promote functional reorganization [55,56]. Furthermore, downscaling of excitatory synapses is
important to prevent chronic hyperexcitability and to promote, in concert with LTP, selective increases
of synaptic activity.

4. Synaptic Plasticity and Brain Network Organization

Addressing the relationship between synaptic plasticity and brain network organization is
particularly difficult due to multiple reciprocal influences between brain network structure and
function. Indeed, network architecture strongly influences neuronal activity [57–64], and patterns of
neuronal activity may differently shape synaptic connections.

A fundamental characteristic of neuronal networks is the ability to produce rhythmic oscillations
in different frequency ranges, providing integration of brain functioning in physiological conditions
such as those occurring during sleep and awake [65,66]. In particular, temporal and spatial variations
of frequency are useful to obtain coordinated information processing during sensory, motor and
cognitive activities which are subserved by synchronous oscillations of neuronal networks [67–69].
The excitability state of neurons changes during oscillations so that firing probability is higher during
the depolarizing phase, whereas during the hyperpolarizing phase, neurons show less propensity
to fire in response to excitatory inputs [70,71]. Synchronous bursting of neuronal population may
induce long-lasting changes in connectivity. In particular, high-frequency bursting induces LTP,
whereas low-frequency activity is associated to LTD [35,72–74]. Furthermore, the temporal correlation
between converging inputs to neurons can bidirectionally modulate synaptic strength according to
the so-called spike timing-dependent plasticity (STDP). In particular, the firing of the presynaptic
neuron can respectively induce LTP or LTD if occurring shortly before or after the firing of the
postsynaptic neuron [75,76]. STDP provides an additional rule for Hebbian plasticity based on the
temporal association of converging activity, bridging brain network organization and neuronal activity.
This mechanism is required to form neuronal communities showing high connectivity and strongly
coordinated activity during specific processing [77]. Oscillatory activity and STDP interact to shape
effective coupling between anatomically connected areas. Intriguingly, the degree of synchrony of
neuronal discharges and neuronal firing rate could be independently adjusted [78]. Accordingly,
neurons cycling in phase with each other tend to show synchronized activity favoring synaptic LTP [79].

Previous synaptic history and state of neuronal excitability further complicate the relationship
between neuronal activity and connectivity. It has been demonstrated that repeated synaptic activation
may influence subsequent induction of Hebbian plasticity. In particular, considering that low and
prolonged calcium entry is associated to LTD whereas high calcium influx likely mediates LTP [80], it has
been proposed that changes in calcium levels into dendritic spines can modify plasticity induction [81].

Similarities existing between synaptic plasticity mechanisms and specific features of brain network
organization suggest that different forms of plasticity could be directly involved in generating
specific brain networks characteristics. LTP is anti-homeostatic, input-specific, activity-dependent and
associative. Due to its properties, LTP could be directly implicated in generating highly connected
nodes, allowing the establishment of strong and specific connections by independently acting at each
synapse [82]. In particular, the preferential attachment theory of hub formation suggests the existence
of an associative, positive feedback mechanisms which strongly follow the Hebbian plasticity rules.

Experimental studies in rats have elegantly shown that LTP induction in the perforant pathway
induced remodeling of hippocampal long-range connections [83,84]. In particular, increased
interhemispheric communication and increased connectivity has been found between the hippocampus,
the prefrontal cortex and the nucleus accumbens [83,84]. These data suggest that network effects
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of LTP induction at hubs’ level is associated to long-lasting widespread network remodeling of
brain connectivity.

It has been consistently shown that the isolated effect of anti-homeostatic positive feedback
plasticity leads to perturbation in the stability of neuronal networks, that must be counterbalanced
by negative feedback homeostatic plasticity to maintain network activity in an optimal range [9,85].
While LTP is anti-homeostatic and represents a possible substrate for hubs generation, we propose that
homeostatic plasticity, in particular synaptic scaling, may intervene to maintain low connectivity (but
still some connectivity) in the peripheral nodes of the network.

The study of brain network reorganization in response to brain damage could help to shed light on
the relationship between synaptic plasticity and brain network remodeling. Particular neuropsychiatric
conditions, such as schizophrenia and AD, in which altered plasticity is one main neurophysiological
feature [86,87], may represent useful models to investigate how synaptic plasticity alterations impact
brain network architecture. Notably, the central role of plasticity alteration has also been proposed
in other neurological conditions such as temporal lobe epilepsy. In epileptic models, the recurrence
of seizures has been associated with imbalanced excitatory and inhibitory synaptic transmission
leading to hypersynchronized neuronal activity [88,89], and epileptogenesis has been linked to altered
expression of hippocampal LTP and LTD at glutamatergic and GABAergic synapses, respectively [90].

4.1. Synaptic Plasticity Promotes Brain Network Reorganization after Damage

Both brain network architecture and synaptic plasticity play an important role in clinical
compensation of brain damage. As previously discussed, specific characteristics of brain networks
organization provide high resistance to random damage [5]. Notably, anti-homeostatic and homeostatic
plasticity could be both involved in promoting an efficient network reorganization after brain
damage [91,92].

Experimental studies pointed out that the efficiency of synaptic plasticity, and particularly of LTP,
critically influences clinical recovery (Figure 2). In animal models of brain damage (i.e., focal ischemia),
symptoms compensation relies on the ability of surviving neurons to increase their excitability, as
shown by a positive correlation between improvement in clinical scores and increased excitatory
glutamatergic transmission in perilesional area [37]. Synaptic plasticity can be explored non-invasively
in humans using transcranial magnetic stimulation (TMS). It has been demonstrated that the amount
of LTP-like plasticity inducible with different TMS protocols after brain damage, the so-called LTP
reserve, correlated with the degree of clinical recovery [93,94]. These results strongly suggest that
LTP, specifically enhancing synaptic efficacy, is a fundamental requisite for network remodeling after
brain damage.

Widespread increase in brain functional connectivity represents a common response to different
types of damage, including traumatic brain injury [95–97], stroke [98], Parkinson’s disease [99,100]
and mild cognitive impairment (MCI) [101,102]. This early-phase adaptation could be useful to
counterbalance connectivity decline and restore network functionality, delaying symptoms onset.
It has been recently proposed that selective remodeling of hub connectivity could represent an efficient
mechanism to restore network activity containing the wiring cost. The central role played by LTP in
clinical recovery agrees with the role of hubs as the preferential site for connectivity increases, according
to the positive feedback nature of both phenomena. This pattern of reorganization requires normal
functioning network hubs, and a prominent involvement of hubs has been accordingly evidenced in
different neurological conditions [8].
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Figure 2. Synaptic plasticity promotes recovery after neural damage. Healthy condition: a schematic
model representing neuronal excitatory connections. Neuron C and D receive synaptic excitatory
inputs from neurons A and B respectively. Acute damage: damage to neuron B deprives neuron D of
excitatory synaptic input leading to disconnection and symptoms appearance. Recovery of function:
clinical recovery is associated to increased excitability of the surviving A neuron that unmasks latent
synaptic connections through LTP and restores synaptic activity of neuron D.

Importantly, connectivity increases should be tightly regulated to preserve an optimal tradeoff

between cost and efficiency [8]. Homeostatic plasticity cooperates with LTP to determine optimal
brain network reorganization in both acute and chronic remodeling. In the early phases, synaptic
upscaling could induce widespread hyperexcitability favoring network hyperconnectivity, with the aim
of partially restoring network efficiency. Moreover, neuronal hyperexcitability favors LTP induction
at hub level, further increasing hubs connectivity. Homeostatic plasticity changes may therefore
regulate Hebbian plasticity expression. This could be particularly relevant also in the late phases of
network reorganization when efficient downscaling is needed to limit excessive connectivity increase,
preventing chronic diffuse hyperconnectivity and selectively shaping hub remodeling.

Another line of evidence, strongly suggesting a strict relationship between LTP induction and hub
remodeling, arises from the paradigm of cognitive reserve. Accordingly, higher levels of education,
cognitive abilities, occupation and physical activity have been correlated with reduced functional
impact of brain structural damage as demonstrated in healthy aging subjects and in neurological
patients [103–107]. In preclinical studies, environmental enrichment with physical, cognitive, and social
stimuli improved the performance in different behavioral tasks exploring memory and learning [108]
and enhanced LTP induction [109–113].

In humans, cognitive reserve has been linked to increased connectivity of hub regions. In healthy
elder subjects, higher cognitive reserve correlated with increased metabolism and functional connectivity
of the anterior cingulate cortex [114]. Similarly, higher cognitive reserve has been associated with
enhanced functional connectivity in the left frontal cortex and reduced cognitive impairment in MCI
and AD patients [115,116]. It has been proposed that cognitive reserve may promote brain network
resilience increasing hubs connectivity, thus enhancing the resistance of hubs to damage [117,118].

4.2. Synaptic Plasticity Dysfunction May Drive Brain Network Disruption

AD and schizophrenia could represent useful models to explore the relationship between LTP
expression and hubs connectivity. In particular, in AD and schizophrenia, impaired plasticity [87,119]
may be responsible for reduced hubs degree and centrality, and decreased rich club connectivity [7,
31,120]. In particular, impaired synaptic plasticity alters the synchrony of both local and distributed
neuronal oscillations and could promote brain network dysfunction [69,121,122].

AD is a neurodegenerative disease characterized by accumulation of amyloid-β (Aβ) and tau
protein [123] associated with prominent cognitive decline [124]. In the hippocampus of AD patients
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synaptic alterations have been evidenced since the early phases of the disease [125,126]. In particular,
it has been proposed that early synaptic plasticity impairment could represent a main cause of memory
deficits in AD, even independently of neurodegeneration [86,119]. Studies in animal models of AD
documented lacking hippocampal LTP induction [127–129], and pathological LTD enhancement [130].
Accordingly, it has been observed that elevated levels of soluble Aβ oligomers could reduce LTP and
promote LTD expression in the hippocampus [131–134]. It has been suggested that also impaired
homeostatic plasticity could contribute to the clinical manifestations and disease progression in AD.
In particular, altered interaction between homeostatic and anti-homeostatic plasticity in AD could
ultimately promote synaptic loss [135,136]. In line with experimental data, in early AD patients
TMS studies have confirmed that LTP-like plasticity is abolished, and LTD-like plasticity induction is
favored [86,119].

Reduced small world topology and altered connectivity, particularly in associative areas, have
been reported in AD [7,15,137–142]. In particular, it has been shown a specific involvement of hub
regions [7,30,142,143] with decreased centrality of the hippocampus and the default mode network [31].
In addition, impaired hubs connectivity has been correlated with worse cognitive performance and
reduced CSF levels of Aβ 1–42 [31]. It has been evidenced that hubs show increased Aβ deposition in
MCI, AD and even in older healthy subjects [120,141,144,145]. In fact, a growing body of evidence
leads to the hypothesis that chronic hyperconnectivity and enhanced neuronal activity could expose
hubs to Aβ deposition and neurodegeneration [8,143]. Altered synaptic plasticity expression could
explain the peculiar hubs vulnerability described in AD. In particular, impaired LTP and favored LTD
may specifically disrupt hubs connectivity leading to compensatory maladaptive upscaling in healthy
neighboring neurons, resulting in chronic hyperexcitability [135].

Schizophrenia is a highly disabling psychiatric condition characterized by positive and negative
symptoms, including hallucinations and delusions, with most of the patients showing a progressive
clinical decline [146]. The pathogenesis of schizophrenia has been classically linked to neurotransmitters
alteration [147], neurodevelopmental disorders [148] and disconnection [149].

Recently, disrupted synaptic plasticity has been proposed as a possible pathophysiological marker
of schizophrenia [87,150,151]. Accordingly, reduced spine density has been described in the prefrontal
and temporal cortices of schizophrenic patients [152–155], and altered expression and function of
NMDARs and AMPARs have been reported [156–160]. NMDARs dysfunction seems to be particularly
relevant, as NMDAR antagonists could produce symptoms which strongly resemble schizophrenia
manifestations [161]. Impaired LTP and LTD-like plasticity has been consistently reported in patients
with schizophrenia [150,151,162]. Using a TMS protocol useful to explore cortical connectivity and in
particular spike timing-dependent plasticity [163,164], reduced LTP-like plasticity has been shown
between posterior parietal and frontal cortices in schizophrenia compared to control subjects [87].

Previous studies exploring brain network organization in schizophrenia showed alterations of
several properties [165–170]. In particular, reduced hub connectivity [171] and rich club organization
have been reported in schizophrenic patients [172]. Decreased connectivity within the frontal cortex
has been considered a pathophysiological hallmark and decreased centrality in cortical and subcortical
frontal areas has been reported accordingly [166,173,174]. In line with the disconnection hypothesis,
impaired hub connectivity and reduced rich club efficiency may alter overall brain connectivity in
schizophrenia [149].

Changes in synaptic plasticity expression may explain the hubs loss seen in schizophrenia.
It has been suggested that spike timing-dependent plasticity alterations may be responsible of
progressive disconnection of prefrontal circuits [175]. Altered NMDA-mediated synaptic plasticity
reduces temporal correlation between converging inputs to connected neurons and could lead to
additional activity-dependent disconnection of prefrontal networks [175]. In fact, subverted spike
timing-dependent plasticity could induce LTD instead of LTP in prefrontal networks, ultimately
producing progressive disruption of anterior hubs and generating a persistent disconnection within
the rich club.
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5. Conclusions

Synaptic plasticity mechanisms and specific features of brain network share common principles
that contribute to explain how neural plasticity influences brain network organization. Indeed,
different forms of synaptic plasticity could be directly involved in generating specific brain networks’
characteristics. A cooperative, associative, input-specific and anti-homeostatic Hebbian plasticity is
well suited to form brain networks characterized by modules and hubs, providing segregation and
integration of information. LTP could be implicated in generating highly connected nodes that are
crucially involved in network remodeling after brain damage and also represent the specific target of
pathophysiological processes in different neuropsychiatric conditions. Conversely, homeostatic forms
of synaptic plasticity intervene to prevent excessive connectivity in the peripheral nodes, stabilizing
network activity and preventing excessive cost-efficiency increase. Finally, the fine tuning between
homeostatic and anti-homeostatic plasticity plays a key role in recovery after damage and may help to
understand how brain networks reorganize in response to different neurological conditions. Further
studies combining neurophysiological investigations and fMRI measures are required to better define
the relationship between synaptic plasticity and brain network topology.
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62. Hu, Y.; Trousdale, J.; Josić, K.; Shea-Brown, E. Motif statistics and spike correlations in neuronal networks.
BMC Neurosci. 2013, 2013, P03012. [CrossRef]
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Abstract: Caspases are a family of conserved cysteine proteases that play key roles in multiple cellular
processes, including programmed cell death and inflammation. Recent evidence shows that caspases
are also involved in crucial non-apoptotic functions, such as dendrite development, axon pruning,
and synaptic plasticity mechanisms underlying learning and memory processes. The activated form of
caspase-3, which is known to trigger widespread damage and degeneration, can also modulate synaptic
function in the adult brain. Thus, in the present study, we tested the hypothesis that caspase-3 modulates
synaptic plasticity at corticostriatal synapses in the phosphatase and tensin homolog (PTEN) induced
kinase 1 (PINK1) mouse model of Parkinson’s disease (PD). Loss of PINK1 has been previously associated
with an impairment of corticostriatal long-term depression (LTD), rescued by amphetamine-induced
dopamine release. Here, we show that caspase-3 activity, measured after LTD induction, is significantly
decreased in the PINK1 knockout model compared with wild-type mice. Accordingly, pretreatment
of striatal slices with the caspase-3 activator α-(Trichloromethyl)-4-pyridineethanol (PETCM) rescues
a physiological LTD in PINK1 knockout mice. Furthermore, the inhibition of caspase-3 prevents
the amphetamine-induced rescue of LTD in the same model. Our data support a hormesis-based
double role of caspase-3; when massively activated, it induces apoptosis, while at lower level of
activation, it modulates physiological phenomena, like the expression of corticostriatal LTD. Exploring
the non-apoptotic activation of caspase-3 may contribute to clarify the mechanisms involved in synaptic
failure in PD, as well as in view of new potential pharmacological targets.

Keywords: Parkinson’s disease; PINK1; caspase-3; striatum; synaptic plasticity; long-term depression

1. Introduction

Caspases are a highly conserved family of cysteine proteases playing a central role in the execution
phase of apoptotic cell death [1,2]. Caspases are synthesized as catalytically inactive proenzymes
and can be categorized in initiators and effectors. Initiator caspases (caspases-8, -9, -10, and -2)
require autocatalytic cleavage for maturation. Effector caspases (caspases-3, -6, and -7) are activated
by initiator caspases through a proteolytic cleavage and are responsible for degradation of structural
proteins, signaling molecules, and DNA repair enzymes [3]. Active caspases have also been detected in
non-apoptotic cells, including neurons, where they have been found to be active in dendrites, synapses,
and growth cones [4–7], not involving death-related processes [8]. A member of this family, caspase-3,
classically known as a key mediator of neuronal apoptosis, also exerts non-apoptotic functions [9,10]. In
immature central nervous system, caspases-3 modulates structural functions, including developmental
pruning of axons, dendrites, and synaptic connections, and is involved in axon degeneration induced
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by trophic factor withdrawal [11–13]. Mice lacking caspase-3 displays severe anomalies in the cerebral
cortex and forebrain, owing to defects in nervous system development [14]. In the healthy adult brain,
caspase-3 activity seems essential for physiological synaptic function and neurogenesis [15]. Both in vivo
and in vitro findings support the involvement of caspase-3 in the molecular mechanisms underlying
learning and memory processes [10,16]. Several caspase-3 substrates are key determinants of the molecular
machinery of synaptic plasticity, including α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid
(AMPA) receptor subunit GluR1 [8,17–19]. Electrophysiological experiments on the terrestrial snail
(Helix lucorum) showed that blockade of caspase-3 activity, obtained using the cell-permeable inhibitor
Z-Devd-fmk, prevented the development of the long-term synaptic sensitization, indicating that caspase-3
is essential for long-term plasticity in invertebrate neurons [20]. A further recent electrophysiology
study performed on rat hippocampal slices demonstrated that caspase-9-caspase-3 cascade, activated by
pro-apoptotic molecules released from mitochondria, is required for the internalization of glutamatergic
AMPA receptors from synapses and for the induction of long-term depression (LTD) [10]. Moreover,
pretreatment of hippocampal slices with caspase inhibitors Z-Devd-fmk and Lehd-fmk prevents
the induction of LTD at Schaffer collateral-CA1 synapses [10]. To our knowledge, the studies
available so far have focused exclusively on the role of caspase-3 on hippocampal synaptic plasticity
mechanisms. Here, we investigated whether caspase-3 plays a role in modulating synaptic plasticity
expression at corticostriatal synapses in physiological and pathological conditions. To this aim, we used
a well-characterized mouse model of autosomal recessive early-onset Parkinson’s disease (PD) [21],
the phosphatase and tensin homolog (PTEN) induced kinase 1 (PINK1) knockout mouse model [22]. As
previously demonstrated, homozygous PINK1 knockout (PINK1−/−) mice show an impaired expression
of corticostriatal LTD [22], whereas LTD is preserved in heterozygous PINK1 (PINK1+/−) mice [23].
Thus, we explored whether caspase-3 is involved in the synaptic plasticity machinery underlying
the expression of corticostriatal LTD in the PINK1 mouse model.

2. Results

2.1. Normal Intrinsic Membrane Properties of Striatal Medium Spiny Neurons (MSNs) after Pharmacological
Modulation of Caspase-3

First, we explored whether caspase-3 modulation perturbs the intrinsic membrane properties of
striatal MSNs (Table 1). MSNs’ membrane properties were analyzed from corticostriatal slices obtained
from three different PINK1 genotypes, namely PINK1+/+, PINK1+/−, and PINK1−/−, as previously
described [22,24–26]. Specifically, we measured evoked firing activity (Figure 1A,B), action potential
amplitude (Figure 1C), delay to spike threshold (Figure 1D), resting membrane potential (RMP)
(Figure 1E), and rheobase (Figure 1F).
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Figure 1. Intrinsic membrane properties of medium spiny neurons (MSNs) in phosphatase and tensin 
homolog (PTEN) induced kinase 1 (PINK1) mice after pretreatment with caspase-3 inhibitor and 
caspase-3 activator. (A) Superimposed traces showing voltage responses to current steps in both 
hyperpolarizing (−200 pA, 80 ms) and depolarizing (+400 pA, 80 ms) direction from PINK1+/+ (black 
trace), PINK1+/− (red trace), and PINK1−/− (blue trace) MSNs. No significant differences were observed 
between the three genotypes. (B) Representative single action potentials recorded from MSNs both in 
basal condition and after treatment with the caspase-3 inhibitor Z-Devd-fmk (5 µM) or with the 
caspase-3 activator α-(Trichloromethyl)-4-pyridineethanol (PETCM 30 µM) in all PINK1 genotypes. 
We did not observe significant differences between groups, in terms of upward spike, firing 
threshold, and half amplitude duration. (C–F) Whisker plots showing (C) action potential amplitude 
(PINK1+/+: 77.00 ± 3.8 mV; PINK1+/−: 78.4 ± 3.6 mV; PINK1−/−: 79.4 ± 4.02 mV; n = 9 for each group; one-
way analysis of variance (ANOVA) p > 0.05), (D) delay to first spike (PINK1+/+: 40.65 ± 1.99 ms; 
PINK1+/−: 42.13 ± 1.6 ms; PINK1−/−: 44.23 ± 2.01 ms; n = 9 for each group; one-way ANOVA p > 0.05), 

Figure 1. Intrinsic membrane properties of medium spiny neurons (MSNs) in phosphatase and tensin
homolog (PTEN) induced kinase 1 (PINK1) mice after pretreatment with caspase-3 inhibitor
and caspase-3 activator. (A) Superimposed traces showing voltage responses to current steps in
both hyperpolarizing (−200 pA, 80 ms) and depolarizing (+400 pA, 80 ms) direction from PINK1+/+

(black trace), PINK1+/− (red trace), and PINK1−/− (blue trace) MSNs. No significant differences were
observed between the three genotypes. (B) Representative single action potentials recorded from MSNs
both in basal condition and after treatment with the caspase-3 inhibitor Z-Devd-fmk (5 µM) or with
the caspase-3 activator α-(Trichloromethyl)-4-pyridineethanol (PETCM 30 µM) in all PINK1 genotypes.
We did not observe significant differences between groups, in terms of upward spike, firing threshold,
and half amplitude duration. (C–F) Whisker plots showing (C) action potential amplitude (PINK1+/+:
77.00 ± 3.8 mV; PINK1+/−: 78.4 ± 3.6 mV; PINK1−/−: 79.4 ± 4.02 mV; n = 9 for each group;
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one-way analysis of variance (ANOVA) p > 0.05), (D) delay to first spike (PINK1+/+: 40.65 ± 1.99 ms;
PINK1+/−: 42.13 ± 1.6 ms; PINK1−/−: 44.23 ± 2.01 ms; n = 9 for each group; one-way ANOVA p > 0.05),
(E) resting membrane potential (RMP) (PINK1+/+: −85 ± 3.8 mV; PINK1+/−: −87.21 ± 3.6 mV; PINK1−/−:
−79.4 ± 4.02 mV; n = 9 for each group; one-way ANOVA; RMP Z-Dved-fmk on PINK1+/+: −90.53 ± 1.59
mV; Z-Dved-fmk on PINK1+/−: −88.51 ±1.60 mV; Z-Dved-fmk on PINK1−/−: −87.10 ± 3.1 mV; n = 9
for each group; two-way ANOVA p > 0.05), and (F) Rheobase (PINK1+/+: 4201 ± 12.1 ms; PINK1+/−:
400 ± 18.1 ms; PINK1−/−: 380 ± 18 ms; n = 9 for each group; one-way ANOVA p > 0.05) values, without
significant differences between genotypes, regardless of treatment with caspase-3 inhibitor/activator.

217



In
t.

J.
M

ol
.S

ci
.2

01
9,

20
,3

40
7

Ta
bl

e
1.

El
ec

tr
op

hy
si

ol
og

ic
al

pr
op

er
ti

es
of

PI
N

K
1

M
SN

s,
in

th
e

pr
es

en
ce

of
ca

sp
as

e-
3

m
od

ul
at

or
s.

PI
N

K
1+
/+

PI
N

K
1+
/−

PI
N

K
1−
/−

Sa
li

ne
Z

-D
ed

vd
-f

m
k

PE
T

C
M

Sa
li

ne
Z

-D
ed

vd
-f

m
k

PE
T

C
M

Sa
li

ne
Z

-D
ed

vd
-f

m
k

PE
T

C
M

R
M

P
(m

V
)

−8
5.

2
±

3.
8

−9
0.

5
±

1.
6

−8
9.

5
±1

.3
−8

7.
2
±3

.6
−8

8.
5
±1

.6
−8

9.
3
±1

.7
−7

9.
4
±4

.0
−8

7.
10
±

3.
1

−8
7.

4
±

2.
2

A
P

am
pl

it
ud

e
(m

V
)

77
.0
±

3.
8

75
.8
±

1.
88

76
.8
±

3.
03

78
.4
±

3.
6

75
.0
±

2.
1

73
.1
±

2.
9

79
.4
±

4.
0

69
.5
±

4.
3

75
.3
±

2.
5

M
em

br
an

e
re

si
st

an
ce

(M
Ω

)
35

.2
±

2.
4

36
.8
±

1.
7

38
.2
±

1.
8

38
.0
±

2.
0

38
.9
±

0.
7

38
.7
±

1.
3

35
.2
±

3.
3

34
.1
±

1.
2

35
.6
±

1.
1

D
el

ay
to

fir
st

sp
ik

e
(m

s)
40

.5
±

1.
99

41
.2
±

1.
3

42
.3
±

1.
6

42
.1
±

1.
6

43
.8
±

1.
6

42
.9
±

1.
5

44
.2
±

2.
0

44
.7
±

1.
8

46
.0
±

0.
3

R
he

ob
as

e
(p

A
)

42
1
±

12
41

8
±

9
44

4
±

11
40

0
±

18
37

3
±

6
38

7
±

12
38

0
±

18
37

6
±

6
36

6
±

15

C
or

tic
os

tr
ia

ta
ls

lic
es

fr
om

PI
N

K
1+

/+
,P

IN
K

1+
/−

,a
nd

PI
N

K
1−

/−
m

ic
e

w
er

e
ra

nd
om

ly
as

si
gn

ed
to

sa
lin

e
so

lu
tio

n
(v

eh
ic

le
),

or
to

sa
lin

e
so

lu
tio

n
pl

us
ei

th
er

th
e

ca
sp

as
e-

3
in

hi
bi

to
r

Z
-D

ev
d-

fm
k

(5
µ

M
)o

r
th

e
ca

sp
as

e-
3

ac
tiv

at
or

PE
TC

M
(3

0
µ

M
).

A
ft

er
1

h
pr

et
re

at
m

en
ta

tr
oo

m
te

m
pe

ra
tu

re
,e

ac
h

br
ai

n
sl

ic
e

w
as

tr
an

sf
er

re
d

in
to

th
e

re
co

rd
in

g
ch

am
be

r
an

d
co

nt
in

uo
us

ly
pe

rf
us

ed
w

ith
th

e
sa

m
e

d
ru

g,
d

u
ri

ng
th

e
en

ti
re

ex
p

er
im

en
ta

lp
er

io
d

.
P

ha
rm

ac
ol

og
ic

al
tr

ea
tm

en
tw

it
h

ve
hi

cl
e,

Z
-D

ve
d

-f
m

k,
or

P
E

T
C

M
d

id
no

ta
lt

er
M

SN
s’

in
tr

in
si

c
ex

ci
ta

bi
lit

y
p

ro
p

er
ti

es
,a

s
w

el
l

as
th

e
R

M
P

(T
ab

le
1;

Fi
gu

re
1A

–F
;o

ne
-w

ay
an

al
ys

is
of

va
ri

an
ce

(A
N

O
VA

)p
>

0.
05

).

218



Int. J. Mol. Sci. 2019, 20, 3407

2.2. Unaltered Glutamatergic Short-Term Synaptic Plasticity after Pharmacological Modulation of Caspase-3

Excitatory postsynaptic potentials (EPSPs) were evoked by 0.1 Hz stimulation of corticostriatal
fibers (Figure 2A). Slice perfusion with either PETCM (Figure 2B,D) or Z-Devd-fmk (Figure 2C,D) did
not modify amplitude and slope of the EPSPs recorded from MSNs of all genotypes (Figure 2B–D).
The input–output relationship was obtained by increasing stimulus intensity and by measuring
the peak amplitude and slope of the evoked EPSP. No significant differences among groups were
observed (Figure 2A–D; n ≥ 6 for each condition, two-way ANOVA p > 0.05). Glutamatergic short-term
synaptic plasticity was assessed with a paired-pulse protocol, consisting of paired stimulation (50 ms
interstimulus interval, ISI) delivered at 0.1 Hz in picrotoxin (PTX, 50 µM). Paired stimulation produced
a similar response in all genotypes [22,23,27]. A comparable facilitation of synaptic transmission
(PPF) was induced in PINK1−/− corticostriatal slices (Figure 2E) after incubation in saline solution
(Figure 2Fa), PETCM (Figure 2Fb), or Z-Devd-fmk (Figure 2Fc). Similarly, PPR measured in PINK1+/+

and PINK1+/− MSNs in the different experimental conditions did not show any significant differences
(Figure 2E).
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Figure 2. Pretreatment with caspase-3 inhibitor and activator does not affect evoked synaptic 
responses in PINK1 MSNs. Stimulation of corticostriatal fibers in the presence of Picrotoxin (PTX, 50 
µM) produced glutamatergic excitatory postsynaptic potentials (EPSPs). Input–output (I/O) curves 
were built by measuring the amplitude of EPSPs evoked by increasing intensities of stimulation. (A) 
The I/O relationships were not significantly different between the three PINK1 genotypes. The inset 
shows representative superimposed traces of a single recording. (B) Treatment with PETCM (30 µM) 
did not induce significant differences neither among the three genotypes nor as compared with non-
treated MSNs. (C) Similarly, treatment with Z-Devd-fmk (5 µM) did not affect the I/O curves in any 

Figure 2. Pretreatment with caspase-3 inhibitor and activator does not affect evoked synaptic responses
in PINK1 MSNs. Stimulation of corticostriatal fibers in the presence of Picrotoxin (PTX, 50 µM)
produced glutamatergic excitatory postsynaptic potentials (EPSPs). Input–output (I/O) curves were
built by measuring the amplitude of EPSPs evoked by increasing intensities of stimulation. (A) The I/O
relationships were not significantly different between the three PINK1 genotypes. The inset shows
representative superimposed traces of a single recording. (B) Treatment with PETCM (30 µM) did not
induce significant differences neither among the three genotypes nor as compared with non-treated
MSNs. (C) Similarly, treatment with Z-Devd-fmk (5µM) did not affect the I/O curves in any experimental
condition. (D) Plots showing EPSP slope values recorded from PINK1+/+ (black), PINK1+/−
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(red), and PINK1−/− (blue) MSNs treated with vehicle, PETCM, or Z-Devd-fmk. No significant
differences were observed among groups (50 µA stimulus: PINK1+/+: 3.84 ± 0.27 mV/ms, n = 11;
PINK1+/−: 3.5 ± 0.66 mV/ms, n = 10; PINK1−/−: 3.6 ± 0.3 mV/ms, n = 10; PINK1+/+ in Z-Devd-fmk:
4.21 ± 0.3 mV/ms, n = 10; PINK1+/− in Z-Devd-fmk: 4.8 ± 0.61 mV/ms, n = 10; PINK1−/− in Z-Devd-fmk:
4.01 ± 0.72 mV/ms, n = 8; PINK1+/+ in PETCM: 4.4 ± 0.6 mV/ms, n = 8; PINK1+/− in PETCM:
4.78 ± 1.02 mV/ms, n = 7; PINK1−/− in PETCM: 4.21 ± 0.53 mV/ms, n = 8; two-way ANOVA p > 0.05).
(E,F) Paired-pulse facilitation (50 ms ISI) was similar in all PINK1 genotypes, both in saline solution
and after pharmacological treatment. (E) The plot shows paired-pulse ratio (PPR) values, defined as
EPSP2/EPSP1 ratio (PPR: PINK1+/+: 1.2 ± 0.16, n = 6; PINK1+/−: 1.23 ± 0.14, n = 6; PINK1−/−: 1.28 ± 0.12,
n = 6; PINK1+/+ in Z-Devd-fmk: 1.28 ± 0.12, n = 9; PINK1+/+ in PETCM: 1.2 ± 0.10, n = 9; PINK1+/−

in Z-Devd-fmk: 1.32 ± 0.02, n = 9; PINK1+/− in PETCM: 1.30 ± 0.16, n = 9; two-way ANOVA p >

0.05). (F) Representative paired recordings of EPSPs from PINK1−/− MSNs after treatment with saline
solution (a, black traces), PETCM (b, red traces), and Z-Devd-fmk (c, blue traces) (PPR: PINK1−/− in
saline: 1.32 ± 0.10, n = 9; PINK1−/− in Z-Devd-fmk: 1.25 ± 0.14, n = 9; PINK1−/− in PETCM: 1.32 ± 0.10,
n = 9; one-way ANOVA p > 0.05).

2.3. Corticostriatal LTD Expression Requires Caspase-3 Activation

We previously reported the loss of both corticostriatal LTD and LTP in homozygous PINK1−/−
mice [2] and sparing of LTD in heterozygous PINK1+/− mice [23]. Considering previous studies
investigating the role of caspase-3 in the expression of hippocampal LTD [10], we aimed at assessing
whether modulation of caspase-3 could influence the expression of corticostriatal LTD in the PINK1
mouse model.

In a first set of experiments, we assessed whether the inhibition of caspase-3 by Z-Devd-fmk could
disrupt the physiological LTD observed both in PINK1+/+ and PINK1+/−mice (Figure 3A–C). Incubation
in Z-Devd-fmk (5 µM/1 h) of PINK1+/+ (Figure 3A,D) and PINK1+/− (Figure 3B,D) corticostriatal
slices prevented LTD expression. In light of these results, supporting caspase-3 requirement for
corticostriatal LTD expression, we tested whether the activation of caspase-3 could be sufficient to
rescue LTD defect in PINK1−/− neurons. Therefore, PINK1−/− corticostriatal slices were treated with
the caspase-3 activator PETCM. Indeed, in this condition, we obtained a complete rescue of LTD
expression in PINK1−/− MSNs (Figure 4A,C). Our previous results showed that amphetamine was
able to rescue LTD in PINK1−/− corticostriatal slices. Thus, we performed further experiments in
the presence of the caspase-3 inhibitor Z-Devd-fmk plus amphetamine, to verify if the activation of
caspase-3 is involved in the amphetamine-mediated rescue of LTD. These experiments showed that
when caspase-3 activation was blocked, amphetamine was no longer able to rescue LTD in PINK1−/−
MSNs (Figure 4B,D).
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Figure 3. Long-term depression (LTD) in PINK1+/+ and PINK1+/− mice is suppressed by caspase-3 
inhibition. (A,B) Top. Time-course of LTD in PINK1+/+ and PINK1+/− mice. Stimulus intensity was 
raised to reach threshold level for high-frequency stimulation (HFS). The amplitude of EPSPs was 
plotted over-time as percentage of the pre-HFS control EPSP. (A) HFS of corticostriatal glutamatergic 
afferents elicited a robust LTD in MSNs recorded from PINK1+/+ mice (black dots), but not after 
pretreatment with the caspase-3 inhibitor Z-Dved-fmk (5 µM) (white dots) (PINK1+/+ in Z-Devd-fmk: 
98.25% ± 2.12% of control, n = 8; Student’s t-test p > 0.05; PINK1+/+ in saline: 63.70% ± 3.09% of control, 
n = 6; Student’s t-test p < 0.05). (B) Similarly, Z-Dved-fmk treatment suppressed LTD expression in 
PINK1+/− mice (PINK1+/− in Z-Devd-fmk: 105.69% ± 3.0% of control, n = 8, Student’s t-test p > 0.05; 
PINK1+/− in saline: 61.44% ± 1.28% of control, n = 10; Student’s t-test p < 0.05). Each data point 
represents the mean ± SEM of eight independent observations for each group. Bottom. Sample traces 
of representative EPSPs recorded before (pre) and 30 min after (post) HFS in PINK1+/+ and PINK1+/− 
mice, both in control condition and after treatment with Z-Dved-fmk. (C) Plot summarizing 
corticostriatal LTD expression in PINK1 mice. (D) The plot summarizes the loss of corticostriatal LTD 
after Z-Dved-fmk treatment in PINK1+/+ and PINK1+/− genotypes. 

Figure 3. Long-term depression (LTD) in PINK1+/+ and PINK1+/− mice is suppressed by caspase-3
inhibition. (A,B) Top. Time-course of LTD in PINK1+/+ and PINK1+/− mice. Stimulus intensity was
raised to reach threshold level for high-frequency stimulation (HFS). The amplitude of EPSPs was
plotted over-time as percentage of the pre-HFS control EPSP. (A) HFS of corticostriatal glutamatergic
afferents elicited a robust LTD in MSNs recorded from PINK1+/+ mice (black dots), but not after
pretreatment with the caspase-3 inhibitor Z-Dved-fmk (5 µM) (white dots) (PINK1+/+ in Z-Devd-fmk:
98.25% ± 2.12% of control, n = 8; Student’s t-test p > 0.05; PINK1+/+ in saline: 63.70% ± 3.09% of control,
n = 6; Student’s t-test p < 0.05). (B) Similarly, Z-Dved-fmk treatment suppressed LTD expression in
PINK1+/− mice (PINK1+/− in Z-Devd-fmk: 105.69% ± 3.0% of control, n = 8, Student’s t-test p > 0.05;
PINK1+/− in saline: 61.44% ± 1.28% of control, n = 10; Student’s t-test p < 0.05). Each data point
represents the mean ± SEM of eight independent observations for each group. Bottom. Sample traces of
representative EPSPs recorded before (pre) and 30 min after (post) HFS in PINK1+/+ and PINK1+/− mice,
both in control condition and after treatment with Z-Dved-fmk. (C) Plot summarizing corticostriatal
LTD expression in PINK1 mice. (D) The plot summarizes the loss of corticostriatal LTD after Z-Dved-fmk
treatment in PINK1+/+ and PINK1+/− genotypes.
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Figure 4. Long-term depression impairment in PINK1−/− MSNs is rescued by caspase-3 activation. 
(A,B) Top. Time-course of LTD in PINK1−/− mice. (A) HFS-protocol did not elicit LTD in MSNs 
recorded from PINK1−/− mice (blue dots), but induced the expression of physiological LTD after 
pretreatment with the caspase-3 activator PETCM (30 µM) (empty dots) (PINK1−/− in PETCM: 61.63% 
± 1.40% of control, n = 8; Student’s t-test p < 0.05; PINK1−/− in saline: 98.55% ± 2.7.% of control, n = 6; 
Student’s t-test p > 0.05). (B) Treatment whit amphetamine (100 µM) was also able to rescue LTD in 
PINK1−/− mice (dark blue dots). However, combined treatment with amphetamine plus Z-Dved-fmk 
failed to rescue LTD in the same PINK1 genotype (green dots) (PINK1−/− in amphetamine: 60.15% ± 
3.67% of control, n = 6; Student’s t-test p < 0.05; PINK1−/− in Z-Devd-fmk + amphetamine: 101% ± 3.08% 
of control, n = 6; Student’s t-test p > 0.05). Bottom. Sample traces of representative EPSPs recorded 
before (pre) and 30 min after (post) HFS in PINK1−/− mice, in all the described experimental conditions. 
(C,D) The plots summarize the rescue of corticostriatal LTD after either PETCM or amphetamine 
treatment and the loss of LTD after combined treatment with amphetamine plus Z-Dved-fmk in 
PINK1−/− mice. 

2.4. Caspase-3 Activity is Lower in PINK1−/− Mice after High Frequency Stimulation 

Figure 4. Long-term depression impairment in PINK1−/− MSNs is rescued by caspase-3 activation.
(A,B) Top. Time-course of LTD in PINK1−/−mice. (A) HFS-protocol did not elicit LTD in MSNs recorded
from PINK1−/− mice (blue dots), but induced the expression of physiological LTD after pretreatment
with the caspase-3 activator PETCM (30 µM) (empty dots) (PINK1−/− in PETCM: 61.63% ± 1.40% of
control, n = 8; Student’s t-test p < 0.05; PINK1−/− in saline: 98.55% ± 2.7.% of control, n = 6; Student’s
t-test p > 0.05). (B) Treatment whit amphetamine (100 µM) was also able to rescue LTD in PINK1−/−

mice (dark blue dots). However, combined treatment with amphetamine plus Z-Dved-fmk failed to
rescue LTD in the same PINK1 genotype (green dots) (PINK1−/− in amphetamine: 60.15% ± 3.67%
of control, n = 6; Student’s t-test p < 0.05; PINK1−/− in Z-Devd-fmk + amphetamine: 101% ± 3.08%
of control, n = 6; Student’s t-test p > 0.05). Bottom. Sample traces of representative EPSPs recorded
before (pre) and 30 min after (post) HFS in PINK1−/− mice, in all the described experimental conditions.
(C,D) The plots summarize the rescue of corticostriatal LTD after either PETCM or amphetamine
treatment and the loss of LTD after combined treatment with amphetamine plus Z-Dved-fmk in
PINK1−/− mice.
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2.4. Caspase-3 Activity is Lower in PINK1−/− Mice after High Frequency Stimulation

In addition to electrophysiological experiments, we performed a colorimetric assay in order to
measure caspase-3 activity in all PINK1 genotypes. First, we analyzed striatal slices from wild type
mice, incubated with high doses of PETCM (100 µM, 1 h, 37 ◦C), and compared them with naïve
samples (untreated slices). As expected, PETCM was able to induce a drastic increase in caspase-3
activity (Figure S1; naïve absorbance = 0.0285 ± 0.0077, n = 3; PETCM absorbance = 0.14550 ± 0.01768;
n = 3; Student’s t-test p < 0.05), supporting the reliability of the assay. The levels of caspase-3 activation
measured after PETCM treatment were in accordance with caspase-3 assay performed on cell lysates
and suggestive of apoptosis [24].

Next, we repeated the colorimetric assay in striatal slices obtained from the three genotypes in
different experimental conditions: non-treated slices (CTRL), post-HFS slices, and post-HFS slices
preincubated with low doses of PETCM (30 µM, 1 h, 32 ◦C) (Figure 5). We obtained similar low
levels of caspase-3 activation in the CTL condition in all genotypes. Interestingly, after HFS protocol,
we observed a significant decrease of caspase-3 activation only in PINK1−/− mice, compared with
the other genotypes. In light of these results, we treated PINK1−/− slices with PETCM (30 µM, 1 h,
32 ◦C) before HFS stimulation. In this condition, we observed rescue of PINK1−/− post-HFS caspase-3
activity to levels similar to PINK1+/+ and PINK1+/− mice.

Int. J. Mol. Sci. 2019, 20, x FOR PEER REVIEW 11 of 19 

In addition to electrophysiological experiments, we performed a colorimetric assay in order to 
measure caspase-3 activity in all PINK1 genotypes. First, we analyzed striatal slices from wild type
mice, incubated with high doses of PETCM (100 µM, 1 h, 37 °C), and compared them with naïve
samples (untreated slices). As expected, PETCM was able to induce a drastic increase in caspase-3 
activity (Figure S1; naïve absorbance = 0.0285 ± 0.0077, n = 3; PETCM absorbance = 0.14550 ± 0.01768;
n = 3; Student’s t-test p < 0.05), supporting the reliability of the assay. The levels of caspase-3 activation 
measured after PETCM treatment were in accordance with caspase-3 assay performed on cell lysates 
and suggestive of apoptosis [24]. 

Next, we repeated the colorimetric assay in striatal slices obtained from the three genotypes in
different experimental conditions: non-treated slices (CTRL), post-HFS slices, and post-HFS slices 
preincubated with low doses of PETCM (30 µM, 1 h, 32 °C) (Figure 5). We obtained similar low levels
of caspase-3 activation in the CTL condition in all genotypes. Interestingly, after HFS protocol, we 
observed a significant decrease of caspase-3 activation only in PINK1−/− mice, compared with the 
other genotypes. In light of these results, we treated PINK1−/− slices with PETCM (30 µM, 1 h, 32 °C)
before HFS stimulation. In this condition, we observed rescue of PINK1−/− post-HFS caspase-3 activity
to levels similar to PINK1+/+ and PINK1+/− mice. 

Figure 5. Caspase-3 biochemical assay showed low levels of caspase-3 in PINK1−/− mice after HFS. 
Non-treated (CTL) brain slices obtained from the three genotypes did not show significant differences 
in caspase-3 activity levels (PINK1+/+: absorbance = 0.048 ± 0.023, n = 6; black column; PINK1+/−: 
absorbance = 0.052 ± 0.007, n = 3; red column; PINK1−/−: absorbance = 0.057 ± 0.020, n = 6; blue column; 
one-way ANOVA and Tukey post hoc test, p > 0.05). Caspase-3 activity measured post-HFS was 
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2.5. Analysis of Glutamate Vesicular Release in the Different PINK1 Genotypes

In different animal models of monogenic PD, such as LRRK2, α-synuclein, Parkin, and DJ-1, an
impairment of membrane trafficking and synaptic release has been shown [22,28–31]. This altered 
neurotransmitter release has been interpreted as a dysregulation of synaptic vesicle mobilization
and/or trafficking. In physiological conditions, the exocytosis process ensures the correct synaptic 

Figure 5. Caspase-3 biochemical assay showed low levels of caspase-3 in PINK1−/− mice after HFS.
Non-treated (CTL) brain slices obtained from the three genotypes did not show significant differences
in caspase-3 activity levels (PINK1+/+: absorbance = 0.048 ± 0.023, n = 6; black column; PINK1+/−:
absorbance = 0.052 ± 0.007, n = 3; red column; PINK1−/−: absorbance = 0.057 ± 0.020, n = 6; blue column;
one-way ANOVA and Tukey post hoc test, p > 0.05). Caspase-3 activity measured post-HFS was significantly
reduced in PINK1−/− slices compared with other genotypes (PINK1+/+: absorbance = 0.070 ± 0.017, n = 6;
black column; PINK1+/−: absorbance = 0.061±0.017, n = 3; red column; PINK1−/−: absorbance = 0.042±0.010,
n = 5; blue column; one-way ANOVA and Tukey post hoc test, * p < 0.05). If slices were pretreated with
the activator of caspase-3, PETCM, the same HFS protocol induced similar levels of caspase-3 activity
(PINK1+/+: absorbance = 0.070 ± 0.015, n = 6; black column; PINK1+/−: absorbance = 0.066 ± 0.006, n = 3;
red column; PINK1−/−: absorbance = 0.064 ± 0.008, n = 6; blue column; one-way ANOVA and Tukey post
hoc test, p > 0.05). Data are represented as mean ± SD.

2.5. Analysis of Glutamate Vesicular Release in the Different PINK1 Genotypes

In different animal models of monogenic PD, such as LRRK2, α-synuclein, Parkin, and DJ-1,
an impairment of membrane trafficking and synaptic release has been shown [22,28–31]. This altered
neurotransmitter release has been interpreted as a dysregulation of synaptic vesicle mobilization
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and/or trafficking. In physiological conditions, the exocytosis process ensures the correct synaptic
activity, while in these forms of monogenic PD, a reduced vesicle mobilization or trafficking impairs
transmitter release, thereby altering synaptic function [23,24]. To this regard, we performed additional
experiments to evaluate whether PINK1 knockout could influence vesicular release. To this aim,
a 30 s 30 Hz stimulation protocol [32] in PTX (50 µM) was applied to trigger multiple EPSCs.
As expected, this protocol induced a synaptic depression in all PINK1 genotypes (Figure 6A–C).
However, in PINK1−/− slices, the decline of EPSCs amplitude showed a slightly different profile,
compared with PINK1+/+ and PINK1+/− (Figure 6D). This different synaptic depression rate can be
explained by a decrease in vesicular release probability [32,33].
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Figure 6. Effect of caspase-3 activation on synaptic responses to sustained electrical stimulation
in PINK1−/− MSNs. (A) Time-course of synaptic responses to sustained stimulation (30 Hz, 30 s)
in PINK1+/+ MSNs. Current peak amplitudes are reported as mean ± SEM. In the inset, the first
and last EPSC from a representative experiment are shown. (B) Time course of synaptic responses in
PINK1+/− MSNs shows a similar response to sustained stimulation. (C) In PINK−/− MSNs, we observed
a faster depression kinetics after the 12th stimulus. (D) In PINK1+/+ MSNs, the normalized current
curve shows an initial fast depression, followed by a slow fall of response. The fit was used to
measure the time constant of synaptic depression, which appeared slightly different in PINK1−/−

mice compared with PINK1+/+ and PINK1+/− mice. Decay time constants: PINK1+/+: 18.88 ± 0.8
ms, n = 4; PINK1+/−: 18.68 ± 0.56 ms, n = 5; PINK1−/−: 12,43 ± 2.43 ms, n = 6; ANOVA and Tukey
post hoc, p < 0.05). (E) Time-course of synaptic responses to sustained stimulation in the presence of
amphetamine (100 µM) (blue) and PETCM (30 µM) (gray). No significant differences were observed
among the three genotypes when PINK1−/− was treated by either amphetamine. (F) No differences were
detected between normalized curves obtained from PINK1−/− MSNs treated with either amphetamine
or PETCM. Time constants: PINK1−/− plus amphetamine: 19.28 ± 0.93 ms, n = 6; p > 0.05 vs. PINK1−/−;
PINK1−/− plus PETCM: 17.22 ± 0.86 ms, n = 4; p > 0.05 vs. PINK1−/−.

We previously demonstrated a consistent decrease in evoked dopamine release in PINK1−/− striatal
slices by amperometric recordings [22,23]. This release impairment was rescued by the exogenous
application of amphetamine. Recently, Avelar and colleagues demonstrated that amphetamine can
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increase vesicular release in the dorsal striatum, by stimulating dopamine synthesis and inhibiting
dopamine degradation [34]. Moreover, amphetamine induces adaptations in glutamatergic signalling,
regulating the glutamate release via glutamate transporters [35–37]. Therefore, we tested whether
amphetamine could restore neurotransmitter release in PINK1−/− striatum. As expected, in 100 µM
amphetamine, PINK1−/− MSNs showed a vesicular release profile similar to the other genotypes,
with comparable time constants (Figure 6E,F). Given the role of caspase-3 in neuronal synaptic processes,
we repeated the experimental recordings in the presence of the caspase-3 activator PETCM (30 µM, 1 h).
Surprisingly, in PINK1−/− MSNs, PETCM treatment was able to rescue vesicular release, as witnessed
by the change in time constant (Figure 6E,F). These results suggest a possible involvement of caspase-3
in striatal synaptic release.

3. Discussion

Several studies support the role of caspase-3 in non-apoptotic cell-functions, including synaptic
structural remodeling and synaptic plasticity mechanisms. Here, we provide evidence that caspase-3
plays a modulatory role in the expression of LTD at corticostriatal synapses, both in physiological
and pathological conditions. We demonstrate that in PINK1 wild type mice, which express
a physiological corticostriatal LTD [22], inhibition of caspase-3 by Z-Devd-fmk prevents the induction
of this form of plasticity. Moreover, the impairment of striatal LTD in PINK1 knockout mice [22] can
be restored by activation of caspase-3 mediated by α-(Trichloromethyl)-4-pyridineethanol (PETCM).
We also demonstrate that caspase-3 modulators per se were not able to induce any change in intrinsic
excitability properties in MSNs, as well as in paired pulse modulation. A number of studies support
an additional role of caspase-3, because, besides its well-known involvement in apoptotic mechanisms,
it acts as a key modulator of many other neuronal processes, including regulation of synaptic
plasticity [9,10]. In this respect, Li and colleagues explored the function of caspase-3 in synaptic
plasticity in hippocampal neurons in a caspase-3 knockout mouse model, demonstrating that this
protease, activated via the mitochondrial pathway, is necessary for LTD expression, acting through
regulation of the inducible internalization of AMPA receptors [10]. Although the exact mechanism by
which caspase-3 promotes synaptic processes remains to be elucidated, it has been hypothesized that
a fine modulation of caspase-3 activity exists at various levels, including the synaptic terminal, where it
ensures physiological cellular activities unrelated to cell death. Thus, whether the cell is directed
towards apoptosis or plasticity depends on the intensity and duration of caspase-3 activation [15].
Accordingly, the signaling mechanisms involved in LTD are closely linked to those implicated in cell
death and survival, and it is likely that caspase-3 acts on substrates that are involved in synaptic
plasticity, as has been shown for the protein kinase Akt1 [10]. In fact, proteolysis of Akt1 by caspase-3
is not only required for cell death program, but may also represent a key molecular step for LTD
induction [38].

A growing body of evidence suggests the importance of the mitochondrial apoptotic pathway
in the induction of LTD [1,4,9,38]. The mitochondrial intrinsic apoptotic pathway is engaged by
BAD activation, a pro-apoptotic protein, which belongs to the Bcl-2 family [39]. BAD activates
BAX, which induces the mitochondrial outer membrane permeabilization (MOMP) [40], which,
in turn, promotes the cytosolic release of cytochrome c, with consequent activation of caspase-9
and caspase-3. During the expression of LTD, the BAD-induced caspase activation is necessary
to promote AMPA receptor endocytosis and the expression of long-term synaptic plasticity [39].
This is confirmed by experiments on BAD knockout mice, which show deficient caspase-3 activation
and AMPA receptor internalization, and the absence of LTD [39,41]. BCL-XL, another member of
the Bcl-2 family located on the outer mitochondrial membrane, plays an anti-apoptotic role by inhibiting
BAX [38]; it has been demonstrated that also overexpression of BCL-XL inhibits LTD [10]. In this
scenario, PINK1 protein can be considered a key actor too. PINK1 and BCL-XL colocalize at the outer
mitochondrial membrane, and Arena and colleagues showed that PINK1 can protect cell against
apoptosis by phosphorylating BCL-XL, preventing its pro-apoptotic cleavage [41]. The interaction
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between these two proteins would take place only on depolarized mitochondria, suggesting a specific
role for this molecular mechanism in mitochondria physiopathology [41]. Moreover, data support
a crucial function of PINK1 in mitochondria-dependent apoptosis [42]. PINK1 acts as a neuroprotective
protein, protecting cells from damage-mediated mitochondrial dysfunction [43]. PINK1 mutations
impair mitochondrial complex I activity, causing mitochondrial membrane depolarization and increased
vulnerability to stress [44], and also affecting crucial cellular processes including neurotransmitter
release from presynaptic terminals, which unavoidably impairs long-term synaptic plasticity [22,26,44].
Compelling evidence suggests a complex interaction among mitochondrial intrinsic apoptotic pathway,
PINK1, and the long-term synaptic plasticity machinery, where caspase-3 may act as a sensor whose
activation degree may determine either the cell fate or the expression of long-term synaptic plasticity.

We hypothesize that a fine modulation of caspase cascade exits at corticostriatal synapses, and that
PINK1 deficiency, impairing mitochondrial functional integrity, may also perturb these downstream
mechanisms, leading to synaptic dysfunction.

As previously demonstrated, amphetamine acts as an indirect agonist of dopamine receptor,
facilitating vesicular dopamine [45] and glutamate release in the striatum [46–48], which can explain its
capacity to restore synaptic plasticity deficit in the PINK1 model [22]. Besides the well-known ability
of amphetamine to increase dopamine transmission, it may also trigger activation of caspase-3 [49].
This evidence could in part explain the failed activation of caspase-3 in our knockout PINK1 model, given
the link between the mitochondrial BCL-2/Beclin complex and the absence of PINK1. In this regard,
our results suggest that the rescue of LTD exerted by amphetamine in the PINK1 homozygous mouse can
be ascribed to caspase-3 activation. This hypothesis is further supported by the finding that caspase-3
inhibition by Z-Devd-fmk completely blocked LTD amphetamine-mediated rescue. Further studies
are required to establish the precise mechanism of this involvement. However, we hypothesize that
caspase 3 is involved in striatal synaptic plasticity processes in our transgenic PINK1 mouse model.

4. Material and Methods

4.1. Animals

The Animal Care and Use Committees of University of Rome “Tor Vergata” and IRCCS Fondazione
Santa Lucia, and the Italian Ministry of Health approved the experiments (Aut. Nr. 517/2016-PR).
All the experiments were carried out in accordance to the Directive EU 2010/63 on the protection of
animals used for scientific purposes, and the implementation of the directive by Italian legislature:
DLS/26 04/03/2014. Mice were generated and characterized as previously reported [22]. Homozygous
(PINK1−/−) and heterozygous (PINK1+/−) mice and their wild-type littermates (PINK1+/+) were bred
at our animal house. All experiments were performed blindly. Body weight and animal welfare
were monitored throughout the duration of experiments. For genotyping, DNA was isolated from
mouse-tail using the Extract-N-Amp Tissue PCR Kit (Sigma-Aldrich, Milan, Italy) and processed
as previously described [26].

4.2. Electrophysiology

Mice (2–3 months of age) were sacrificed by cervical dislocation and the brain was immediately
removed from the skull and cut with a vibratome (Leica Microsystems, Buccinasco, Milan, Italy)
in Krebs’ solution (126 NaCl, 2.5 KCl, 1.3 MgCl2, 1.2 NaH2PO4, 2.4 CaCl2, 10 glucose, 18 NaHCO3,
all expressed in mM), bubbled with 95% O2 and 5% CO2, as previously described [25,26]. Sagittal
corticostriatal slices (300 µm thick) were maintained in oxygenated Krebs’ solution for 60 min to
recover, then transferred into a recording chamber, continuously superfused with oxygenated Krebs’
solution at 32–33 ◦C. Sharp-electrode recordings of striatal medium spiny neurons (MSNs) were
performed in the current-clamp configuration, by using intracellular borosilicate electrodes filled
with 2M KCl (30–60 MΩ). Signal acquisition and off-line analysis were performed with Axoclamp
2B amplifiers and pClamp 10.2 (Axon instruments, Molecular Devices, LLC. San Jose, CA, USA).
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A bipolar electrode was placed in the corpus callosum to evoke glutamatergic corticostriatal excitatory
postsynaptic potentials (EPSPs), in the presence of picrotoxin (PTX, 50 µM), a gamma-aminobutyric
acid-A (GABA-A) receptors antagonist. The current–voltage (I–V) relationship was assessed by
applying 10 mV steps (0.3 s duration) ranging from −140 to −40 mV. A negative step of −10 mV was
utilized to measure membrane resistance. Paired-pulse facilitation (PPF) was evaluated by delivering
two stimuli at 50 ms interstimulus interval (ISI), in PTX (50 µM) and measuring the EPSP2/EPSP1
ratio (PPR). For vesicular release experiments, multiple EPSPs were evoked by electric stimulation
(30 Hz stimulation frequency, 30 s duration) to induce glutamate release [50,51]. High-frequency
supra-threshold stimulation (HFS, three trains 100 Hz, 3 s, 20 s apart) was delivered to induce
long-term depression (LTD). For each cell, the amplitude of EPSPs was averaged and plotted over-time
as percentage of the mean amplitude of pre-HFS control EPSP. A further set of recordings was performed
after preincubation of corticostriatal slices with caspase-3 modulators, the inhibitor Z-Devd-fmk (5 µM)
and the activator PETCM (30 µM), respectively, applied for 1 h, at room temperature [10].

Synaptic responses were also recorded in the whole-cell configuration of the patch-clamp technique.
Neurons were visualized using infrared differential interference contrast (IR-DIC) video microscopy
in the dorsal striatum, as described [52]. Recordings were made with an Axopatch 200 amplifier
(Axon instruments, Molecular Devices, LLC. San Jose, CA, USA), using borosilicate glass pipettes
(1.5 mm outer diameter, 0.86 inner diameter) pulled on a P-97 Puller (Sutter Instruments, Novato,
CA 94949, USA). Pipette resistances ranged from 2.5 to 5 MΩ. Membrane currents were continuously
monitored, and access resistance measured in voltage-clamp was in the range of 5–30 MΩ prior to
electronic compensation (60%–80% routinely used). Data were acquired with Clampex 10.6 software
((Axon instruments- Molecular Devices, LLC. San Jose, CA, USA). The pipette internal solution
included (in mM): K+-gluconate (125), NaCl (10), CaCl2 (1.0), MgCl2 (2.0), 1,2-bis (2-aminophenoxy)
ethane-N,N,N,N-tetra-acetic acid (BAPTA) (1), Hepes (10), guanosine 5′-triphosphate (GTP) (0.3) Mg-
adenosine triphosphate (ATP) (2.0); pH adjusted to 7.3 with potassium hydroxide KOH. Pirotoxin
(50 µM) was added to block GABA-A currents.

4.3. Caspase-3 Biochemical Assay

Corticostriatal slices (300 µm thick) from PINK1+/+, PINK1+/−, and PINK1−/− mice were weighed
and homogenized with a motor-driven pestle for two twenty-strokes cycles, with freezing and thawing of
samples. After centrifugation at 10,000× g for 10 min at 4 ◦C, the supernatant was assessed by Bradford
assay. A total of 150 µg total proteins for each genotype was processed according to manufacturer’s
protocol (Abcam AB39401). The 96-well plate was incubated at 37 ◦C for 60 min and the output was
measured (OD 405 nm) on a microplate reader, Thermo Fisher Scientific Multiskan GO.4.3.

4.4. Statistical Analysis

For electrophysiological experiments, we recorded one single MSN for each brain slice, and at
least six MSNs for each experimental condition. The number of animals used was at least three
for each condition. Power analysis was used to determine the sample size required for different
sets of experiments, in accordance to the principle of scientific reduction (Russell and Burch 1959).
All data are presented as mean ± standard error mean (SEM). Data were analyzed off-line using
Clampfit 10.7 and Adalta Origin 2016. Student’s t-test was used to evaluate statistical differences
between two groups. One-way analysis of variance (ANOVA) followed by post-hoc Tukey was
used to compare groups. Two-way ANOVA was used to analyze the effect of multiple variables on
all genotypes. An analysis of variance with Tukey’s post-hoc test was performed among groups.
Alpha was set at 0.05; the null hypothesis was rejected for p ≤ alpha and the experimental hypothesis
was accepted. Vesicular release was calculated using the cumulative amplitude analysis [52,53] after
protocol induction of 30 Hz/30 sec [33]. The time course of synaptic responses to sustained stimulation
was plotted in function of cumulative amplitude. Data plotted represent the means of 4/6 independent
recordings ± SEM. Data plotted were fitted in function of time, and the time constant, relative to rapid
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synaptic depression, was calculated by Boltzmann fit. All differences by genotypes were analyzed by
ANOVA followed by post hoc test.

For biochemical experiments, we obtained eight different slices from each animal. Data were
analyzed using Adalta Origin 2016 software. One-way ANOVA followed by post-hoc Tukey was used
to compare groups. t-test was used for all other conditions. Statistical significant was fixed at p < 0.05.
All the data are shown as mean ± standard deviation (SD).

4.5. Drug Sources

Picrotoxin, (+)−MK801, and CNQX were purchased from Tocris Cookson, Bristol, UK.
The genotyping kit was provided by Sigma Aldrich, Milan, Italy. Caspase inhibitors and activators
were purchased from Tocris Cookson, Bristol, UK. All other drugs were purchased from Panreac
Química, Castellar del Vallès (Barcelona, Spain). Caspase-3 Assay Kit (Colorimetric) was provided by
Abcam, Cambridge, UK.

5. Conclusions

Our findings support the idea that the mitochondrial-dependent caspase pathway plays a critical role
in synaptic depression and that activity of caspase-3 is crucial for the expression of LTD in the PINK1 mouse
model of PD. Indeed, in our experiments, a low level of caspase-3, completely insufficient to drive the cells
toward apoptosis, could contribute to activating the molecular mechanisms involved in synaptic plasticity
and could restore the impairment of LTD in our animal model. Exploring the non-apoptotic activation
and modulation of caspase-3 may contribute to a better comprehension of caspases’ anti-apoptotic
involvement at corticostriatal level, as well as help to clarify the mechanisms involved in synaptic failure
in the pathophysiology of PD [54,55], also in view of rationale therapeutic approaches for counteracting
PD progression. Furthermore, in a broader view, low-non-lethal levels of caspase-3 may be involved in
cellular mechanisms relevant also for other neurodegenerative diseases [56]. The evidence of a biphasic
response of caspase-3 activation gives us a new prospective to investigate the pathophysiology of
neurodegenerative disorders.
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Abstract: Glucocorticoids are produced by the adrenal cortex and regulate cell metabolism in a
variety of organs. This occurs either directly, by acting on specific receptors in a variety of cells,
or by stimulating catecholamine expression within neighbor cells of the adrenal medulla. In this
way, the whole adrenal gland may support specific metabolic requirements to cope with stressful
conditions from external environment or internal organs. In addition, glucocorticoid levels may
increase significantly in the presence of inappropriate secretion from adrenal cortex or may be
administered at high doses to treat inflammatory disorders. In these conditions, metabolic alterations
and increased blood pressure may occur, although altered sleep-waking cycle, anxiety, and mood
disorders are frequent. These latter symptoms remain unexplained at the molecular level, although
they overlap remarkably with disorders affecting catecholamine nuclei of the brainstem reticular
formation. In fact, the present study indicates that various doses of glucocorticoids alter the expression
of genes and proteins, which are specific for reticular catecholamine neurons. In detail, corticosterone
administration to organotypic mouse brainstem cultures significantly increases Tyrosine hydroxylase
(TH) and Dopamine transporter (DAT), while Phenylethanolamine N-methyltransferase (PNMT) is
not affected. On the other hand, Dopamine Beta-Hydroxylase (DBH) increases only after very high
doses of corticosterone.

Keywords: glucocorticoids; noradrenaline; dopamine; tyrosine hydroxylase; reticular formation;
dopamine transporter

1. Introduction

Glucocorticoids are produced from the adrenal cortex and may be administered as a drug.
These compounds spread to the whole extracellular space to regulate a variety of functions. The amount
of glucocorticoids present is key to regulating inflammation [1,2], cell proliferation [3], pain [4–7] and
cell metabolism [8,9] in a variety of organs. In this way, glucocorticoids produce a variety of effects,
which are seminal for homeostasis. The anatomical connections between the adrenal cortex and adrenal
medulla, due to a specific capillary network, determine high glucocorticoids concentrations focally at
the level of the adrenal medulla, where they promote catecholamine synthesis and shift noradrenaline
into adrenaline cells through epigenetic effects [10–14]. High levels of glucocorticoids may occur
during prolonged stressful conditions [15–17] or as a consequence of inappropriate production
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primarily within the adrenal cortex [18,19] or they may increase following abnormal pituitary ACTH
production [20–22]. Similarly, exogenous administration of glucocorticoids is a common way to
treat a variety of disorders, including chronic inflammatory diseases. In all these circumstances,
glucocorticoids produce multiple effects, which may lead to Cushing syndrome [23]. This syndrome
features altered plasma glucose level [24], abnormally high pressure [25], altered distribution of lipids in
the body [26], thinning of the skin [27], and muscle atrophy, mostly in the lower limb [28]. Neurological
alterations are common, featuring mood disorders [29], altered sleep-waking cycle [30], autonomic
dysfunction [31], anxiety [32], and movement disorders [33]. Neuropsychiatric symptoms occurring in
Cushing syndrome are still lacking a clear molecular explanation and even the brain regions being
affected remain under debate. Most behavioral symptoms persist for a considerable amount of time,
even when normal glucocorticoid levels are re-established back to control values. This suggests that
exposure to high levels of corticosteroid produces plastic changes of neuronal phenotype, which persist
over time. This is similar to the phenotypic shift which normally takes place within adrenal medulla.
Thus, we wondered whether prolonged high corticosteroids levels may produce a phenotypic shift
within catecholamine containing cells of central nervous system (CNS). All catecholamine nuclei are
placed in a small region within the caudal part of the CNS known as the brainstem. These nuclei are
highly interconnected within the brainstem reticular formation, which contains noradrenaline (NA),
dopamine (DA) and adrenaline (A) cell groups. Despite these nuclei being placed in a small brain
area, their axons spread to the entire CNS. This may help to understand why small nuclei, from a
restricted brain region, regulate a variety of functions which are key for survival. These functions are
the sleep-waking cycle, mood regulation, central control of blood pressure, and anxiety. A number
of functions of these reticular nuclei overlap with those affected during exposure to high levels of
glucocorticoids. In the present study we challenged the hypothesis that glucocorticoids may shift
the nuclei of the reticular formation towards a catecholamine phenotype. To test this experimental
issue, we selected “ad hoc” experimental settings. Since altered blood levels of corticosteroids may
alter brainstem catecholamine nuclei indirectly, due to blood pressure and metabolic changes, we
set up an experimental setting allowing us to establish the “pure” direct effects of glucocorticoids on
brainstem reticular nuclei. Therefore, instead of an intact CNS with blood vessels and peripheral nerve
connections, we used organotypic cultures of mouse brainstem to work within quite preserved short
neural networks without risking the bias of non-specific systemic influences drove by blood supply or
nerve afferents from the whole body. In this way we could rule out the effects of systemic glucocorticoids.
Thus, a potential shift in specific gene and protein expression could be reliably attributed to a focal
influence of glucocorticoids on these nuclei. This was further validated by occluding the very same
effects when applying focally a glucocorticoid receptor antagonist. In order to consider the potential
influence of endogenous corticosteroids in the cell growth serum (which is mandatory to sustain cell
survival) we measured corticosteroid levels in the cell medium, which turned out to be way below the
lowest dose administered exogenously (0.0067 µM compared with 0.1 µM, respectively). The lack of
any influence in the present data of serum glucocorticoids was further demonstrated by administering
the receptor antagonist, mifepristone, which did not vary the phenotype of controls, while it prevented
the effects produced by exogenously administered glucocorticoids.
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2. Results

2.1. TH Increases within Organotypic Cultures Following Incubation with Corticosterone

ELISA analysis showed that the medium culture contains a negligible quantity of corticosterone
(0.0067 µM) compared to those selected for the study: 0.1, 0.5, 1, and 200 µM.

These doses were selected in order to reproduce a moderate (0.1–1 µM) to massive, frankly toxicant
(200 µM) corticosterone stimulation on the basis of previous studies [34–37]. In order to assess the
effect of glucocorticoids on the brainstem, we exposed organotypic cultures following a subdivision of
the brainstem in two blocks: the anterior part (also defined as rostral brainstem, from Bregma= −4.3 to
Bregma= −6.3) and the posterior part (also defined as the caudal brainstem, from Bregma= −6.3 to
Bregma= −7.8) (Figure 1A–C).

Corticosterone concentrations ranging from 0.1 to 1 µM did not induce apoptosis, as shown by
unchanged value of Bax/Bcl2 mRNA ratio (Figure 1D,E). However, real time PCR analysis showed
a marked upregulation of TH mRNA level in the caudal part which was absent in the rostral part
(Figure 2A), while the effect was significant in the caudal part (Figure 2B). Such a rostro-caudal
difference is consistent with a remarkable amount of glucocorticoid receptors mRNA levels in the
caudal compared with negligible amount in the rostral part of the mouse brainstem (Figure 2C). The
glucocorticoid receptor–dependency of such an effect was confirmed by administering the selective
glucocorticoid receptor antagonist mifepristone (10 µM), which suppresses the increase of TH mRNA
levels in the caudal part of the brainstem (Figure 2D). Remarkably, mifepristone did not modify TH
mRNA levels measured in controls, which indicates a lack of effective stimulation of glucocorticoid
receptors potentially induced by glucocorticoids detectable in trace amounts within horse serum or even
in the medium culture. The increase in TH mRNA levels was consistent with glucocorticoid-induced
increase in the TH protein as roughly measured by Western blot analysis (Figure 2E), in very same
part of the brainstem for the very same corticosterone doses (0.1, 0.5 or 1 µM, at 24 h). Consistently,
immunohistochemistry provided evidence for an increase in TH-immune-staining affecting the caudal
part of the brainstem, mostly at the level of A1/C1 nuclei (Figure 2F).

In a separate set of experiments, we assessed the effect of a neurotoxic concentration of
corticosterone on the catecholamine system of the mouse brainstem. To this aim, organotypic
cultures from the mouse brainstem were treated for 24 h with 200 µM of corticosterone [38–40]. The
neurotoxic effect was detected as a significant increase of the Bax/Bcl2 mRNA ratio in cultures of whole
mouse brainstem at 24 h of incubation with the highest dose of corticosterone (Figure 3A). Despite
a pro-apoptotic evidence, real time PCR and western blot analyses following the highest dose of
corticosterone indicate a robust increase in the TH mRNA (Figure 3B) and protein (Figure 3C) when
measured from the whole mouse brainstem. However, no effect was observed in the rostral part
(Figure 3D), thus the increase of TH mRNA was selectively due to a remarkable effect within the caudal
part (Figure 3E). This recapitulates what observed for low doses of corticosterone. This was confirmed
by the increased density of TH immune-staining in A1/C1 and A2/C2 regions of the caudal brainstem
(Figure 3F).
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Figure 1. Organotypic cultures of the mouse brainstem. (A) Plates of brain atlas corresponding to the 
level chosen for rostral (1–4) and caudal (5–7) slices to set up organotypic cultures. (B) Authentic 
organotypic slices cultured from mouse brainstem. (C) Map of catecholamine nuclei of the mouse 
brainstem from pons to medulla oblongata from Bregma= −4.3 to Bregma= −7.8. The diagram shows 
the anatomical localization of each brainstem catecholamine nuclei. From each brainstem, 16 coronal 
sections (250 µm thickness) were sampled with a 250 µm interval. Eight sections were treated with 
vehicle (Veh), while 8 were administered various corticosterone (CS) doses. The diagram shows the 
rostro-caudal extension of the rostral (from Bregma= −4.3 to Bregma= −6.3) and the caudal part (from 
Bregma= −6.3 to Bregma= −7.8) of the mouse brainstem. (D,E) Real time PCR analysis of the Bax/Bcl2 
mRNA ratio in organotypic cultures of the rostral or caudal part of the mouse brainstem at 24 h 
vehicle (Veh, ethanol 0.01%) or CS (0.1, 0.5 or 1 µM in ethanol 0.01%) incubation. The value reported 
for the vehicle in Figure 1D was standardized based on vehicle of Figure 1C. This means that in 
baseline conditions, the BAX/Bcl2 ratio is higher in the caudal compared with rostral brainstem.  

Figure 1. Organotypic cultures of the mouse brainstem. (A) Plates of brain atlas corresponding to the level
chosen for rostral (1–4) and caudal (5–7) slices to set up organotypic cultures. (B) Authentic organotypic
slices cultured from mouse brainstem. (C) Map of catecholamine nuclei of the mouse brainstem from
pons to medulla oblongata from Bregma= −4.3 to Bregma= −7.8. The diagram shows the anatomical
localization of each brainstem catecholamine nuclei. From each brainstem, 16 coronal sections (250
µm thickness) were sampled with a 250 µm interval. Eight sections were treated with vehicle (Veh),
while 8 were administered various corticosterone (CS) doses. The diagram shows the rostro-caudal
extension of the rostral (from Bregma= −4.3 to Bregma= −6.3) and the caudal part (from Bregma=

−6.3 to Bregma= −7.8) of the mouse brainstem. (D,E) Real time PCR analysis of the Bax/Bcl2 mRNA
ratio in organotypic cultures of the rostral or caudal part of the mouse brainstem at 24 h vehicle (Veh,
ethanol 0.01%) or CS (0.1, 0.5 or 1 µM in ethanol 0.01%) incubation. The value reported for the vehicle
in Figure 1D was standardized based on vehicle of Figure 1C. This means that in baseline conditions,
the BAX/Bcl2 ratio is higher in the caudal compared with rostral brainstem.
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Figure 2. Corticosterone increases TH expression in the mouse brainstem. (A,B) Real time PCR analysis of 
TH mRNA in cultures from the rostral or caudal part from the mouse brainstem at 24 h vehicle (Veh, 
ethanol 0.01%) or CS (0.1, 0.5 or 1 µM in ethanol 0.01%) incubation. (C) Real time PCR analysis of 
glucocorticoid receptors (GR) mRNA. (D) Real time PCR analysis of TH mRNA in cultures of the 
caudal part at 24 h incubation with either vehicle (Veh, ethanol 0.01%) or CS (0.1 µM in ethanol 
0.01%) in the presence or absence of the selective GR receptors antagonist mifepristone (Mif, 10 µM). 
(E) Western blot analysis of TH in organotypic cultures of the caudal part of the brainstem at 24 h 
incubation with either vehicle (Veh, ethanol 0.01%) or CS (0.1, 0.5 or 1 µM). (F) Immunofluorescence 
of TH in the A1/C1 catecholamine area of the caudal part of the brainstem at 24 h incubation with 
either vehicle (Veh, ethanol 0.01%) or CS (0.1, or 1 µM). Densitometry of immunofluorescence was 
expressed in arbitrary units. All values are expressed as the means±SEM. * p < 0.05 compared with 
vehicle. 

Figure 2. Corticosterone increases TH expression in the mouse brainstem. (A,B) Real time PCR analysis of
TH mRNA in cultures from the rostral or caudal part from the mouse brainstem at 24 h vehicle (Veh,
ethanol 0.01%) or CS (0.1, 0.5 or 1 µM in ethanol 0.01%) incubation. (C) Real time PCR analysis of
glucocorticoid receptors (GR) mRNA. (D) Real time PCR analysis of TH mRNA in cultures of the caudal
part at 24 h incubation with either vehicle (Veh, ethanol 0.01%) or CS (0.1 µM in ethanol 0.01%) in the
presence or absence of the selective GR receptors antagonist mifepristone (Mif, 10 µM). (E) Western
blot analysis of TH in organotypic cultures of the caudal part of the brainstem at 24 h incubation with
either vehicle (Veh, ethanol 0.01%) or CS (0.1, 0.5 or 1 µM). (F) Immunofluorescence of TH in the A1/C1
catecholamine area of the caudal part of the brainstem at 24 h incubation with either vehicle (Veh,
ethanol 0.01%) or CS (0.1, or 1 µM). Densitometry of immunofluorescence was expressed in arbitrary
units. All values are expressed as the means±SEM. * p < 0.05 compared with vehicle.
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Figure 3. A high dose of corticosterone increases TH expression in the mouse brainstem. (A) Real 
time PCR analysis of the Bax/Bcl2 mRNA ratio in the whole mouse brainstem at 24 h incubation with 
either vehicle (Veh, ethanol 0.66%) or CS (200 µM in ethanol 0.66%). (B) Real time PCR analysis of TH 
mRNA level and (C) western blot analysis of TH protein within the whole mouse brainstem at 24 h 
incubation with either vehicle (Veh, ethanol 0.66%) or CS (200 µM in ethanol 0.66%). (D,E) Real time 
PCR analysis of TH mRNA within the rostral or caudal and part of the brainstem at 24 h incubation 
with either vehicle (Veh, ethanol 0.66%) or CS (200 µM in ethanol 0.66%). (F) Immunofluorescence of 
TH in the A1/C1 and A2/C2 catecholamine areas of the caudal brainstem at 24 h incubation with 
either vehicle (Veh, ethanol 0.66%) or CS (200 µM in ethanol 0.66%). Densitometry of 
immunofluorescence is expressed in arbitrary units. All values are expressed as the means ± SEM. * p 
< 0.05 compared with the vehicle. 

Figure 3. A high dose of corticosterone increases TH expression in the mouse brainstem. (A) Real
time PCR analysis of the Bax/Bcl2 mRNA ratio in the whole mouse brainstem at 24 h incubation with
either vehicle (Veh, ethanol 0.66%) or CS (200 µM in ethanol 0.66%). (B) Real time PCR analysis of TH
mRNA level and (C) western blot analysis of TH protein within the whole mouse brainstem at 24 h
incubation with either vehicle (Veh, ethanol 0.66%) or CS (200 µM in ethanol 0.66%). (D,E) Real time
PCR analysis of TH mRNA within the rostral or caudal and part of the brainstem at 24 h incubation
with either vehicle (Veh, ethanol 0.66%) or CS (200 µM in ethanol 0.66%). (F) Immunofluorescence of
TH in the A1/C1 and A2/C2 catecholamine areas of the caudal brainstem at 24 h incubation with either
vehicle (Veh, ethanol 0.66%) or CS (200 µM in ethanol 0.66%). Densitometry of immunofluorescence is
expressed in arbitrary units. All values are expressed as the means ± SEM. * p < 0.05 compared with
the vehicle.
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2.2. Low Doses of Corticosterone Increase DAT mRNA and Protein without Altering PNMT and DBH

We examined whether TH increased expression was associated with changes in the expression
of the noradrenergic marker DBH and/or the adrenergic marker PNMT. Our data did not show any
differences in the expression of DBH and PNMT mRNA levels in organotypic cultures of the caudal
part or the whole brainstem in response to treatment with low corticosterone doses (0.1, 0.5 or 1 µM)
(Figure 4A,B). Similarly, Western blot analysis did not show any difference in DBH expression level
in the caudal part of the brainstem in response to low concentrations of corticosterone (0.1, 0.5 or
1 µM) (Figure 4C). On the other hand, mRNA expression level of the dopaminergic marker DAT
was significantly increased in cultures from the caudal part of the brainstem (Figure 4D). This effect
depends on the stimulation of corticosterone receptor since it was occluded by the receptor antagonist
mifepristone (Figure 4E). It is remarkable that the very same dose of mifepristone did not modify
the DAT mRNA expression level in vehicle-treated cultures, thus ruling out an effective role for the
negligible amount of corticosteroid we measured in the culture medium.

Similarly to mRNA levels, Western blotting of the DAT indicates an increased protein level in
organotypic cultures from the caudal part of the brainstem (Figure 4F).

When the highest doses of corticosterone was administered, PNMT and DBH mRNA levels were
still similar to the vehicle when measured in the whole brainstem (Figure 5A,B). In contrast, the highest
dose of corticosterone increased mRNA DAT levels even when measured in the whole brainstem
(Figure 5C). Unexpectedly, when the DBH protein was immunoblotted in the caudal brainstem, the
highest dose of corticosterone produced a significant increase (Figure 5D), which was not documented
following the low doses. This suggests that despite the DA phenotype being triggered by low doses of
corticosterone, a noradrenergic phenotype may be induced by corticosterone on the mouse brainstem
during extreme corticosterone stimulation.

Incidentally, when the DAT levels were tested with Ponceau-stained dot blotting the highest dose
of corticosterone replicated the increase in DAT protein documented in the brainstem for the whole
range of low doses at western blotting.
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the brainstem at 24 h incubation with either vehicle (Veh, ethanol 0.01%) or corticosterone (CS, 0.1, 
0.5 or 1 µM). (E) Real time PCR of the DAT within the caudal part of the brainstem at 24 h incubation 
with either vehicle or CS (0.1 µM), in the presence or absence of the selective glucocorticoid receptors 
antagonist mifepristone (Mif, 10 µM). (F) Western blot of DAT within the caudal part of the 
brainstem at 24 h incubation with either vehicle (Veh, ethanol 0.01%) or corticosterone (CS, 0.1, 0.5 or 
1 µM). The lines of the βActin are the same showed in the Figure 2E as the western blot for DAT was 
performed by incubating with the anti-DAT primary antibody the very same membrane used for TH 
immunoblotting. All values are expressed as the means±SEM. * p < 0.05 compared with the vehicle. ** 
p < 0.05 compared with the vehicle and CS. 

Figure 4. Corticosterone increases DAT expression without modifying DBH and PNMT expression in the mouse
brainstem. Real time PCR of (A) the adrenergic marker PNMT and (B) the noradrenergic marker DBH
within the caudal part of the brainstem at 24 h incubation with either vehicle (Veh, ethanol 0.01%) or
corticosterone (CS, 0.1, 0.5 or 1 µM). (C) Western blot of DBH within the caudal part of the brainstem at
24 h incubation with either vehicle (Veh, ethanol 0.01%) or corticosterone (CS, 0.1, 0.5 or 1 µM). (D) Real
time PCR of the dopaminergic marker (DAT) within the caudal part of the brainstem at 24 h incubation
with either vehicle (Veh, ethanol 0.01%) or corticosterone (CS, 0.1, 0.5 or 1 µM). (E) Real time PCR
of the DAT within the caudal part of the brainstem at 24 h incubation with either vehicle or CS (0.1
µM), in the presence or absence of the selective glucocorticoid receptors antagonist mifepristone (Mif,
10 µM). (F) Western blot of DAT within the caudal part of the brainstem at 24 h incubation with either
vehicle (Veh, ethanol 0.01%) or corticosterone (CS, 0.1, 0.5 or 1 µM). The lines of the βActin are the same
showed in the Figure 2E as the western blot for DAT was performed by incubating with the anti-DAT
primary antibody the very same membrane used for TH immunoblotting. All values are expressed as
the means±SEM. * p < 0.05 compared with the vehicle. ** p < 0.05 compared with the vehicle and CS.
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Figure 5. The highest dose of corticosterone increases DBH expression without modifying PNMT expression in
the mouse brainstem. Real time PCR of (A) the adrenergic marker PNMT, (B) the noradrenergic marker
DBH and (C) the dopaminergic marker (DAT) in the whole mouse brainstem at 24 h incubation with
either vehicle (Veh, ethanol 0.66%) or CS (200 µM in ethanol 0.66%). (D) Western blot of DBH within
the caudal part of the brainstem at 24 h incubation with either vehicle (Veh, ethanol 0.66%) or CS
(200 µM in ethanol 0.66%). (E) Dot blots of DAT in the whole mouse brainstem at 24 h incubation with
either vehicle (Veh, ethanol 0.66%) or CS (200 µM in ethanol 0.66%) support data shown at Western
blotting. Values are expressed as the means±SEM. * p <0.05 compared with the vehicle.

3. Discussion

In the present manuscript, an increased expression of specific catecholamine-related genes
and proteins within mouse caudal brainstem reticular nuclei is documented. These effects occur
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differently following different doses of corticosterone, ranging from the effects occurring during
stressful conditions, or during Cushing syndrome, up to a high toxic concentration.

These data were obtained using organotypic cultures from the mouse brainstem. The cultures
were obtained by dissecting thick slices sampled along the whole rostro-caudal extent of the pons and
medulla oblongata, ruling out the midbrain.

This experimental setting allowed us to assess the pure effect of corticosterone exposure on the
catecholamine system within brainstem local networks, while ruling out the potential bias due to
systemic effects induced by whole body corticosterone administration.

These organotypic cultures allow visualizing neuronal aggregates in their coronal extent with a
fair preservation of local circuitries. Of course, the effects of distant neural connections are lost in these
experimental conditions, although the authentic effects of corticosterone on catecholamine markers can
be inferred more reliably. At caudal brainstem level, a marked increase in the catecholamine enzyme
TH is documented. This is a key finding since TH is the rate-limiting step in catecholamine biosynthesis.
The increase of TH documented here consisted both in mRNA and protein level. The tissue
immunofluorescence confirmed increased density of TH immune-staining at the level of A1/C1 area
in the caudal brainstem. Remarkably, the Th gene owns highly conserved glucocorticoid-responsive
elements [41,42]. In the present study, the susceptibility of the caudal compared with rostral brainstem
to corticosterone-induced TH expression was found to be consistently related to the impressive
expression of glucocorticoid receptors in the caudal brainstem compared with the rostral brainstem.
The site-specific regulation of TH expression according to a regional gradient of glucocorticoids
receptors may underlie phenotype development of catecholamine neurons under glucocorticoids
stimulation, which appear at the birthdate in rodent pups [43].

High density of glucocorticoid receptors also occurs within mesencephalic DA nuclei where, based
on their nuclear translocation they are supposed to alter cell phenotype to influence the meso-limbic
and meso-striatal DA system [44]. Within this context, it is noteworthy that the amount of meso-striatal
DA axons is increased following administration of prednisolone in rodents following damage with the
DA neurotoxin 6-hydroxydopamine (6-OHDA) [45]. Remarkably, DA uptake was already reported
to be increased as a consequence of increased DAT expression in mice following restraint stress [46].
Nonetheless, so far no study was able to assess an epigenetic mechanism underlying these effects.
Further studies analyzing the innumerous connections among the cascade which regulate gene
expression will eventually elucidate the molecular mechanism underlying the glucocorticoid regulation
of the DAT gene. Such an effort is expected to produce some results during future years since so far,
no evidence in available genomic database is present to point to a significant molecular hypothesis.
A similar conundrum exists for the Dbh gene which in our extreme experimental conditions (the
highest dose of corticosterone) was increased as well.

In line with previous studies in the midbrain, the catecholamine nuclei being investigated here
also possess glucocorticoid receptors [47–51].

This is in line with data obtained in the present study showing an increase in TH mRNA and
protein levels in the brainstem, which correspond to a higher TH immunoreactivity as shown in
representative figures of A1/C1 as well as A2/C2. These data suggest that glucocorticoid administration
produces a phenotypic shift towards a catecholamine phenotype of hind brainstem reticular neurons.
The present data do not contradict the finding of Makino et al. [52] and Zhang et al. [53] who published
that stress was also inducing TH expression in a glucocorticoid-independent manner.

In fact, the experimental setting provided by organotypic cultures allowed us to dissect only the
direct effects of glucocorticoids on these nuclei independently of systemic effects (increased blood
pressure, altered blood glucose and others) which may be produced by systemic glucocorticoids levels,
which may in fact increase TH expression in a glucocorticoid-independent manner.

A specific point of the manuscript consists in the measurement of glucocorticoid effects in the
caudal brainstem catecholamine nuclei. In order to explain the different response to in vitro treatment
with corticosterone between the anterior and the posterior portion of the mouse brainstem, we
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performed a real time PCR quantification of glucocorticoid receptor mRNA. This study allowed
for demonstrating higher level of receptor expression in the posterior compared with the anterior
mouse brainstem. This is in line with the data provided here and it confirms the high expression
of glucocorticoid receptors in the catecholamine cell groups of the posterior brainstem described by
Harfstrand et al. [48].

Remarkably, there may be opposite changes in TH expression depending on which catecholamine
nucleus in the reticular formation is considered. Thus, LC which possess a low amount of glucocorticoid
receptor appear to undergo a reduced TH expression under the effects of glucocorticoids [49], which
confirms a reduced number of glucocorticoid receptors we measured here at rostral level as well
as the lack of response of these nuclei to glucocorticoids. In contrast, the nucleus of the solitary
tract (which roughly correspond to ala cinerea and the A2/C2 area in its catecholamine containing
cells) was reported to increase TH content following exposure to glucocorticoids [54]. Again, this
confirms the impressive amount of glucocorticoid receptor at caudal level of the brainstem measured
here (Figure 2C). Apart from glucocorticoids modulation of TH expression, to our knowledge, the
present study was the first to investigate the expression of mRNA and protein levels of DAT, which
is specific DA marker. Despite no alterations were observed neither for PNMT nor for DBH at low
doses, glucocorticoids induce an increase in mRNA and protein levels for DAT in the caudal brainstem
reticular formation. Remarkably, glucocorticoids may modulate DAT expression in the lower brainstem,
which is critical for a variety of functions. So far, increased DAT expression was only investigated in
the midbrain by Virdee et al. [55]. These authors demonstrated that antenatal glucocorticoid exposure
increases in the adulthood the number of midbrain DA neurons concomitantly with striatal DA fibers.
just like what was previously shown in the adult substantia nigra and VTA [56,57]. Consistently, Niwa
et al. [58] demonstrated that glucocorticoids mediate the stress-induced increase in the expression of
TH within midbrain DA neurons in the adolescent brain. Altogether, these findings demonstrated that
midbrain DA neurons are sensitive to glucocorticoids, which increase their catecholamine phenotype.
The findings provided here extend these effects to catecholamine neurons of the caudal brainstem
showing that a potential phenotypic shift takes place within reticular nuclei due to an increase in DA
markers. This is expected to play a key role in the effects produced by the caudal catecholamine cell
groups such as blood pressure, breathing, autonomic functions, alertness and anxiety. Remarkably,
these correspond to some items, which vary during the Cushing syndrome.

4. Materials and Methods

4.1. Organotypic Brainstem Cultures

For organotypic brainstem, cultures were used postnatal day 18 C57Bl6/J derived from breading
in house C57Bl6/J mice (Charles River, Calco, LC, Italy). The animals were rapidly sacrificed, brains
dissected and coronally cut with the vibratome Leica VT1200S (Leica Biosystems, Buccinasco, MI,
Italy). Slices of 250 µm of thickness were cut along the whole rostro-caudal extension of the pons and
medulla oblongata (from Bregma= −4.3 to Bregma= −7.8) without including the midbrain (Figure 1A).
We obtained 16 sections/brainstem for an extension of 4 mm. All sections were collected in sterile
artificial cerebrospinal fluid (ACSF, 1 mM calcium chloride, 10 mM D-glucose, 4 mM potassium chloride,
5 mM magnesium chloride, 26 mM sodium bicarbonate, 246 mM sucrose) and placed onto a sterile
0.4 µm pore membrane (Merck Millipore, Billerica, MA, USA, Cat# PICM03050, lot n◦: R6DA39745)
within a 6-well plate. Sections were cultured in 6-well plates at 37 ◦C and 5% CO2 with 1 mL/well of
the following culture medium: 50% MEM/HEPES, 25% Heat Inactivated Horse Serum, 25% Hank’s
solution, 2 mM NaHCO3, 6.5 mg/mL glucose, 2 mM glutamine, 100 IU/mL penicillin and 100 mg
streptomycin, pH 7.2. Sections were incubated for five days and the medium was changed every
two days. All animal experiments were approved by Italian Ministry of Health (N◦ 1065/2016-PR,
7 November 2016).
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4.2. Corticosterone ELISA

The corticosterone levels in the culture medium was measured with a corticosterone enzyme-linked
immunosorbent assay kit (ELISA; Abcam, Minneapolis, MN, code: ab108821; lot number: GR321740-9),
according to the manufacturer’s instructions.

4.3. Experimental Planning

For cultures of whole mouse brainstem, from each brainstem we obtained 16 sections (250 µm
thickness) for an extension of 4 mm (from Bregma= −4.3 to Bregma= −7.8). Of these, 8 (sampled every
500 µm) were treated with vehicle (0.01% ethanol as control for CS 0.1, 0.5 or 1 µM and 0.66% ethanol
as control for CS 200 µM) and 8 (sampled every 500 µm) with different concentrations of corticosterone
(Sigma Aldrich, Milan, Italy, Cat# C2505; lot n◦: SLBJ5337V). For cultures of the anterior portion of
the mouse brainstem, sections sampled from Bregma -4.3 to Bregma -6.3 were used. For cultures of
the posterior portion of the mouse brainstem, sections sampled from Bregma -6.3 to Bregma −7.8
(Figure 1B) were used. The concentration of corticosterone used for the experiments were selected
based on previous studies in order to expose the cultures to stress-like/Cushing-like concentrations
(CS: 0.1; 0.5 or 1 µM; [34–37]) or to a neurotoxic paradigm (CS: 200 µM; [38–40]).

The corticosterone was dissolved in 0.01% ethanol for CS 0.1, 0.5 and 1 µM or in 0.66% ethanol for
CS 200 µM. The groups of control were incubated with vehicle (0.01% ethanol or 0.66% ethanol).

Following 24 h of incubation, the organotypic brainstem cultures were pooled (from the whole
brainstem: from Bregma= −4.3 to Bregma= −7.8; or from the anterior brainstem: from Bregma= −4.3
to Bregma= −6.3 and the posterior brainstem from Bregma= −6.3 to Bregma= −7.8) and used for
Real-Time PCR analyses of Bax, Bcl2, Th, Dbh, Pnmt, Dat and GR (Glucocorticoid receptor) mRNA levels.
Separate cultures were subjected to the same experimental condition and used for western blot analysis
of TH, dot blot analysis of DBH and DAT or immunohistochemical analysis of TH.

In additional set of experiments, organotypic cultures of the posterior portion of the mouse
brainstem were treated for 24 h with CS 0.1 µM in the presence of absence of the selective glucocorticoid
receptor antagonist mifepristone (10 µM, Sigma Aldrich, Cat# M8046-100MG; lot n◦: WXBC5203V).
At the end of incubation, the slices were pooled and used for Real-Time PCR analyses of Th and Dat
mRNA levels.

4.4. Western Blot

Tissues were homogenized at 4◦C in ice-cold lysis buffer with phosphatase and protease inhibitor.
Twenty-five µg of proteins were incubated for 1 h with a mouse monoclonal anti-TH (1:10000, Sigma
Aldrich, Cat# T1299 RRID:AB_477560; lot n◦: 015M4759V) or a mouse monoclonal anti β-Actin (1:50000,
Sigma Aldrich, Cat# A5441 RRID:AB_476744, lot n◦: 028K4826) antibodies and then with secondary
peroxidase coupled anti-mouse antibody (1:3000; Merck Millipore, Calbiochem®, Cat# 401215-2ML
RRID:AB_437766; lot n◦: 2782376). Immunostaining was revealed by enhanced chemiluminescence
luminosity (GE Healthcare, Milan, Italy). Densitometric analysis was performed with ImageJ software.

4.5. Dot Blot

For dot blot analyses 1.2 µg of proteins were spotted onto the nitrocellulose membranes.
The membranes were blocked for 2 h with 5% non-fat dry milk and then incubated overnight
with primary monoclonal rat anti-DAT (1:1000, Merck Millipore, Cat# MAB369 RRID:AB_2190413; lot
n◦: 2664466) or monoclonal mouse anti-DBH (1:1000, Merck Millipore, Cat# MAB308 RRID:AB_2245740;
lot n◦: 2688638) antibodies. Filters were washed 3 times with TTBS buffer and then incubated for 1
h with secondary peroxidase-coupled anti-rat (1:3000, Merck Millipore, Calbiochem®, Cat# 401416
RRID:AB_437801; lot n◦: D00170203) or anti-mouse (1:3000, Merck Millipore, Calbiochem®, Cat#
401215-2ML RRID:AB_437766; lot n◦: 2782376) antibodies. Immunostaining was revealed by enhanced
chemiluminescence luminosity (GE Healthcare). For the normalization process, membranes were
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stained with Ponceau S (Sigma Aldrich, Cat# P3504, lot n◦: MKBF2200V, 1 mg/mL in Acetic acid/H2O
1/20) for 10 s. Densitometric analysis was performed with ImageJ software.

4.6. Real Time PCR Analysis

Total RNA was isolated using Trizol Reagent (Thermo Fisher Scientific, Invitrogen™, Waltham, MA,
USA, Cat# 10296010, lot n◦: 69083302) according to the manufacturer’s instructions. The concentration
and purity of RNA samples were determined using Nanodrop 2000 (Thermo Fisher Scientific, Life
Technologies). Total RNA (100 ng) was reverse transcribed (RT) with SuperScript® VILOTM (Thermo
Fisher Scientific, Invitrogen™, Cat# 100011931, lot n◦: 1807301) with Oligo dT primers.

Amplification and detection were performed on a CFX Connect™ Real Time System
(Bio-Rad, Hercules, CA, USA). PCR mix including 10 µL SYBR Green PCR Master (Applied
Biosystems, Foster City, CA, USA, Cat# 4367659, lot n◦: 1610538), 0,5 µM of each
primer and 1 µL of RT reaction mix, was amplified as follows: 95◦C for 10 min
followed by 40 cycles of 95◦C for 1 min and 30 s, 54◦C for 1 min. The following
primers have been designed using GenBank (http://www.ncbi.nlm.nih.gov/): Bax (NM_007527):
5′-aagctgagcgagtgtctc- 3′, 5′-agttgaagttgccatcagc-3′; Bcl2 (NM_009741): 5′-ggtggtggaggaactctt-3′,
5′-ggctgagcagggtcttca-3′; Th (NM_009377): 5′-acctggagtactttgtgcg-3′, 5′-ctttgtgtattccacgtgtg-3′;
Dbh (NM_138942): 5′-agccaagactaccagctgc-3′, 5′-gtagctcagtgatatagca-3′; Pnmt (NM_008890):
5′-acatcaccatgacagactt-3′, 5′-ctggaagctagtaagatct-3′; Dat (NM_010020): 5′-cacagaggactcgagatc-3′,
5′-atgcaggcctgaggtgtt-3′, GR 5′-aatgagaccagatgtgagttc-3′, 5′-tagcggcatgctggaca-3′ and Beta-Globin
(NM_008219): 5′-ctaaggtgaaggctcatg- 3′; 5′-gataggcagcctgcact-3′.

Predesigned TaqMan Gene Expression assays for Th was obtained from Applied Biosystems.
Gapdh was used as the endogenous control to confirm the correct work to SYBR assay.

Positive controls (DNA), negative control (distilled water), and RT-negative controls (total RNA
sample) were included in each run.

The relative quantification was calculated using comparative Ct method (also known as the
∆∆CT method) [59,60] and Beta-Globin and Gapdh were selected as internal references. Ct values
correspond to mean values of each PCR performed in triplicate. Gene expression was confirmed in
two independent experiments.

4.7. Immunohistochemistry

Following incubation with corticosterone (200 µM, 24 h), cultures were fixed in 2.5% PFA/4%
sucrose for 1.5 h and incubated overnight with a mouse monoclonal anti-TH (1:100; Sigma Aldrich, Cat#
T1299 RRID:AB_477560; lot n◦: 015M4759V) and then for 1 h with a secondary fluorescein anti-mouse
antibody (1:50; Vector Laboratories, Burlingame, CA, Cat# BA-1000 RRID:AB_2313606; lot n◦: ZA0324).

4.8. Statistical Analysis

All analyses were performed using the Student’s t test (Figures 2C, 3 and 5) or One-way Anova
+ Fisher post hoc (Figure 1, Figure 2A,B,D–F and Figure 4). Differences at p < 0.05 were considered
statistically significant.
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Abbreviations

6-OHDA 6-hydroxydopamine
A Adrenaline
CNS Central nervous system
CS Corticosterone
DA Dopamine
DAT Dopamine transporter
DBH Beta-Hydroxylase
GR Glucocorticoid receptors
LC Locus coeruleus
NA Noradrenaline
PNMT Phenylethanolamine N-methyltransferase
TH Tyrosine hydroxylase
VTA Ventral tegmental area
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Abstract: In recent years, functional interconnections emerged between synaptic transmission,
inflammatory/immune mediators, and central nervous system (CNS) (patho)-physiology.
Such interconnections rose up to a level that involves synaptic plasticity, both concerning its
molecular mechanisms and the clinical outcomes related to its behavioral abnormalities. Within
this context, synaptic plasticity, apart from being modulated by classic CNS molecules, is strongly
affected by the immune system, and vice versa. This is not surprising, given the common molecular
pathways that operate at the cross-road between the CNS and immune system. When searching for a
common pathway bridging neuro-immune and synaptic dysregulations, the two major cell-clearing
cell clearing systems, namely the ubiquitin proteasome system (UPS) and autophagy, take center stage.
In fact, just like is happening for the turnover of key proteins involved in neurotransmitter release,
antigen processing within both peripheral and CNS-resident antigen presenting cells is carried out by
UPS and autophagy. Recent evidence unravelling the functional cross-talk between the cell-clearing
pathways challenged the traditional concept of autophagy and UPS as independent systems. In fact,
autophagy and UPS are simultaneously affected in a variety of CNS disorders where synaptic and
inflammatory/immune alterations concur. In this review, we discuss the role of autophagy and
UPS in bridging synaptic plasticity with neuro-immunity, while posing a special emphasis on their
interactions, which may be key to defining the role of immunity in synaptic plasticity in health
and disease.

Keywords: autophagy; proteasome; immunoproteasome; mTOR; T-cells; glia; dopamine; glutamate;
neuro-inflammation

1. Introduction

In recent years, unexpected connections have emerged between synaptic transmission,
inflammatory/immune mediators, and brain (patho)-physiology [1–3]. In fact, the prevailing dogma
that portrayed the nervous and immune system as two independent entities has been progressively
replaced by new levels of functional connections and commonalities [4–6]. This interconnection rose up
to a level that involves synaptic plasticity concerning both its molecular mechanisms and the clinical
outcomes related to behavioral abnormalities [7,8]. Synaptic plasticity refers to those activity-dependent
changes in the strength or efficacy of synaptic transmission, which occur continuously upon exposure
to either positive or negative stimuli, such as learning, exercise, stress, or substance abuse, as well as
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the subsequent mood conditions [8]. Modifications of the neural circuits entail a variety of cellular and
molecular events, encompassing neurotransmitter release; ionic activity; and metabolic, epigenetic,
and transcriptional changes, which converge to shape the neuronal proteome and phenotype in
an attempt to restore homeostasis [9–11]. The ability to re-establish and/or sustain baseline brain
functions depends on a plethora of synchronized activities, which indeed involve both neuronal-
and immune-related mechanisms. In this scenario, neurotransmitters and immune-related molecules
adopt a common language to fine-tune brain functions [12–15]. In fact, classic immune molecules,
including cytokines, major histocompatibility complex (MHC) molecules, and T-cells, are deeply
involved in central nervous system (CNS) plasticity, while CNS factors, mostly neurotransmitters
encompassing dopamine (DA) and glutamate (GLUT), actively participate in shaping immune
functions [14]. Neuro-immune surveillance is a critical component for brain function, as circulating
T-cells that recognize CNS antigens (Ags) are key in supporting the brain’s plasticity, both in health
and disease [8]. The functional anatomy from which the molecular interplay between the immune
system and brain matter stems, was recently identified at the level of lymphatic pathways operating in
the perivascular (also known as “glymphatic”) and dural meningeal spaces [16–18]. Lymphatic flows
foster the drainage of the brain interstitial fluid into the cerebrospinal fluid, and then back again into
the bloodstream, or even directly into the secondary lymphoid organs. Functionally, this translates
into a clearance of potentially threatening interstitial solutes and the drainage of CNS-derived Ag
peptides to the deep cervical lymph-nodes to be captured and processed by antigen presenting cells
(APCs) [19,20]. Within this context, synaptic plasticity, apart from being modulated by classic CNS
molecules, is strongly affected by the immune system. This is not surprising, given the common
molecular pathways that operate at the cross-road between the nervous- and immune-system. In
fact, just like what is happening for the key proteins involved in neurotransmitter release [21,22], Ag
processing within APCs is carried out by the two major cell-clearing machineries, ubiquitin proteasome
(UPS) and autophagy [23–25]. In detail, UPS and autophagy operate both in the CNS and immune
system, to ensure protein turnover and homeostasis. In the CNS, UPS- and autophagy-dependent
protein degradation is seminal to protect neurons from potentially harmful proteins, and to modulate
neurotransmitter release and synaptic plasticity [21,26–28]. Similarly, in the immune system, UPS
and autophagy cleave endogenously- and exogenously-derived proteins to produce Ag peptides,
which bind to MHC molecules class I and II [23–25,29]. Indeed, these pathways converge when the
CNS components are cleared by immunocompetent mechanisms [24,29]. Thus, CNS-derived Ags
bound to MHC-I and –II may be exposed on the plasma membrane of APCs, for presentation to
CD8+ and CD4+ T-lymphocytes, respectively [29,30]. The associative binding of MHC molecules with
T-cells receptors (TCR), coupled with co-stimulatory signals and the presentation of CNS-derived
Ags, fosters the activation of naïve T-cells in the periphery, while mounting CNS-directed adaptive
immune responses, which may produce either beneficial or detrimental effects already pertaining
to the field of CNS plasticity [2,14,31–33]. Still, at anatomical level, the sympathetic innervation of
both primary and secondary lymphoid organs provides a means of functional connection between the
immune- and nervous-system [34]. In fact, catecholamine, and mostly DA released from sympathetic
nerve terminals, is an active regulator of the metabolism, fate, and activity of naïve CD4+ and CD8+

T-cells [35,36]. This is achieved through the binding of DA to its cognate receptors and transporters,
which are abundantly expressed on lymphoid cells. Likewise, the GLUT released in the bloodstream
or within the CNS modulates T-cells activity, through binding to its cognate receptors, which are
expressed on T-cells [2,37]. In this way, neurotransmitters and CNS-derived Ag presentation synergize
to define the pool of immunocompetent cells that travel back and forth between the brain and periphery,
to guarantee neuro–immune surveillance and synaptic plasticity. Antigen presentation and immune
responses may also occur directly in the brain upon interactions between CNS circulating T-cells and
glia, or even neurons [38–42]. Unexpectedly, recent studies showed that naïve T-cells are able to cross
CNS barriers and infiltrate the brain parenchyma [38–47]. This is magnified during pro-inflammatory
conditions when the glia and even neurons operate as competent APCs, as they become able to process
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and present Ags via MHC molecules [39,47,48]. At the same time, T-cells possess all of the machinery
that is necessary for releasing and responding to neurotransmitters, just like neurons and glia do [35,37].
The existence of such a bi-directional dialogue between nerve and immune cells has now challenged the
classical dichotomy between inflammatory and degenerative disorders of the CNS. In fact, defective
or inappropriate communication between the immune and nervous system gives rise to a chain of
events, where inflammatory/immune and synaptic alterations intermingle to produce CNS disorders,
encompassing neuro-developmental, neurodegenerative, and auto-immune diseases [2,12,13,20,49].
When searching for a common pathway bridging neuro–immune and synaptic dysregulations, UPS and
autophagy machineries take center stage. The dysregulations of both UPS and autophagy characterize
a plethora of CNS disorders, where synaptic and neuro-inflammatory/immune alterations co-exist,
such as Parkinson’s, Alzheimer’s, and Huntingtin’s diseases (PD, AD, and HD); epilepsy; ischemia;
brain tumors; multiple sclerosis (MS), and psychiatric and substance-abuse disorders [6,21,50–77].
The reason for such a common dysregulation of UPS and autophagy in etiologically different CNS
disorders is rooted in their pleiotropic catalytic functions, which are seminal for both synaptic plasticity
and neuro-immunity [30,78–87]. Despite being traditionally considered as independent systems, recent
evidence has unraveled a functional cross-talk between UPS and autophagy, which occurs at both
biochemical and morphological levels [73,88–90]. Thus, it is not surprising that autophagy and UPS
share most of their substrates and functions, and they operate dynamically and coordinately in both
nerve and immune cells so as to modulate neurotransmission, oxidative/inflammatory stress response,
and immunity [91–94]. This is accomplished through the degradation and turnover of proteins,
including those involved in endocytic and secretory pathways, transcription factors, and oxidized
and/or immunogenic proteins. The present review aims to analyze those molecular interactions that are
related to both UPS and autophagy, and that enable neurons and immune cells to surveil synaptic and
neuro–immune activity. Apart from being well known triggers of synaptic plasticity, environmental
agents such as pathogens, inflammatory cytokines, free radicals, and abnormal neurotransmitter release
can profoundly affect cell-clearing systems [51,52,94–100]. As a proof of concept, when a dysregulation
of cell-clearing systems occurs, the altered communication between the nervous and immune cells
translates into maladaptive plasticity, which may underlie behavioral alterations. Given the variety
of specific regulatory signals and molecules involved in the interplay between UPS and autophagy,
a better understanding of their interactions is key in order to define the role of immunity in synaptic
plasticity in health and disease.

2. Cell Clearing Systems: Tracing the Path of the Interplay between Proteasome and Autophagy

Autophagy and UPS ensure eukaryotic cell proteostasis by clearing unfolded, misfolded, oxidized,
or disordered proteins, so as to prevent their accumulation, aggregation, and spreading [60,101–106].
Besides being seminal in extreme cell conditions when cell survival is jeopardized, autophagy and
UPS activities operate in baseline conditions in order to keep the turnover of proteins that naturally
occur within a living cell steady. In fact, as actors of protein degradation, autophagy and UPS
regulate most cell functions encompassing cell cycle and division, cell differentiation and development,
endo- and exo-cytosis, and, specifically, synaptic strength and Ag processing [6,21,22,25–27,107–111].
Autophagy initiates with the formation of double-layered membrane vacuoles, named phagophores.
The maturation and sealing of the phagophore leads to the formation of the autophagosome, which
stains for autophagy markers such as beclin-1 (the orthologue of yeast Atg6) and LC3 (Atg8) [112,113].
The autophagosome shuttles a variety of substrates, including ubiquitinated proteins and whole
organelles (e.g., mitochondria, endoplasmic reticula, ribosomes, and synaptic vesicles) to the lysosomal
compartment, which is gifted with a rich enzymatic activity. The merging of the autophagosome
with endosomes and lysosomes generates the catalytic organelle autophagolysosome, where the
degradation and recycling of “in bulk” sequestered cytosolic cargoes occurs [112,113]. Protein tagging
with ubiquitin chains, which is carried out by the UPS system, represents a sorting signal for either
UPS- or autophagy-dependent protein degradation [114]. Protein ubiquitination is an ATP-dependent
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process that is accomplished by three enzymes, namely ubiquitin-activating (E1), ubiquitin-conjugating
(E2), and ubiquitin-ligase (E3). Several proteins operate at the cross-road between UPS and autophagy,
to regulate the sorting and shuttling of ubiquitinated substrates towards either system. Among these
proteins, which indeed constitute a much longer list, three are worth mentioning, namely (i) Parkin,
(ii) histone deacetylase 6 (HDAC6), and (iii) Sequestosome-1 (SQSTM1)/p62.

(i) Parkin is an ubiquitin-ligase enzyme (E3 ligase), which mediates protein polyubiquitination and
serves as a signal for targeting misfolded proteins to the aggresome, where autophagy is recruited [115].
Parkin-dependent ubiquitination triggers the removal of the pro-apoptotic proteins BAX and BCL-2
by either UPS or autophagy, and it is seminal to induce mitophagy, that is, mitochondria-specific
autophagy [116]. After ubiquitin linkage, Parkin also induces the coupling of target proteins with
dynein motor complexes via the adaptor protein HDAC6 in order to facilitate their transport to the
aggresome, where autophagy is recruited;

(ii) HDAC6 is a microtubule-associated histone deacetylase, which shuttles polyubiquitinated
substrates along the microtubules for autophagosomal engulfment, while fostering lysosomes transport
to the site of autophagy occurrence. In detail, HDAC6 binds the polyubiquitin chains [117,118] or
even C-terminal regions of free ubiquitin [119] via a C-terminal zinc finger-containing domain (called
BUZ domain). Then, HDAC6 binds to the microtubule-associated dynein motors to shuttle the
polyubiquinated proteins to the aggresomes, while fostering the recruitment of autophagy to the
aggresomes [120,121]. Again, HDAC6 participates in the fusion of autophagosomes with lysosomes
for final autophagy degradation [122,123]. Remarkably, HDAC6 activity is essential for autophagy,
to compensate for protein degradation and rescue cell survival when UPS is impaired [124], thus
providing a functional link between autophagy and UPS.

(iii) SQSTM1/p62 is a ubiquitin-binding scaffold protein that links ubiquitinated proteins to
autophagy machinery in order to enable their degradation [125]. This occurs through a direct
interaction between SQSTM1/p62 and ubiquitinated proteins via a C-terminal UBA domain, and their
subsequent binding to autophagy proteins such as LC3 and GABARAP family proteins. As p62 is
itself degraded by autophagy, it is widely used as a marker of autophagy flux [126].

Once tagged with ubiquitin, proteins are recognized by autophagy and/or the proteasome 26S
(P26S) multimeric complex, which is formed by a catalytic core (P20S) and two regulatory subunits
(P19S, also known as PA700) capping the ends of P20S [127]. P19S binds the poly-ubiquitin chain and
cleaves it from the substrate. In this way, the unfolded substrate enters the P20S to be degraded by theβ1,
β2, and β5 catalytic subunits of the P20S, which own chymotrypsin-like, trypsin-like, and caspase-like
activity, respectively. Despite being traditionally considered as cytosolic catalytic machinery, UPS
also associates with vesicular organelles, including precursor synaptic vesicles (SVs), Golgi-derived
vesicles, mitochondria, and lysosomes [128]. Far from being a mere phenomenon of morphological
co-localization, the association of UPS with vesicular structures probably underlies a sophisticated
functional cooperation. In fact, vacuolar organelles may serve as a ferryboat to shuttle UPS in different
cell-compartments, while the UPS handles the turnover of vesicle-associated proteins. This is in line
with the recent studies characterizing a novel organelle named “autophagoproteasome”, where the
autophagy and UPS markers co-localize [73,88] (Figure 1). The formation of this specific vacuolar
compartment is hindered by the administration of the neurotoxic abused drug methamphetamine
(meth), while its rescue via the inhibition of the mammalian target of rapamycin (mTOR) correlates with
cell protection and survival [73]. This is line with studies indicating the mTOR pathway as a common
modulator of both UPS- and autophagy-dependent protein degradation [89]. These findings configure
mTOR inhibition as a potential strategy to synergistically enhance autophagy and UPS-dependent
protein degradation. mTOR is a ubiquitously expressed serine-threonine kinase, which senses
and integrates several environmental and intracellular cues to orchestrate major processes, such as
cell growth and metabolism [55,75,129]. mTOR has been widely implicated in synaptic plasticity,
inflammation, and immunity, although this was merely related to the role in protein synthesis. In the
last decades, mTOR has been posed at the center stage on a variety of cell functions, mostly related
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to autophagy and UPS. The emerging mechanisms linking mTOR with autophagy and UPS unravel
a close interdependency between the cell-clearing systems. In detail, the duration and amplitude of
the autophagy response depends on the stability of the serine/threonine kinase ULK1/Atg1, which,
in turn, is coordinately regulated by UPS and mTOR [130]. ULK1 acts at multiple steps of autophagy
initiation and response, in part by phosphorylating autophagy proteins, including Atg13, Beclin 1,
and Atg9 [131]. mTOR activation inhibits ULK1 kinase activity (and thus autophagy initiation) via
phosphorylation, and also coordinates ULK1 de novo protein synthesis [130,132]. In this context,
UPS behaves as a sentinel in sensing and regulating mTOR/ULK1-dependent autophagy. In fact,
during the early stages of autophagy, UPS mediates the K63-linked polyubiquitination of ULK1 via the
AMBRA1–TRAF6 (E3 ligase) complex to maintain its stability, self-association, and kinase activity [133].
Conversely, during prolonged nutrient starvation, UPS targets ULK1 for degradation, following
Cullin/KLHL20-dependent K48-linked polyubiquitination, thus providing a feedback control of the
autophagy response [134]. In turn, autophagy may control UPS efficacy and activity through the
degradation of inactive UPS subunits, which are shuttled to autophagosomes, a phenomenon known as
“proteophagy” [135–137]. This may explain the intriguing effects that are observed on autophagy upon
UPS inhibition, and vice versa, while remarking on the importance of autophagy-UPS cross-talk in cell
homeostasis. In fact, the inhibition of either autophagy or UPS alone may produce detrimental effects
to cell survival [138–143], which are bound to impaired protein turnover by both cell-clearing systems.
For instance, autophagy inhibition leads to the accumulation of ubiquitinated substrates by affecting
UPS either upstream, or at the level of its catalytic activity [144,145]. Conversely, UPS inhibition may
induce an enhancement of autophagy as an early compensatory response to cope with protein overload
and grant cell-survival [146–148]. Such an effect turns out to be only transitory, as UPS dysfunction
at later stages impedes mitophagy and decreases the levels of essential autophagy proteins, such
as Atg9 and LC3B [93]. This is not surprising, as UPS is essential for endo–lysosome membrane
fusion [149,150], which, in turn, is involved in the late steps of autophagy. In fact, UPS modulates the
activity of Rab GTPases (GTP-bound Ras proteins in the brain), which are involved in all cell-trafficking
mechanisms, including autophagy-dependent endocytosis and autophagy membrane fusion [150–153].
These findings indicate that the synergistic and compensatory functional interplay between autophagy
and UPS needs to be taken into account in experimental approaches modulating either systems alone.
On the one hand, this may lead to confounding outcomes when assessing the effects of autophagy
and UPS alone; on the other, it calls for investigating the potential strategies that can simultaneously
rescue the defects of autophagy and UPS. In keeping with this, it is worth of mentioning that UPS
exists as two alternative isoforms, the standard 26S proteasome and the immuno-proteasome (SP
and IP, respectively). It is remarkable that the mTOR pathway also modulates the switch between
these alternative subtypes of UPS, which evolution has preserved in order to optimize different tasks
according to specific cell demands [154–157]. In fact, SP is ubiquitously expressed in all eukaryotic
cells, and it is generally enhanced by mTOR inhibition, while IP is an alternative, cytokine-inducible
form that is downregulated by mTOR inhibition. Despite overlapping in structure and functions,
these alternative UPS isoforms differ in catalytic subunits and substrate specificity [83–85,101–103].
In fact, the IP operates constitutively in all immune-related cells, including professional APCs (e.g.,
dendritic cells—DC) and lymphocytes, and thus, it is mostly involved in potentiating innate and
adaptive immunity [158].
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for LC3, Beclin1, Rab24, VPS34, and p62) where cargo degradation occurs. At the same time, 
ubiquitinated substrates can be degraded by the 26S ubiquitin proteasome (UPS), which is formed by 
the regulatory subunits 19s and the catalytic subunits 20s. Signals such as p62 contribute to sort 
ubiquitinated proteins for either UPS or autophagy degradation. At the same time, p62 may serve as 
a signal to promote the merging of UPS and autophagy into a single organelle, 
“autophagoproteasome”, where potentiated cell-clearance may take place. Alternatively, the 
autophagy-dependent degradation of inactive UPS subunits may occur within this compartment, a 
phenomenon that is named “proteophagy”. Dotted arrows indicate the formation of insoluble 
aggregates from misfolded proteins and their ubiquitination (red), the shuttling of substrates to the 
phagophore (blue), and the fusion of endosomes and lysosomes with autophagy vacuoles (blue). Solid 
blue arrows indicate the progression of the autophagy machinery, the shuttling of ubiquitinated 
substrates to the UPS, and the shuttling of the UPS within autophagosomes.  
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Figure 1. A schematic overview of the cell-clearing systems, with a focus on the interplay
between autophagy and proteasome. The cartoon offers a rough schematization of the autophagy
pathway, starting from the phagophore biogenesis staining for LC3 and Beclin1, which engulfs
cytoplasmic portions containing insoluble aggregates, ubiquitinated substrates, and damaged organelles.
The phagophore membrane seals to from the autophagosome, which then fuses with the late endosomes
to generate the amphisome. This latter fuses with lysosomes to generate the autophagosome (staining for
LC3, Beclin1, Rab24, VPS34, and p62) where cargo degradation occurs. At the same time, ubiquitinated
substrates can be degraded by the 26S ubiquitin proteasome (UPS), which is formed by the regulatory
subunits 19s and the catalytic subunits 20s. Signals such as p62 contribute to sort ubiquitinated proteins
for either UPS or autophagy degradation. At the same time, p62 may serve as a signal to promote the
merging of UPS and autophagy into a single organelle, “autophagoproteasome”, where potentiated
cell-clearance may take place. Alternatively, the autophagy-dependent degradation of inactive UPS
subunits may occur within this compartment, a phenomenon that is named “proteophagy”. Dotted
arrows indicate the formation of insoluble aggregates from misfolded proteins and their ubiquitination
(red), the shuttling of substrates to the phagophore (blue), and the fusion of endosomes and lysosomes
with autophagy vacuoles (blue). Solid blue arrows indicate the progression of the autophagy machinery,
the shuttling of ubiquitinated substrates to the UPS, and the shuttling of the UPS within autophagosomes.

Remarkably, persistent oxidative/inflammatory stress may concomitantly affect autophagy flux
and IP–SP switch, either in the immune periphery or within the CNS. This is expected to alter the
clearing capacity and/or substrate specificity of the cell-clearing systems, while triggering a cascade
of molecular events that synergize to produce synaptic dysfunctions/toxicity, along with a loss of
auto-immune tolerance up to the development of CNS-directed inflammatory and auto-immune
reactions. In the present manuscript, we discuss the role of autophagy, SP, and IP at the level of classic
neuronal and immunological synapses, while posing a special emphasis on their effects at the level
of hybrid junctions, which establish “neuro-immunological synapses” between immune and nerve
cells. This is critical to comprehend those autophagy and UPS-dependent mechanisms that finely
tune T-cells populations that migrate to the CNS. Again, the role of autophagy and UPS is seminal to
disclose those molecular events, which induce neurons and glia to behave as competent APCs, and,
as such, become possible targets for auto-immune damage.
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3. Autophagy and Proteasome Tune Synaptic Plasticity by Modulating Neurotransmission
and Immunity

Autophagy and SP are constitutively expressed in neurons either in the cell body, nucleus,
or synapses, where they modulate synaptic plasticity by surveilling oxidative stress, gene transcription,
and neurotransmitter release [22,159–171]. Autophagy and SP operate at various sub-cellular levels in
both pre- and post-synaptic sites, and in detail, they are the following:

(i) intersect with secretory pathways to modulate SV trafficking, as well as the size and number of
SV pools [21,128,161,172,173];

(ii) degrade protein isoforms and presynaptic chaperone proteins such as alpha-synuclein,
beta amyloid, and tau [62,65,108,174,175], which, when altered in either amount or conformation, can
drive synaptic dysfunctions [176–179];

(iii) modulate the rate and duration of neurotransmitter release (including DA and
GLUT) by degrading whole SVs (in the case of autophagy), as well as soluble Nsf
attachment protein receptor (SNARE) and accessory proteins, which are involved in SV exo-/
endo-cytosis [21,22,152,161,162,166–168,180–183];

(iv) foster the internalization and degradation of DA and GLUT receptors, which are coupled with
downstream intracellular cascades driving metabolic, transcriptional, and epigenetic changes within
neurons [11,98,184–187]. As such, autophagy and SP are deeply involved in those mechanisms driving
synaptic plasticity, such as long term-potentiation and -depression, which are directly related to neuronal
and behavioral phenotypes. In fact, the inhibition of either SP or autophagy in experimental models
produces profound alterations in neurotransmitter release and the expression of neurotransmitter
receptors [31,161,173,181–183]. Reiterated stimuli that alter neurotransmitter activity are seminal to
induce maladaptive changes in synaptic strength and connectivity, which translate into long-lasting
psychomotor changes. In the last decades, experimental evidence has accumulated, suggesting that
early synaptic alterations may represent a major event fostering neuronal degeneration [2,188,189].
This is best exemplified by the mechanisms of action of abused drugs such as meth, which produces
psychiatric alterations including addiction and psychoses, and even neurotoxicity affecting the DA
terminals, DA cell bodies, and post-synaptic neurons of the DA circuitry within the striatum, iso-cortex,
and limbic brain areas [11,190–192]. This occurs through the joined contribution of epigenetic events
and protein alterations (oxidation, aggregation, and spreading) arising from abnormal DA release,
the abnormal pulsatile stimulation of DA receptors, and also the increased responsiveness of neurons
to GLUT and GLUT exitotoxicity. In fact, abnormal levels of DA and abnormal stimulation of DA
receptors play a key role in GLUT excitotoxicity, which stands for the over-activation of specific types
of GLUT receptors, resulting in neuronal death, tissue damage, and loss of brain function, as it occurs
both during meth toxicity and in various neurological diseases [2,193].

Both autophagy and UPS are severely affected by meth administration [70–73], while the mTOR
inhibitor rapamycin prevents both the behavioral and neurotoxic effects of meth by rescuing autophagy
and UPS [73,194]. This is in line with several studies showing that the genetic or pharmacological
occlusion of autophagy and UPS leads to the accumulation of ubiquitinated protein-aggregates and
recapitulates neurodegeneration [138–143,195]. As a support to these findings, SP and autophagy
dysfunctions occur in human brain disorders characterized by early synaptic dysfunctions, which
precede protein aggregation [6,21,75,196–198]. On the other hand, mTOR inhibition, which is supposed
to restore both autophagy and UPS activity, ameliorates early psychomotor and cognitive behavioral
alterations by recuing neurotransmission defects and by restoring proteostasis in a variety of CNS
disorders, both in humans and experimental models [75,175,194,199–202].

3.1. Autophagy- and Proteasome-Dependent Neurotransmission Linking Immune-Cells’ Activity and
Synaptic Plasticity

As modulators of neurotransmitter release, autophagy and SP also modulate CNS-directed immune
responses by operating at the level of the neuro-immunological synapse, which may be established

256



Int. J. Mol. Sci. 2019, 20, 2197

between the sympathetic nerve terminals and T-cells within lymphoid organs [12]. Remarkably, both SP
and autophagy modulate the release of DA [161,162,181–183], which besides being crucial for brain
functions such as movement, cognition, attention, memory, and reward [203], also orchestrates the
differentiation, maturation, selection, trafficking, and migration of T-lymphocytes [34–36,204–206].
In fact, T-cells express G-coupled D1-like (D1 and D5) and D2-like (D2, D3, and D4) DA receptors, and
just like it occurs for the neurons, the magnitude and duration of the DA release is key to trigger the
specific metabolic and intracellular cascades, switching T-cells phenotype and function [35,36,206].
As thoroughly revised elsewhere, depending on the DA concentration and the pattern of stimulation
of specific DA receptors, naïve T-cells may be induced to differentiate into either memory, regulatory,
or effector cells, including CD4+ T helper (Th) 1, 2, or 17, and CD8+ cytotoxic T-lymphocyte (CTL)
phenotype [34–36,206]. In this context, the autophagy- and SP-dependent surveillance of the DA release
at the level of the neuro–immunological synapse is expected to guarantee the physiological stimulation of
the DA-receptors placed on the T-cells, and control the neuro–immune activity (Figure 2). The circulation
of T-lymphocytes in the brain occurs physiologically, since the early development, and persists during
adulthood, to guarantee synaptic plasticity [8,207,208]. For instance, both CD4+ and CD8+ T-cells are
essential for spinogenesis and GLUT synaptic function in the hippocampus [209]. In addition, CD8+ T
cells regulate the hippocampal volume by promoting neurogenesis [210]. Intriguingly, peripheral and
brain-infiltrating T-cells, besides regulating GLUT synaptic transmission and plasticity, are regulated
themselves by GLUT [2,37]. Both autophagy and UPS modulate, and are in turn modulated by GLUT
transmission [95,211–213]. GLUT is a major excitatory neurotransmitter, which besides being critical for
the brain’s development and function, participates in tuning the T-cells activity. In fact, ionotropic and
metabotropic GLUT receptors are differently expressed among resting and activated T-cells, as well as in
different T-cells subtypes [2,37]. At low physiological concentrations, GLUT promotes T-cell adhesion,
migration, proliferation, and protection of activated T-cells from Ag-induced apoptotic cell death. Yet,
depending on the abnormalities concerning either the GLUT concentration, stimulation of specific
GLUT receptors, or the presence of other converging stimuli (such as inflammatory cytokines or other
neurotransmitters), GLUT may profoundly affect T-cells activity, thus playing an active role in immune
diseases [2,37]. Remarkably, brain infiltrating T-cells were shown to respond to GLUT by activating a
neuroprotective pathway, thus providing a potential feedback regulatory mechanism to limit GLUT
excitotoxic damage in the CNS [214]. A loss of GLUT-mediated responsiveness of T-cells has been
described in MS [215]. Furthermore, various alterations in CNS-circulating T-lymphocyte populations
are described in both classic and autoimmune degenerative disorders, such as PD, AD, and MS [216].
Emerging evidence also indicates an association between early inflammatory mechanisms underlying
neurodegeneration, and synaptic alterations involving abnormal levels of DA and/or GLUT, as well as
the deregulation of their receptors on T-cells [2,37,217–219]. In line with this, specific modulators of
DA and/or GLUT activity, may have beneficial effects, not only in classic neurodegenerative diseases,
but also in auto-immune CNS disorders such as MS [2,35,217].
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Figure 2. Autophagy and proteasome modulate immune activity by surveilling dopamine (DA) release.
The standard proteasome (SP) and autophagy blunt DA release by degrading entire synaptic vesicles
(SVs), as well as soluble Nsf attachment protein receptor (SNARE)- and SNARE associated-proteins,
which foster synaptic vesicle exocytosis. In fact, they both prevent the rapid recycling of SV proteins back
to the plasma membrane, which would otherwise lead to a further round of exocytosis. In this way, SP-
and autophagy-dependent amount and duration of DA released at the level of the neuro-immunological
synapse surveils the stimulation of DA receptors expressed on T-cells. This is seminal to modulate the
differentiation of T-cells toward cytotoxic-, regulatory-, or helper-T-cells, as well as T-cell migration
in periphery. For instance, the abnormal stimulation of D1-like receptors increases cyclic adenosine
monophosphate (cAMP) levels to inhibit cytotoxic CD8+ cells; it impairs the differentiation and activity
of T-regulatory cells, while inducing polarization of naive CD4+ cells toward the Th17 phenotype.
On the other hand, the stimulation of D2-like receptors induces the differentiation of CD8+ cells into
cytotoxic T-lymphocytes, induces the polarization of naive CD4+ cells toward the Th1 phenotype, and
controls T-cell migration and adhesion. Dotted blue arrows indicate the progression of the SV cycle.
Solid blue arrows indicate the targeting and shuttling of SNARE proteins to the UPS and autophagy.
Solid red arrows indicate the increase/decrease in SNAREs degradation/recycling and exocytosis rate.
Dotted red lines indicate the induction (arrows) or inhibition (lines) of naïve T-cells differentiation
towards various phenotypes following abnormal stimulation of DA receptors.

Besides the effects in T-cells within the lymphoid organs, DA and GLUT release may also modulate
the activity of immune cells, including glia and T-cells, directly in the CNS. In line with this, a number
of studies pointed to the unexpected ability of naïve CD4+ and CD8+ T-cells to infiltrate the brain
parenchyma [38–47]. This occurs mostly during pro-inflammatory conditions, which enhance naïve
T-cell recruitment in the CNS, while fostering T-cells activation and phenotypic commitment once
they encounter activated glial cells exposing MHC-bound Ags. Thus, the effects of DA and GLUT
on brain-infiltrating naïve T-cells may synergize with local Ag presentation in order to dictate the
activation or suppression of T-cells directly in the CNS. However, as a general consensus view, only
peripherally activated T-cells can migrate into the brain. If they encounter a CNS-resident APCs
exposing the cognate Ag, T-cells become re-activated and recruit their effector machineries to produce
cytotoxicity or cytokine release. In this scenario, the effects of DA and GLUT focus mostly on the
glial cells, which behave as CNS-resident immune cells. Inflammatory cytokines (such as those
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released by brain infiltrating T-cells) synergize with neurotransmitters to induce the activation of
the glial cells, which encompass the morphological changes, increased proliferation rate, and ability
to operate as APCs [9,220,221]. Nonetheless, because of an intimate functional association with the
synapses, the glia is deeply involved in synaptic plasticity [9]. Experimental studies suggest that
activated microglia are responsible for the synaptic alterations observed in a variety of neurological
disorders [2,222]. Both microglia and astrocytes express many different neurotransmitter receptors
(including DA and GLUT receptors), which, when stimulated, foster the release of soluble factors
acting, in turn, on neurons to alter neurotransmitter release, neurotransmitter receptor activation, and
synaptic efficacy [2,9]. Besides neurotransmitters such as DA and GLUT, these include mediators of
constitutive immunity such as tumor necrosis factor alpha (TNFα), interferon gamma (IFNγ), and
interleukin 1 beta (IL-1β); pentraxins; and growth factors such as brain-derived neurotrophic factor
(BDNF), which altogether influence synaptic activity, mostly by enhancing the long-term potentiation
of excitatory transmission [2,9,77,81,223]. Once again, in this context, autophagy and UPS configure as
actors in the communication between T-cells, glia, and neurons, as they (i) surveil neurotransmitter
release, which is important for glial, lymphocytic, and neuronal activity; (ii) determine the metabolism
and activity of the glia and lymphocytes and the subsequent production and release of soluble factors
(paragraph 3.2); and (iii) process Ag peptides, which are presented to T-cells by DCs, glial cells,
or neurons (paragraph 3.3).

3.2. Cell Clearing System in the Metabolism and Fate of Immune Cells

Similar to what occurs in the neurons, the activity of immune cells largely depends on UPS and
autophagy. The multitude of metabolic changes that occur upon glial and T-cells activation is tightly
intermingled with autophagy and UPS activity. As detailed in the previous paragraph, both UPS and
autophagy regulate DA and GLUT release, and are also involved in the turnover of DA and GLUT
receptors, thus influencing the metabolic cascades, which participate in T-cells and glia activation.
Moreover, both autophagy and UPS modulate the turnover of inflammatory-related transcription
factors such as nuclear factor k beta (NF-κB), which, in turn, fosters the production of cytokines by
glia or T-cells [25,224–226]. Within T-cells, autophagy and UPS directly govern the metabolic cascades,
which dictate T-cells differentiation, function, and activity [6,158,226]. Again, such an overlapping
task may be bound to mTOR activity, which is deeply involved in T-cell metabolism [227]. Moreover,
the co-existence of UPS and autophagy degradation pathways enables APCs (including peripheral DCs
and glia) to present either endogenous or exogenous Ag peptides, which is key for determining the
T-cells state [30]. While autophagy operates constitutively in all immune cells, the UPS exists mostly as
IP, which is an alternative, cytokine-inducible isoform of the SP possessing enhanced chymotrypsin-like
activity and peculiar structural features, compared with SP [228–232]. In fact, within IP, β1, β2, and β5
subunits of the SP-20S catalytic core are replaced with β1i, β2i, and β5i. Among these, β1i possesses a
chymotrypsin-like activity contrarily to the standard counterpart possessing a caspase-like activity.
Thus, compared with SP, IP produces, more efficiently, Ag peptides with C-terminal hydrophobic
amino acids, which are suitable for binding the groove of MHC class I molecules [228–232]. The major
task of IP is to process either endogenous or exogenous proteins, and generate Ag peptides, which are
first complexed to MHC-I in the endoplasmic reticulum, and then exposed on the plasma membrane of
APCs for either direct or cross-presentation to CD8+ T-lymphocytes. Thus, the generation of defined
T-cell epitopes and the expression of MHC-I molecules largely depend on the IP activity [6,35,228–232].
Similar to IP, autophagy is key in adaptive immunity, though it is mostly implicated in the MHC-II
restricted presentation of exogenously-derived Ag to CD4+ T cells [23,30]. Nonetheless, a few
reports demonstrated that autophagy can also process and load endogenous (viral) peptides to
MHC-I [233]. Remarkably, autophagy is implicated in MHC class I molecules internalization and
degradation, thus influencing MHC-I stability at the plasma membrane of APCs, and subsequent
CD8+ T-cell responses [234,235]. In fact, autophagy inactivation within APCs occludes the surface
internalization of MHC-I molecules, leading to an increased Ag presentation and enhanced CD8+ T
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cell responses against viral peptides, both in vitro and in vivo [233]. Thus, autophagy fosters MHC
II-restricted Ag presentation, while controlling MHC-I expression [233–235]. Autophagy also provides
an alternative pathway to the direct IP- and MHC-I-dependent Ag presentation pathway [236]. In this
case, Ags normally targeted to autophagy and exposed by MHC-II can also be loaded to MHC-I in
recycling endosomes, which is seminal to trigger adaptive immune response upon viral infections.
In the immune periphery, autophagy- and UPS-dependent Ag processing is also seminal for T-cells
thymic selection. In the thymus, specialized forms of IP operate together with SP and autophagy to
finely-tune T-cell proliferation, along with positive and negative T-cell selection [228,237]. In this way,
UPS (SP and IP) and autophagy coordinately guarantee immune-tolerance and define the pool of
immunocompetent T-cells, which are released in the bloodstream to reach secondary lymphoid organs,
and subsequently, the brain.

4. Autophagy and Proteasome Linking Altered Immunity and Synaptic Plasticity
with Neurodegeneration

In neurons and glial cells, autophagy and SP operate constitutively, while the IP is generally
induced by the pro-inflammatory cytokines IFNγ and TNFα, and by oxidative stress [85,158,229]. These
challenging conditions contribute to disassemble SP for the sake of IP induction, which is likely to cope
with the protein overload, as it is endowed with an enhanced catalytic activity [238,239]. Remarkably, the
IP cleaves both microbial- and oxidized/aggregated-proteins to produce immunogenic peptides, which
are exposed on glial and neuronal MHC-I for presentation to CD8+ T cells. In fact, IP is able to degrade
aggregation-prone proteins such as alpha-synuclein and beta amyloid, which are conventionally
degraded by SP and autophagy, although some debate still exists concerning the degradation rate
and efficacy of IP compared with SP [238,240,241]. In any case, the IP-dependent degradation
of aggregation-prone proteins produces Ag peptides, which activate adaptive immunity [6,238].
This provides an oxidation-linked explanation for the baseline activity of UPS in neuro-immune
surveillance [85,238]. IP recruitment may serve as a compensatory pro-survival mechanism, allowing
cells to quickly expand the peptides repertoire and aid immune defense in a challenged organism. This is
supported by the fact that IP also operates in baseline conditions in neurons and glia, which indeed
express low amounts of IP and MHC-I, even in the absence of cytokine stimulation [238,242,243]. In line
with this, MHC-I-selective expression within the neurons and glia throughout the brain and spinal cord
extends well beyond a classic antigen-presenting role. In fact, the MHC-I neuronal expression is key in
early neuronal development, axonal regeneration, synaptic plasticity, reward, and memory [243–246].
Nonetheless, IP induction is a tightly regulated and transient response, as cells must rapidly switch
back to SP once the IP function is no longer required [247]. Abnormal IP expression and the subsequent
MHC-I-dependent Ag presentation enhances the APC-like behavior of neurons, and, as such, increases
their susceptibility to CD8+ auto-immune attack. In fact, a dramatic increase in the amount of
IP is bound to an abnormal auto-immune response in a variety of CNS disorders [6]. As recently
reviewed, IP is significantly and constantly up-regulated in the glia and neurons, both in patients and
experimental models of classic and auto-immune neurodegenerative disorders [6]. Nonetheless, the
functional role of IP induction differs between auto-immune compared with classic neurodegenerative
disorders. In neurodegenerative disorders such as PD, AD, and HD, the upregulation of IP occurs as
a compensatory response to cope with inflammatory conditions that develop during proteinopathy,
when SP is downregulated [6,238,248,249]. In fact, general UPS inhibitors targeting both SP and IP
produce a detrimental effect, which recapitulates neurodegeneration, while selective IP inhibitors have
only limited beneficial effects in the models of neurodegenerative disorders [6]. On the other hand,
in auto-immune disorders, including MS and experimental autoimmune encephalomyelitis (EAE),
IP inhibitors significantly ameliorate neurological and inflammatory disease scores [6,250]. There
is also evidence indicating that a combination of autophagy and IP inhibitors may be an effective
strategy against EAE [251]. In keeping with this, a number of studies reported that exposure to
cytokines, such as IFN-γ, also up-regulates autophagy to promote the activation of innate and adaptive
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auto-immunity [252]. In this context, autophagy has been suggested to represent a tolerance-avoidance
mechanism, being strongly recruited during CD4+ T-cells activation [253]. Instead, autophagy inhibition
induces a long-lasting state of hypo-responsiveness within T-cells [253]. In vivo, autophagy inhibition
during Ag priming induces T-cell energy, and decreases the severity of disease in EAE [253]. On the
other hand, studies in humans showed that autophagy activity is not increased in neither the peripheral
nor brain-circulating CD4+ T cells of MS patients compared with controls, despite having increased
Atg5 gene and protein levels [254]. Other studies centered on the role of microglia-related inflammation
suggest that autophagy induction via mTOR inhibition contributes to reducing both demyelination
and inflammation in EAE [255]. As far as it concerns neurodegenerative disorders, autophagy
induction seems to play a beneficial effect in counteracting acute and chronic inflammation [256].
For instance, in an in vitro model of PD, TNF-α was shown to impair autophagy flux in microglia, while
fostering microglia polarization towards the pro-inflammatory phenotype M1 [257]. The inhibition of
autophagy consistently aggravates M1 polarization induced by TNF-α, and remarkably, autophagy
inhibition alone is sufficient to trigger microglia activation toward M1 status, along with producing
neurotoxicity [257]. Conversely, the upregulation of autophagy via serum deprivation or pharmacologic
activators (rapamycin and resveratrol) promotes microglia polarization toward the M2 phenotype, thus
fostering inflammation resolution and preventing neurotoxicity [257]. Again, enhancing autophagy
in the microglia in an in vitro model of AD promotes the degradation of the phagocytosed fibrils of
amyloid beta, along with restraining the inflammasome activation and pro-inflammatory cytokine
release [258]. This is in line with findings indicating that impaired autophagy in microglia associates
with synaptic defects, and with the subsequent psychiatric alterations observed in experimental
models [76,77]. Again, the disruption of autophagy within neurons occurs following infection-induced
microglial activation, which results in neurodegeneration [52]. This is in line with the plethora of
studies pointing at autophagy dysfunction in neurodegenerative disorders, such as AD, PD, and
HD. In these disorders, a progressive dysfunction of autophagy within the CNS is reminiscent of
that reported for SP. In a scenario where the autophagy–UPS interplay appears critical, it is worth of
considering some overlapping molecular mechanisms that may operate in various CNS disorders to
foster neuro-inflammation and maladaptive synaptic plasticity through IP induction and concomitant
SP-autophagy downregulation. Remarkably, autophagy and UPS activities are influenced by the
same intracellular cascades that are triggered by the DA receptors expressed on the neurons and
glia. In fact, signaling pathways placed downstream to plasma membrane D1-like and D2-like DA
receptors converge on the mTORC1 pathway [96], which, in turn, may either suppress or enhance
the baseline SP/IP and autophagy activities, depending on the pattern of stimulation of the specific
DA receptors. Thus, a feedback loop is established between DA signaling and mTOR-dependent
cell-clearing systems in neurons, glia, or even in T-cells. The intrinsic oxidative potential of DA,
along with the abnormal stimulation of DA receptors, are primary candidates fostering protein
oxidation, inflammation, impairment of autophagy flux, SP disassembly, and the subsequent IP
upregulation [48,71,96,97,99,259,260] (Figure 3). This is supported by the effects of exogenously
administered DA precursors in enhancing neuronal Ag presentation via MHC-I, and the subsequent
activation of CTLs [48], which, in fact, is a major task of the IP.
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autophagy degradative potential. At the same, the abnormal release of DA produces an abnormal 
stimulation of post-synaptic DA receptors, which are coupled with intracellular cascades such as 
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As a consequence of the autophagy and SP dysregulation, indigested misfolded or oxidized 
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molecules (DAMPs) (Figure 4). In fact, DAMPs activate NF-κB and the inflammasome to release 
cytokines such as IFNγ, along with spreading misfolded proteins, advanced glycation end-products 
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Figure 3. The effects of abnormal DA release and stimulation of DA receptors on proteasome and
autophagy. An abnormal amount of intracellular DA may foster the loss of compartmentalized
physiological oxidative deamination of DA, which readily undergoes auto-oxidation to produce toxic
quinones and highly reactive chemical species such as reactive oxygen species (ROS). In turn, these
react with sulfhydryl groups and promote the structural modifications of proteins, lipids, and nucleic
acids within the DA axon terminals and surrounding compartments. Structural modifications of
proteins translate into the formation of insoluble aggregates overwhelming both the SP and autophagy
degradative potential. At the same, the abnormal release of DA produces an abnormal stimulation of
post-synaptic DA receptors, which are coupled with intracellular cascades such as protein kinase A and
C (PKA/PKC). The non-canonical activation of these cascades promotes the hyper-phosphorylation and
activation of glutamate (GLUT) receptors and ion channels, which foster GLUT hyper-responsivity and
Ca2+ uptake converging in the increase of oxidative stress. Again, the intracellular cascades placed
downstream of the DA receptors (mostly D1-like) converge on activating the mammalian target of
rapamycin (mTOR) pathway, thus promoting SP and autophagy downregulation. Red arrows in bold
indicate increased levels. Plain red arrows indicate the formation of DA-derived toxic quinones and
oxidized/misfolded proteins up to insoluble aggregates, and the progression of the various metabolic
cascades that arise from abnormal stimulation of DA receptors.

As a consequence of the autophagy and SP dysregulation, indigested misfolded or oxidized
substrates may perpetuate inflammation through the release of danger-associated molecular pattern
molecules (DAMPs) (Figure 4). In fact, DAMPs activate NF-κB and the inflammasome to release
cytokines such as IFNγ, along with spreading misfolded proteins, advanced glycation end-products
(AGEs) and free radicals, which all converge to induce the upregulation of IP within neighboring
cells via autocrine or paracrine mechanisms. DAMPs may also stimulate toll-like 4 receptor (TLR4)
to impair both SP and autophagy [75]. In this scenario, impaired SP and autophagy can neither
digest potentially harmful DAMPs, nor restrain the release of DA and GLUT, which may add on glia
activation and the release of pro-inflammatory signals recruiting T-cells within the CNS. In this way,
IP upregulation leads to an overproduction of neuronal and glial antigens co-expressed with MHC-I
molecules to prime cytotoxic CD8+ T cell response (Figure 4). At the same time, autophagy cannot
efficiently provide for the internalization of MHC-I molecules or the degradation of damaged proteins
and organelles, which fuels inflammation and immune activation. Thus, alterations of autophagy and
UPS may explain why a variety of CNS disorders feature concomitant alterations in neurotransmitter
activity, oxidative-inflammatory stress, and inappropriate immune response, which synergize to alter
synaptic plasticity and damage neurons.
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Figure 4. Molecular mechanisms bridging neuro-inflammation, immunoproteasome (IP) induction and
autophagy-SP dysfunction in the central nervous system (CNS). (1) As a consequence of autophagy and
SP dysregulation, indigested misfolded or oxidized substrates may perpetuate inflammation through
the release of danger-associated molecular pattern molecules (DAMPs), such as advanced glycation
end-products (AGEs), lipopolysaccharides (LPS), and ROS. While DAMPs activate NF-κB and the
inflammasome to release cytokines such as interferon gamma (IFNγ), the spreading of indigested
misfolded proteins, AGEs, and free radicals in the extracellular space occurs. (2) All of these factors
converge to induce an upregulation of IP within the neighboring cells via autocrine or paracrine
mechanisms. DAMPs may also stimulate AGE receptors, IFN receptors, and toll-like 4 receptor
(TLR4), to converge on molecular pathways such as mTOR, which, in turn, induce IP upregulation and
SP-autophagy downregulation. In this scenario, IP upregulation leads to an overproduction of CNS
self-antigens co-expressed with major histocompatibility complex (MHC)-I molecules to prime cytotoxic
CD8+ T cell response. At the same time, autophagy cannot efficiently provide for the internalization of
MHC-I molecules or the degradation of damaged proteins and organelles. (3) Within glial cells, the
same DAMPs and cytokines that foster glial activation may contribute to the impairment of autophagy
and SP, while up-regulating IP, which is able to process and cross-present phagocytosed proteins via
MHC-II for the activation of CD4+ T cells. (4) In this way, IP upregulation, in an attempt to compensate
for SP-autophagy downregulation, may fuel inflammation and auto-immune activation to promote
altered synaptic plasticity and neuronal damage. Red arrows in bold indicate decreased/increased
levels/activity of SP, IP, autophagy, MHC-I, MHC-II. Plain red arrows indicate intra-cellular signaling
cascades. Dotted red arrows indicate the extracellular release of DAMPs, cytokines, and their binding
to cognate receptors in neighbor cells or phagocytosis by glial cells. Dotted black arrows indicate
the shuttling of substrates towards UPS or autophagy, the formation of Ag peptides deriving from
UPS cleavage, and the progression of MHC-I-Ag complex from the ER and endosomes to the plasma
membrane. The red frame indicates the final effect produced by CD4+ and CD8+ T-cells activation on
neurons and glia.

5. Conclusions and Future Directions

The evidence reviewed here suggests that autophagy and UPS are key mediators of synaptic
plasticity, being placed at the cross-road between neurotransmission and immune activity. Nonetheless,
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we are just scratching the surface of the intricate molecular mechanisms that translate autophagy
and UPS alterations into specific CNS disorders. Further experimental studies are needed to
dissect the correlation between autophagy and UPS status, disease-specificity, and disease-stage.
In fact, different effects on autophagy and UPS may occur in auto-immune compared with classic
neurodegenerative disorders, because of the different etiologies between these CNS diseases. Moreover,
the interdependency between autophagy and UPS may lead to confounding outcomes when assessing
the effects of specific compounds, which indeed modulate both systems rather than autophagy or
UPS individually. In addition, there are several factors that may contribute to yielding controversial
results on autophagy and UPS. One of these may be the biased interpretation of the autophagy
or UPS status. In fact, most studies assess autophagy by measuring the amount of LC3B or the
number of autophagosomes, which does not necessarily reflect an increased autophagy capacity.
Rather, it may reflect a progressive downregulation of autophagy flux due to the impaired fusion
of LC3-positive autophagosomes with lysosomes. Again, most studies detect UPS status through
antibodies that recognize alpha subunits, which do not allow for distinguishing between the SP/IP
ratio. Likewise, measuring the overall UPS catalytic activity does not allow for dissecting whether the
contribution derives from SP or IP. In any case, dysregulations of both autophagy and UPS appear
as a common signature in a variety of CNS disorders, where synaptic alterations synergize with
inflammatory/immune reactions. This calls for further studies aimed at investigating the effects of
additional compounds, which can synergistically modulate both UPS (IP and SP) and autophagy, in an
attempt to find preventive and/or therapeutic strategies against early synaptic alterations. In keeping
with this, mTOR modulators remain, to date, the best candidates for acting on autophagy, IP, and SP.
Beyond the gold-standard mTOR inhibitor rapamycin, several phytochemicals, which recently gained
increasing interest in CNS disorders due to their adaptogenic, anti-oxidant, and anti-inflammatory
effects, act indeed as mTOR modulators. Testing the effects of these compounds on autophagy and
SP–IP may disclose a potential correlation between their beneficial effects and cell-clearing pathways.
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AD Alzheimer’s disease
Ag Antigen
APC Antigen presenting cell
BDNF Brain derived neurotrophic factor
CNS Central nervous system
CTL Cytotoxic T-lymphocyte
DA Dopamine
DAMPs Danger-associated molecular pattern molecules
DC Dendritic cell
EAE Experimental autoimmune encephalomyelitis
GLUT Glutamate
HD Huntingtin’s disease
HDAC6 Histone deacetylase 6
IFNγ Interferon gamma
IL-1β Interleukin 1 beta
IP Immunoproteasome
Meth Methamphetamine
MHC Major histocompatibility complex
MS Multiple sclerosis
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mTOR Mammalian target of rapamycin
NF-κB Nuclear factor K beta
PD Parkinson’s disease
Rab GTPase Gtp bound ras proteins in brain
SNARE Soluble Nsf attachment protein receptor
SP Standard proteasome
SQSTM1 Sequestosome-1
SV Synaptic vesicle
TCR T-cells receptor
TLR4 Toll-like receptor 4
TNFα Tumor necrosis factor alpha
UPS Ubiquitin proteasome
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