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1. Introduction

The Boundary Layer (BL) dynamic performance greatly affects the forces acting on
any Bluff body. Ideally, the boundary layer should be attached to the surface but when
separation occurs, the vortical structures and the dynamic forces’ amplitude rapidly in-
crease. In many aerodynamic applications, the Bluff bodies are shaped in such a way that
the boundary separation is delayed as much as possible. Nevertheless, using novel tech-
nologies, it is possible to reattach the previously separated BL, or at least further delay its
separation. One of the novel techniques which allows for the modification of the separation
point of the BL is Active Flow Control (AFC). This consists of injecting/sucking fluid in
pre-defined locations. In the vast majority of AFC applications, it is essential to perform an
energy assessment in order to make sure that the energy saved by the reduction/increase of
the forces due to the modification of the BL separation point is much larger than the energy
employed for the actuation. In order to achieve this goal, it is essential to properly tune
the five parameters associated to any AFC implementation, groove position, groove width,
momentum coefficient, jet inclination angle and jet frequency. Such tuning can be carried
out via a parametric optimization or using any optimizer. In other words, AFC is always
associated with optimization methodologies; otherwise, the energy assessment cannot be
successfully accomplished. The present book is based on a set of published articles that
highlight some novel applications of flow control.

2. Book Contents

The articles presented in this book are related to novel flow control technologies and
are divided into four main categories. The first one presents several Passive Flow Control
(PFC) applications, which highlights the current relevance of passive methodologies. PFC
is used to improve the performance of axial compressors by reducing the generation
of shedding vortices at the trailing edge of a blade. This was initially investigated by
Gao et al. [1]. Flow field improvements in highly loaded compressors and aeroengines
are studied numerically by Xu et al. [2] and Lei et al. [3], respectively. In both cases, it
was observed that appropriate three-dimensional blading resulted in an increase in static
pressure and a reduction in the influence of secondary flows. A flapping bionic wavy
leading edge wing is studied by Bai et al. [4], and they realized that it generated a higher
lift than conventional airfoils. The passive flow-control application section is closed by the
transient analysis undertaken on cruise missiles’ submerged inlet by Zhang and Mi [5].
The use of a distributed submerged inlet proved to have clear advantages compared to the
conventional inlet. Closely related to passive flow control applications is the section related
to surface micro-machining, where micro-texturing is employed by Shang et al. [6], to
reduce the drag and modify the cavity area in hydrostatic bearings. Micro-groves are used
by Cacciatori et al. [7], to reduce the drag in an Unmanned Aerial Vehicle’s (UAV’s) fixed
wing. The next section presents several Active Flow Control (AFC) investigations. In the
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research by Carbajosa et al. [8], the effectiveness of a pulsating jet is compared with a steady
blowing jet, aiming to control the flow on a turbine airfoil trailing edge. Several injection
frequencies were evaluated, and they demonstrated that pulsating forcing is more effective
than steady actuation. A parametric optimization considering three AFC parameters on
an NACA-8412 airfoil at an Angle of Attack (AoA) pf 15 degrees and Reynolds number
of 68.5*103 is undertaken by Couto and Bergadà [9]. The effectiveness of using plasma
actuators on an NACA 0015 airfoil at pre-stall AoA at a Reynolds number of 63000 is
analyzed by Ogawa et al. [10]. An optimized design of a slat channel configuration, aiming
to increase the lift of a given airfoil profile, is presented by Yu and Mi [11]. In fact, this
final paper opens the door to the final chapter, which is Optimization Techniques (OT).
At present, in many applications and especially those involving AFC technology, it is
necessary to optimize the parameters to minimize the energy used for the application while
maximizing the outcome. In AFC applications, five parameters need to be optimized, and
despite the fact that parametric optimizations can be quite useful, the use of optimizers
based on Genetic Algorithms (GA) or gradient-based methods appear to be a much more
precise way to accurately tune the required parameters. This is the direction of the work
conducted by Coma et al. [12]. In this research, the performance of GA and gradient-based
methods is compared when these methods applied to an SD7003 airfoil to tune the AFC
parameters. A hybrid evolutionary optimization method (HCGA) in combination with a
CFD solver, is presented in the work of Zhao et al. [13], as a decision-maker design tool for
aerodynamic shape design. The final contribution of this book was made by Li and Qin [14],
who present a review of the different flow control techniques used for gust load alleviation.

3. Concluding Remarks

The reader should consider that the present book aims to simply introduce some of
the many existing flow control applications. In fact, the goal of the editors is to open a
door to this rather novel technology and hopefully highlight the importance of optimiza-
tion techniques in AFC applications. We sincerely hope that the reader will enjoy the
different research works published here while noticing the variety of applications of flow
control technologies.

As a final remark, we would like to reproduce one of Albert Einstein’s quotes: “Life
is like riding a bicycle. To keep your balance, you must keep moving”. In this way, may
this book help the reader to keep moving.

Author Contributions: Both authors have contributed equally to this book. All authors have read
and agreed to the published version of the manuscript.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: We took the mining counter-rotating fan FBD No.8.0 as the research object, used orthogonal
test and numerical simulation to study the influence of wing angle blade on fan performance, and
simulated and analyzed its aerodynamic noise. The results show that the pressure distribution of
the optimal blade angle blade fan on the pressure surface of the secondary blade is stronger than
that of the prototype blade, and the maximum pressure at the blade height of 25%, 50%, and 75% is
increased by 2.3%, 9.3%, and 8.1%, respectively, than original blade. Compared with the prototype
blade; wing angle blades can effectively reduce the generation of shedding vortices at the trailing
edge of the blade, and reduce the strength of shedding vortices, so that the entropy production of
the optimal wing angle blade fan is 1.55% lower than that of the prototype fan. Compared with
the prototype fan, the full pressure and efficiency of the angle blade fan under the rated flow have
increased by 7.24% and 1.76%, and the average increase of 11.32% and 3.88%, respectively, under the
full flow condition. Compared with the prototype fan, the maximum sound power of the wing blade
fan in the first and second blade trailing edge regions is reduced by 0.17% and 1.62%, respectively.

Keywords: counter-rotating axial fan; orthogonal experiment; numerical simulation; wing angle blade

1. Introduction

The blade is the main working component of the counter-rotating axial fan for mining,
and its shape and structure will directly affect the overall performance of the fan. However,
the traditional counter-rotating fan has the problems of low efficiency and high aerody-
namic noise. Therefore, studying the shape of the blade has important reference value for
improving the performance of the counter-rotating axial flow fan.

Jin Yongping et al. [1] used response surface method and three-dimensional flow
field analysis method to optimize the swept parameters of the two-stage blades of the
contra-rotating axial flow fan for mines, which increased the fan efficiency by 1.64% and
improved the flow of internal fluid. Chen et al. [2,3] perforated the trailing edge of the
primary blade and the leading edge of the secondary blade of a small counter-rotating axial
fan, and found that the blade perforation reduced the overall noise of the fan by 6–7 dB (A).
Wu et al. [4] used numerical calculation software to simulate three types of counter-rotating
fans with a primary impeller hub ratio of 0.72 and a secondary impeller hub ratio of 0.72,
0.67, and 0.62. The highest efficiency was observed when the secondary impeller hub ratio
was 0.62. Mistry et al. [5] studied the effect of two-stage impeller spacing on the axial
flow fan, and pointed out that when the impeller spacing is 0.9 times the chord length, the
performance of the fan is optimal.

In recent years, with the development of biomimetic technology, living organisms
with excellent flow field characteristics in nature have attracted more and more attention.
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Since the blade is the main working component of the fan, the bionic research is mostly
carried out around the blade. Tian et al. [6] improved the NACA4412 airfoil based on their
study of the wing structure of swallows, and the lift coefficient and lift-drag ratio of the
bionic blade were improved compared to the original blade. Inspired by the non-smooth
leading edge of the long-eared owl’s wings, Sun et al. [7] designed a bionic blade with such
a leading edge and introduced this type of blade into an axial fan. The noise of the fan was
significantly reduced to the range of 500–2000 Hz, and the maximum noise reduction was
about 2.52%. Liang et al. [8] improved the performance of the fan by applying a sawtooth
structure on the edge of the fan blade based on the silent principle of bird flight. Under
ideal conditions, the bionic blade reduced the noise by 2.2 dB (A). The noise reduction
rate was about 2.5%, and the fan efficiency was increased by 5.3%. Xu et al. [9,10], based
on the low-noise feature of the owl’s flight, installed a bionic serrated structure on the
trailing edge of the SD 2030 airfoil blade, and explored the aerodynamics of the blade at
different angles of attack and with different sizes of the serrated structures. The analysis
showed that the blade trail expansion speed increases with the increase of the size of the
saw tooth structure.

Studies have shown that the use of bionic methods to optimize the blades can effec-
tively improve the aerodynamic performance of the blades, thereby improving the internal
flow field of the fan. However, in the past, the optimal design of counter-rotating fans was
mostly the application of conventional methods, while the bionic methods were mostly
concentrated on single blade or single-stage axial flow fans, and there were few bionic
researches on blades of counter-rotating axial flow fans for mining. Therefore, this paper
takes the FBD No.8.0 mine counter-rotating fan as the research object. Inspired by the
wing angle structure of migratory birds that will improve the external flow field of the
wings during the long-term evolution of migratory birds, the wing angle bionic design of
the fan blade was carried out. At the same time, orthogonal experiments and numerical
calculations were used to simulate the performance and noise of the modified fan, and a
static analysis was carried out. The results were compared with the performance of the
prototype fan, providing a design idea and data processing method for the optimal design
of similar fans.

2. Numerical Calculation Model and Calculation Method
2.1. Numerical Calculation Model

This article takes a FBD No.8.0 mine counter-rotating fan as the research object. When
modeling the wind turbine, in order to facilitate the numerical calculation, its internal
structure was appropriately simplified. The final wind turbine model is shown in Figure 1.
The entire fan model is composed of six parts: primary and secondary impellers, collector,
deflectors and air ducts. The specific parameters of each part are shown in Table 1.

The wind turbine model was imported into ICEM CFD, and the two-stage impeller
and the air duct area were meshed separately using a more adaptable unstructured grid.
When the impeller was meshed, the flow field in this area was relatively complex and
was the main area of the research, so the mesh was encrypted. The mesh size of the blade
surface was controlled at 2 mm. Set 5 layers of boundary layer grids on the solid surface of
the fan, and the first layer of boundary layer grids was set to 0.05 mm, so that the fan wall
grid y+ = 30. Finally, the two parts were superimposed to form a complete computational
domain grid model. The independence of the grid is tested. The results are shown in
Table 2. It is found that when the number of cells are 2 million, the efficiency basically
remains unchanged, so the number of cells finally selected is 2 million.
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Table 1. Design parameters of FBD No.8.0 mine cyclone machine.

Design Parameters Value

Number of blades of first-stage impeller 14
Number of blades of second-stage impeller 10

One, two leaf height (H/mm) 150
Chord length of first and second stage blade tip (L/mm) 111

One, two wheel hub ratio 0.6
One, two stage tip clearance(mm) 2
One, two rated speed/(rad/min) ±2900

Mounting Angle of first-stage blade (◦) 46
Mounting Angle of two-stage blade (◦) 30

Table 2. Grid independence test.

The Number of Cells
(Million)

The Efficiency
(%)

The Number of Cells
(Million)

The Efficiency
(%)

1.34 72.23 1.70 71.98
1.79 73.25 2.02 74.62
3.22 74.50 3.64 74.56

2.2. Calculation Method and Solver Settings

Numerical simulation of the wind turbine model was carried out with ANSYS Flunet
numerical calculation software. The settings were as follows:

(1) Solver setting: Choose the RNG k-ε turbulence model [11] that can better reflect
the rotation of the fan impeller, and ignore the influence of gravity on the fan flow
field. The standard wall function was used near the wall, and the pressure and
velocity coupling selected the SIMPLE algorithm, and each difference format used the
second-order accuracy [12].

(2) Setting of regional conditions: The calculation of the flow field adopted the moving
coordinate system method, and the two-stage impeller part was set as the rotating
zone, the speed was ±2900 rad/min, and the fan part was the static zone [13].

6
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(3) Boundary condition setting: Define the inlet end face of the collector as the velocity
inlet, and the velocity direction was the normal direction of the inlet end face. The
turbulence intensity and hydraulic diameter method were selected to control the
turbulence; the outlet end face of the air duct was set as a free outlet; define the
interface between the two-stage impeller and the air duct area for coupling and data
transmission; the two-stage blade and the wall of the hub were set with a rotating
wall, and the rotation speed remained relatively static with the region of adjacent cells.
The other walls were set as static walls. All walls adopted the wall condition without
slippage and considering the surface roughness.

(4) Convergence conditions: When the residual values of turbulent kinetic energy k,
dissipation rate ε, and velocities in various directions were less than 1 × 10−4, the
calculation was considered to be convergent.

2.3. Statics Settings

During the static analysis of the blade, mesh the hub and blade with an unstructured
grid, and ensure that the mesh size on the blade is the same as the mesh size of the first
boundary layer of the blade in the fluid calculation, so as to reduce the transmission error
in the fluid–solid coupling process. The materials of the hub and blades were steel. Import
the blade surface pressure data in the fluid simulation into the ANSYS statics analysis
module as the surface pressure load, and apply ±2900 rad/min centrifugal force load and
gravity field load to the primary and secondary impellers, respectively.

2.4. Experimental Verification

Since the counter-rotating fan for mining was a press-in fan, the GB/T 1236–2000 Type
B device was selected to collect data related to the total pressure Pt and efficiency η of the
fan, and then the accuracy of the numerical calculation results was experimentally verified.

Figure 2 is a test platform for a counter-rotating axial flow fan. The wind resistance
of the fan can be changed by adjusting the distance between the cone-shaped restrictor
in Figure 2b and the outlet of the test air tube to achieve the purpose of imposing dif-
ferent loads on the fan, and then it provided conditions for testing the fan under full
flow conditions.
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Figure 2. Test platform for contra-rotating axial fan. (a) Counter-rotating fan and test air duct;
(b) tapered restrictor.

As shown in Figure 3, the collected results were compared with the numerical cal-
culation results. It can be seen from the figure that the trends of the full pressure Pt and
efficiency η curves of the simulation and experiment were basically the same. Additionally,
the average deviations of the total pressure Pt and efficiency η of simulation and experiment
were 1.75% and 0.60%, respectively; the relative deviations at the rated flow point were
about 1.44% and 0.01%, and both were within 5%. This showed that the reliability of mod-
eling, meshing and calculation method settings was high, and the numerical calculation
results could reflect the actual operation of the wind turbine.
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3. Wing Angle Blade Model and Orthogonal Test
3.1. Wing Angle Blade Design

The blade is the main working component of the fan, and its function is to convert
the mechanical energy of the rotating blade into fluid pressure energy and kinetic energy.
Therefore, the shape and structure of the blades play a decisive role in the performance of
the fan.

As shown in Figure 4 [14], during the flight of large migratory birds, the leading edge
of their wings has wing angle structure, which helps improve the flow field near the wing
during long-distance flight. Inspired by this, bionic design of two-stage fan blades was
carried out by applying only a certain range of wing angle structure on the blade without
changing the parameters of the prototype blade, such as airfoil, twist angle α and blade
height H, as shown in Figure 5. The wing angle position s was the distance from the
deflection of the upper wing angle to the blade root in the direction of the blade height. The
tip offset distance a was the offset distance of the wing angle blade relative to the prototype
blade at the tip of the blade upward from the chord of the blade.
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3.2. Orthogonal Experiment Design

According to the key dimensions of the wing angle blades and in order to reduce
the number of tests, an orthogonal test was designed to select the wing angle position
s and tip offset distance a of the first and second stage blades [15]. Among them, factor
A was the position s1 of first-stage blade tip, factor B was the tip offset distance a1 of
first-stage blade, factor C was the position s2 of second-stage blade tip, and factor D was
the tip offset distance a2 of second-stage blade. According to relevant fan studies, the main
work area of the blade was the upper middle part of the blade, and the maximum static
pressure coefficient was the largest at the pressure front edge at 75% of the blade height [16].
Therefore, the position s of the wing Angle was selected in this area. The tip offset distance
was selected from 10 mm to 20 mm to ensure that the blade strength will not be reduced
due to excessive structural deformation. Finally, an orthogonal test with four factors and
three levels was determined, as shown in Table 3.

Table 3. Orthogonal experiment factors level table.

Test Serial
Number

Position of First-Stage
Blade Angle

A/mm

Tip Offset Distance of
First-Stage Blade

B/mm

Position of Second-Stage
Blade Angle

C/mm

Offset Distance of Blade Tip
of Second-Stage Impeller

D/mm

1 100 10 100 10
2 110 15 110 15
3 120 20 120 20

3.3. Optimal Wing Angle Blade Fan

Range analysis was conducted on the efficiency of rated flow points, and the efficiency
values of each test were shown in Table 4. According to the principle of orthogonal test,
factors with larger range values had greater influence on efficiency. Therefore, the degree of
influence of each factor on efficiency was A (s1 of first-stage blade angle), C (s2 of second-
stage blade angle), B (a1 of first-stage blade tip offset), and D (a2 of second-stage blade tip
offset) in descending order. It could also be concluded that compared with the prototype
fan (η = 75.18%), the fan efficiency of nine experimental schemes was improved at the
rated flow point. The degree of influence of the corresponding factors of the first stage
impeller was greater than that of the second stage impeller, which was mainly because in
the cyclone machine, the number of blades of the first-stage impeller was more than that
of the second-stage impeller, and the flow velocity into the first-stage impeller was lower

9



Appl. Sci. 2022, 12, 1968

than that into the second-stage impeller, and the rotational speed of the two-stage impeller
was the same. Therefore, in a unit time, the effect of the first-stage impeller on the flow was
stronger than that of the second stage impeller.

Table 4. Design flow point efficiency data processing and range analysis.

Test Serial
Number

Position of
First-Stage Blade

Angle
A/mm

Tip Offset
Distance of

First-Stage Blade
B/mm

Position of
Second-Stage
Blade Angle

C/mm

Tip Offset Distance of
Second-Stage Blades

B/mm

Efficiency
η/%

1 100 10 100 10 76.69
2 100 15 110 15 76.36
3 100 20 120 20 76.94
4 110 10 110 20 76.53
5 110 15 120 10 76.45
6 110 20 100 15 76.38
7 120 10 120 15 76.51
8 120 15 100 20 76.32
9 120 20 110 10 76.31
k1 77.66 76.58 76.46 76.48
k2 76.45 76.38 76.40 76.42
k3 76.38 76.54 76.63 76.60

Range 0.28 0.20 0.23 0.18

ki in the table represents the average efficiency of test parameters at the level of i, and
the level corresponding to the maximum ki is the optimal level of this factor. In conclusion,
the optimal level combination of the orthogonal test is A1B1C3D3.

4. Analysis of Optimization Results

In order to further study the influence of wing angle blades on the internal flow field
of the fan, the prototype fan was compared with the optimal wing angle blade fan in
orthogonal test. For the convenience of the analysis, the orthogonal experiment optimal
vane fan is referred to as wing blade fan in the following.

4.1. Total Pressure Distribution on Blade Surface

The pressure distribution on the blade surface can effectively reflect the power capacity
of the fan blade. Figure 6 shows the total pressure distribution curves of the first and second
blades of the wing angle blade fan and prototype fan at the rated flow point. The prototype
blades and wing angle blades are, respectively, analyzed at 25%, 50% and 75% relative
blade heights. The relative position R = x/L is defined, where x is the distance from any
point on the blade to the leading edge of the blade [16], and L is the chord length of the
blade, mm. To the left of the black dotted line is the leading edge of the blade.

In Figure 6a, as the relative blade height increases, the pressure of the pressure surface
also increases, which also reflects that the upper half of the blade is the main working
area. The total pressure distribution of the wing angle blade and the prototype blade on
the suction surface and pressure surface is roughly the same. Additionally, the maximum
pressure is located at the front edge of the blade. At a relative blade height of 75%, the
maximum pressure of the angle blade is 6082.19 Pa, which is an increase of 22.15% compared
to the maximum pressure of the prototype blade of 4979.35 Pa.
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Figure 6. Total pressure distribution on blade surface. (a) Total pressure distribution of the first-stage
blade; and (b) total pressure distribution of the second-stage blades.

From Figure 6b, it can be seen that the total pressure of the secondary stage impeller
blade at the pressure surface of the blade is stronger than that of the prototype blade at
the same blade height, which indicates that the functional force of the blade angle blade is
better than that of the prototype blade, and the maximum total pressure is also located at
the pressure surface of the leading edge of the blade. The maximum pressures at 25%, 50%,
and 75% of the blade height are 10,289.05 Pa, 12,575.33 Pa, 11,613.50 Pa, respectively, which
are 2.3%, 9.3% and 8.1% higher compared to the prototype blade at the same height.

4.2. Q Isosurface Analysis

Due to the relatively complex flow field in the fan wheel area, there are a large number
of vortices near the blades, and the vortices will reduce the efficiency of the fan and increase
the noise. Therefore, this paper uses the Q isosurface method to discriminate the flow
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field in the two-stage impeller area of the fan, and observe the distribution of the vortex
core position.

The research on vortices is in the process of continuous exploration, and a variety of
vortex identification technologies have been developed. At present, the Q criterion and
the Lambda2 criterion are commonly used. Indeed, lambda2 is a very powerful tool in the
comparison between the different configurations in terms of vortical structures as done,
e.g., in Mariotti et al. [17], Alavi Moghadam et al. [18], and Rocchio et al. [19]. I think Q
criterion is more suitable for the analysis of fan impeller flow field in this paper.

The definition of Q isosurface is:

Q =
1
2
(ΩijΩij − σijσij) (1)

Ωij represents the vorticity tensor; σij represents the strain rate tensor, and the expressions
are as follows:

Ωij =
1
2
(

∂ui
∂xj
− ∂uj

∂xi
) (2)

σij =
1
2
(

∂ui
∂xj

+
∂uj

∂xi
) (3)

The equation that reduces Equation (1) to 3D Cartesian coordinates is:

Q = − 1
2 [(

∂u
∂x )

2
+ ( ∂v

∂y )
2
+ ( ∂w

∂z )
2
]

− ∂u
∂y · ∂v

∂x − ∂u
∂z · ∂w

∂x − ∂v
∂z · ∂w

∂y
(4)

In Formula (4): u, v, w are the velocity components of the velocity v in the x, y, and z
directions, m/s. When Q > 0, it means that the rotation of the fluid mass is dominant.

Figure 7 shows the Q isosurface distribution of the blade angle blade fan and the
prototype fan in the first-stage and second-stage impeller regions. The Q isosurface of the
first-stage and second-stage impellers are about 2.5× 105 s−2 and 8.5× 104 s−2, respectively.
It can be seen from the figure that the vortices near the blade are mainly divided into the
tip leakage vortex, the tip separation vortex and the blade shedding vortex. From the
comparison between the prototype fan and the blade angle blade fan, it is found that
compared with the prototype fan blade, although the blade angle structure has no obvious
effect on the improvement of the vortex core distribution of the tip separation vortex and
the tip leakage vortex, it improves the core distribution of the vortex at the trailing edge of
the blade.

The generation mechanism of the blade shedding vortex is the same as that of the
Karman vortex street [20]. The formation of the Karman vortex street is due to the inter-
action of the inertia and viscosity of the fluid on the back of the cylinder after the fluid
contacts the solid surface. A periodic vortex is formed, and the vortex will periodically
fall off behind the solid with the flow of the airflow. The size of the period is related to the
Reynolds number Re of the fluid and the shape of the solid. The blade shedding vortex
will also produce periodic vortices in the area of the trailing edge and pressure surface of
the blade. When the frequency of the shedding vortex coincides with the natural frequency
of the blade rotation, resonance will occur, causing the blade to vibrate violently, which
will lead to damage or failure of the blade. Therefore, in the actual design and use of the
fan, the generation of blade shedding vortices should be avoided as much as possible.
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Since the Q isosurface method can only observe the distribution of the core position
of the blade vortex, it cannot obtain the strength of the vortex. For this reason, this paper
uses the analysis method provided by Inoue [21] to determine the magnitude of the vortex
intensity. The method found through experiments that the vortex intensity is inversely
related to the static pressure, that is, the lower the static pressure at the trailing edge of the
blade, the higher the vortex intensity. Additionally, the lowest area of its static pressure is
the core area of the vortex. In order to obtain the distribution of the blade shedding vortex
intensity, take the vicinity of the trailing edge of any blade of the two-stage impeller as
the starting point, and set three planes A, B, and C at equal intervals from near to far, as
shown in Figure 8, where the interval between two adjacent planes is 0.25 L. By observing
the static intensity distribution cloud diagrams of these three planes, the strength of the
shedding vortex at the trailing edge of the blade can be seen.
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Figure 9 shows the static pressure distribution of planes A, B, and C in the first and
second blade trailing edge regions of the prototype fan and the angle blade fan, respectively.
The arrows in the figure indicate the direction of rotation of the impeller, and the dashed
lines indicate the trajectory of the blade shedding vortex. The contours are discontinuous
in both figures, which is caused by errors in the interface surface during data transmission.
It can be seen from the figure that the static pressure intensity distribution of the prototype
blade in section A is significantly smaller than that of the angle blade, and the range of the
lowest static pressure zone at section C is also larger than that of the angle blade, which
indicates both the strength and range of the shedding vortex of the prototype blade are
greater than those of the angle blades. This is because the wing angle structure divides
the blade into upper and lower parts at the wing angle position, and the leading edge of
the upper half is at a certain angle to the incoming flow direction. This causes the airflow
passing through the upper half of the blade to flow toward the tip of the blade after reaching
the leading edge of the blade during the rotation of the blade. This destroys the conditions
for generating the tail shedding vortex, thereby reducing its vortex intensity and range.

4.3. Entropy Production Analysis of Fan

For axial fans, the existence of a vortex structure in the internal flow field will inevitably
increase the entropy production of the system, which in turn will cause the internal energy
loss of the fan. Entropy generation theory can evaluate the energy dissipation inside the fan,
so more and more scholars use entropy generation analysis to study the internal efficiency of
the fan [22–24]. As the internal temperature change of the axial flow fan is very small during
operation, the entropy production caused by the temperature change is ignored. Therefore,
the total entropy production rate S is composed of two parts, namely, the time-averaged
entropy production rate SPRO,D produced by the turbulent dissipation of the time-averaged
flow field, and the pulsating entropy production rate SPRO,D’ caused by the pulsating
velocity. Among them, the pulsating entropy generation rate SPRO,D’ cannot be directly
calculated due to the use of the RANS equation in the numerical calculation, but Kock found
that SPRO,D’ is related to the turbulent dissipation rate ε through verification [25]. Therefore,
the final time average entropy production rate SPRO,D’ the pulsating entropy production
rate SPRO,D’ and the total entropy production formula are shown as Equations (5)–(7),
respectively.

SPRO,D = µ

T

{
2[( ∂u

∂x )
2
+ ( ∂v

∂y )
2
+ ( ∂w

∂z )]

+( ∂u
∂y + ∂v

∂x )
2
+ ( ∂u

∂z + ∂w
∂x )

2
+ ( ∂v

∂z +
∂w
∂y )

2} (5)
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SPRO,D′ =
ρε

T
(6)

.
S =

∫

V
SPRO,DdV +

∫

V
SPRO,D′dV (7)

In the formula above, u, v, and w are the time-average velocity components of velocity
in the x, y, and z directions, m/s; T is the time-average temperature, K, because the
numerical calculation ignores the influence of temperature changes on the flow field,
T = 300 K; ρ is the density, kg/m3; ε is the turbulent dissipation rate, the formula is ε = 1.5
(0.16U·Re − 0.125) 1.5, m−2·s−3, where U is the average velocity of the target fluid, m/s,
Re is the Reynolds number; V is the volume of the control body, m3.

Appl. Sci. 2022, 12, x FOR PEER REVIEW 12 of 20 
 

of the prototype blade in section A is significantly smaller than that of the angle blade, 
and the range of the lowest static pressure zone at section C is also larger than that of the 
angle blade, which indicates both the strength and range of the shedding vortex of the 
prototype blade are greater than those of the angle blades. This is because the wing angle 
structure divides the blade into upper and lower parts at the wing angle position, and the 
leading edge of the upper half is at a certain angle to the incoming flow direction. This 
causes the airflow passing through the upper half of the blade to flow toward the tip of 
the blade after reaching the leading edge of the blade during the rotation of the blade. This 
destroys the conditions for generating the tail shedding vortex, thereby reducing its vortex 
intensity and range. 

 

                (a) 

 

                (b) 

Figure 9. Static pressure distribution on plane A, B, and C. (a) Static pressure distribution at the 
section of the first-stage impeller; and (b) static pressure distribution at the section of the second-
stage impeller. 

4.3. Entropy Production Analysis of Fan 
For axial fans, the existence of a vortex structure in the internal flow field will inevi-

tably increase the entropy production of the system, which in turn will cause the internal 

Figure 9. Static pressure distribution on plane A, B, and C. (a) Static pressure distribution at
the section of the first-stage impeller; and (b) static pressure distribution at the section of the
second-stage impeller.

Figure 10 shows the distribution of the total entropy production rate S in the primary
and secondary blades. From the figure, it can be seen that the total entropy production
rate S of the secondary leaves is greater than that of the primary leaves, and the entropy
production rate of the tip part is the highest. This is because after the fluid enters the
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secondary impeller through the pressurization of the primary impeller, its flow velocity
must be greater than that of the primary impeller, and the fluid velocity at the tip of the
blade is the largest. It can be seen from Formula (4) and Formula (5) that the time-averaged
entropy production rate SPRO,D’ and the pulsating entropy production rate SPRO,D’ are
both positively correlated with the flow velocity, and the flow field at the tip clearance
is relatively complicated. Therefore, under the combined effect of the above factors, the
entropy generation rate in the tip area of the secondary blade is higher than that in other
positions of the fan.
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Figure 10. S distribution of total entropy production on the blade surface. (a) S distribution of total
entropy yield in the first-stage blade; and (b) S distribution of total entropy yield in the second-
stage blade.

From Table 5, it can be seen that the time-average entropy production
.
SPRO,D of

the prototype fan and the angle blade fan is much smaller than the pulsating entropy
production

.
SPRO, D′ , which also verifies the conclusion in the literature [22]. Entropy

production is arranged in the order of two-stage impeller, first-stage impeller, and air
duct. The air duct has the least entropy production because it has a current collector and a
rectifier, so it has a relatively favorable aerodynamic shape, which causes minimal loss of
entropy production. The total entropy production of the two-stage impeller is greater than
that of the first-stage impeller, which is similar to the results of the previous analysis. It can
also be seen from the table that the total entropy production of the angle blade fan is 1.55%
lower than that of the prototype fan.
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Table 5. Entropy production in each area of the angle blade fan and the prototype fan.

Type Entropy
Production Wind Tube Primary

Impeller
Secondary
Impeller Total

Prototype fan

.
SPRO,D 0.1186 2.2784 4.1418 6.5388
.
SPRO,D′ 1.1334 29.7861 41.4495 72.3690

.
S 1.2520 32.0645 45.5913 78.9078

Wing angle
blade fan

.
SPRO,D 0.1150 2.2760 4.2264 6.6174
.
SPRO,D′ 1.0972 29.6556 40.3174 71.0702

.
S 1.2122 31.9316 44.5438 77.6876

4.4. Full Flow Field Analysis

In order to analyze the full flow field characteristics of the wing blade fan, the perfor-
mance of the wing blade fan under full flow conditions was simulated through numerical
calculation and compared with the prototype fan. Figure 11 shows the analysis of total
pressure Pt and efficiency η. The optimal wing angle blade fan has a rated flow point of
740 m3/min, and the rated flow point of the prototype fan is 730 m3/min. The efficiency of
the angle blade fan at the rated flow point is 77.10%. At the rated flow point of the prototype
fan, the total pressure and efficiency of the optimal angle blade fan are increased by 7.24%
and 1.76%, respectively. Under full flow conditions, the total pressure and efficiency have
increased by 11.32% and 3.88% on average.
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4.5. Noise Estimation

The noise sources of the counter-rotating axial fans for mines are mainly aerodynamic
noise and mechanical noise. Aerodynamic noise is generated by the rotation and eddy
currents of the airflow inside the fan [26]. As demonstrated above, the wing blade fan can
effectively reduce the strength of the blade shedding vortex, so we analyzed the section of
the trailing edge 1 L of the two-stage impeller blade here. Figure 12 shows the sound power
distribution in the trailing edge area of the first and second stage blades of the wing blade
fan and the prototype fan. Compared to the prototype fan, the sound power distribution of
the wing blade fan at the trailing edge of both the first and second stage blades has been
reduced. The maximum sound power level of the wing blade fan at the trailing edge of
the first-stage blade is 50.95 dB, which is 0.17% lower than that of the prototype fan. The
maximum sound power level in the trailing edge area of the two-stage blade is 53.32 dB,
which is reduced by 1.62% compared to the prototype fan.
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5. Static Analysis

To analyze the partial load distribution of the angle blade fan blade, the finite element
software was used to analyze the fluid–structure coupling of the impeller area of the wing
angle blade fan and the prototype fan. As shown in Figure 13, the highest stress on the
pressure surface of the blade is concentrated at the leading edge blade root. Additionally,
as the blade height increases, the equivalent stress gradually decreases. At the suction
surface of the blade, the highest equivalent stress is concentrated at the lower half of the
leading edge of the blade and the root, and gradually decreases toward the tip of the blade.
As summarized in Table 6, the maximum equivalent stress of the first-stage angle blade is
reduced by 13.94% compared to the prototype fan. This is mainly because the air flowing
through the upper half of the blade is directed by the angle structure to flow in the direction
of the tip, resulting in the reduced airflow at the pressure surface of the leading edge of the
blade root, thereby reducing the load in this area. Consequently, the maximum equivalent
stress of the angle blade relatively is smaller than that of the prototype blade.

Figure 14 shows the deformation of the prototype fan and the angle blade fan at the
first and second blades. Deformation of the first and second blades mainly occurs in the
upper middle area of the leading edge of the blade, due to the stronger airflow impact
on the leading edge than other parts of the blade, and the largest centrifugal force at this
location. As summarized in Table 7, the deformation of the wing angle blade is lower than
that of the prototype fan.
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Figure 13. Comparison of equivalent distribution of wing angle blades and prototype wind turbines.
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and (d) equivalent stress on the suction surface of the second-stage blade.
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Table 6. Equivalent stress of blade.

Blade Stage

Prototype Fan Wing Angle Blade Fan
Minimum
Equivalent
Stress/MPa

Maximum
Equivalent
Stress/MPa

Minimum
Equivalent
Stress/MPa

Maximum
Equivalent
Stress/MPa

First-stage blade 0.0008 61.8577 0.0011 53.2365
Second-stage blade 0.0048 40.0064 0.0046 40.4835
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Figure 14. Deformation distribution of wing angle blades and prototype blades. (a) First-stage blade
deformation distribution; and (b) second-stage blade deformation distribution.

Table 7. Maximum deformation of the blade.

Blade Stage Maximum Deformation/mm
Prototype Fan Wing Angle Blade Fan

First-stage blade 0.0969 0.0463
Second-stage blade 0.0624 0.0411

6. Conclusions

The following conclusions can be drawn from this study:

(1) The pressure distribution on the pressure surface of the secondary blade of the optimal
wing angle blade fan is stronger than that of the prototype blade. Additionally, the
maximum pressures at blade heights of 25%, 50%, and 75% are increased by 2.3%,
9.3%, and 8.1%, respectively, compared with the prototype blades at the same blade
height.

(2) The angle blade can effectively reduce the generation of shedding vortices at the
trailing edge of the blade, and reduce the strength of the shedding vortex, so that the
entropy production of the optimal angle blade fan in the orthogonal experiment is
reduced by 1.55% compared with the prototype fan.

(3) Compared with the prototype fan, the total pressure and efficiency of the optimal
wing angle blade fan are increased by 7.24% and 1.76% at the rated flow, and the total
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pressure and efficiency are increased by 11.32% and 3.88% on average under the full
flow condition.

(4) In the orthogonal experiment, the maximum sound power levels of the first and
second blade trailing edge regions of the optimal wing angle blade fan were reduced
by 0.17% and 1.62%, respectively, compared with the prototype fan.
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Abstract: Three-dimensional blading is an efficient technique in compressor aerodynamic design,
and its function mechanism in the cantilevered stator needs to be addressed. This paper focuses on
the sweep and dihedral in the cantilevered stator and seeks to expose their effects through detailed
flow field analysis. Results show that the forward sweep could alleviate the corner flow separation
by preventing the accumulation of the secondary flow toward the corner region, resulting in stronger
flow separation at the blade trailing edge; in summary, forward sweep with appropriate parameters
could increase static pressure rise by 14.3%. The positive dihedral will carry the endwall flow to the
upper-span sections, thereby reducing blade corner separation; hence, as much as 23.5% improvement
in static pressure rise could be obtained with the appropriate dihedral. Moreover, the combination of a
relatively large sweep height and a moderate sweep angle with a low dihedral height and a moderate
sweep angle provides optimum aerodynamic performance; the static pressure rise coefficient sees
an increment of 25.5% at the near stall point. An experiment is then performed to further validate
the theory, which shows a 2% improvement in efficiency of 3D blading at small mass flow rates.
However, the secondary leakage should be given attention at high mass flow coefficients, while the
corner separation needs further elimination at small mass flow rates.

Keywords: cantilevered stator; 3D blading; leakage flow; secondary flow

1. Introduction

The cantilevered stator is signified by its simple structure and low weight and hence
is a promising configuration in the high-performance compressor. However, the leakage
flow created by the radial gap at the stator root substantially complicates the endwall flow,
necessitating a thorough understanding and advanced design techniques. Dean stated in
the 1950s that the cantilevered stator could obtain better aerodynamic performance than the
shrouded stator [1]. His conclusion was then verified experimentally by Lakshminarayana
and Horlock, who also pointed out the existence of an optimum clearance size [2–4].
Although the leakage flow could, in a way, benefit endwall flow, it will at the same time
introduce flow blockage and mixing loss; thus, studies have been conducted to reveal
the flow mechanisms in the corner region. For example, Singh and Ginder, Lee et al.,
and George et al. believe the leakage flow weakens the corner separation by suppressing
the endwall flow [5–7], whereas Gbadebo et al. argue that it is the suppression of the
horseshoe vortex in the leading edge that causes removal of the corner separation [8].
Dong et al. state that the suppression of corner separation is mainly caused by the mixing
of the high-energy leakage flow with the low-energy corner flow [9]. In terms of the
clearance size, Lakshminarayana et al. proposed that the optimum choice is when the
strengths of the leakage flow and the secondary flow are identical [2,4], whereas Gbadebo
et al. revealed that the clearance flow tends to strengthen the corner separation when the
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clearance size is very small [8]. While George et al. proposed an optimum hub clearance of
1% blade height [5], the optimum stator clearance remains in question [9–13]. Tanwar et al.
investigated the hub clearance height and found that the interaction of hub leakage and
passage vortex leads to mitigation of overall secondary flow adverse effects [14].

Three-dimensional blading can improve the compressor aerodynamic performance
through reorganization of the flow field and hence is widely used in axial compressors.
In general, 3D blading can be classified as sweep and dihedral. It is well known that the
forward sweep of the rotor blade tip can reduce the local inlet Mach number, thereby
weakening the shock wave and reducing the loss [7,13,15–20]. The sweep of the blade can
also be used to control the corner flow in the subsonic compressor. As for the dihedral, it is
recognized that the positive dihedral can construct a radial pressure gradient in the blade
passage, thereby weakening the accumulation of the boundary layer at the corner region
and inhibiting the occurrence of flow separation. According to the research of Breugelmans
et al. and Weingold et al., the positive dihedral at both ends of the blade can reduce the
endwall loss but will increase the loss in the midspan areas [21,22]. Sasaki further notes
that the beneficial effect of positive dihedral on the near-wall region is mainly related to the
dihedral angle, whereas the negative effect at the midspan is determined by the dihedral
height [23]. More information on 3D blading can be found in references [24,25].

Although the application of 3D blading is quite common in conventional rotors/stators,
there are few reports about its utilization in the cantilevered stator. Lange et al. attributed
the beneficial effect of dihedral to the improvement of the rotor flow according to their
experimental measurements [26]. Tweedt et al. found that the forward sweep can draw the
high-momentum flow to the corner region of the suction surface, thereby suppressing the
thickening of the viscous flow [20]. Lu et al. performed a numerical investigation of the
effect of the forward sweep in the cantilevered stator, indicating that a reasonable sweep can
not only reduce the shock wave at the stator hub but also reduce the loading near the blade
leading edge [27]. Gunn and Hall found that the loss of the non-axisymmetric cantilevered
stator with undistorted inflow could be 10% lower than conventional stator [28]. From the
above analysis, it can be seen the application of 3D blading in the cantilevered stator is
prospective in further improving the compressor aerodynamic performance, and the current
attempt is limited to individual sweep or dihedral. To further optimize the cantilevered
stator, a comprehensive understanding of the 3D blading mechanism is required, and
guidelines for the compound sweep and dihedral design are necessary.

The present paper seeks to shed light on the utilization of 3D blading in the can-
tilevered stator; it is organized as follows: Section 2 gives an introduction of the investi-
gation methods. Section 3 numerically investigates the effect of the sweep, dihedral, and
compound sweep and dihedral, through which the flow mechanisms are revealed, and
recommendations of the different parameters are provided. The theory is then validated
by an experiment, which consists of the redesign of a cantilevered stator and a detailed
comparison of the flow field with the datum scheme, as shown in Section 4. The main
conclusions are summarized in Section 5.

2. Research Object and Investigation Methodology

The effects of the 3D blading are investigated both numerically and experimentally
in the present work. An introduction of the 3D modeling parameters will be given in this
section, followed by details of the research methodology.

2.1. Geometric Definition of the 3D Blading

This paper employs the widely used Sweep-Dihedral Coordinates to define the 3D
blading parameters [25,29,30]. As shown in Figure 1, the displacement of the blade section
in the chordwise direction is called “sweep”. Meanwhile, an obtuse angle between the
endwall and leading-edge stacking line in the meridional plane is defined as a forward
sweep. On the other hand, the displacement of the blade section in the direction perpendic-
ular to the blade chordwise is called “dihedral”. Similarly, an obtuse angle between the
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endwall and blade stacking line in the meridional plane designates a positive dihedral, and
vice versa.
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2.2. Numerical Simulation Method

The cantilevered stator to be investigated comes from the aft stage of a highly loaded
high-pressure compressor, whose hub clearance is constant at 1% blade height. As shown
in Figure 2, The numerical simulation is performed under the stage environment, with
the simulation domain containing three blade rows: the IGV, the rotor, and the stator. The
domain inlet is 2.0 times the chord length upstream of the IGV, while the domain outlet
is 3.5 times the chord length downstream of the stator blade. The structured grid was
generated using NUMECA Autogrid5; the main blade region and the clearances adopt
the O4H topology and the H-O topology, respectively. Moreover, the grid is clustered
at the near-wall region to satisfy the requirements of the turbulent model; y+ of the first
grid off wall is about 2.5 in the region close to the transition position, and the number is
smaller near the trailing edge. After grid independence analysis with grid density, the
total grid number for the rotor and stator blade rows was 1.28 million and 1.45 million,
respectively [31,32]. For a 1.5-times finer mesh, the variation of the loss, the static pressure
rise coefficient, and the flow angle compared with the selected mesh is less than 0.1%.
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This paper uses the commercial software ANSYS CFX 18.0 to explore the effects
of the 3D blading techniques; previous studies have found that the two-equation eddy-
viscosity models could simulate the complex vortex flows in the low-speed compressor
with satisfying accuracy [33,34]. As a low-speed compressor (Ma ~ 0.2), the atmospheric
condition (101,325 Pa, 288.15 K) was imposed at the domain inlet, where the total pressure
was specified using a circumferential averaged radial profile obtained from experimental
results. The mass flow rate was given at the outlet. Rotational periodic conditions were
applied to the side walls, whereas the solid walls were defined as the adiabatic non-slip
walls. The rotating speed of the rotor was 1100 rpm, and the interface between the rotor
and the stator was modeled as the mixing plane. As for the turbulent model, the standard
k-ω model was chosen, as it can capture more accurate 3D flow details than the standard
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k-ε model, while obtaining a better convergence than the SST model [19,35]. A combination
of the second-order spatial and temporal numerics are selected for the transport equations.

To ensure calculation accuracy, in addition to the default parameters, self-defined
parameters, including the compressor pressure ratio, efficiency, and the inlet/outlet mass
flow rate, were monitored during the simulation process. The flow field was considered
converged when the mass flow discrepancy at the domain inlet and outlet was smaller
than 0.1%.

2.3. Experimental Method

To check the effect of the 3D blading technique, a cantilevered stator in the existing
test facility was redesigned and measured experimentally to reveal the variations of the
flow field. The experiment was conducted in the low-speed large-scale axial compressor
(LSLSAC) test facility at Beihang University. As shown in Figure 3a, the LSLSAC, whose
hub-to-tip ratio is 0.75, adopts the 1.5 stage configuration, with a row of inlet guide vanes.
The rotor and stator blades are nearly radially stacked by the controlled diffusion airfoil
(CDA). The rotating speed is 1100 rpm, which is the same as the numerical simulation. At
the design point, the stage loading coefficient is approximately 0.46 (based on midspan
velocity), whereas the nominal rotor tip clearance and stator hub clearance are 1.5% and
1.0% blade height, respectively.
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As shown in Figure 3b, five measurement planes are arranged along the axial direc-
tion, where multiple static pressure taps are installed on the casing wall. The mass flow
coefficient is monitored by the four circumferential static pressure taps at Plane 0, while the
static pressure rise of the compressor is measured by circumferential static pressure taps
at Plane 1 and Plane 5. The outlet total pressure is measured by the pitot probes at Plane
5. It should be mentioned that the inlet total pressure is the ambient pressure, which is
measured by an atmospheric pressure gauge. Moreover, a torque meter is used to measure
the input shaft power to the compressor, which is utilized to calculate the efficiency of the
compressor. The torque efficiency is calculated as follows:

η =
30
π

kR
k − 1

m0T∗
0

[
(p∗5/p∗2)

(k−1)/k − 1
]

Mn
, (1)

where M denotes the torque, n is the rotating speed, and m0 and T∗
0 are the mass flow rate

and the total temperature at the compressor inlet (Plane 0), respectively.
To obtain the 3D velocity and pressure profiles at the stator inlet and outlet, mea-

surement at Planes 3 and 4 was executed using an L-shaped five-hole probe. In the radial
direction, the nearest measurement point to the hub and the shroud wall was 2.0% and
2.5% blade height, respectively. Moreover, a novel zonal method was utilized to process the
pressure data, through which the measurement angle range was extended to ±60◦ [36]. The
pressure was acquired by the Rosemount pressure transducers, whose measurement range
and uncertainty were ±6.22 KPa and 0.025% FS, respectively. Error analysis demonstrated
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that the measurement uncertainties of the five-hole probe were 0.5◦ for the flow angles, 1%
(normalized by the flow dynamic pressure) for the total pressure, 2% (normalized by the
flow dynamic pressure) for the static pressure, and 1% for the flow velocity [36].

In the present study, oil-flow visualization tests were conducted to exhibit the flow
patterns in the stator blade passage. The material used to make the skin-friction lines was a
mixture of industrial silicone. The running time of each test was between 5 and 10 min.

3. Effects of 3D Blading on the Cantilevered Stator

To reveal the effect of 3D blading on the cantilevered stator, a parametric investigation
of the 3D modeling parameters was first conducted. Numerical simulation was employed
to evaluate the various design schemes.

3.1. Effects of the Blade Sweep

In the present work, the forward sweep was employed to control the corner flow. To
determine the sweep height and the sweep angle, the effect of these two parameters are
discussed. As specified in Table 1, the sweep height is varied between 30% and 70% of
the total blade height, whereas the sweep angle is between 120◦ and 150◦. The modeling
schemes are named by the following rule: “parameter type + index + parameter type +
index”. For example, scheme “A1B1” designates a sweep starting from 30% blade span
with a sweep angle of 120◦.

Table 1. Modeling scheme for blade sweep.

Parameter Type 1 2 3

A: Sweep height 30% span 60% span 70% span
B: Sweep angle 120◦ 135◦ 150◦

3.1.1. Effects of the Sweep Height

The influence of sweep height is first compared using the control variate method. As
shown in Figure 4, the design schemes are A1B2, A2B2, and A3B2. A slight forward sweep
is also adopted at the tip region to balance the pressure gradient in the radial direction
(135◦, 70% span). Results are compared to the orthogonal/straight blade (Orth.). Note that
no dihedral is utilized in this section.
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Figure 4. Radial distribution of blade sweep for the cases with different sweep heights.

The pressure rise and loss characteristics of the cantilevered stators are demonstrated in
Figure 5. Results show that, except for the near-stall condition of A1B2, the utilization of the
forward sweep could always improve the stator aerodynamic performance in comparison
to the baseline case. Moreover, the comparison of different schemes indicates that the 60%
sweep height (A2B2) outperforms the other designs. At the near-stall condition, the static
pressure rise coefficient and the total pressure loss coefficient in A2B2 are increased and
decreased by 14.3% and 5.4%, respectively.
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Figure 5. Pressure rise and loss characteristics for the stator with different sweep heights. (a) Pressure
rise and (b) loss.

Figure 6 illustrates the flow field distribution for the cases with different sweep heights.
Both the leakage streamlines and the surface streamlines are depicted. Results show that
the forward sweep moves the hub leakage flow upstream, thus enhancing the hindrance
to the secondary flow and attenuating the accumulation of the low-energy fluid toward
the corner region. Consequently, the blockage at the corner region of the suction surface
witnesses a remarkable shrink. However, the forward sweep will incur the radial expansion
of the suction surface flow separation; hence, the wake is broadened in the upper span
areas. Moreover, under the same mass flow ratio, the sweep height exhibits little effect on
the leakage flow but will influence the trailing edge separation significantly. At the sweep
height of 60% blade span (A2B2), the trailing edge separation tends to be uniform along
the radial direction, thus bringing optimum aerodynamic performance.
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To evaluate the aerodynamic performance of the cantilevered stator quantitatively, the
radial distribution of the aerodynamic parameters is given in Figure 7. The variation of the
mass flow coefficient suggests that the forward sweep is able to improve the flow capacity
in the hub region, whereas the alleviation of corner separation flow brings a reduction in
the deviation angle. The effect of the forward sweep is more pronounced at small mass flow
ratios (i.e., the conditions with higher loading). By comparing different blading schemes,
it can be seen that the larger sweep height adds to the beneficial effect. Nevertheless,
when the sweep height is greater than 60% (A3B2), the performance improvement at the

28



Appl. Sci. 2023, 13, 3335

corner region by further increasing the sweep height becomes less significant, yet the upper
span performance starts to deteriorate; hence, the 60% sweep height is suitable for the
present case.
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Figure 7. Radial distribution of aerodynamic performance for the cases with different sweep heights.
(a) ϕ = 0.52; (b) ϕ = 0.46.

To reveal the effect of sweep height on the leakage flow, the variation of the mass flow
rate of the leakage flow is presented in Figure 8. Results indicate that the leakage flow
rate first decreases in the areas between 0~20% blade chord and then continues to increase
toward the trailing edge. The increase in the mass flow rate of the leakage flow will enhance
the removal of low-energy fluid in the corner region of the blade suction surface, thus
confirming the former analysis. Additionally, although increasing the sweep will enhance
the 3D blading effect, the leakage characteristics of the A2B2 case and the A3B2 case exhibit
similar patterns; hence, further increasing the sweep height will result in less benefit.
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Figure 8. The comparison of the streamwise leakage mass flow rate under different sweep heights
(ϕ = 0.46).

3.1.2. Effects of the Sweep Angle

To investigate the influence of the sweep angle, the design schemes A2B1, A2B2, and
A2B3 are compared in this section, as illustrated in Figure 9. A tip region of each case
employs the forward sweep at the 70% span with the same sweep angle as the hub. The
orthogonal/straight blade works as the benchmark of comparison.

29



Appl. Sci. 2023, 13, 3335

Appl. Sci. 2023, 13, x FOR PEER REVIEW 8 of 25 
 

3.1.2. Effects of the Sweep Angle 
To investigate the influence of the sweep angle, the design schemes A2B1, A2B2, and 

A2B3 are compared in this section, as illustrated in Figure 9. A tip region of each case 
employs the forward sweep at the 70% span with the same sweep angle as the hub. The 
orthogonal/straight blade works as the benchmark of comparison. 

 
Figure 9. Radial distribution of blade sweep for the cases with different sweep angles. 

Figure 10 presents the pressure rise and loss characteristics of the cantilevered sta-
tors. It can be seen that the aerodynamic performances of different design schemes share 
similar trends; except for the near-stall condition, the pressure rise coefficients are en-
hanced significantly in comparison with the orthogonal blade. Observation of the near-
stall condition indicates that the sweep angle should be controlled within a proper range, 
as a too-large sweep angle (A2B3, 150°) will deteriorate the blade pressure rise coefficient; 
however, the performance remains better than that of the straight blade. 

 
(a) (b) 

Figure 10. Pressure rise and loss characteristics for the stator with different sweep angles. (a) Pres-
sure rise and (b) loss. 

The flow field distributions for the design schemes with different sweep angles are 
given in Figure 11. Similar to the previous conclusions, the forward sweep will weaken 
the flow separation in the blade corner region, but at the same time enhance the flow sep-
aration at the midspan. With the increase of the sweep angle, the leakage flow tends to 
move toward the pressure surface of the adjacent blade, thus increasing the traveling dis-
tance to the outlet. Consequently, the mixing of the leakage flow with the corner flow is 
improved, and the radial dimension of the low-speed area at the blade outlet shrinks. It 
should be noted that excessively large sweep angle will lead to a significant increase in 
the suction surface flow separation (A2B3), thereby weakening the aerodynamic perfor-
mance gains brought by the forward sweep; thus, the sweep angle should be appropri-
ately selected when at the design stage. 

0.0
0.1
0.2
0.3
0.4

0.0 0.2 0.4 0.6 0.8 1.0

 Orth.  A2B1  A2B2  A2B3

No
m

al
iz

ed
 sw

ee
p

Normalized span

0.45 0.50 0.55 0.60
0.25

0.30

0.35

0.40

0.45 0.50 0.55 0.60
0.04

0.08

0.12

0.16
 Orth.  A2B1  A2B2  A2B3

ϕ

C
ps

ϕ

ω

Figure 9. Radial distribution of blade sweep for the cases with different sweep angles.

Figure 10 presents the pressure rise and loss characteristics of the cantilevered stators.
It can be seen that the aerodynamic performances of different design schemes share similar
trends; except for the near-stall condition, the pressure rise coefficients are enhanced signif-
icantly in comparison with the orthogonal blade. Observation of the near-stall condition
indicates that the sweep angle should be controlled within a proper range, as a too-large
sweep angle (A2B3, 150◦) will deteriorate the blade pressure rise coefficient; however, the
performance remains better than that of the straight blade.
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Figure 10. Pressure rise and loss characteristics for the stator with different sweep angles. (a) Pressure
rise and (b) loss.

The flow field distributions for the design schemes with different sweep angles are
given in Figure 11. Similar to the previous conclusions, the forward sweep will weaken the
flow separation in the blade corner region, but at the same time enhance the flow separation
at the midspan. With the increase of the sweep angle, the leakage flow tends to move
toward the pressure surface of the adjacent blade, thus increasing the traveling distance to
the outlet. Consequently, the mixing of the leakage flow with the corner flow is improved,
and the radial dimension of the low-speed area at the blade outlet shrinks. It should be
noted that excessively large sweep angle will lead to a significant increase in the suction
surface flow separation (A2B3), thereby weakening the aerodynamic performance gains
brought by the forward sweep; thus, the sweep angle should be appropriately selected
when at the design stage.
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Figure 11. Flow field distribution for the cases with different sweep angles.

The radial distribution of the aerodynamic parameter for the cases with different
sweep angles is given in Figure 12. Results of both the ϕ = 0.52 and the ϕ = 0.46 conditions
are provided. With the increase of sweep angle, the flow coefficient at the hub region
increases, resulting in the improvement of the flow capacity. On the contrary, the flow
capacity at the upper span parts is decreased, corresponding to the widening of the blade
wake in Figure 11. The influence of the sweep angle on the radial flow of the blade is more
significant at small mass flow rates. Considering the influence of the sweep angle on the
corner flow and the blade separation flow, a moderate sweep angle (approximately 135◦

for the present study) is appropriate for the cantilevered stator.
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Figure 12. Radial distribution of aerodynamic performance for the cases with different sweep angles.
(a) ϕ = 0.52; (b) ϕ = 0.46.

Figure 13 presents the variation of the mass flow rate for the stator leakage flow along
the streamwise direction. Increasing the sweep angle tends to reduce the leakage flow at
the blade leading edge, yet it will enhance the leakage flow in the other regions. The total
mass flow rate of the leakage flow will be increased upon the utilization of the forward
sweep, thus strengthening the interaction of different corner flow structures.
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Figure 13. The comparison of the streamwise leakage mass flow rate under different sweep angles
(ϕ = 0.46).

Hence, the forward sweep could inhibit the transverse flow near the hub endwall and
alleviate the flow separation at the corner region. Increasing the sweep height facilitates a
uniform separation along the span without changing the endwall flow significantly.

3.2. Effects of the Blade Dihedral
3.2.1. Effects of the Dihedral Height

Except for the forward sweep, the positive dihedral is also adopted in the present
study to optimize the stator performance. Therefore, the effects of the dihedral height and
dihedral angle need to be clarified. As shown in Table 2, the dihedral height is varied
between 20% and 60% of the total blade height, whereas the dihedral angle is between
120◦ and 150◦. The modeling schemes are named following the same rule as that of the
sweep (e.g., scheme “C1D1” corresponds to a dihedral starting from 30% blade span with a
dihedral angle of 120◦).

Table 2. Modeling scheme for blade dihedral.

Parameter Type 1 2 3

C: Dihedral height 20% span 40% span 60% span
D: Dihedral angle 120◦ 135◦ 150◦

Likewise, the influence of dihedral height is first compared using the control variate
method. As shown in Figure 14, the design schemes are C1D3, C2D3, and C3D3. A
slight positive sweep is also adopted at the tip region (150◦, 90% span). Simulation results
are compared to the orthogonal/straight blade (Orth.); note that no sweep is utilized in
this section.
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Figure 14. Radial distribution of blade dihedral for the cases with different dihedral heights.

Figure 15 presents the pressure rise and loss characteristics for the design schemes
with different dihedral heights. Compared with the orthogonal blade, the scheme with a
small dihedral height (C1D1) could improve the diffusing capacity of the cantilevered stator
without increasing its total pressure loss, thus improving the aerodynamic performance
of the cantilevered stator. However, with the increase of the dihedral height (C2D3 and
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C3D3), the blade loss will start to rise, and the pressure rise capacity is reduced remarkably,
thus eliminating the advantages of the positive dihedral.
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Figure 15. Pressure rise and loss characteristics for the stator with different dihedral heights. (a) Pres-
sure rise and (b) loss.

To determine the reason why increasing the dihedral height will reduce the stator
performance, the flow field distribution was established for the cases with different dihedral
heights, as presented in Figure 16. Results at the mass flow coefficient of 0.52 demonstrate
that the positive dihedral will not only push the trajectory of the leakage vortex away from
the blade suction surface but also promote the radial migration of the low-energy fluid. In
scheme C1D3, the dihedral height is relatively low, and the accumulation of low-energy
fluid at the corner region of the blade suction surface is reduced by the circumferential
migration of the leakage flow. Therefore, the blockage at the blade outlet is alleviated
significantly. With the increase of the dihedral height (C2D3), although the corner separation
at the stator hub is weakened effectively, the wake in the lower and middle parts of the
blade is elongated and widened remarkably, which is detrimental to the comprehensive
aerodynamic performance of the cantilevered stator. Moreover, if the dihedral height is
further increased to 60% (C3D3), the leakage flow will undergo an obvious radial migration
under the strong blade force. As a result, the separation at the blade trailing edge will be
significantly enhanced, and the performance of the cantilever stator will further deteriorate.
Note that with the decrease of the mass flow coefficient, the influence of the dihedral
amplifies substantially.
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Figure 16. Flow field distribution for the cases with different dihedral heights.
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The radial distribution of the aerodynamic parameter for the cases with different
dihedral heights is given in Figure 17 to evaluate the stator performance quantitively. The
increase of incidence angle at the hub region indicates that the positive dihedral will restrict
the flow capacity at the blade inlet, while increasing the dihedral height will amplify the
effect. On the other hand, the mass flow coefficient at the outlet of the cantilevered stator
distributes differently with the variation of the dihedral height. For scheme C1D3, the
flow capacity below 20% blade height is increased significantly due to the weakening of
the corner separation flow, Meanwhile, the mass flow coefficient in the areas above 20%
span witnesses a slight reduction owing to the enhancement of the trailing edge separation,
the deviation angle also rises correspondingly. With the increase of the dihedral height
(C2D3 and C3D3), the flow capacity above 20% blade height suffers from a significant
reduction because of the strengthening of the radial flow migration in the blade channel,
thus bringing adverse effects to the aerodynamic performance of the cantilevered stator.
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Figure 17. Radial distribution of aerodynamic performances for the cases with different dihedral
heights. (a) ϕ = 0.52; (b) ϕ = 0.46.

Figure 18 presents the variation of the leakage mass flow rate. An interesting phe-
nomenon is that increasing the dihedral height will first increase and then decrease the
leakage mass flow rate at the blade leading edge. Consequently, the uniformity of the
leakage flow characteristic along the blade chord is first decreased and then increased.
Moreover, although the slight positive dihedral (C1D3) could increase the mass flow rate
of the leakage flow along the axial direction, increasing the dihedral height will incur a
significant reduction of leakage flow at the blade leading edge, thus weakening the effect
of the 3D blading technique.
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Figure 18. Comparison of the streamwise leakage mass flow rate under different dihedral heights
(ϕ = 0.46).
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3.2.2. Effects of the Dihedral Angle

To investigate the influence of the dihedral angle, under the optimum dihedral height,
the stator performances with different dihedral angles are inspected. As illustrated in
Figure 19, the cases to be investigated are C1D1, C1D2, and C1D3; note that the blade tip
also adopts positive dihedrals (at 80% span with the same dihedral angle as the hub) to
balance the pressure gradient in the radial direction.
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Figure 19. Radial distribution of blade dihedral for the cases with different dihedral angles.

The pressure rise and loss characteristics for the design schemes with different dihedral
heights are demonstrated in Figure 20. The influence of the dihedral is more pronounced
in terms of pressure rise coefficient and at small mass flow ratios. In comparison to the
orthogonal blade, the positive dihedral will always improve the blade static pressure
coefficient, whereas the increment will first increase and then decrease with the increase of
the dihedral angle. The optimum dihedral angle in the present study is 135◦, where the
value of Cps is improved by 23.5% at the near-stall condition.
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Figure 20. Pressure rise and loss characteristics for the stator with different dihedral angles. (a) Pres-
sure rise and (b) loss.

The flow field distributions at the mass flow coefficients of 0.52 and 0.46 are given in
Figure 21. It is apparent that the leakage flow will deviate from the blade suction surface
with the increase of the dihedral angle. As a result, the mixing of the leakage flow with
the mainstream is more sufficient, and the blockage at the outlet alleviates. However, the
increase of the dihedral angle will also enhance the radial migration of the blade corner
flow, thus strengthening the flow separation on the suction surface. Of all the design
schemes, C1D2 could not only suppress the secondary flow at the hub endwall but also
avoid excessive flow separation on the blade suction surface, hence obtaining the optimum
aerodynamic performance.
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As shown in Figure 22, the influence of the dihedral angle on the performance of the
cantilevered stator is illustrated clearly. Results show that the current dihedral angles barely
influence the distribution of the mass flow coefficient at the stator inlet; however, the mass
flow distribution at the stator outlet is altered. To be specific, at the ϕ = 0.52 condition, the
mass flow coefficient in the lower and upper regions of the 20% blade height is increased
and decreased, respectively, which echoes the flow field characteristics in Figure 21. The
comparison of different design schemes indicates that with the increase of the dihedral
angle, the enhancement of flow capacity at the stator hub will become inconspicuous, yet
the worsening of aerodynamic performance at the upper span becomes more significant,
which consequently weakens the total beneficial effect. The above phenomenon is more
significant at small mass flow ratios.
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Figure 22. Radial distribution of aerodynamic performances for the cases with different dihedral
angles. (a) ϕ = 0.52; (b) ϕ = 0.46.

Figure 23 presents the variation of the leakage mass flow rate. Results demonstrate
that although the mass flow rate of the leakage flow is increased slightly in comparison
with the orthogonal blade, the current range of the dihedral angle barely influences the
axial distribution of the leakage flow, and the absolute mass flow rates for different blading
schemes are approximately identical.
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Figure 23. Comparison of the streamwise leakage mass flow rate under different dihedral angles
(ϕ = 0.46).

Hence, the positive dihedral will not only push the trajectory of the leakage vortex
away from the blade suction surface but also promote the radial migration of the low-
energy fluid at the hub corner. A large dihedral height will elongate the blade wake and
induce the radial transportation of the leakage flow.

3.3. Effects of the Compound Sweep and Dihedral

According to the former analysis, the mechanism of 3D blading in the cantilevered
stator is summarized in Figure 24. The forward sweep can enhance the hindrance of
the leakage flow on the low-energy fluid near the endwall, while flow separation on
the blade suction side is exaggerated slightly. Increasing the sweep height facilitates
a uniform separation along the span without changing the endwall flow significantly,
whereas excessively large sweep angles lead to a large-scale separation on the blade suction
surface and harm the total effect. On the other hand, as shown in Figure 24b, the positive
dihedral will not only push the trajectory of the leakage vortex away from the blade suction
surface but also promote the radial migration of the low-energy fluid at the hub corner.
The utilization of large dihedral heights will elongate the blade wake and induce the radial
transportation of the leakage flow, while the excessive dihedral angle will damage the
performance at the midspan.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 16 of 25 
 

  
(a) (b) 

Figure 24. The mechanisms of sweep and dihedral on the cantilevered stator: (a) sweep; (b) dihedral. 

 
Figure 25. Radial distribution of sweep and dihedral for the 3D cantilevered stator. 

Figure 26 presents the pressure rise and loss characteristics of the 3D cantilevered 
stator; results of the orthogonal blade, the bare sweep scheme (no dihedral), and the bare 
dihedral scheme (no sweep) are also provided for the convenience of comparison. Figure 
26 implies that the combination of the sweep and dihedral will intensify the beneficial 
effects, as the “sweep + dihedral” scheme has the highest static pressure ratio and the 
lowest total pressure loss over the whole operating range. At the near-stall point, the static 
pressure rise coefficient and the total pressure loss coefficient are increased and decreased 
by 25.5% and 11.1%, respectively. Given the remarkable improvement over the baseline 
case, it is safe to say that the working mechanism summarized above is correct, and the 
redesign is successful. The following section will outline the experimental methods used 
to validate the conclusions. 

 
(a) (b) 

Figure 26. Pressure rise and loss characteristics for the 3D cantilevered stator. (a) Pressure rise; (b) 
loss. 

0.0

0.1

0.2

0.0 0.2 0.4 0.6 0.8 1.0

 Sweep  Dihedral 

sw
ee

p/
di

he
dr

al

Normalized span

0.45 0.50 0.55 0.60
0.25

0.30

0.35

0.40

0.45 0.50 0.55 0.60

0.06

0.09

0.12

0.15
 Orth.  Sweep  Dihedral Sweep + Dihedral

ϕ

C
ps

ϕ

ω

Figure 24. The mechanisms of sweep and dihedral on the cantilevered stator: (a) sweep; (b) dihedral.

In consideration of the effects above, a novel cantilevered stator with comprehensive
sweep and dihedral is designed, whose aerodynamic performance is evaluated via numer-
ical simulation. As shown in Figure 25, the 3D cantilevered stator employs a relatively
high sweep height with a moderate sweep angle, and the dihedral is designed to have a
low height and a moderate angle. Note that the blade tip also adopts a forward sweep to
balance the radial pressure gradient.
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Figure 25. Radial distribution of sweep and dihedral for the 3D cantilevered stator.

Figure 26 presents the pressure rise and loss characteristics of the 3D cantilevered
stator; results of the orthogonal blade, the bare sweep scheme (no dihedral), and the bare
dihedral scheme (no sweep) are also provided for the convenience of comparison. Figure 26
implies that the combination of the sweep and dihedral will intensify the beneficial effects,
as the “sweep + dihedral” scheme has the highest static pressure ratio and the lowest total
pressure loss over the whole operating range. At the near-stall point, the static pressure
rise coefficient and the total pressure loss coefficient are increased and decreased by 25.5%
and 11.1%, respectively. Given the remarkable improvement over the baseline case, it is
safe to say that the working mechanism summarized above is correct, and the redesign is
successful. The following section will outline the experimental methods used to validate
the conclusions.
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Figure 26. Pressure rise and loss characteristics for the 3D cantilevered stator. (a) Pressure rise;
(b) loss.

4. Application of 3D Blading in a Cantilevered Stator
4.1. The Redesign of the Cantilevered Stator

The design parameters of the datum stator are shown in Table 3, with the diffusion
factor varying from 0.58 to 0.35 from hub to tip. Moreover, the stator hub clearance
occupies 1% of the blade height, which proved beneficial for the stator aerodynamic
performance in a previous study [37]. Since the datum stator was comparable to the
orthogonal cantilevered stator in the former study, the 3D blading strategy in Figure 25 is
adopted for the redesign scheme.
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Table 3. Design parameters for the highly loaded cantilevered stator.

Hub Midspan Tip

Diffusion factor (-) 0.58 0.33 0.35
Incidence (◦) 8 1 0
Solidity (-) 1.75 1.6 1.5

Stagger angle (◦) 18 22 25
Turning angle (◦) 49 45 42

Hub-tip ratio (-) 0.75
Aspect ratio (-) 1

Hub clearance (% span) 1%
Blade profile type CDA

Figure 27 presents the comparison of the aerodynamic performances of the datum
and redesigned cantilevered stators. To improve the simulation accuracy, the numerical
simulation considers the stator blade row separately and imposes the experimentally
measured flow fields at the stator inlet according to the specific operating conditions. In
the datum case, the pressure rise capability of the cantilevered stator will drop significantly
once the mass flow coefficient is below 0.53, due to the deterioration of flow conditions at
the hub corner (Figure 28). On the other hand, the stator with 3D blading can overcome the
above problem efficiently, as the Cps is increased by 71.8% at the mass flow coefficient of
0.45 (P1). The total pressure loss coefficient for the redesigned case is reduced remarkably
as well, implying the effectiveness of the 3D blading scheme.
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Figure 27. Comparison of pressure rise and loss characteristics of the cantilevered stators.
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Figure 28. The comparison of field distribution between the datum and the redesigned stator.
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As shown in Figure 28, the comparison of the flow field under different operating
conditions (P1~P4, see Figure 27) indicates that the datum stator suffers from severe corner
flow separation at the near-stall condition, leading to the sudden drop of the pressure rise
capacity. Meanwhile, the utilization of compound sweep and dihedral reorganizes the flow
field; hence, the accumulation of low-energy fluid at the hub corner is relieved significantly,
corresponding to the performance improvement in Figure 27. Note that the flow separation
in the upper span areas is intensified in comparison with the datum scheme, which is due
to the radial migration of the low-energy fluid from the positive dihedral.

The radial distribution of the aerodynamic parameters is given in Figure 29 to illustrate
the effect of 3D blading quantitively. Results show that the 3D blading can enhance the
through flow capacity at the hub region over a wide operating range, as the mass flow
distribution is more uniform along the radial direction. The beneficial effect extends from
15% to 50% span as the operating point moves from P1 to P4, which is consistent with
the former analysis. Moreover, the total pressure loss demonstrates the advantage of 3D
blading in reducing the near-stall loss, yet the effect is less remarkable under larger mass
flow coefficients when the flow field is naturally healthy. The following section will outline
the experimental methods used for further validation.
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Figure 29. The radial distribution of mass flow coefficient and loss under different operating condi-
tions: (a) outlet mass flow coefficient; (b) total pressure loss.

4.2. Discussion of the Experimental Results
4.2.1. Effect of 3D Blading on the Aerodynamic Performance

To start, the overall aerodynamic performance of the compressor stage is compared,
as shown in Figure 30. Results highlight that the 3D blading on the cantilevered stator
could significantly improve the performance of the compressor stage at small mass flow
conditions; at the near stall condition (P4), the total pressure rise coefficient and the
efficiency are increased by 3% and 2%, respectively. However, as the operating point
moves to the right, the 3D blading will start losing its advantage, and the stage efficiency at
ϕ > 0.51 will even drop by 0.7%. As only stator blades have been changed, Figure 31 shows
the loss characteristics of the cantilevered stators, in which the CFD results are also plotted
to present the deviation between the experiment result and the CFD result. Figure 31
indicates the CFD results have high reference value, so the above numerical analysis results
are credible.

40



Appl. Sci. 2023, 13, 3335

Appl. Sci. 2023, 13, x FOR PEER REVIEW 19 of 25 
 

4.2. Discussion of the Experimental Results 
4.2.1. Effect of 3D Blading on the Aerodynamic Performance 

To start, the overall aerodynamic performance of the compressor stage is compared, 
as shown in Figure 30. Results highlight that the 3D blading on the cantilevered stator 
could significantly improve the performance of the compressor stage at small mass flow 
conditions; at the near stall condition (P4), the total pressure rise coefficient and the effi-
ciency are increased by 3% and 2%, respectively. However, as the operating point moves 
to the right, the 3D blading will start losing its advantage, and the stage efficiency at φ > 
0.51 will even drop by 0.7%. As only stator blades have been changed, Figure 31 shows 
the loss characteristics of the cantilevered stators, in which the CFD results are also plotted 
to present the deviation between the experiment result and the CFD result. Figure 31 in-
dicates the CFD results have high reference value, so the above numerical analysis results 
are credible. 

 
(a) (b) 

Figure 30. Comparison of performance characteristics of the compressor stage: (a) total pressure rise 
coefficient; (b) efficiency. 

 
Figure 31. Comparison of loss characteristics of the cantilevered stators between experiment and 
CFD. 

Turning to the stator blade row, Figure 32a presents the variation of the stator total 
pressure loss coefficient with the stage mass flow coefficient. In comparison with the da-
tum scheme, the total pressure loss of the 3D cantilevered stator is reduced significantly; 
the absolute reduction reaches 0.035 at the near-stall point (P4), or 20.5%. However, the 
loss of the cantilevered stator will increase slightly at higher mass flow conditions; the 
maximum increment is 0.008 at φ = 0.53, which is acceptable in consideration of its ad-
vantage under other conditions. Additionally, the variation of the stator loss coincides 
with the trend on the stage level, thus implying that the variation of compressor stage 
performance in Figure 30 is attributed mainly to the 3D bladed stator. In order to further 

0.40 0.45 0.50 0.55 0.60 0.65
0.5

0.6

0.7

0.8

0.9

0.40 0.45 0.50 0.55 0.60 0.65
0.76

0.80

0.84

0.88

0.92
P4 P3 P2

 Prototype  3D blading

ϕ

C
pt

P1

ϕ

η

Figure 30. Comparison of performance characteristics of the compressor stage: (a) total pressure rise
coefficient; (b) efficiency.
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Figure 31. Comparison of loss characteristics of the cantilevered stators between experiment and CFD.

Turning to the stator blade row, Figure 32a presents the variation of the stator total
pressure loss coefficient with the stage mass flow coefficient. In comparison with the datum
scheme, the total pressure loss of the 3D cantilevered stator is reduced significantly; the
absolute reduction reaches 0.035 at the near-stall point (P4), or 20.5%. However, the loss of
the cantilevered stator will increase slightly at higher mass flow conditions; the maximum
increment is 0.008 at ϕ = 0.53, which is acceptable in consideration of its advantage under
other conditions. Additionally, the variation of the stator loss coincides with the trend
on the stage level, thus implying that the variation of compressor stage performance in
Figure 30 is attributed mainly to the 3D bladed stator. In order to further quantify the impact
of 3D blading on different regions of the cantilevered stator, the total loss is decomposed
along the blade span, as shown in Figure 32b–d. The blade is classified into three regions
according to the mass flow, i.e., the hub region (0~25% total mass flow), the middle region
(25~75% total mass flow), and the tip region (75~100% total mass flow). Results show
that the loss reduction of the 3D stator stems mainly from the hub and midspan regions,
which is consistent with the weakening of corner flow separation in these areas. Moreover,
the utilization of the forward sweep turns out to improve the tip region over the whole
operating range, which signifies the necessity of balancing radial flow in the design process.
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Figure 32. Comparison of loss characteristics of the cantilevered stator: (a) total loss, (b) hub loss,
(c) midspan loss, and (d) tip loss.

The radial distribution of the mass flow coefficient for the cantilevered stator is il-
lustrated in Figure 33. Results show that the 3D blading barely influences the mass flow
distribution at the stator inlet, whereas it could improve the throughflow capacity at the
hub region over a wide operating range. The distribution of mass flow coefficient at the
stator outlet exhibits a similar pattern to that in Figure 29, which proves the accuracy of
the numerical simulation. On the other hand, the mass flow coefficient in the lower span
areas of the stator outlet sees a remarkable increment at P2~P4 conditions, implying the
flow capacity near the endwall is enhanced via the combination of the forward sweep and
dihedral. It should be noted that at the P1 condition, the mass flow coefficient of a 10~40%
span is reduced for the 3D blading scheme, which indicates the flow capacity is weakened
in these regions. The mass flow at the midspan areas is first increased and then decreased
as the operating point moves from P1 to P4, owing to the redistribution of radial flow. The
effect of 3D blading is more pronounced at small mass flow coefficients, thus confirming
the former investigation.
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Figure 33. The radial distribution of mass flow coefficients under different operating coefficients:
(a) inlet mass flow coefficient; (b) outlet mass flow coefficient.

Figure 34 presents the distributions of the blockage coefficient and the total pressure
loss coefficient. The variation of the blockage denotes that the 3D blading could generally
relieve the flow blockage at the hub corner, thereby creating a healthier flow field. However,
the blockage coefficient of a 10~40% span is increased at the P1 condition, which corre-
sponds to the reduction of mass flow ratio in Figure 33b. As for loss characteristics, large
amounts of loss reduction are brought by the 3D blading at small mass flow conditions
(P3 and P4), whereas the beneficial effect is less distinctive at large mass flow ratios (P1
and P2).
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Figure 34. The radial distribution of blockage and loss under different operating coefficients:
(a) blockage; (b) total pressure loss.

4.2.2. Effect of 3D Blading on the Flow Field Distribution

To obtain an overview of the flow structures in the cantilevered stator, Figure 35
presents the oil-flow results of the datum stator. The separation line (SL) is denoted by the
red solid line, the attachment line (AL) is denoted by the red dotted line, the spiral node is
denoted by the letter F, and the saddle point is denoted by the letter S. It can be seen that at
the P1 condition, under the blowing effect of the endwall leakage flow, the corner separation
at the stator hub starts from the saddle point S1 and separates into S1-F1 and S1-F3 along
the radial direction; the tip region also suffers corner flow separation. The upper and lower
separation areas bounded by S1 are approximately symmetrical and located close to the
blade trailing edge, whereas the separation region at the blade tip is independent of the hub
corner separation. With the decrease of the mass flow coefficient, the corner flow separation
first enlarges its radial scale at P2 and then changes the topology at P3: the separation line
S1-F1 heads upstream, pushing F1 to the endwall and incurring the corner stall. According
to Figure 35, the stator hub is severely blocked at the P3 condition, represented by the
large-scale low-speed zone at the outlet. Further observation of the tip flow shows that
at the near-stall conditions (P3, P4), the separation region at the stator hub and the tip
will gradually merge at the trailing edge, which is also demonstrated in Figure 35. Finally,
under the cantilevered geometry, the occurrence of the corner stall will only induce local
separation flow at SL2, which is distinctively different from the conventional shrouded
stator (represented by the large-scale endwall separation and a rapid expansion of the
separation zone) [37–39].

Figure 36 presents the flow field distribution at the stator outlet, where the results
of both the datum stator and the 3D bladed stator are demonstrated. It can be observed
that the 3D blading can effectively push the leakage flow away from the blade suction
surface, yet it will incur secondary leakage at the large flow conditions (in P1 and P2, the
leakage flow moves into adjacent blade channel). As a result, the flow separation at the
blade trailing edge is enhanced slightly. With the decrease of mass flow rate, both the
leakage flow and the transverse secondary flow will be enhanced by the increase of the
circumferential pressure gradient, while the difference in their variation rate makes the
leakage flow approach the blade suction surface and finally accumulate toward the hub
corner of the blade surface (P3 and P4). In fact, it is only at the near-stall conditions when
the 3D blading manifests its advantage: at P3 and P4, the flow separation is weakened in
the middle and lower part of the stator, thereby alleviating the blockage in the middle and
lower span areas. Moreover, the forward sweep at the stator tip turns out to improve the
flow field in the meantime, as the wake is narrowed correspondingly.
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To further reveal the mechanism of 3D blading in the corner flow in the cantilevered
stator, Figure 37 presents the comparison of the secondary flow velocity vector at the
stator outlet. Traces of the secondary flow (CF) and the leakage flow (LF) are depicted
to demonstrate the flow structures with better clarity. Apparently, the leakage flow that
travels from the blade pressure surface to the suction pressure surface could hinder the cir-
cumferential migration of the secondary flow. In the datum scheme, the CF travels through
the bottom of the LF and climbs to the blade suction surface, inducing a counterclockwise
vortex on its left side and a clockwise vortex on its right side. Upon the utilization of 3D
blading, the strengthening of the leakage flow enhances the inhibition effect of the LF on
the CF, leading to secondary leakage at the P1 and P2 conditions. As for P3 and P4 condi-
tions, the flow separation in the corner region is reduced, owing to the weakening of the
secondary flow.
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To sum up, the interaction between the endwall leakage flow and the transverse
secondary flow determines the effect of the 3D blading. For the present cantilevered stator,
at large mass flow rates, the experimental results demonstrate that the 3D blading pushes
the leakage flow too close to the pressure side of the adjacent blade, thereby inducing
secondary leakage. However, at small mass flow rates, the inhibition of the leakage flow
to the endwall secondary flow is not strong enough; hence, the corner separation requires
further elimination. The above results also imply that the design of 3D blading needs to
optimize the evolution of corner flow structures at different operating conditions.

5. Conclusions

This study focuses on the utilization of 3D blading in the cantilevered stator and seeks
to reveal its mechanism in improving the compressor aerodynamic performance. The main
conclusions are drawn as follows:

1. The forward sweep can inhibit the transverse flow near the hub endwall and alleviate
the flow separation at the corner region, while flow separation on the blade suction
side was exaggerated slightly. Increasing the sweep height facilitates a uniform
separation along the span without changing the endwall flow significantly, whereas
excessively large sweep angles lead to a large-scale separation on the blade suction
surface and harm the total effect;

2. The positive dihedral not only pushes the trajectory of the leakage vortex away from
the blade suction surface but also promotes the radial migration of the low-energy
fluid at the hub corner. The utilization of large dihedral heights elongates the blade
wake and induces the radial transportation of the leakage flow, while the excessive
dihedral angle damages the performance at the midspan;

3. The compound forward sweep and positive dihedral can combine the advantages
of both strategies and provide better aerodynamic performance for the cantilevered
stator, the benefit extends over the whole operating range and is more significant at
lower mass flow ratios. In comparison to the orthogonal stator, the static pressure rise
coefficient and the total pressure loss coefficient of the 3D bladed stator are increased
and decreased by 25.5% and 11.1%, respectively;

4. The compound sweep and dihedral were utilized to redesign a cantilevered stator
in a low-speed compressor test facility. Experimental results demonstrate that the
total pressure loss of the 3D cantilevered stator is reduced by 20.5% at the near-stall
point, thus proving the effectiveness of the 3D blading technique. The advantage of
3D blading is more pronounced at small mass flow coefficients;

5. The performance enhancement of the 3D blading stems mainly from the hub and
lower span areas. At large mass flow ratios, the leakage flow leaks into the adjacent
blade channel and causes secondary loss, yet at small mass flow rates, the inhibition
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of the leakage flow to the endwall secondary flow is not strong enough; hence, the
corner separation needs further elimination. The design of the 3D cantilevered stator
needs to optimize the evolution of corner flow structures over the operating range.

The validation of the 3D blading is conducted in the low-speed compressor test facility
under the single-stage environment in the present study, and it would be meaningful if
experiments could be implemented in high-speed and multi-stage environments in the
future to reveal more flow mechanisms while validating the present conclusions.
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Abstract: The interturbine transition duct (ITD), located between the high-pressure (HP) and low-
pressure (LP) turbines of aeroengines, tends to be designed as an aggressive ITD integrated with
wide-chord struts to meet the requirements of civil aeroengines for high bypass ratios and thrust–
weight ratios. This paper presents a detailed unsteady numerical investigation of the effects of
the HP rotor trailing-edge radius on the unsteady flow characteristics in the integrated aggressive
interturbine transition duct (AITD), including the transport and dissipation of HP rotor wakes, the
control mechanism of HP rotor wakes on flow separation and the influence of wake parameters. A
sweeping rod, with a nondimensional diameter ranging from d/s = 0.056~0.143 (based on the pitch
(s) of wide-chord struts at the midspan) and a reduced frequency ( f ) of 1.07, is used to simulate the
HP rotor wake to decouple its influence from other secondary flows. Using the k-ω SST turbulence
model and gamma–theta transition model, a structured grid with 6.3 million nodes can achieve
similar global results. The wake in the lower part of the AITD channel dissipates rapidly because
of the stretching between its own circumferential motion and the radial upward secondary flow,
especially for a small d/s. Only the residual wake in the upper part can reach wide-chord struts in
the case with large d/s. A sweeping rod with a large d/s can reduce the radial pressure gradient in
the AITD, inhibit the internal secondary flow to a certain extent, reduce the dissipation rate of the
wake, enhance its suppression effect on flow separation on a wide-chord strut, and decrease the flow
loss. However, the wake can also enhance the passage vortex due to the increasing circumferential
pressure gradient in the wide-chord strut channel, resulting in increasing blade profile loss. In the
scope of this study, the aerodynamic gain of the wake is still not enough to compensate for its loss
increment (including its own dissipation loss). Therefore, selecting a small trailing-edge radius of the
HP rotor is conducive to improving the aerodynamic performance of the integrated AITD.

Keywords: interturbine transition duct; sweeping rods; boundary layer transition; unsteady flow

1. Introduction

The interturbine transition duct (ITD) is an annular S-shaped diffuser between the
high-pressure turbine (HPT) and low-pressure turbine (LPT), as shown in Figure 1. With the
increase in the bypass ratio of a high-performance engine, designers often use an aggressive
interturbine transition duct (AITD) to raise the LPT passage to reduce the low-pressure rotor
speed and improve the LPT output power. The larger outlet-to-inlet area ratio, shorter axial
length and/or larger HP-to-LP radial offset of the AITD make the axial, circumferential
and radial pressure gradients more complex, which in turn affects the internal secondary
flow development and loss mechanisms of the AITD.
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Figure 1. Typical ITD in a turbofan aeroengine.

Dominy et al. [1,2], as early investigators of the ITD, indicated that although the
simulated HPT steady wake and swirl did not result in large changes in the overall loss,
they were important factors that affected the structure of the secondary flow and the
distribution of loss in the ITD. They also found that because of the pressure gradient
inside the ITD, the simulated HPT wakes interacted with the boundary layer of the end
wall, and a pair of counter vortices were generated at the hub and the casing, which
affected the distribution of loss and the outlet flow angle. Zhang et al. [3] improved the
understanding of the formation mechanism of the vortex pairs near the hub and shroud:
the low momentum fluid near the ITD hub forms the pair of vortices driven by the radial
pressure gradient, while the migrated low momentum fluid forms a three-dimensional
boundary layer on the shroud and develops into a pair of vortices. Miller et al. [4] indicated
that the radial migration and mixing of the flow between the midspan and the shroud
caused by the radial pressure gradient was the main source of loss in it. By comparing
two ITDs with different axial lengths and the same area ratio and radial offset, Norris
et al. [5] found that the changes in ITD end wall curvature and diffusion rate caused by
the decreased axial length were the main factors affecting the internal secondary flow in
ITDs. Based on the detailed measurement data of an ITD, Zhang et al. [6] concluded that
an increased mean rise angle and area ratio aggravated the flow separation on the shroud
by enhancing the inverse streamwise pressure gradient. Axelsson [7–9], Göttlich [10] and
Marn [11–13] studied the influence of the upstream HPT leakage flow on the internal flow
of an ITD and indicated that the increase in tangential flow angle near the shroud caused by
the increasing tip clearance helped to suppress the boundary layer separation of the shroud
but led to an increase in the overall loss. Dominy [14], Hu [15], Zhang [16] and Bailey [17]
investigated the influence of inlet swirls on the ITD flow. They found that the inlet swirl
could increase the effective fluid motion path in an ITD to suppress the influence of wall
curvature on its internal pressure gradient, while the increasing inlet swirl near the shroud
inhibited the boundary layer separation on the shroud. Schennach et al. [18] studied the
effect of the potential flow of the low-pressure turbine guide vane (LPT-GV) on the ITD
flow and believed that an optimal circumferential position of the LPT-GV maximized the
system performance for a specific ITD system.

Norris [19,20], Miller [21], and Walker [22] indicated that the built-in strut in an
ITD changed the area distribution of flow passage, which forced the pipeline to expand,
resulting in worse boundary layer separation, significantly enhanced unsteady flow, and
greatly increased losses. Lengani [23,24] found that the interaction between the wakes and
vortex structure of struts and the LPT rotor not only caused fluctuations in flow velocity
and flow angle but also greatly affected the pressure fluctuation peak downstream. On the
basis of their proposed integrated design concept of an ITD and strut, Marn et al. [25] used
18 wide-chord struts to replace 48 LPT-GVs in the original ITD, which not only ensured the
outlet flow quality of the ITD but also reduced the weight of the guide vane by 20–39%.
The integrated design of a wide-chord strut and ITD can enhance the secondary flow
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in the ITD, resulting in a deterioration in the uniformity of the outlet flow. Therefore,
Spataro [26] arranged two zero-loading splitter blades between adjacent wide-chord struts,
effectively improving the uniformity of ITD outlet flow. Bader [27] and Faustmann [28]
further indicated that a small splitter blade could break the large passage vortices in the
passage of wide-chord struts into small passage vortices, thereby improving the outlet flow
uniformity at the expense of increasing flow losses. Du [29], Wang [30], Liu [31], Xu [32]
and Liu [33] carried out design and flow mechanism research of the integrated AITD and
noted that the convergence passage of a wide-chord strut can effectively inhibit the three-
dimensional separation on the shroud and suppress the passage vortices around the blade
tip by improving the radial and circumferential pressure gradient, which is conducive to
reducing the flow loss in the AITD.

In an integrated AITD, the distance between the LPT-GV and the upstream HPT
rotor is greatly shortened so that the wake of the HPT rotor can reach the LPT-GV before
dissipation, which provides an opportunity to use the upstream sweeping wakes to inhibit
its boundary layer separation. The inhibition mechanism of upstream sweeping wakes
on the flow separation of high-loading LPT blades in cascade wind tunnels [34–38] has
been studied systematically. However, different from the linear cascade flow, the AITD
is an S-shaped annular passage with a strong axial reverse pressure gradient and radial
pressure gradient, which inevitably affects the transport and dissipation of the HP rotors’
wakes in AITD. There were only a few studies [18,23,24] on the influence of sweeping wake
on ITD flow, and most of them were generally coupled with the influence of inlet swirl
or tip leakage flow, so the impact of a decoupled wake is still not particularly clear. Liu
et al. [33,39,40] studied the transport mechanism of the decoupled wake in AITD and the
influence of Re and FSTI (free stream turbulence intensity) on its propagation. They found
that with the shortening of the axial length of AITD, the upstream wake almost existed in
the full channel range, and could periodically suppress the separation bubble on the suction
surface of LPT-GV. Based on their works, the effects of sweeping wakes with different HPT
rotor trailing-edge radii on the internal flow field of an AITD and the boundary layer of an
integrated LPT-GV will be studied in this paper.

2. Numerical Methods

This paper employed the commercial ANSYS CFX solver, a fully implicit solver
coupled algebraic multigrid technique, to solve three-dimensional Reynolds-averaged
Navier–Stokes (RANS) equations. The high-resolution upwind discrete scheme was used
for convective and diffusive terms, and the second-order backward difference method was
used for time terms. Turbulence closure was achieved through the shear stress transport
(SST) k-ω two-equation turbulence model coupled with the gamma–theta transition model,
since this approach can model flow structures with high-curvature endwall geometry and
high turbulent dissipation in freestreams [3].

2.1. Integrated AITD

As shown in Figure 2a,b, the integrated AITD, which was designed based on the
original ITD of a turbofan engine, includes the aggressive intermediate-turbine duct and
the integrated LPT-GV. For the AITD, its inlet aspect ratio (Rhub/Rtip) was 0.656, and the
inlet channel height (H) was 85 mm. The nondimensional duct length (L/H, ITD axial
length/inlet annulus height) was 1.97, and the mean rise angle (θ) was 28.08◦ with an
outlet-to-inlet area ratio (AR) of 1.34. Based on the above parameters, the red dot in Figure 3
shows the comparison between the design parameters of this AITD and those of other
turbofan engines, where cp* is the best AR Line of ITD for the given L/hin, and cp** is
the best L/hin line for the given AR. The design parameters of the conventional ITD are
generally located between these two lines, while the ITD (with small L/hin and large AR)
studied in this paper is marked by the red dot on the left side of the cp* line, which indicates
that it is in the category of an AITD. The design parameters in Table 1 of the integrated
LPT-GV refer to the prototype guide vane of the turbofan engine with its inlet and outlet
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metal angles unchanged. Figure 2b shows the geometric model of the integrated LPT-GV
and the blade profiles for sections in the spanwise direction.

Figure 2. Cross section of the integrated AITD and measurement locations.

Figure 3. ITD design parameters of some turbofan engines [30].

Table 1. Design parameters of the integrated LPT-GV.

Chord
(mm)

Leading-
Edge

Radius
(mm)

Trailing-
Edge

Radius
(mm)

Stagger
Angle

(◦)

Inlet Metal
Angle

(◦)

Outlet
Metal
Angle

(◦)
Tmax/Chord Throat/Pitch Solidity

Root 74.5 3.5 2.5 35◦ −6◦ 62◦ 0.200 0.444 1.348
Midspan 94.1 3.5 2.5 35◦ −6◦ 62◦ 0.197 0.427 1.457

Tip 112.8 3.5 2.5 35◦ −6◦ 62◦ 0.194 0.410 1.566

To decouple the sweeping wakes from other secondary flows, such as the tip leakage
flow, sweeping rods were used to simulate the wakes of HPT rotors to isolate the effects of
the sweeping wakes. Previous studies have demonstrated that when the flow resistance of
the rod is the same as that of the blade, the structure of the rod’s wake is the same as that of
the blade [34]. As shown in Figure 2, the sweeping rod was arranged 0.4H upstream of the
AITD inlet, and its diameter (d) was calculated according to the measured airfoil loss (Y) of
the HPT rotor by the following equation:

Y = Cd
d
Sb

Z
[

1−
(

0.25Cd
d
Sb

Z− 1
)(

Z2 − 1
)]

(1)
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where Cd represents the resistance coefficient of the rod (approximately 1.05 in the range of
Re values studied in this paper), Sb is the rod spacing, and Z is the cosecant of the relative
flow angle at the HPT outlet. Under the design conditions, the diameter of the sweeping
rod is 4.6 mm (d/s = 0.10) with a rotating speed of 220 RPM, which is equivalent to a
reduced frequency of f = fHPTCx/ue = 1.07. To study the wake effect of the HPT rotor
with different trailing-edge radii, this paper also carried out unsteady simulations for d/s
values of 0.056, 0.078, 0.122 and 0.143.

As shown in Figure 2a, fifteen sections (B0–B9, C1–C5) in the streamwise direction
were selected for characterizing the flow field in the integrated AITD. Section B0 is located at
an inlet of the computational domain and would be used as a reference plane; Section B1 is
located at the AITD inlet; Sections B2-B6 are located inside the AITD, roughly perpendicular
to the shroud and hub; Sections C1-C5 are located in the passage of the integrated LPT-GV;
Sections B7–B9 are located at 25%Cx, 50%Cx and 100%Cx (Cx is the axial chord of the
LPT-GV midspan) downstream of the LPT-GV, respectively.

2.2. Boundary Conditions and Grid Independence

The computational domain consisted of a rotating domain of the sweeping rod and a
static domain of the integrated AITD, as shown in Figure 4. Its inlet, located 1.5H upstream
of the sweeping rod, was prescribed as Re = 7.16 × 104 (based on the inlet annulus height)
and FSTI = 3%. The outlet, located 2.5Cx downstream of the integrated LPT-GV, was set
at uniform atmospheric pressure. No-slip and no-heat transfer conditions were imposed
at the solid boundaries. The rotation speed of the sweeping rod was set to 220 RPM, and
the reduced frequency was 1.07. In the unsteady calculation, the total duration was 0.389 s,
and the minimum physical time step (∆t = 6.5 × 10−5 s) was set to 20 times the Karman
vortex street frequency downstream of the round rod calculated by classical boundary
layer theory.

Figure 4. Calculation domain and grid of the integrated AITD.

Using the commercial software Numeca/AutoGrid, the computational domain of the
integrated AITD was meshed with an HOH-type structured grid. Numerical simulations
with 12.2, 6.3 and 3.1 million nodes were conducted to investigate the grid independence.
As the results with 12.2 million nodes were only slightly different from those with 6.3 million
nodes, the latter grid was chosen for further calculations. In the chosen grid, the numbers
of circumferential, spanwise and streamwise nodes were 73, 133 and 552, respectively, and
the numbers of O-type nodes around the LPT-GV and rod were 369 and 81, respectively. In
the boundary layer, the grid thickness of the first layer was 0.002 mm, and the growth ratio
was 1.15, which ensured that y+ <1 for all cases studied in this paper.

2.3. Validation

To verify the numerical method used in this paper, confirmatory calculations were
carried out for the AITD model (Figure 5) experimentally studied in the paper [32]. Figure 6
compares the predicted limiting streamlines and the oil flow visualization on the surface
of the shroud and hub. The bending position and the trend of the limiting streamlines
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driven by the circumferential pressure gradient were in good agreement with the oil flow
visualization. Figure 7a shows the total pressure coefficient (Cp0) contour on Sections
C1 and C2, and the measurement boundary of each section is marked with the dotted
line. The predicted Cp0 distribution had good similarity with the experimental results,
especially in the freestream region. However, the measured total pressure in the regions
of wake and passage vortices was lower than the predicted value, and the range of this
low total pressure region was larger than that of the numerical result. Figure 7b shows
the radial distribution of the predicted pitchwise-averaged static pressure coefficient (Cps)
and flow angle at the AITD outlet (Section C3) and compares them with the experimental
results. The predicted Cps was in good agreement with the experimental result in Section
C3. The trend of the predicted flow angle was basically consistent with the experimental
results, especially in the middle region. However, the measured flow angle in the regions
with large velocity gradients (such as the endwall region and passage vortices) was larger
than the predicted flow angle. The reasons for the above differences might be that for
the seven-hole probe with a diameter of 2.5 mm, its different measuring holes would be
in different velocity zones in the regions with large velocity gradients (such as the wake,
boundary layer, and passage vortices), and this velocity difference was interpreted as the
flow angle when solving the measured flow field, resulting in the measured flow angle
being larger than the actual value and the measured total pressure being lower. Therefore,
the numerical method used in this paper could accurately model the flow field of an AITD
with a high-curvature geometry.

Figure 5. Sketch and grid of the AITD.

Figure 6. Flow visualization and computed limiting streamline on the ITD.
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Figure 7. Comparison between experimental and numerical results.

3. Results and Discussion

In this paper, unsteady calculations were carried out for five conditions with the diam-
eter of the sweeping rod ranging from d/s = 0.056~0.143. Typical cases with d/s = 0.078,
0.10 and 0.122 are adopted to elaborate on the influence of the trailing-edge radius of
the HPT on the unsteady wake transportation and the internal flow mechanism in the
integrated AITD.

3.1. Influence on Unsteady Wake Transport in AITD

Figure 8 shows the circumferential distribution of the turbulence intensity (Tu) at
the midspan of different streamwise sections inside the AITD. As shown in Section B1,
the width and intensity of the wakes increased significantly with increasing d/s value.
Taking the case of d/s = 0.122 as an example, the wake width (w/s = 0.464) and the peak
turbulence intensity (18.86%) increased by 28.9% and 42.8% compared with the case of
d/s = 0.078 in this section, respectively. With the transport inside the AITD, the wakes
moved downstream in a clockwise direction (as viewed in the flow direction), as shown by
the red and black straight arrow lines in Figure 8, because of the tangential velocity due
to the rotation of the sweeping rod. Meanwhile, they were also diffusing continuously,
as shown by their increasing width and decreasing peak turbulence intensity in Sections
B2-B6 of Figure 8. In comparison, the high turbulence intensity of the wake when d/s
was large often meant faster energy exchange with the surrounding fluid, which made its
diffusion speed and dissipation rate greater than the cases with a small d/s. Compared
with the case of d/s = 0.078, the wake width was increased by 36.4% and the reduction of
peak turbulence intensity was increased by 2.5% in Section B6 of Figure 8 when d/s = 0.122.
When d/s ≥ 0.10, the adjacent swept wakes in the AITD diffused to contact each other at a
certain position upstream of Section B5, the interaction between wakes occurred, and the
dissipation of their turbulence intensity was further enhanced. This behavior was another
reason for the increasing dissipation rate of the wake peak turbulence intensity in the case
of a large d/s.
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Figure 8. Circumferential distribution of turbulence intensity at the midspan of different passages
inside the AITD.

Figure 9 shows the distribution of the time-averaged static pressure coefficient on the
hub and shroud of the AITD for different d/s values. The sweeping wake, which blocked
the effective flow area of the AITD as a low-energy fluid mass, not only led to a decrease in
total pressure but also caused an increase in velocity (constant flow) by blocking the flow
area, which inevitably resulted in a decrease in static pressure in the AITD. With the increase
in d/s, the increasing width and intensity of the sweeping wakes further enhanced their
blockage effect, resulting in a greater reduction in the static pressure coefficient. As shown
in Figure 9, the static pressure coefficients on the AITD shroud and hub decreased with
increasing d/s in all cases, which supported the above inference. However, the different
surfaces in the AITD had different responses to the wake blocking effect: (1) At the first
bend of the AITD (x/Cx = 0~1.8), the static pressure coefficient on the hub decreased more
than that of the shroud with increasing d/s, which reduced the radial pressure gradient
from the hub to the shroud. The differential Cps was 0.62, 0.61 and 0.57 at x/Cx = 0.4 when
d/s was 0.078, 0.10 and 0.122, respectively. (2) In contrast, at the second bend of the AITD
(x/Cx = 2.0~3.0), the static pressure coefficient on the shroud decreased more than that of
the hub with increasing d/s, which reduced the radial pressure gradient from the shroud
to the hub. The differential Cps was 0.84, 0.84 and 0.83 at x/Cx = 2.8 when the d/s values
were 0.078, 0.10 and 0.122, respectively. Under the different sweeping wake conditions,
the change in the radial pressure gradient in the AITD would affect the development of
internal secondary flow and the vortex migration and interaction process, which will be
analyzed in detail below.

Figure 9. Time-averaged wall static pressure coefficient on the hub and shroud of the AITD.
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Figure 10 shows the time-averaged streamwise vorticity contour at different stream-
wise sections of the AITD under the different sweeping wake conditions. Comparing the
wake shapes of different sections shows that the inclination of the wake increased continu-
ously with its diffusion in the AITD. This increase occurred because the tangential velocity
at the hub and shroud did not decrease proportionally with the rise of the AITD’s passage,
where it decreased more at the shroud than at the hub. This tangential velocity difference
also led to the circumferential stretching of the wake vortices, especially in the middle
and lower regions of the AITD passage, as shown by the significantly stretched vortices
(marked as “Str V”) in Sections B3–B5 in Figure 10. This stretching effect was conducive
to promoting the mixing and dissipation of the wake vortices, resulting in the streamwise
vorticity in the corresponding regions of Sections B3–B5 in Figure 10 being significantly
smaller than that in its upper half region. Meanwhile, the stretching shape and dissipation
rate of the wake vortices in this region were not consistent in the cases with different d/s,
which indicated that these processes were also affected by the factors related to the wake
intensity. Based on the analysis conclusion of Figure 9, the AITD passage between Sections
B1 and B6 was always subject to a radial pressure gradient from the hub to the shroud,
which could drive the low momentum fluid from the hub to the shroud along the wake.
In the lower half region of the AITD passage, this radial secondary flow drove the wake
vortices to move upward, coupling with the abovementioned clockwise circumferential
stretching effect, resulting in the wake vortices showing an obvious stretching phenomenon,
as shown by “Str V” in Sections B3–B5 in Figure 10. This radial pressure gradient in the
AITD passage decreased with increasing d/s, which suggested that the radial pressure
gradient was larger and the radial secondary flow was more significant under the condition
of a small d/s (e.g., d/s = 0.078). Therefore, compared with the condition of a large d/s (e.g.,
d/s = 0.122), the wake vortex shown by “Str V” in Figure 10 was longer, and its dissipation
was also faster under the corresponding condition of a small d/s (e.g., d/s = 0.078). In
Figure 10, the wake had no obvious vortex core in Section B5 when d/s = 0.078, while a
relatively clear vortex core remained in this section when d/s = 0.122. The wake vortices
in the upper half region moved upward and gradually converged because of the radial
upward secondary flow, as shown by ‘Con V’ in Figure 10. This phenomenon was even
conducive to accelerating the dissipation of wake vortices, especially in the case of a small
d/s: (1) When d/s = 0.078, the wake vortices (as shown by ‘Con V’) had gathered together
in Section B2, began to squeeze and merge in Section B3, and were almost exhausted in
Section B5; (2) in the case of d/s = 0.122, the wake vortices did not converge until Section
B3, the squeezing and merging occurred in Section B4, and an obvious vortex structure
remained in the upper region of Section B5. For a large d/s, the decrease in the radial
pressure gradient weakened the radial secondary flow and delayed the dissipation process
of the wake vortices, resulting in an obvious wake vortex structure at the inlet of the LPT
nozzle (Section B6), which provided an opportunity to use the sweeping wake of HPT to
suppress the flow separation on the suction surface of LPT-GV.

Figure 11 shows the radial distribution of the pitchwise mass-averaged total pressure
coefficient and its contour in Section B6. For a small d/s, the strong radial secondary
flow led to the accumulation of low-energy fluid masses (such as wake vortices) near the
shroud. Taking the condition of d/s = 0.078 as an example, a large range of low total
pressure coefficient regions were near the shroud (h/H > 0.7) in the total pressure contour,
and the pitchwise mass-averaged Cp0 in the corresponding region was also significantly
lower than that in other regions. As d/s increased to 0.1, the accumulation of low-energy
fluid in the upper region (h/H > 0.7) decreased with the radial pressure gradient, and
the wake dissipation did not increase much, so the pitchwise mass-averaged Cp0 from
h/H = 0.7~0.9 in this case was greater than that of d/s = 0.078. When d/s was large (i.e.,
d/s > 0.10), the radial and circumferential distribution range of the low momentum region
was significantly larger, and the pitchwise mass-averaged Cp0 was also lower than that in
the cases of a small d/s because of the strong dissipation of wake vortices. On the other
hand, because of the weakening radial transport process of wake vortices when the d/s
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was large, the low-energy fluid in the AITD passage gathering toward the shroud was not
as obvious as in the cases of a small d/s but was almost evenly distributed in the radial
range of h/H = 0.2~1.0. However, the transport of the radial secondary flow still existed,
some low-energy fluids accumulated in the upper region (h/H > 0.6), and the pitchwise
mass-averaged Cp0 also decreased in this region compared with the other regions in these
cases.

Figure 10. Time-averaged streamwise vorticity contour in different sections of the AITD.

Figure 11. Distribution of the pitchwise mass-averaged total pressure coefficient and its contour in
Section B6.

3.2. Effect of Wake on the Integrated LPT-GV

Based on the above analysis conclusions about the transport mechanism of sweeping
wakes with different d/s values and their influence on the internal flow of the AITD, the
effect of the remaining wake on the flow characteristics of the integrated LPT-GV, especially
the boundary layer separation, viscosity loss and vortex structure in blade passages, is
described in detail below.
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Figure 12 shows the distribution of the time-averaged static pressure coefficient on
the integrated LPT-GV in the AITD under different sweeping wake conditions. A pressure
plateau appeared on the Cps curve of the suction surface in all cases, and the area of
the plateau decreased with increasing d/s. This result meant that the residual wakes
still could not completely suppress the flow separation on the suction surface, but the
stronger wake in the case of a larger d/s had a better suppressing effect on the separation
bubble. The reduction in separation bubbles increased the effective flow area of the LPT-GV
passage to a certain extent, which improved the static pressure coefficient of the LPT-GV.
As the mass flow rate was constant, the wake blockage effect increased the velocity in the
LPT-GV passages, resulting in a decrease in the static pressure coefficient. In the case of
d/s = 0.10, the static pressure coefficients at the three sections were almost the same as
those when d/s = 0.078 because the flow passage blockage caused by the enhanced wake in
this case could offset its effect of increasing the flow area by suppressing separation. When
d/s = 0.122, the static pressure coefficient was significantly lower than that of the other two
cases, as shown in Figure 12, which indicated that the reduction in the flow area caused by
the blockage effect of the strong wake was significantly greater than the increase in the flow
area caused by its inhibition of the flow separation bubble in this case. Moreover, in this
case, the decrease in the static pressure coefficient on the suction surface was larger than
that on the pressure surface, which indicated that the pressure gradient from the pressure
surface to the suction surface increased, especially in the section of a 15% span.

Figure 12. Distribution of the time-averaged static pressure coefficient on the integrated LPT-GV in
the AITD.

Figure 13 shows the limiting streamline and static pressure coefficient contour on the
suction surface of the integrated LPT-GV when d/s = 0.078, 0.10 and 0.122. A passage
vortex, marked by ‘PV@C’ in Figure 13, appeared on the upper part of the LPT-GV suction
surface in all cases, and this vortex disappeared on the suction surface as it broke away
from the wall downstream (discussed in detail below). Comparing the cases with different
d/s values, the area of these passage vortices decreased with increasing d/s. The area
of PV@C was significantly smaller when d/s = 0.122 compared to the other two cases,
as shown in the figure where t = 0.2T. This difference arose because when d/s was large
due to the reduced radial pressure gradient from the hub to the shroud, the accumulation
of low-energy fluid near the shroud and the horseshoe vortex at the leading edge of the
LPT-GV were weakened, and the passage vortex developed by the horseshoe vortices
entraining low-energy fluids was bound to be reduced. At the midspan of the LPT-GV, the
residual wake could well inhibit the boundary layer separation on the suction surface in all
cases, and the stronger wake could inhibit the flow separation earlier and more persistently
in the cases with larger d/s. For example, the midspan flow separation was completely
suppressed from t = 0.15T to t = 0.75T when d/s = 0.122, while the separation bubble was
not completely inhibited until t = 0.30T and recovered at t = 0.54T when d/s = 0.078. In the
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lower region of the LPT-GV, a passage vortex (marked by PV@H in Figure 13) was near
the hub even during the sweeping wake cycle in all cases. Because of the radial secondary
flow from the AITD shroud to the hub, this passage vortex hardly expanded in the radial
direction downstream. For the same reason, the decrease in the radial pressure gradient
also led to the weakening of this passage vortex, which could also be proven because the
passage vortex at the lower part of the LPT-GV was smallest when d/s = 0.122.

Figure 13. Limited streamline and static pressure coefficient contour on the suction surface of the
integrated LPT-GV.

As the midspan was the most significant region of the integrated LPT-GV affected
by the sweeping wakes, its boundary layer was analyzed in detail below to reveal the
influence of unsteady wakes. Figure 14 shows the space-time diagram of the boundary
layer shape factor (H12) and loss coefficient (ξ) at the midspan of the integrated LPT-GV
when d/s = 0.078, 0.10 and 0.122. The leading edge/centerline/trailing edge of the wake
(Lines A, L and B, respectively), the boundary of the calm zone (Line C) and the transition
position (Line T) induced by the wake are also shown in Figure 14 according to the empirical
judgment criterion. The shape factor was the ratio of the displacement thickness of the
boundary layer to its momentum thickness: the lower the shape factor was, the fuller the
velocity profile of the boundary layer; in contrast, the velocity profile was concave, which
often indicated that flow separation might have occurred in the boundary layer. Based on
the conclusions verified by the experiment, when the shape factor was greater than 3.5,
boundary layer separation of the LPT blade often occurred [34]. In all cases, the shape factor
was relatively small (H12 < 3.5) in the wake sweeping cycle, as shown by the blue area
between Line A and Line C in the space-time diagram of the shape factor, indicating that
the sweeping wake could well inhibit the flow separation at the midspan of LPT-GV. With
the increase in d/s, the width and turbulence intensity of the sweeping wake increased, as
did its influence range. When d/s increased from 0.078 to 0.122, the area between Line A
and Line C, representing the influence range of the sweeping wake, increased from 0.24T
to 0.5T at x = 0.55Cx in the upper row of Figure 14. This prolongation of wake inhibition
apparently helped to reduce losses due to flow separation on LPT-GVs. In the gap of the
sweeping wake, the shape factor increased and exceeded 3.5 in all cases, as shown in the
area circled by the isoline of H12 = 3.5 in the upper row of Figure 14, which meant that the
boundary layer separation bubble recovered again. With increasing d/s, the separation
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bubble zone delineated by the isoline of H12 = 3.5 not only significantly reduced the time
range (due to the increased influence range of the wake) but also continuously reduced its
axial range (representing the size of the separation bubble) and peak value (representing
the thickness of the separation bubble). This result was obtained for the following reason:
although in the wake gap, the mixing and dissipation of the wake upstream enhanced
the turbulence intensity of the main flow at the inlet of LPT-GV to a certain extent, with
increasing d/s, the further enhanced turbulence intensity was conducive to promoting
energy exchange between the boundary layer and the main flow and induced the boundary
layer transition earlier, resulting in better suppression of the size and thickness of the
boundary layer separation bubble.

Figure 14. Space-time diagram of the boundary layer shape factor and loss coefficient when
d/s = 0.078, 0.10 and 0.122.

The loss coefficient of the boundary layer represented the viscosity loss in the boundary
layer. Because of the wake dissipation and the interaction between the roll-up vortex
induced by wake vortices [34] and the boundary layer, the boundary layer loss coefficient
was high in the wake sweeping cycle, especially after the wake-induced transition (Line T),
as shown in the green and red color blocks between Line A and Line B in the lower row of
Figure 14. Comparing the different cases, with increasing d/s, the enhanced wake promoted
the early transition of the boundary layer, and the wet area of the turbulent boundary layer
with a high boundary layer loss coefficient (the red block behind Line T) expanded in the
lower row of Figure 14. For example, when d/s = 0.122, the front point of the boundary
layer transition was 0.065Cx earlier than that of the d/s = 0.078 case. Overall, wakes could
not only reduce the losses by suppressing separation bubbles but also increase viscosity
loss due to the increasing wet area of the turbulent boundary layer, which indicated that a
comprehensive balance of these two factors was the key to the effective use of sweeping
wakes.

Before discussing the influence of the upstream wake on vortices, its origin and
distribution in the integrated LPT-GV passage must be briefly introduced. Figure 15 shows
the vortex distribution in the LPT-GV passage when d/s = 0.078. The upstream boundary
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layer rolled up at the leading edge of the LPT-GV and moved downstream along the blade,
resulting in a horseshoe vortex in the upper and lower regions. This vortex with a small
scale was generally confined in the boundary layer of the hub or shroud. In the upper-end
region of LPT-GV, the pressure surface branch of the horseshoe vortex moved toward the
suction surface under the circumferential pressure gradient, continuously entrained the
low momentum fluid in the end region, and then developed into a passage vortex. After
reaching the suction surface, because of the radial secondary flow from the shroud to the
hub at the rear of the LPT-GV, this passage vortex moved down radially and finally split
into two vortices: one of the vortices moved down radially, as shown by PV3 in Figure 15;
the other vortex continued to move downstream along the blade root and then split into
two vortices again by the pull of radial secondary flow when it grew large enough, as
shown by PV1 and PV2 in Figure 15. Because of the weakening radial pressure gradient,
this passage vortex only split once when d/s ≥ 0.10, resulting in PV1 and PV3 vortices
in Figure 15. A small-scale corner vortex was near the shroud. In the lower end region,
there was also a passage vortex based on the same formation mechanism mentioned above.
Under the radial pressure gradient at the rear of the LPT-GV, this passage vortex did
not grow upward radially but concentrated around the blade root. There were also two
small-scale vortices—the counter vortex and the corner vortex—as shown in Figure 15.
For the interaction and mixing process between different vortices, the readers can refer
to [32,39,41].

Figure 15. Vortices in the integrated LPT-GV passage when d/s = 0.078.

Figure 16 shows the total pressure coefficient contour of five streamwise sections
in the LPT-GV channel when d/s = 0.078, 0.10 and 0.122. When d/s ≤ 0.10, due to the
abovementioned radial upward secondary flow, the low-energy fluid was enriched near
the shroud (as shown in Figure 11b,c), resulting in a thick boundary layer on the shroud, as
shown by ‘TBL’ in Sections C1 and C2 in Figure 16. In contrast, when d/s > 0.10, because the
radial pressure gradient was weakened by the stronger sweeping wake, the boundary layer
of the shroud (as shown by ‘BL’ in Sections C1 and C2 in Figure 16) was thinner than that of
the case with a small d/s, but the total pressure coefficient near the shroud (h/H = 0.7~1.0)
still decreased because of the dissipation of strong wakes. In the tip region of the LPT-GV,
the passage vortices (marked by ‘PV’ in Section C3 of Figure 16) entrained a large amount
of low momentum fluid in the boundary layer of the end wall, resulting in the boundary
layer of Section C3 being thinner than that of Section C2 in all cases. Comparing these
passage vortices in different cases, the PV area in Section C3 decreased with increasing
d/s. This result was obtained because the boundary layer thickness of the end wall and
radial pressure gradient, which are two important factors for the formation of passage
vortices, decreased with increasing d/s. Similarly, the strength and range of PV3 split
from the passage vortices downstream of Section C3 and decreased with increasing d/s.
Unlike PV3, the influence range of the residual passage vortex increased with d/s, as shown
by the yellow contour marked by ‘PV1′ in Figure 15. This result was obtained mainly
because many low momentum fluids were in the region around the shroud, which could
be entrained by PV1, due to the dissipation of the residual wake vortices (as shown in
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Section B6 of Figure 10) when d/s was large. This result also showed that the influence
of wake on the vortices in the LPT-GV’s tip region had an obvious two-sidedness: (1)
it could weaken the passage vortices by reducing the radial pressure gradient; (2) the
low-momentum fluid could enhance the passage vortices in the LPT-GVs’ tip region due to
its own strong dissipation.

Figure 16. Total pressure coefficient contour of the integrated LPT-GV passages.

In the midspan of the LPT-GV, the boundary layer of the suction surface continuously
thickened from Section C3 to Section C5 in Figure 16 because of the inverse pressure
gradient (as shown in Figure 16). Moreover, with increasing d/s, the boundary layer
thickness of the suction surface increased in the same axial section. This result was obtained
because the wake could trigger the earlier transition of the boundary layer with increasing
d/s, which increased the growth time of the turbulent boundary layer under an inverse
pressure gradient. At the root of the LPT-GV with increasing d/s, the decreasing radial
pressure gradient, as mentioned above, also weakens the passage vortices in this region (as
shown by ‘PV4‘ in Figure 16), which is conducive to reducing the total pressure loss in the
corresponding regions.

62



Appl. Sci. 2022, 12, 6655

Figure 17 shows the radial distribution of the pitchwise mass-averaged total pressure
coefficient at the integrated AITD outlet. From the general trend, the total pressure coef-
ficient decreased with increasing d/s, but the mechanism of flow loss differed between
regions: (1) Near the hub (h/H < 0.1), the wake dissipated rapidly in all cases and was
exhausted before reaching the inlet of LPT-GV, so the loss in this region was hardly affected
by the sweeping wake, as shown by the coincident total pressure coefficient curves of
this region in Figure 17. (2) In the middle region (h/H = 0.2~0.7), the loss mainly came
from wake dissipation and boundary layer separation. Although the sweeping wake could
further inhibit the time and space range of separation bubbles when d/s was large, the
aerodynamic income was still insufficient to compensate for the total pressure loss caused
by the wake dissipation. Therefore, the total pressure coefficient in this region decreased
with increasing d/s. (3) Near the shroud (h/H > 0.7), the loss mainly came from the passage
vortex and the wake mixing. Based on the above conclusions, strong residual wake vortices
were still in this region at the inlet of the LPT-GV, which can bring total pressure gain by
suppressing the passage vortex and separation bubble, and this aerodynamic profit was
significantly greater than that in the middle region, so the total pressure coefficient in this
region was higher than that in the middle region. However, when d/s was large, the total
pressure coefficient was still smaller than that in the case of a small d/s, which indicated
that the aerodynamic benefit brought by increasing the intensity of wakes was still insuffi-
cient to offset the total pressure loss caused by its dissipation near the shroud. Given this
situation, to improve the aerodynamic performance of AITD by using the sweeping wake,
the authors believed that the following methods could be adopted: (1) Reduce the blade
loading of the LPT-GV by increasing the number of blades, thereby suppressing the size of
the passage vortex near the hub and separation bubble in the middle of the blade section,
reducing the loss of the LPT-GV’s middle and lower sections; then, use the HPT wakes with
a small trailing-edge radius to control the separation bubble on the blades’ middle section
to suppress the loss of the separation bubble when reducing the loss caused by the wake
dissipation. (2) Further shorten the axial distance between the HPT and LPT-GV so that
the wakes of the HPT can reach the LPT-GV before being completely dissipated to make
full use of the HPT wake with a small trailing-edge radius to suppress flow separation
and passage vortices, reduce the wake dissipation loss and improve the aerodynamic gain
brought by the flow control using HPT wakes.

Figure 17. Radial distribution of the pitchwise averaged total pressure coefficient at the outlet of
the AITD.

Figure 18 shows the total pressure loss of the integrated AITD and its components in
all cases. The total pressure loss of AITD increased with increasing d/s, and the loss of the
integrated LPT-GV was the main loss source, accounting for more than 82.9% (@d/s = 0.144).
If the design condition with d/s = 0.10 was used as a benchmark, then reducing the d/s

63



Appl. Sci. 2022, 12, 6655

value of the sweeping rod helped to decrease the total pressure loss of the integrated
AITD, which indicated that the radius of the HPT trailing edge should be minimized to
reduce the additional loss caused by the wake dissipation within the scope of this paper.
When d/s ≤ 0.078, the loss of the integrated LPT-GV remained basically unchanged, which
indicated that the aerodynamic gain of wakes could offset their dissipation. Whether a
further reduction of the d/s value can lead to the reverse overshoot of aerodynamic gain
needs to be further studied. When d/s > 0.078, the aerodynamic gain of the sweeping wake
was obviously insufficient to compensate for its dissipation, resulting in increased loss of
the integrated LPT-GV with increasing d/s. For the AITD upstream of the LPT-GV, the loss
mainly included the wall friction loss and the wake dissipation loss and increased with
increasing d/s.

Figure 18. Total pressure loss of the integrated AITD and its components in all cases.

4. Conclusions

A detailed unsteady numerical study was carried out to investigate the effects of the
HP rotor trailing-edge radius on the unsteady flow characteristics in the integrated AITD.
The HP rotor wake was simulated by a sweeping rod to decouple its influence from other
secondary flows. The radial pressure gradient in the integrated AITD passage decreased
with increasing rod diameter (d/s), especially at its first bend. The wake in the lower part
of the AITD channel was exhausted rapidly before reaching the LPT-GV inlet because of
the stretching between its own circumferential motion and the radial upward secondary
flow for all values of d/s, especially when d/s was small. For the upper part of the AITD
channel, the wake vortices were gathered, squeezed and dissipated because of the stronger
radially upward secondary flow when d/s was small. When d/s was large, these processes
were delayed because of the stronger wake that reduced the radial pressure gradient, and
some residual wake vortices in the upper part of the channel could reach the LPT-GV.

For the LPT-GV, the pressure gradient from the pressure surface to the suction surface
was enhanced with increasing d/s, especially in the lower region of the blade passage.
In the blade tip region, the passage vortices were significantly enhanced in the small d/s
cases because of the enrichment of low momentum fluid and the stronger radial pressure
gradient. In the blade root region, the difference between the passage vortices was small
because the wake vortices had been dissipated upstream of the LPT-GV in all cases. In the
midspan of the blade, the length, thickness and existence time of the separation bubble
decreased with increasing d/s, resulting in a reduction in the loss of the separation bubble;
however, the strong wake induced the boundary layer transition to occur earlier, increasing
the wet area of the turbulent boundary, which in turn led to an increase in losses.

The flow loss in the integrated AITD was dominated by wake dissipation, passage
vortices and boundary layer separation and increased with increasing d/s. In the scope of
this study, as the aerodynamic gain of the wake was still not enough to compensate for its
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loss increment, the authors suggested that selecting a small trailing-edge radius of HPT is
conducive to improving the aerodynamic performance of the integrated AITD.
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Nomenclature

AR: outlet-to-inlet area ratio
AITD: aggressive Interturbine transition duct
Cd: resistance coefficient of the sweeping rod

Cp0 =
(

p0 − ps,ref

)
/
(

p0,ref − ps,ref

)
: total pressure coefficient

Cps =
(

ps − ps,ref

)
/
(

p0,ref − ps,ref

)
: static pressure coefficient

Cωs =
(
vxωx + vyωy + vzωz

)
·H/

(
ue·
√

v2
x + v2

y + v2
z

)
: streamwise vorticity coefficient

Cx: axial chord
d: diameter of the sweeping rod
d/s: nondimensional diameter of the sweeping rod
f : reduced frequency
fHPT : passing frequency of the HPT rotor
FSTI: free stream turbulence intensity
h: height relative to hub
H: annulus height of the ITD inlet
H12: shape factor
HP: high pressure
HPT: high pressure turbine
ITD: Interturbine transition duct
L: axial length of ITD
L/H: nondimensional axial length of ITD
LP: low pressure
LPT: low pressure turbine
LPT-GV: low pressure turbine-guide vane
Rhub: radius of hub at the ITD’s inlet
Rtip: radius of casing at the ITD’s inlet
re f : reference plane (Plane B0)
s: pitch of LPT-GV at midspan
sb: the sweeping rod spacing at midspan
T: the time of full cycle sweeping wake
Tu: turbulence intensity
ue: mass-averaged exit velocity
w: width of wake
w/s: nondimensional width of wake
Y: total pressure loss
y+: nondimensional thichness of the first layer grid on the wall
Z: cosecant of the relative flow angle at HPT outlet
θ: mean rise angle/momentum thickness
βe: the exit flow angle
ξ = 2θ/(s·cos(βe)): loss coefficient
∆t: the minimum physical time step
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Abstract: Based on the bionic design of the humpback whale fin, a passive flow control method is
proposed to obtain greater flapping lift by applying the wavy leading edge structure to the straight
symmetrical flapping wing. The leading edge of the conventional flapping wing is replaced by the
wavy shape represented by regular trigonometric function to form a special passive flow control
configuration imitating the leading edge of the humpback whale fin. The dynamic aerodynamic
performance and flow field characteristics of straight wing and wavy leading edge flapping wing
with different parameters are compared and analyzed by CFD numerical simulation. The simulation
results show that the wavy leading edge structure changes the flow field of the baseline flapping wing
and reduces the pressure on the upper surface of the flapping wing during the process of downward
flapping, thereby increasing the pressure difference between the upper and lower surfaces of the
flapping wing and increasing the lift. The sensitivity analysis of the design parameters shows that
in order to obtain the maximum lift coefficient while losing the least thrust, the smaller amplitude
should be selected on the premise of selecting the smaller wavelength. Among the configurations of
different design parameters calculated in this paper, the optimal wavy leading edge flapping wing
configuration increases the time average lift coefficient by 32.86% and decreases the time average
thrust coefficient by 14.28%. Compared with the straight wing, it has better low-speed flight and can
withstand greater take-off weight.

Keywords: flapping wing; wavy leading edge; flow control; bionics; computational fluid dynamics
(CFD)

1. Introduction

Flapping wing aircraft generates lift to overcome gravity and thrust to fly forward by
imitating birds flapping and twisting wings. This flight mode has the unique characteristics
such as small size, high maneuverability, good flexibility, and strong concealment. It has
shown broad development prospects in military, civilian, detection, earthquake relief and
other industries. Therefore, flapping wing aircraft has become an important direction and
hot issue in the research and development of UAV aircraft.

Because the geometric size of the flapping wing is relatively small, the chord length
is usually less than 15 cm, and it is often in the low Reynolds number range (104–106),
the flapping wing flight principle is complex. In addition, it exhibits a highly unsteady
nonlinear flow phenomenon. In order to realize the efficient and stable flight of flapping
wing aircraft, it is necessary to study on its aerodynamic characteristics and influencing
factors based on the biological knowledge of bird flight. The main influencing factors
include the static geometric shape of the flapping wing [1,2], multi-degree of freedom
flapping [3], dynamic flexible deformation [4], wing tip slit [5,6], leading/trailing edge
serrations [7,8], leading edge alula [9,10], and other small-scale flow control structures. In
the process of the preliminary design and flow control of the flapping wing aircraft, it is
very important and effective to improve its flow field and aerodynamic performance by
referring to the biological structure of nature.
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In 1995, Fish et al. [11] observed the cross section of the whale fins and studied the
hydrodynamic performance of the convex structure of the fin limb of the humpback whale
for the first time. They pointed out that the wavy leading edge can play a role like the
lifting device. Since then, the leading edge wavy configuration has been tried to apply
to the study of flow control under various scenarios and conditions. Sudhakar et al. [12]
took a typical UAV as the research object and pointed out that compared with the straight
wing, the wavy leading edge wing can increase lift and reduce drag and the lift-drag ratio
increased by 25%. In addition, by using the oil flow method and PIV technique, they found
that the wavy leading edge also makes the height and length of the laminar separation
bubble on the straight wing change significantly under the condition of low angle of attack
(α = 6◦) [13]. Wei et al. [14] studied the effect of wavy leading edge on the aerodynamic
performance of swept conical SD7032 wing by experiment. The results show that the wavy
leading edge can slightly improve the stall performance, and the stall angle of attack can be
delayed by 2–4 degrees. However, when the angle of attack is in the range of 7–20 degrees,
it makes the lift drag ratio of the original wing decrease by 0–40%. Abdelrahman et al. [15]
adopted an infinite span rectangular wing with a high radian S1223 airfoil to numerically
study the influence of leading edge wavys on its performance and concluded that the wavy
structure can completely change the flow structure on the airfoil. The flow separation on
the wing surface is limited to the trough of the wavy leading edge, which plays a role in
flow control. Seyhan et al. [16] verified the feasibility of flow control of NACA0015 airfoil
by wavy leading edge under low Reynolds number conditions. Gopinathan et al. [17]
compared the effect of wavy leading edge structure on swept wings of two different airfoils
by numerical and experimental methods, and pointed out that this method has great
development potential. In addition to extensive researches on wings [12–20], as a flow
control method, wavy leading edge has also been tried to apply in the design of rotor [21],
hydraulic turbine cascade and steam turbine cascade [22–24], wind turbine blade [25–28],
hydrofoil [29–32], etc., to improve mechanical efficiency. However, their motion mode and
flow field characteristics are far different from those of flapping wings. Flapping wings
have a complex flight principle and highly unsteady nonlinear flow phenomenon, which
brings difficulty to flow control. Anwar et al. [33] numerically simulated the aerodynamic
performance of six wavy leading edge flapping wing with different design parameters
similar to insect flapping motion. The results show that the lift-to-drag ratio of the best
performed wavy leading edge wing decreases by 0.34%, and the efficiency decreases by
0.35%. It concluded that the wavy leading edge wing is not better than the straight wing in
insect flapping motion with azimuth rotation. However, the flapping mode of imitation
bird flapping wings is different from that of insects, and the influence of wavy leading edge
on its aerodynamic performance remains to be further studied. The studies on the bionic
wavy leading edge are summarized as shown in Table 1.

In this paper, based on bionics, a passive flow control method is proposed to solve the
problem that the average lift force of the straight symmetrical flapping wing is difficult to
improve. The passive flow control method is applied to the flapping wing by applying
the wavy leading edge which imitating the fin structure of the humpback whale. The
aerodynamic performance parameters of the straight wing and the wavy leading edge
flapping wing with different design parameters are calculated and compared, and the
flow field characteristics and control mechanism are analyzed. At the same time, the
sensitivity of the design parameters is analyzed, and the basis for selecting the optimal
design parameters of the wavy leading edge flapping wing configuration is given. It brings
new inspiration for flapping wing to obtain flapping lift and unsteady flow control under a
low Reynolds number.

69



Appl. Sci. 2023, 13, 1519

Table 1. Studies on flow control using bionic wavy leading edge.

Author Object Method Reynolds Number Aerodynamic Performance
Change

Fish et al. [11] NACA63 Experiment 6× 106 The stall angle of attack is
delayed by more than 5◦.

Sudhakar et al. [12] A high aspect-ratio
UAV Experiment 1.8× 105

2.7× 105
The lift-drag ratio is increased by

up to 25%.

Sudhakar et al. [13] NACA 4415 Experiment 1.2× 105
The separation bubble on the

upper wing surface is obviously
reduced.

Wei et al. [14] Swept conical
SD7032 wing Experiment 2.2× 105 The stall attack angle is delayed

by 2–4 degrees.

Abdelrahman et al.
[15] S1223 Simulation

1× 105

3× 105

1.5× 106

No considerable difference
occurs in lift and drag before the

stall.

Seyhan et al. [16] NACA 0015 Experiment 6.3× 104
Lift coefficients have increased

by at least 26.2% after stall
angles.

Gopinathan et al. [17] NACA 0015NACA
4415 Experiment/Simulation 1.83× 105 The t/c ratio of the HW flipper is

strategically reduced to 0.15.

Torró et al. [18] NACA0021 Simulation 1.2× 105
The lift coefficient increased by
0.064 and the drag coefficient

decreased by 0.045.

Ikeda et al. [19] Serrated
single-feather wing Experiment 5.9× 103

9.8× 103

The lift and lift-to-drag ratio
decrease at AoAs < 15◦, and the
aerodynamic performance of the

two is basically the same at
AoAs > 15◦.

Ramachandiran et al.
[20]

NACA 0015NACA
4415 Simulation 1.83× 105

The lift increases at the angle of
attack of 11–15 degrees, and the
stall angle of attack is delayed by

about three degrees.

Rostamzadeh et al.
[30] NACA 0021 Simulation 1.2× 105

1.5× 106
The lift loss is delayed at 18–25◦

angle of attack.

Anwar et al. [33] insect-like flapping
wing Simulation 400 The lift-drag ratio is reduced by

0.34%.

2. Aerodynamic Characteristics Analysis of Baseline Flapping Wing
2.1. Flapping Wing Motion Model

The flapping wing motion can be decomposed into two basic motion forms: flapping
and pitching, as shown in Figure 1. The cross-sections of bird’s wing like thin and cambered
airfoil. NACA0014 airfoil has been experimented [34] and numerically simulated [34,35] as
a flapping wing. Therefore, the flapping wing model adopted in this paper is a rectangular
straight wing with a finite span and the wing section of NACA0014 airfoil. The chord
length of the wing is c, the span length is L and aspect ratio is AR = L

c . The set flapping
wing motion law is expressed as Equation (1) [35], where, f is the flapping frequency, ψ(t)
represents the flapping motion, ψ1 is the amplitude of the flapping motion, α(t) represents
the pitching motion, α0 is the pre-installation angle of the wing, α1 is the amplitude of
the pitching motion, φ is the phase difference, and the center of the pitching motion is
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the quarter chord length of each section of the wing. Figure 2 shows the time history plot
corresponding to Equation (1).

{
ψ(t) = ψ1 cos(2π f t)
α(t) = α0 + α1 cos(2π f t + φ)

(1)
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According to the flight speed and flapping frequency of small birds such as pigeons,
the approaching velocity U∞ is 15 m/s, the flapping frequency f is 8 Hz, the chord length
c = 0.12m, the aspect ratio AR = 8, the Reynolds number is Re = ρU∞c

µ = 1.2× 105, the

reduced frequency is k = π f c
U∞

= 0.2. The specific values of each parameter are shown in
Table 2.
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Table 2. Relevant parameters of flapping wing.

Parameter Value Parameter Value

Reynolds number Re 1.2× 105 Plunging amplitude ψ1(
◦) 15

Wing chord length c(m) 0.12 Plunging motion equation (◦) ψ(t) = 15 cos(16πt)

Wing aspect ratio AR 8 Pitching amplitude α1(
◦) 15

Approaching velocity U∞(m/s) 15 Setting angle of wing α0(
◦) 0

Mach number Ma 0.0435 Pitching axis location (m) 0.25c

Flapping frequency f (Hz) 8 Phase difference φ(◦) 90

Reduced frequency k 0.2 Pitching motion equation (◦) α(t) = 15 cos(16πt + 90)

2.2. Calculation Method and Verification

Flapping wing has flight characteristics of low speed and low Reynolds number. The
numerical calculation in this paper is based on the three-dimensional unsteady Reynolds-
averaged N-S Equation, which based on the finite volume method. The second-order
up-wind scheme is used in the convection direction, the central difference is used in the
diffusion term, and the Coupled algorithm is used to solve [36].

The two-Equation shear stress (k−ω SST) turbulence model [37] modified by the low
Reynolds number is used for calculation. The turbulence model simulates the transition
process with the damping function in the low Reynolds number eddy viscosity model,
which has wide applicability. The k−ω SST turbulence model Equation can be expressed
as the following Equation (2):

µt = ρa1k
max(a1ω;ΩF2)

∂(ρk)
∂t + ui

∂(ρk)
∂xi

= Pk − βkρkω + ∂
∂xi

[(
µl +

µt
σk

)
∂k
∂xi

]

∂(ρω)
∂t + ui

∂(ρω)
∂xi

= CωPω − βωρω2 + ∂
∂xi

[(
µl +

µt
σω

)
∂ω
∂xi

]
+ 2ρ(1− F1)

1
σω2

1
ω

∂k
∂xi

∂ω
∂xi

(2)

The low Reynolds number-corrected k−ω SST turbulence model constructs the mode
coefficient α∗ in the eddy viscosity coefficient µt = α∗ρκ/ω of the k − ω Equation as
Equation (3) [38], where Ret = ρκ/µω represents the turbulent Reynolds number:

α∗ = α∗∞

[
α∗0 +

Ret
Rk

1 + Ret
Rk

]
(3)

In order to verify the reliability of the numerical simulation, the rectangular straight
wing of NACA0014 airfoil with aspect ratio of AR = 8 is selected. The mode of motion is
sinusoidal oscillation, as shown in Equation (4). z(t) is the wing displacement in the vertical
direction at time t, amplitude h = 0.4c, reduction frequency k = 0.2, and Reynolds number
Re = 1× 106 [34].

z(t) = h cos(kt) (4)

The boundary conditions of the calculation model are referred to [34]. Since the overset
grid method is used in the subsequent calculation, the surrounding and far field of the
wing are divided into two parts during grid division. Figures 3 and 4 show the comparison
of the average lift coefficient and the average thrust coefficient of the flapping wing in one
period calculated by using the overset grid method, and the results calculated by Jones [34].
The two have good consistency, indicating that the numerical simulation method used in
this paper is reliable.
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Figure 4. Comparison of average thrust coefficient.

2.3. Grid and Time Step Independence Verification

Overset grid method is used in this paper, where the component grid is fluid domain
grid including flapping wing. The boundary layer is set on the surface of the flapping wing
to ensure y+ < 1. The background grid is a cylindrical area with a radius of 25c and a height
of 10c, and it is locally refined to ensure that the mesh size at the junction of the background
grid and the component grid is close. The component and background grid are divided by
polyhedral unstructured grids. The computational domain grids and boundary conditions
are shown in Figure 5. And Figure 6 shows the y+ contours of baseline case.
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In order to ensure the accuracy of numerical calculation and save computational
cost, the independence of computational mesh and time step is verified by the straight
flapping wing model. The fifth flapping cycle is selected for comparison, and the calculation
results are stable. The lift and trust coefficient time history of the fifth and sixth cycles is
compared in Figure 7. Firstly, three groups of overset grids with different number of grids
are selected as shown in Table 3 to calculate. The calculation results are shown in Figure 8.
As can be seen, the grid solution results of Case2 and Case3 tend to coincide, which can be
considered that the grid has reached the grid independence requirements. Therefore, the
grid division scheme of Case2 is selected for subsequent calculation. Secondly, to verify
the independence of the time step, three different time steps for calculation are taken; the
unit is s, and the result is shown in Figure 9. When the time step is 0.0025 s and 0.001 s, the
relative error between the time average lift coefficient, and the time average trust coefficient
is less than 2%, which meets the requirement of independence. Therefore, in the subsequent
calculation, the time step is set to 0.0025 s.
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Table 3. Grid independence verification.

Case
Number of

Background
Grid (w)

Number of
Component

Grids (w)

Total Number
of Grids (w) Total Faces (w) Total Nodes

(w)

Case1 70 562 632 3612 2565

Case2 135 706 841 4554 3150

Case3 289 836 1125 6908 4816
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2.4. Flow Field Structure Characteristics of Baseline Flapping Wing

The baseline flapping wing used in this paper is a straight symmetrical flapping
wing. As shown in Figure 9, it produces positive lift during the downstroke, and negative
lift during the upstroke. Many studies have shown that for this type of flapping wing,
the flapping frequency increases can increase the peak value of positive and negative
lift and increase the thrust, but the average lift in the cycle cannot increase much. The
time-averaged lift coefficient is small and difficult to improve, and therefore, the takeoff
weight of aircraft with straight symmetrical flapping wing is generally small, and the flight
performance is hard to improve [39,40].

The flapping wing flutters downward from the highest position (t/T = 0), forming the
leading edge vortex at the leading edge of the upper surface and the wing tip vortex at the
wing tip. When the flapping wing flaps down to the horizontal position (t/T = 0.25), the
vortex intensity of leading edge vortex and tip vortex reaches the maximum, as shown in
Figure 10; the left side is the wing tip direction. The inner part of the red circle is the vortex.
As the flapping continues downward, the flapping wing begins to decelerate, the leading
edge vortex and the wing tip vortex begin to diffuse, the intensity is weakened. The asym-
metry of the up and down flapping process and the strong leading edge vortex attached to
the upper surface during the down flapping process are the important mechanisms of lift
generation.
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3. Design of Wavy Leading Edge Flapping Wing
3.1. Flow Control Mechanism of Wavy Leading Edge

Figure 11 shows that the leading edge of the flippers of the humpback whale has
special nodular structures. These wavy bulges can maintain lift at a high angle of attack
and provide higher maneuverability during the predation process [11].

Many scholars have studied and analyzed the flow control mechanism of wavy leading
edge structure on the wing or other blades. The numerical results of Abdelrahman et al. [15]
show that the wavy leading edge changes the flow field, and the flow separation on the
upper surface of the wing is suppressed at the wavy leading edge, which has the effect of
delaying stall. Torró et al. [18] found that the unsteady aerodynamic force of the airfoil at
the periodic vortex shedding frequency is reduced by the wavy leading edge through the
large eddy simulation method. In the study of hydrofoil, Rostamzadeh et al. [30] pointed
out that the effect of wavy leading edge structure on the flow field is similar to the principle
of vortex generator. By generating shedding vortex, the pressure difference between the
upper and lower surfaces of the wing is increased to achieve the effect of increasing lift
and reducing drag. The longitudinal vortex also causes the downwash velocity at the
peak position of the leading edge of the wing, which changes the flow state of the fluid.
Under the condition of low angle of attack, flow separation will also occur at the leading
edge of the wavy shape, and the vortex structure presents the “bi-periodic” state [13,31].
The bi-periodic state means that when the fluid flows through the wavy leading edge, a
pair of backflows will be formed at the trough, as shown in Figure 12. Therefore, under
the influence of unsteady effect and vortex generated by wavy leading edge, even if the
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flapping wing does not exceed the stall angle of attack, its flow field characteristics will
change.
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Figure 12. Upper surface limit streamline of wavy leading edge wing.

3.2. Characteristic Parameters of Wavy Leading Edge

Based on the above analysis, the aerodynamic performance of the wavy leading edge
flapping wing with NACA0014 as the base section in the unsteady flapping state is studied.
The structure of the wavy leading edge wing is shown in Figure 13. The sinusoidal wavy
is defined by the two parameters of amplitude A and wavelength W and varies along the
wing wingspan according to Equation (5). In addition, x is the spanwise length from any
section to the wing root. The average chord length and projection area of the wavy leading
edge flapping wing are the same as those of the reference flapping wing.

Y(x) =
A
2

sin(
2π

W
x) (5)
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A sinusoidal wave is generated by five sections along the spanwise direction, as shown
in Figure 14a. The airfoil data for each section are defined by Equation (6), and the airfoil at
the middle is the same as the airfoil of the baseline wing.





xwavy =

{ xbaseline
xmax

[xmax + (Y(x)− c)]− [Y(x)− c] xwavy < xmax

xbaseline xwavy ≥ xmax
zwavy = zbaseline

(6)
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Table 4. Wavy leading edge flapping wing configuration. 

Configuration A  W  Configuration A  W  Configuration A  W  

1-1 0.05 0.1 2-1 0.1 0.1 3-1 0.2 0.1 

1-2 0.05 0.05 2-2 0.1 0.05 3-2 0.2 0.05 
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1-4 0.05 0.01 2-4 0.1 0.01 3-4 0.2 0.01 

Figure 14. Construction method of wavy leading edge wing. (a) Wing spanwise section of wavy
leading edge wing; (b) Airfoil of wavy leading edge wing.

The xbaseline and xwavy represent the abscissas of the baseline wing and the wavy
leading edge wing, respectively, and xmax represents the abscissa at the maximum thickness
of the baseline wing. The zbaseline and zwavy represent the ordinates of the baseline wing
and the wavy leading edge wing, respectively. When generating spanwise section airfoil
data, only the geometry from the leading edge to the maximum thickness is changed,
while the geometry from the maximum thickness to the trailing edge is kept unchanged.
The baseline airfoil is stretched or compressed according to the chord length at different
spanwise positions, as shown in Figure 14b.

For purpose of further clarifying the influence of design parameters on the aerody-
namic performance and flow control effect of the bionic wavy leading edge flapping wing,
dimensionless processing was carried out for amplitude and wavelength, as shown in
Equation (7). Twelve different flapping wing configurations composed of three amplitudes
and four wavelengths are selected for calculation and comparison. The specific parameters
of the configurations are shown in Table 4, and the values of these parameters are within
the range of protuberances found on the humpback whale’s pectoral fin in nature [42].
Figure 15 shows the schematic diagrams of all twelve configurations. The comparison of
different design parameters of the wavy leading edge wing configurations can be seen
through Figure 15. {

A = A
c

W = W
L

(7)
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Table 4. Wavy leading edge flapping wing configuration.

Configuration A W Configuration A W Configuration A W

1-1 0.05 0.1 2-1 0.1 0.1 3-1 0.2 0.1

1-2 0.05 0.05 2-2 0.1 0.05 3-2 0.2 0.05

1-3 0.05 0.02 2-3 0.1 0.02 3-3 0.2 0.02

1-4 0.05 0.01 2-4 0.1 0.01 3-4 0.2 0.01
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Figure 15. Wavy leading edge flapping wing configuration. (a) Configuration 1-1; (b) Configuration
1-2; (c) Configuration 1-3; (d) Configuration 1-4; (e) Configuration 2-1; (f) Configuration 2-4; (g)
Configuration 1-3; (h) Configuration 2-4; (i) Configuration 3-1; (j) Configuration 3-2; (k) Configuration
3-3; (l) Configuration 3-4.

3.3. Grid Independence Verification

Due to the difference between the wavy leading edge flapping wing and the baseline
wing in the model, Configuration 1-1 (A = 0.05, W = 0.1) and Configuration 3-4
(A = 0.2, W = 0.01) of the wavy leading edge are selected for grid independence
verification to ensure the accuracy of the numerical simulation. The same background
grid as the straight wing is used, and the number of grids is 1.35 million. The partitioning
strategy of the component grid is also the same as the three cases in Section 2.3. Figures 16
and 17, respectively, show the calculation results of the lift coefficient and thrust coefficient
of Configuration 1-1 and Configuration 3-4 in one period with time. It can be seen that the
Case2 can meet the grid independence requirements.
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4. Numerical Results

In order to compare the influence of wavy leading edge on the aerodynamic perfor-
mance of flapping wing more directly, the calculation results are divided into two parts
according to different wavelengths and different amplitudes. The aerodynamic perfor-
mance of flapping wing is measured by time averaged lift coefficient CL and time averaged
thrust coefficient CT in a flapping cycle. The two parameters are defined as Equation (8).

{
CL = 1

T
∫ T

0 CL(t)dt
CT = 1

T
∫ T

0 −CD(t)dt = 1
T
∫ T

0 CT(t)dt
(8)

4.1. Effects of Different Wavelengths on Aerodynamic Performance of Flapping Wing

Figures 18 and 19, respectively, show the time history comparison of lift coefficient
and thrust coefficient of straight flapping wing and wavy leading edge flapping wing
with different wavelengths in one flapping cycle. It can be seen that the lift coefficient of
the flapping wing with the wavy leading edge is higher than that of the straight wing in
the process of downward flapping (t/T = 0–0.5) and in the last quarter stage of upward
flapping (t/T = 0.875–1). In the first three quarters of upward flapping (t/T = 0.5–0.875),
the lift coefficient is similar to or slightly lower than that of the straight wing. The thrust
coefficient is close to that of the straight wing in the whole process of the downward
flapping (t/T = 0–0.5) and the first half of the upward flapping (t/T = 0.5–0.75), and it
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decreases obviously in the latter half (t/T = 0.75–1), which has strong regularity. That is,
the smaller the wavelength of the wavy leading edge flapping wing, the more the thrust
coefficient decreases.
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Figure 20 compares the time averaged lift and thrust coefficients of the straight wing
and wavy leading edge wings. The wavy leading edge inevitably reduces the thrust
coefficient while increasing the lift coefficient, and the smaller the wavelength, the larger
the time averaged lift coefficient and the smaller the time averaged thrust coefficient.
Figures 21 and 22, respectively, show the time-averaged lift coefficient and thrust coefficient
during downstroke (t/T = 0–0.5) and upstroke (t/T = 0.5–1). The wavy leading edge wings
mainly increases the lift in the downstroke, while the thrust decreases in both the up-and-
down stroke of the flapping. Table 5 shows the average growth rate of time averaged
lift coefficient relative to straight wing and the average reduction rate of time averaged
thrust coefficient for flapping wing with different wavelengths. When the wavelength is
W = 0.01, the average lift coefficient increases the most, which is 41.04% of the straight
wing, but at the same time, the average thrust coefficient decreases by 25.97%. Therefore, it
is necessary to weigh the lift and thrust of the flapping wing during design, or to increase
the thrust by increasing the flapping frequency. Wavy leading edge flapping wing can
withstand greater take-off weight, and it has better low-speed flight ability.
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Figure 20. Comparison of average lift coefficient and thrust coefficient. (a) Time averaged lift
coefficient; (b) Time averaged trust coefficient.
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Table 5. Average change rates of flapping wings at different wavelengths.

W 0.1 0.05 0.02 0.01

Time averaged lift coefficient CL 16.01%↑ 28.89%↑ 34.32%↑ 41.04%↑
Time averaged trust coefficient CT 11.66%↓ 14.04%↓ 20.71%↓ 25.97%↓

With the purpose of further clarifying the mechanism of wavy leading edge changing
the characteristics of flow field and the influence of different wavelengths, four typical
moments (t/T = 0, 0.2, 0.5 and 0.8) in a flapping cycle are compared and analyzed by taking
the straight wing (W = 0) and the wavy leading edge flapping wing with A = 0.1 as an
example. Figure 23 shows the pressure contours of the upper surface of the flapping wing,
and the unit of pressure is Pa. In the downward stage (t/T = 0 and 0.2), the pressure on the
upper surface of the wavy leading edge flapping wing decreases, while in the upward stage
(t/T = 0.5 and 0.8), the pressure on the upper surface increases. The change of pressure is
mainly reflected in the position above 60% of the wingspan, and the change of the pressure
difference between the upper and lower surfaces will cause the change of lift. Figure 24
compares the pressure coefficients of the straight wing and the wavy leading edge wing
with different wavelengths at 80% wingspan section. When t/T = 0 and 0.2, the pressure
of the upper surface of the wavy leading edge flapping wing decreases compared with
the straight wing, and the pressure of the lower surface increases. The pressure difference
between the upper and lower surfaces increases, and the lift increases. Although Figure 24a
is similar to Figure 24c, and Figure 24b is similar to Figure 24d, it can be seen from the
pressure contours that the pressure on the upper surface of the flapping wing is greater
than that on the lower surface. Therefore, after the wavy leading edge causes the pressure
difference to increase, the downward force on the flapping wing is further increased. That
is, the lift is reduced.

Figure 25 shows the pressure coefficient contours and streamlines of the 50% spanwise
section of the flapping wing when t/T = 0. As the wavelength decreases, the vortex
generated by the wavy leading edge decreases the pressure coefficient on the upper surface
of the wing section and increases the pressure coefficient on the lower surface, resulting
in an increase in the lift coefficient. In addition, the pressure coefficient on the trailing
edge decreases with the decrease of the wavelength, which leads to a decrease in the thrust
coefficient of the flapping wing.
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4.2. Effects of Different Amplitudes on Aerodynamic Performance of Flapping Wing 

Figure 24. Pressure coefficient of 80% wingspan section. (a) t/T = 1; (b) t/T = 0.2; (c) t/T = 0.5; (d)
t/T = 0.8.

4.2. Effects of Different Amplitudes on Aerodynamic Performance of Flapping Wing

Figures 26 and 27, respectively, show the time history comparison of lift coefficient
and thrust coefficient of straight flapping wing and wavy leading edge flapping wing with
different amplitudes in one flapping cycle. When the wavelength is large, the change of
amplitude has little effect on the lift coefficient, and at the same wavelength, the larger the
amplitude, the more the thrust coefficient decreases.
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4.2. Effects of Different Amplitudes on Aerodynamic Performance of Flapping Wing 

Figure 25. Pressure contours and streamlines of 50% spanwise section of flapping wing at t/T = 0. (a)
Straight Wing; (b) W = 0.1; (c) W = 0.05; (d) W = 0.02; (e) W = 0.01.
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Figure 26. Time history of lift coefficient in a flapping cycle. (a) W = 0.1; (b) W = 0.05; (c)
W = 0.02; (d) W = 0.01.

Figure 28 compares the time averaged lift and thrust coefficients of the straight wing
and wavy leading edge wings with different amplitudes, and Figures 29 and 30, respectively,
show the time-averaged lift coefficient and thrust coefficient during downstroke (t/T = 0–0.5)
and upstroke (t/T = 0.5–1). Table 6 shows the average growth rate of time averaged lift
coefficient and the average reduction rate of time averaged thrust coefficient of them. As
can be seen, at the same wavelength, the larger the amplitude, the higher the average lift
coefficient and the more the time-averaged thrust coefficient decreases.
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Figure 27. Time history of trust coefficient in a flapping cycle. (a) W = 0.1; (b) W = 0.05; (c)
W = 0.02; (d) W = 0.01.
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Figure 28. Comparison of average lift coefficient and thrust coefficient. (a) Time averaged lift
coefficient; (b) Time averaged trust coefficient.
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Figure 29. Comparison of average lift coefficient of downstroke and upstroke. (a)Time averaged lift
coefficient of downstroke; (b) Time averaged lift coefficient of upstroke.
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Figure 30. Comparison of average thrust coefficient of downstroke and upstroke. (a) Time averaged
trust coefficient of downstroke; (b) Time averaged trust coefficient of upstroke.

Table 6. Average change rates of flapping wings at different amplitudes.

A 0.05 0.1 0.2

Time averaged lift coefficient CL 24.34%↑ 29.33%↑ 36.52%↑
Time averaged trust coefficient CT 8.75%↓ 15.53%↓ 29.03%↓

Taking the straight wing (A = 0) and the wavy leading edge flapping wing with
different amplitudes at wavelength W = 0.02 as an example, the four typical moments in a
flapping cycle (t/T = 0, 0.2, 0.5, and 0.8) are compared and analyzed. The pressure contours
of the upper surface of the flapping wing are shown in Figure 31; the unit of pressure is Pa.
It can be seen that the wavy leading edge changes the pressure distribution on the flapping
wing. In the downward flapping stage, the larger the amplitude, the smaller the pressure
behind the trough, the smaller the pressure on the upper surface of the flapping wing, the
larger the pressure difference between the upper and lower surfaces, and the higher the lift.
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Time averaged lift coefficient 
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Figure 31. Pressure contours of the upper surface of flapping wing. (a) t/T=0; (b) t/T = 0.2; (c)
t/T = 0.5; (d) t/T = 0.8.

Figure 32 shows the Mach number contours at 50% spanwise section of the straight
wing and the wavy leading edge flapping wing with different amplitudes when t/T = 0,
where is the trough position. When the gas flows through the wavy leading edge, the
airflow on the upper surface of the wing accelerates, and the airflow on the lower surface
decelerates. Moreover, the larger the amplitude, the more obvious the change in velocity,
so the greater the lift increase.
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Figure 32. Mach number contours of 50% spanwise section of flapping wing at t/T = 0. (a) Straight
Wing; (b) A = 0.05; (c) A = 0.1; (d) A = 0.2.

4.3. Sensitivity Analysis of Design Parameters

In order to further analyze the influence of design parameters of wavy leading edge
flapping wing on its aerodynamic performance, the sensitivities of time averaged lift
coefficient and thrust coefficient to wavelength and amplitude are calculated, respectively,
as shown in Table 7. At the same amplitude, the larger the wavelength of the wavy leading
edge flapping wing, the smaller the time averaged lift coefficient and the larger the time
averaged thrust coefficient. At the same wavelength, the larger the amplitude, the larger
the time averaged lift coefficient and the smaller the time averaged thrust coefficient.

Table 7. Sensitivity of design parameters.

Wavelength W Amplitude A

Time averaged lift coefficient CL −77.4% 22.6%

Time averaged trust coefficient CT 52.9% −47.1%

To obtain the maximum lift coefficient while losing the least thrust, the minimum
wavelength and the smallest amplitude should be selected. That is, in the configuration
calculated in this paper, the configuration with wavelength W = 0.01 and amplitude
A = 0.05 is optimal. Compared with the straight wing, the time averaged lift coefficient is
increased by 32.86%, and the time averaged thrust coefficient is reduced by 14.28%.

5. Conclusions

In this paper, a flow control method is proposed to apply the wavy leading edge
structure to the straight symmetrical flapping wing to improve the average flapping lift.
The aerodynamic performance and flow field characteristics of straight flapping wing and
wavy leading edge flapping wing with different design parameters are calculated and
compared by numerical simulation method. The mechanism of improving average lift is
analyzed, and the sensitivity of the design parameters of wavy leading edge is carried out.
The calculation results show that:

1. The wavy leading edge separates the airflow, which reduces the pressure on the upper
surface of the flapping wing, increases the pressure difference between the upper and
lower surfaces, and increases the lift. Moreover, the different velocity distributions at
the peak and trough also changes the aerodynamic performance of the flapping wing.
The wavy leading edge wing loses part of the trust while gaining flapping lift.

2. The calculated amplitude is A = 0.05–0.2, and the wavelength is W = 0.01–0.1. At
the same amplitude, the larger the wavelength of the wavy leading edge flapping
wing, the smaller the time averaged lift coefficient and the larger the time averaged
thrust coefficient. At the same wavelength, the larger the amplitude, the larger the
time averaged lift coefficient and the smaller the time averaged thrust coefficient.

3. In order to obtain the maximum lift coefficient while losing the least thrust, the
wavelength and amplitude should be selected as small as possible in the design, and
the wavelength has the greatest influence on the time averaged lift coefficient. In
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the configuration calculated in this paper, the configuration 1–4 with wavelength
W = 0.01 and amplitude A = 0.05 is the best. Compared with the straight wing,
this configuration can increase the average lift coefficient by 32.86% and reduce the
average thrust coefficient by 14.28%.
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Abstract: Submerged inlet has been widely used in UAVs and cruise missiles due to its good stealth
characteristics, but it also brings the disadvantage of poor aerodynamic characteristics. Especially
in large maneuvering flight, the flow field near the fuselage has a strong unsteady effect, and the
total pressure recovery coefficient and distortion characteristics have deteriorated sharply. In order
to investigate the steady and transient aerodynamic characteristics of the submerged inlet in large
maneuver flight and improve its maneuver envelope, a design scheme of a distributed submerged
inlet for large maneuver flight is proposed in this paper. Taking a cruise missile as the research
object, the steady and transient analysis of the conventional submerged inlet and the distributed
submerged inlet is carried out using CFD numerical method. The results show that the distributed
submerged inlet can significantly improve the inlet performance and enhance the sideslip limit of the
submerged inlet during large sideslip maneuver flight. When the sideslip angle is 30◦, compared
with the conventional submerged inlet configuration, the outlet total pressure recovery coefficient of
the distributed submerged inlet configuration is increased by 44.2%, and the total pressure distortion
index is reduced by 66.3%.

Keywords: submerged inlet; large maneuver state; nested mesh; total pressure distortion index;
distortion characteristics; hysteresis effect

1. Introduction

The 4S standards of the fourth-generation fighter (called the fifth generation by Rus-
sia) refer to Stealth, Supersonic, Super sensor, and Super mobility. Among them, super
maneuverability refers to the ability of aircraft to significantly change its flight speed, flight
altitude, and flight direction within a certain period of time. It is an important tactical
and technical indicator of aircraft. The excellent maneuverability is conducive to the ad-
vantages of the fighter in close combat and breaking through the flight-restricted area, so
the maneuverability is very important for the fighter. In order to achieve large maneuver
flight, it is necessary to consider not only aerodynamic layout design and aerodynamic
configuration design, but also excellent inlet and engine matching. When the aircraft
maneuvers rapidly, strong unsteady effects appear in the fuselage flow field, such as the
flow parameters at the inlet, the total pressure recovery coefficient at the outlet, and the
total pressure distortion. Especially in the maneuvering state of high angle of attack and
high sideslip angle, the inlet distortion characteristics deteriorate rapidly, which can very
easily to cause engine surge or even engine shutdown and poses a serious threat to flight
safety. Therefore, if the aircraft wants to obtain excellent maneuverability, it is necessary
to find out the aerodynamic characteristics of the inlet during maneuvers at high angles
of attack and high sideslip angles. Common maneuvers include circling, rolling, diving,
somersault, battle turning, and rapid ascent. These maneuvers are characterized by large
changes in flight angle of attack/sideslip angle, large three-axis angular rate, and large
changes in velocity/direction/altitude. At the same time, there are strong unsteady charac-
teristics in the internal flow of the inlet that pose a great challenge to theoretical research,
computational simulation, test technology, verification means, etc.
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Walsh K R et al. used experimental and numerical simulation methods to study the
influence of the high angle of attack maneuver flight on the aerodynamic characteristics of
the inlet. The research results showed that the increase of the angle of attack from 10◦ to
60◦ would lead to an increase in the range of low-pressure area at the inner side of the inlet
bottom and showed a more obvious pressure gradient on the engine inlet section [1]. In the
F/A-18A project, SMITH CF et al. carried out a numerical simulation of an aircraft inlet
under multiple working conditions in order to explore the difference in inlet aerodynamic
characteristics between rapid maneuver flight and steady flight. The research results show
that the static pressure in the numerical calculation results is in good agreement with the
flight data [2]. In order to judge whether the results obtained under stable conditions are
sufficient to describe the distortion level generated by the inlet during the rapid maneuver
of the aircraft, Yuhas A J used experimental means to study the aerodynamic characteristics
of the inlet. The research results show that the transient high angle of attack maneuver
conditions will not improve the distortion of the inlet [3]. Steenken W G compared the
steady inlet data with the inlet data during the transient rapid maneuver, and the results
showed that the total pressure recovery of the rapid maneuver inlet was very consistent
with the total pressure recovery coefficient obtained under the equivalent stable angle of
attack [4]. In order to explore whether the inlet can provide stable and uniform airflow
for the engine during flight outside the normal maneuvering envelope, Steenken W G
et al. used wind tunnel experiments to explore the inlet during maneuvering flight. In
the experiments, engine surges were encountered in the process of nose left deviation and
nose right deviation, while the total pressure distortion level did not exceed the maximum
limit during the stable attitude experiment, which indicates that the aircraft’s position. The
rapid change of attitude may cause the increase of total pressure distortion in the inlet and
even cause engine surge [5]. In order to predict the total pressure recovery and distortion
at the engine inlet section, PODLESKI used the numerical simulation method to study the
forebody/inlet model of F/a-18 at Me = 0.20, α = 60◦ and β = 10◦. The research results
show that the calculation program used in the article tends to underestimate the total
pressure recovery at the engine inlet section and overestimate the distortion level [6]. In
order to accurately predict the performance of aircraft inlet under extreme flight conditions,
Bruns J E et al. used numerical simulation methods to explore the inlet. The results showed
that the calculated results were in good agreement with the surface static pressure of the
precursor in the wind tunnel test results, and the calculated results were slightly lower than
the experimental data. This difference may be partly due to the low mesh resolution at the
inlet lip [7]. Wu Chaojun and others developed a maneuvering inlet test device based on
dual torque motor synchronous drive, simulated the rapid pitching and other maneuvering
processes of the fighter and different working conditions of the inlet, and established the
unsteady test method of the fighter inlet. The basic law of inlet performance change during
a fast pitch maneuver of a fighter model is studied by means of the test [8]. Yang Yingkai
conducted a wind tunnel test study on the dynamic characteristics of the bump inlet on
both sides and explored the aerodynamic characteristics of the inlet within a certain angle of
attack. The research results show that the total pressure recovery coefficient and distortion
index have a strong unsteady hysteresis effect, which is significantly different from the
steady-state results at the same angle of attack [9]. Xiang Huan et al. applied the dynamic
nested mesh technology to study the dynamic aerodynamic characteristics of the fighter’s
inlet under a rapid pitch maneuver and verified it with flight data. They captured the
unsteady hysteresis effect in the inlet during the fighter’s maneuver flight and analyzed
its influencing factors and mechanism [10–13]. However, most of the current research
on the unsteady flow characteristics in the inlet during maneuvering flight is carried out
for the conventional inlet with a windward surface, and it is difficult to find the relevant
information of the submerged inlet in the domestic and foreign open literature.

The design of the submerged inlet integrated with the aircraft body has many ad-
vantages. In addition to significantly reducing the windward surface of the aircraft and
reducing the wind resistance, it can also reduce the radar scattering area and improve
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the survivability of the aircraft [14–17]. At present, the submerged inlet is widely used
in cruise missiles and UAVs, such as the cruise missile AGM-129 and the whaling fork
of the United States [18,19]. Researchers from various countries have also carried out a
series of research on the submerged inlet. As early as 1945, Axelson J A et al. designed a
NACA submerged inlet and carried out a lot of experiments on it. The submerged inlet
uses a long inclined plate with a very small angle of inclination (about 7◦) to introduce air
into the inlet, but the intake volume of the inlet is small and the total pressure recovery
coefficient is low [20–25]. Subsequently, a large number of researchers carried out in-depth
research on the intake mechanism [26,27], optimization design method [28–30], internal
flow characteristics [31–33], and flow control method [34–37] of the submerged inlet. Now
the performance of the submerged inlet can basically meet the engineering application
requirements. However, the research on the submerged inlet is only limited to the steady
numerical simulation or ground wind tunnel experiment when the angle of attack and
sideslip of the aircraft are constant. The research on the unsteady flow characteristics of the
submerged inlet in the process of large maneuvering flight is still blank, and the research
on the optimization and flow control method of the submerged inlet in the process of large
maneuvering flight is impossible.

In this paper, a new configuration of the submerged inlet based on the distributed
design concept is proposed creatively to solve the problem of the low efficiency of sub-
merged inlets during flight in a large maneuver state. Taking a cruise missile as the research
object, the CFD numerical method is used to analyze the steady flow characteristics of
the conventional submerged inlet and the distributed submerged inlet under the condi-
tion of stable aerodynamic angle, and then the transient flow characteristics during the
large maneuver flight are analyzed. The unsteady aerodynamic characteristics of the dis-
tributed submerged inlet and the conventional submerged inlet during the large maneuver
movement are compared to improve their adaptability in the large maneuver flight.

2. Distributed Submerged Inlet Design
2.1. Flow Characteristics Analysis of Submerged Inlet

In order to avoid the engine surge or even engine shutdown caused by the sharp
deterioration of the inlet distortion characteristics of the submerged inlet at high angle of
attack and large sideslip angle maneuver, it is necessary to discuss the intake mechanism of
the submerged inlet under different flight conditions. Figure 1 is a schematic diagram of
the mechanism of submerged air intake under different flight conditions. From Figure 1a,
it can be seen that when the angle of attack and the sideslip angle are small, the external
airflow is mainly driven into the inlet by the entrainment vortices generated by the side
edge. As the sideslip angle gradually increases, the side edge with the same direction of
the incoming flow can no longer produce a suction vortex that is beneficial to the intake.
Although the side edge opposite to the incoming flow can still produce a suction vortex
that is beneficial to the intake, the effect of driving the external airflow into the inlet is
weakened a lot because the airflow changes the angle of the side edge during the flow
around the body, as shown in Figure 1b.

It can be seen from Figure 1c that the submerged inlet has a windward surface during
the flight at a positive angle of attack, which is conducive to improving the inlet efficiency,
and the airflow directly flows into the inlet, which experiences less drag from the boundary
layer on the surface of the projectile, and the total pressure loss of the airflow is less. It can
be seen from Figure 1d that the submerged inlet also has a windward surface during the
flight with a negative angle of attack, which is beneficial to improve the intake efficiency,
but there is certain energy loss when the airflow is dragged by the boundary layer on the
surface of the projectile when it bypasses the surface of the projectile. At the same time, the
angle of airflow around the body changes, so the effect of driving the external airflow into
the inlet is somewhat weakened.
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Figure 1. Intake mechanism intention of submerged inlet under different flight conditions.((a) Intake
mechanism intention when sideslip angle and angle of attack are small, (b) Intake mechanism
intention when sideslip angle is large and angle of attack is small, (c) Intake mechanism intention
when the sideslip angle is small and the angle of attack is positive and large, (d) Intake mechanism
intention when sideslip angle is small, angle of attack is negative and large).

From the above analysis, it can be seen that the inlet efficiency of the submerged inlet
is low when the sideslip angle and attack angle are large, and some flow control measures
should be adopted to improve its inlet performance. However, the use of commonly used
passive flow control methods, such as ridge vortex generators, will increase the projected
area of the incoming flow direction and increase the resistance while destroying the stealth
performance. If the commonly used active flow control methods, such as jet, blowing, and
suction flow control methods, are used, they will need to consume additional mass and
energy, and need an external drainage pump and other equipment, which is more complex.

95



Appl. Sci. 2023, 13, 1459

Therefore, according to the characteristics of the submerged inlet and the characteristics of
the large sideslip maneuver flight, the distributed submerged inlet configuration applied
to the large maneuver state is proposed in this paper.

2.2. Distributed Submerged Inlet Design

The inlet efficiency of the submerged inlet is high when there is a windward surface, so
an inlet layout that will produce an additional windward surface in the flight state of a large
sideslip maneuver is designed. Its three views and main parameters are shown in Figure 2.
A submerged inlet, called auxiliary inlet, is arranged on both sides of the submerged inlet.
The submerged auxiliary inlet is connected with the main inlet, and its main function is
to create an additional windward surface for the inlet during sideslip maneuver, so as
to improve the low intake efficiency of the conventional submerged inlet during a large
sideslip maneuver. The auxiliary inlet is designed according to the design method of
submerged inlet, and then the designed auxiliary inlet and main inlet are trimmed and the
intersection line is smoothed. In Figure 2, gray is the part that needs to be retained after the
trim of the distributed inlet, and yellow is the part that needs to be deleted after the trim.
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Figure 2. Three views and main parameters of the distributed submerged inlet.

The main research object of this paper is the conventional submerged inlet configura-
tion and the distributed inlet configuration with additional auxiliary inlets on both sides
of the body. For ease of reading, the former is referred to as the conventional submerged
inlet configuration, and the latter is referred to as the distributed inlet configuration. The
conventional submerged inlet configuration, the distributed inlet configuration, and the
projectile body are shown in Figure 3. The cross-section shape of the projectile body is
a filleted rectangular shape. The inlet opening is located on the lower belly plane of the
missile body, and the upper and lower surfaces of the missile body are inverted for easy
observation (the upper and lower surfaces are inverted in the subsequent relevant pictures).
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3. Calculation Mesh and Boundary Condition Setting
3.1. Steady-State Mesh and Boundary Condition Setting

Figure 4 shows the surface mesh of the missile, inlet, and far field. The mesh form
adopts unstructured polyhedral mesh. The far-field calculation domain of the conventional
submerged inlet configuration and the distributed submerged inlet configuration are identical.
Both are cuboids with length, width, and height of 40 m, 10 m, and 10 m respectively. The
two configurations of the inlet and the body model body surface mesh size are the same.
The minimum size of the body surface mesh is 1 mm and the maximum size is 5 mm; the
minimum size of the inlet surface mesh is 1 mm, the maximum size is 3 mm.
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Figure 4. Surface mesh of projectile body, inlet, and far-field. ((a) Surface mesh of missile body in the
conventional inlet, (b) Surface mesh of missile body in the distributed inlet, (c) Surface mesh of the
conventional inlet, (d) Surface mesh of the distributed inlet, (e) Surface mesh of far-field).

The Spalart–Allmaras turbulence model is mainly used in the numerical simulation
in this paper. The S-A turbulence model is a single equation model, which can directly
solve the modified turbulent viscosity. It is often used in the flow around the aviation field
and is characterized by high accuracy and small amount of calculation. In order to capture
the complex flow on the surface of the missile and inlet as well as possible, enhanced wall
treatment (EWT) is required, which requires that the near-wall mesh is very dense, and
y+ is close to 1. However, considering that too dense near-wall mesh will lead to low
mesh quality, the boundary layer mesh shall be properly adjusted without reducing the
calculation accuracy. The final number of boundary layers is 10, the first layer of mesh
height is 0.01 mm, and the growth rate is 1.2. In order to make the calculation results more
accurate and reliable, an encryption area is set around the missile body, the maximum size
of the encryption area is not more than 30 mm, and an encryption area is also set near
the inlet, the maximum size of the encryption area is not more than 3 mm, as shown in
Figure 5. The number of volume mesh of the conventional submerged inlet configuration
is about 0.9 million, of which the boundary layer prismatic mesh accounts for 0.4 million
and the polyhedral mesh away from the wall accounts for 0.5 million. The number of the
distributed inlet configuration volume mesh is about 1.2 million, of which the boundary
layer prismatic mesh accounts for 0.5 million and the polyhedral mesh away from the wall
accounts for 0.7 million.
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Figure 5. Setting of Steady State Boundary Conditions.

Figure 5 shows the setting of steady-state boundary conditions. The pressure far-field
boundary is used for the far-field, and the freestream parameters are given according to
the atmospheric conditions at 5 km altitude, M0 = 0.7; The outlet of the inlet adopts the
pressure outlet boundary condition, and the pressure is set to the corresponding pressure
when Me = 0.4; the body and inlet adopt non-slip adiabatic wall boundary.

3.2. Transient State Mesh and Boundary Condition Setting

In the transient calculation, the dynamic nested mesh technology is used to establish
the calculation domain of two concentric spheres, which are the external flow field of the
flight airspace and the internal flow field, including the aircraft. The external flow field
domain is stationary during the simulation of large maneuvering flight, and the internal
flow field mesh, including the aircraft body rotates around the center of gravity along
with the aircraft. The mesh size of the body and inlet surface is consistent with that of
the steady state. An encryption area shall be set near the inlet, and the maximum size of
the encryption area shall not exceed 3 mm, as shown in Figure 6. The mesh boundary
layer settings are consistent with the steady state. The number of volume meshes of the
conventional submerged inlet configuration is about 1.4 million, of which the boundary
layer prismatic meshes account for 0.8 million and the polyhedral mesh away from the
wall accounts for 0.6 million; The number of the distributed inlet configuration volume
meshes is about 1.6 million, of which the boundary layer prismatic meshes account for 0.9
million and the polyhedral meshes away from the wall account for 0.7 million.
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Figure 6 shows the setting of transient boundary conditions. The pressure far-field
boundary is used for the far-field, and the free-flow parameters are given according to the
atmospheric conditions at 5 km altitude, M0 = 0.7; the outlet of the inlet adopts the pressure
outlet boundary condition, and the pressure is set to the corresponding pressure when
Me = 0.4; the interface between dynamic and static domains is set as the overset boundary
condition; the body and inlet adopt non-slip adiabatic wall boundary.
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3.3. Independence Analysis
3.3.1. Mesh Independence Analysis

The mesh-independence analysis takes the conventional submerged inlet as an example.
In order to minimize the impact of the number of meshes on the accuracy of the results,
four sets of mesh are finally obtained by adjusting the density of mesh nodes. The number
of volume meshes is 0.9 million, 1.2 million, 3 million, and 5 million, respectively. The
numerical simulation results and experimental results of four sets of mesh are shown in
Table 1. Compared with the experimental results, the error of the calculated results is less than
0.65%, which indicates that the accuracy of the numerical solution of the flow field is basically
independent of the number of meshes after the meshes are larger than 0.9 million. In order to
save calculation time, this paper uses the node density of mesh scheme 1 to calculate.

Table 1. Comparison of different mesh schemes and experimental results.

Mesh Scheme Number of Mesh
(Million)

Total Pressure at outlet
of the Inlet (Pa) Error

1 0.9 68,696.44 0.00639
2 1.2 68,872.64 0.00384
3 3 69,108.51 0.00043
4 5 69,097.21 0.00059

experimental result [38] / 69,138.49 /

It should be noted that the computational mesh used in this paper is unstructured
polyhedral mesh. At the same density, the number of polyhedral meshes is much lower
than that of conventional unstructured tetrahedral mesh. Taking the polyhedral mesh with
a mesh number of about 0.9 million as an example, using the same face mesh, the same
boundary layer setting, and the same volume mesh growth rate, the total volume mesh
number when dividing the tetrahedral mesh is about 3.7 million, of which the boundary
layer prism mesh accounts for about 0.7 million, and the tetrahedral mesh far from the wall
accounts for about 3 million. The geometry of the submerged inlet and projectile studied
in [34,38] is similar to that in this paper. The number of calculation mesh is 0.9 million, so
the calculation mesh used in this paper can meet the requirements of calculation accuracy.

3.3.2. Time Step Independence Analysis

The full name of the CFL condition is the Courant–Friedrich–Lewy condition. The
CFL condition is an important parameter for the stability and convergence of numerical
calculation, so it is a very important condition in computational fluid dynamics [39]. In the
three-dimensional case, the CFL condition is:

C =
ux∆t
∆x

+
uy∆t
∆y

+
uz∆t
∆z

≤ Cmax (1)

In the formula, ux, uy, and uz are the velocities in the x, y, and z directions during
the mesh movement; ∆t is the time step; ∆x, ∆y, and ∆z are the minimum mesh size of
the calculation mesh in the x, y, and z directions. Generally, the value of Cmax is 1, which
physically means that the displacement of fluid in unit time step cannot exceed the unit
length of the calculation mesh, otherwise the calculation may diverge.

In this paper, two time steps of 0.001 s and 0.0001 s are selected for transient calculation,
which can meet the CFL condition.

At the same time, in order to give consideration to the computational efficiency of
the flow field simulation, two time steps of 0.001 s and 0.0001 s are used to analyze the
step independence, taking the pitching maneuver of the conventional submerged inlet
as an example. Let the mesh in the internal rotation domain conduct a simple pitching
maneuver around the y-axis. The pitching angle changes in a sine motion. The average
angular velocity of the sine motion is 60◦/s and the amplitude is 30◦.
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Figure 7 shows the calculation results of the total pressure recovery coefficient at the
outlet of the inlet under two time steps of 0.2 to 0.5 s. It can be seen from Figure 7 that the
calculation results of the two step sizes are almost the same.
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Figure 7. Calculation results of total pressure recovery coefficient at outlet of the inlet in two time
steps of 0.2 to 0.5 s.

The average total pressure recovery coefficient in 0.2~0.5 s is shown in Table 2. When
the step length is 0.001 s, the average total pressure recovery coefficient during 0.2 to 0.5 s
is 0.966. When the step length is 0.0001 s, the average total pressure recovery coefficient is
0.968 during 0.2 to 0.5 s. Based on the calculation result with a step of 0.0001 s, the error of
the calculation result with a step of 0.001 s is only 0.2%, which means that a step of 0.001 s
is sufficient to accurately capture the flow field details. Considering the computational
efficiency and accuracy, the step size used in the transient calculation is 0.001 s.

Table 2. Average total pressure recovery coefficient in 0.2~0.5 s.

Time Step (s) Average σ in 0.2~0.5 s Error

0.001 0.966 0.2%
0.0001 0.968 /

3.4. Example Verification

In order to verify the accuracy of the numerical simulation method in this paper, the
flow field of the missile body and the submerged inlet in the literature [40] was simulated
and compared with the relevant experimental data. The calculation model is shown in
Figure 8.
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Figure 8. Reference [40] Submerged inlet.

In the case of no sideslip, the flow field is symmetrical, so the half model is used
for mesh generation to reduce the computational cost. Unstructured polyhedral mesh is
adopted, and the far field is in the shape of a cuboid, with the length, width, and height of
40 m, 10 m, and 10 m, respectively. The local mesh of the missile body surface and inlet is
shown in Figure 9. The total number of meshes in the computational domain is 0.5 million,
the number of boundary layers is 10, the height of the first layer is 0.01 mm, and the growth
rate is 1.2.
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Figure 9. Local mesh of missile body surface and inlet.

The calculation conditions are set according to the experimental conditions in the
literature, M0 = 0.73, and the altitude is 5 km. The pressure far-field boundary condition is
adopted in the far field of the computational domain, and the outlet of the inlet is set as the
pressure outlet. The inlet and missile body walls are set as non-sliding walls.

The experimental results show that σ of the missile body and the submerged inlet is
0.9220 when M0 = 0.73 and Me = 0.4. In the calculation results, σ at the outlet of the inlet is
0.9244, and the error between the numerical simulation results and the experimental results
is only 0.26%. Figure 10 shows the total pressure distribution at the outlet of the inlet,
which is also in good agreement with the experimental results. Therefore, the accuracy of
the numerical simulation method in this paper is verified.
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4. The Flow Characteristics of Two Inlet Configurations under High Maneuver Condition

In order to simplify the problem, the change of inlet flow characteristics caused by the
change of α when β = 0◦ and the change of inlet flow characteristics caused by the change
of β when α = 0◦ are considered respectively in the calculation.

The total pressure recovery coefficient at outlet of the inlet and total pressure distortion
index are commonly used to evaluate the inlet aerodynamic performance. This paper also
uses the total pressure recovery coefficient and total pressure distortion index to evaluate
the inlet performance.

The total pressure recovery coefficient is defined as the ratio of the average total
pressure at the outlet of the inlet to the total pressure the of free flow, expressed as σ. The
calculation formula is as follows:

σ =
PAIP

P0
(2)

In the formula, PAIP is the average total pressure at the AIP section at the outlet of the
inlet, and P0 is the total pressure of freestream.

The total pressure distortion index is the main parameter used to evaluate the airflow
uniformity at the outlet of the inlet, expressed as D1 The calculation formula is as follows:

D1 =
PAIP,max − PAIP,min

PAIP,max
(3)
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where PAIP,max is the maximum total pressure of the AIP section at the outlet of the inlet
and PAIP,min is the minimum total pressure of the AIP section at the outlet of the inlet.

4.1. Analysis of Steady Flow Characteristics

During the steady state calculation, the attitude of the missile body and the incoming
flow conditions remain unchanged. The total pressure recovery coefficient and total pressure
distortion index on the outlet of the inlet section are shown in Figure 11. Configuration I
represents the conventional submerged inlet, and configuration II represents the distributed
inlet. It can be seen from Figure 11a,b that the σ of the two inlet configurations has a very
similar trend with the α. In the range of −30◦ to 30◦, α first rises, then decreases, and then
rises. α is above 0.88. The total pressure distortion indices of the two inlet configurations are
also very similar with the angle of attack, showing a trend of first rising and then declining in
the range of −30◦ to 30◦, and the total pressure distortion indices are below 0.2. The σ of the
conventional submerged inlet is slightly higher than that of the distributed inlet, and D1 of
the conventional submerged inlet is slightly lower than that of the distributed inlet. This is
because there is a certain airflow mixing phenomenon at the intersection of the auxiliary inlet
and the main inlet in the distributed submerged inlet configuration, which brings a certain
energy loss. In addition, the auxiliary inlet located on both sides of the missile body in the
distributed submerged inlet configuration will cause low-energy gas in the boundary layer on
both sides of the missile body to flow into the inlet, which will also lead to a decrease in total
pressure and an increase in total pressure distortion.
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It can be seen from Figure 11c,d that the limit of sideslip angle of conventional sub-
merged inlet configuration is ±20◦. When the absolute value of β is greater than 20◦, σ
at the outlet drops sharply; when β reaches ± 30◦, σ is less than 0.6. When β is within
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±20◦, D1 of the conventional submerged inlet is about 0.22, and when the β reaches ±30◦,
the D1 suddenly increases to 0.7. This is because the submerged inlet mainly relies on the
entrainment vortices generated by the side edges to drive the external airflow into the
inlet. When the absolute value of the β is less than 20◦, the side edges on both sides of
the inlet can generate the entrainment vortices that are beneficial to the inlet to drive the
external airflow into the inlet. When the absolute value of the β is greater than 20◦, the side
edge with the same direction as the incoming flow can no longer generate the entrainment
vortices beneficial to the air inlet. Although the side ribs opposite to the incoming flow can
still produce entrainment vortices that are conducive to the intake, the effect of driving the
external airflow into the inlet is greatly weakened because the airflow changes the angle of
the airflow through the side ribs during the flow around the body.

When the β is greater than ±20◦, the σ at the outlet of the distributed submerged inlet also
decreases to some extent, but the decrease is small. When β reaches ±30◦, the σ at the outlet of
the distributed inlet is still greater than 0.80. D1 of the distributed inlet is always kept within
0.2. When β is ±10◦, the D1 is about 0.12. In the large sideslip flight state, compared with the
conventional submerged inlet configuration, σ at the outlet of the distributed submerged inlet
configuration is increased by 44.2%, and D1 is reduced by 66.3%.

In order to better reveal the formation and development mechanism of flow in the
submerged inlet under large sideslip condition, and Figure 12 lists the main flow character-
istics in the inlet under typical sideslip angles. It can be seen from Figure 12a that when
β = −21◦, the side edges on both sides of the inlet of the conventional submerged inlet can
generate entrainment vortices. However, due to the different angles of the airflow passing
through the side edges on both sides, the intensity of the entrainment vortices generated by
the side edges with the same direction as the incoming flow is weak, and part of the airflow
is not drawn into the inlet. With the further increase of β, the intensity of the entrainment
vortices generated by the side edges with the same direction of the incoming flow gradually
weakens. It can be seen from the Figure 12b–d that when the absolute value of β is greater
than 24◦, the entrainment vortices beneficial to the intake cannot be generated, and at
the same time, there is obvious air separation. An obvious low total pressure area can be
observed at the outlet of inlet. The area of the low total pressure area accounts for about
one third of the total area. The same problem is also encountered at the side edges of the
main inlet of the distributed inlet configuration. However, since the auxiliary inlets on both
sides have a certain windward surface during sideslip maneuver flight, which can provide
high energy airflow for the intake system to make up for the deficiencies of the inlet during
large sideslip flight, no obvious low-pressure area is observed at the outlet of the inlet, and
σ is above 0.8.

4.2. Analysis of Transient Flow Characteristics

In order to simplify the problem, only the internal flow characteristics of the inlet
during pitch maneuver and yaw maneuver are investigated [41–43]. In the course of pure
pitch maneuver with constant incoming flow conditions, the angle of attack of the aircraft
is equal to the angle of pitch; The angle of attack of the aircraft is equal to the sideslip
angle during the simple yaw maneuver with the inflow conditions unchanged. In order
to be consistent with the description in the steady-state analysis, the pitch angle in the
periodic pitch maneuver is called the angle of attack, and the yaw angle in the periodic
yaw maneuver is called the sideslip angle.

The background mesh remains stationary, and the given internal rotation domain
mesh rotates along with the aircraft around the center of gravity in a single-axis, and the law
is a sine function. In order to study the effect of pitch rate on the dynamic characteristics
of the inlet, two motion laws shown in Figure 13 are applied to the mesh in the rotating
domain. Due to the characteristics of the chord function, the angular velocity at different
angles in the process of motion is different. The velocity is low near the peak or trough, and
high away from the peak or trough. Therefore, the angular velocity marked in the figure is
the average angular velocity.
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4.2.1. Flow Characteristics of the Submerged Inlet with the Rapid Pitch Maneuver

Let the mesh in the internal rotating region conduct a simple pitching maneuver
around the y-axis at two angular velocities, and the calculated total pressure recovery
coefficient of the outlet of the inlet is shown in Figure 14.
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It can be seen from Figure 14 that the instantaneous total pressure recovery coefficient
of two configurations of the inlet during pitching maneuver shows a trend of first increasing,
then decreasing and then increasing with the increase of α, which is consistent with the
trend of equivalent steady state calculation results. However, the value of σ calculated
in the steady state is slightly higher than that calculated in the transient state. When the
α = −30◦, the difference between the results calculated in the steady state and the results
calculated in the transient state is the largest, about 0.05. The difference decreases with the
increase of α. When α reaches 30◦, there is almost no difference between the steady-state
and transient results.

It can be seen from Figure 14a that there is a certain hysteresis phenomenon in the
pitching maneuver cycle. In the pitching up process (in the process of α from −30◦ to
30◦), the total pressure recovery coefficient is slightly lower than that in the pitching down
process (in the process of α from 30◦ to −30◦), and the hysteresis phenomenon is obvious
in the range of −10◦ to 0◦.

It can be seen from Figure 14b that σ of the distributed inlet configuration fluctuates
significantly during the pitching maneuver period. In the range of α from 10◦ to 20◦, it can
be clearly observed that σ of the pitching up maneuver (in the process of α from −30◦ to
30◦) is significantly lower than that of pitching down maneuver (in the process of α from
30◦ to −30◦). This is because the submerged inlet is located in the belly of the missile,
and the airflow has an upward velocity relative to the missile in the process of pitching
down, which increases the included angle between the airflow and the plane where the
submerged inlet opening is located, thus increasing the windward surface of the inlet to
facilitate air intake. In contrast, the airflow has a downward velocity relative to the missile
in the process of pitching up, which reduces the angle between the airflow and the plane of
the submerged inlet opening, and thus reduces the windward surface of the inlet, which is
not conducive to air intake.

The hysteresis of the conventional submerged inlet configuration is more obvious in the
range of −10◦ to 0◦, while the hysteresis of the distributed submerged inlet configuration is
more obvious in the range of 10◦ to 20◦. The reason for this difference is the different intake
mechanism of the two configurations. Specifically, the conventional submerged inlet mainly
relies on the suction vortex generated by the side edge at the inlet to drive the airflow into
the inlet, so it is more sensitive to the angle between the airflow and the side edge when
the airflow passes through the side edge. In addition to the entrained vortex generated by
the side edges of the main inlet, the side edges of the auxiliary inlet distributed on both
sides of the missile body are also generating entrained vortex beneficial to the intake. In
the process of angle of attack change, the entrainment vortices intensity of the main inlet
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and the entrainment vortices intensity of the auxiliary inlet are not synchronized, so the
angle of hysteresis of the two configurations is different.

4.2.2. Flow Characteristics of Submerged Inlet with Rapid Yaw Maneuver

Let the mesh in the internal rotating region perform a simple yaw maneuver around
the z-axis at two angular velocities, and the calculated total pressure recovery coefficient of
the outlet of the inlet plane is shown in Figure 15.
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It can be seen from Figure 15 that in the range of β from −30◦ to 30◦ during the yaw
maneuver of the inlet of two configurations, the σ first increases, then decreases, then
increases, and then decreases with the increase of β, which is consistent with the trend of
equivalent steady state calculation. When the absolute value of the β is less than 20◦, the
transient and steady calculation results are almost consistent. When the β is close to ±30◦,
the transient calculation result is slightly higher than the steady calculation result.

It can be seen from Figure 15a that the σ of the conventional submerged inlet drops
sharply when the absolute value of β is greater than 20◦, and σ is less than 0.65 when the
β = ±30◦. β = 0◦ is considered as the equilibrium position. In the process of deviating
from the equilibrium position, the σ is higher than that of approaching the equilibrium
position. This phenomenon is particularly obvious in the range of β −30◦ to −20◦ and 20◦

to 30◦. This is due to the hysteresis effect of the flow field. Specifically, in the case of large
sideslip flight, the side edge on the same side of the incoming flow can no longer produce
entrainment vortices that are conducive to air intake, and the side edge on the opposite side
of the incoming flow play a major role. In the process of deviating from the equilibrium
position, the relative motion of the missile increases the angle between the airflow and
the opposite side edge, thus increasing the intensity of the entrainment vortices, which is
conducive to improving the intake efficiency. At the same time, it can be observed that the
greater the angular velocity, the more obvious the hysteresis phenomenon.

From Figure 15b, it can be seen that the distributed submerged inlet configuration
also has a significant decrease when the absolute value of the β is greater than 20◦, but the
decrease is smaller than that of the conventional submerged inlet configuration. When
the absolute value of the β is 30◦, σ is still greater than 0.8. This is because the special
structure of the distributed submerged inlet creates additional intake conditions, so that it
is no longer overly dependent on the entrainment vortices generated by the side edge to
drive the external airflow into the inlet. There is an obvious hysteresis phenomenon near
the sideslip angle of 12◦. In the process of deviating from the equilibrium position, σ is
higher than that near the equilibrium position. This is mainly because the auxiliary inlet on
the opposite side of the incoming flow plays a major role in the large sideslip maneuver
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flight. In the process of deviating from the equilibrium position, the angle between the
airflow and the inlet plane of the distributed inlet on the opposite side of the incoming
flow is increased, which in turn increases the windward surface and leads to a higher total
pressure recovery coefficient. At the same time, it can be observed that the greater the
angular velocity, the more obvious the hysteresis phenomenon.

5. Conclusions

In this paper, based on the flow characteristics of the submerged inlet, the distributed
submerged inlet configuration applied to the large maneuvering state is proposed. Firstly,
the accuracy of the numerical simulation method is verified. Then, the flow characteristics
of the conventional submerged inlet and the distributed submerged inlet are analyzed
respectively in the steady and transient large maneuvering states, and the following con-
clusions can be obtained:

1. The trend of transient and equivalent steady state calculation results of the two
configurations of inlet during pitching maneuver is consistent, but the value of σ
calculated in steady state is slightly higher than that calculated in transient state.
When α = −30◦, the difference between the steady-state and transient results is the
largest, which decreases with the increase of α. When α = 30◦, there is almost no
difference between the steady and transient results. In the course of the yaw maneuver,
the trend of transient and equivalent steady state calculation results of σ is consistent,
but the value of σ calculated in steady state is slightly lower than that calculated
in transient state. When the absolute value of β is less than 20◦, the transient and
steady calculation results are almost consistent. When β is close to ±30◦, the transient
calculation result is slightly higher than the steady calculation result.

2. When flying at a high angle of attack, the σ and D1 of the distributed submerged inlet
and conventional submerged inlet have little difference. Compared with the conven-
tional submerged inlet configuration, σ at the outlet of the distributed submerged
inlet configuration is increased by 44.2% and D1 is reduced by 66.3% in the case of
high sideslip flight, which greatly improves the performance of the inlet in the case
of high sideslip maneuver flight, and significantly improves the sideslip limit of the
submerged inlet.

3. In the transient calculation results of the large maneuver flight state, the two sub-
merged inlet configurations show an obvious hysteresis effect, which is more obvious
with the increase of angular velocity.
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Nomenclature

D1 total pressure distortion index
P mass-average total pressure
PAIP mass-average total pressure over the aerodynamic interface plane, Pa
P0 freestream total pressure, Pa
PAIP,max maximum total pressure over the aerodynamic interface plane, Pa
PAIP,min minimum total pressure over the aerodynamic interface plane, Pa
M Mach number
Me Mach number at the exit
M0 freestream Mach number
α angle of attack, ◦

β angle of sideslip, ◦

A instantaneous angle in sinusoidal motion, ◦

ω instantaneous angular velocity in sinusoidal motion, ◦/s
ω average angular velocity of sinusoidal motion, ◦/s
Subscripts
0 freestream
e exit
AIP the aerodynamic interface plane
AIP, max maximum value on the aerodynamic interface plane
AIP, min minimum value on the aerodynamic interface plane
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Abstract: Surface microtexturing has been widely used due to its good hydrophobic or drag reduction
characteristics, and become an effective method to improve product performance and reduce energy
consumption. This paper mainly discusses the improvement of microtextures on the dynamic
pressure characteristics of hydrostatic bearings, and explores the effects of texture parameters on
carrying capacity, macroscopic wall two-plane shear force, cavity area and other factors. In the oil
film model calculation of the smooth wall surface of the radial hydrostatic bearing under the action
of high speed and large external load, the oil film divergent wedge often has a negative pressure area,
which is obviously not in line with the actual situation, so the cavitation effect needs to be considered.
The CFD analysis method of the “gas-oil” two-phase flow model was carried out by using the mixture
model to seek the optimal texture model scheme and thus to improve the load carrying capacity (LCC)
and reduce the wall shear force. The effects of the texture area arrangement and geometric parameters
on the lubrication characteristics were compared and analyzed. It is found that the carrying capacity
of local texture is better than that of global texture, and different texture arrangements can achieve
better drag reduction rates. The work presented in this paper studies the lubrication of the surface
texture of a hydrostatic bearing. Taking the oil film carrying capacity and shear force as the target
parameters, the factors, such as texture morphology, geometric parameters, texture distribution and
cavitation phenomenon, are investigated through simulation and experimental methods. The surface
textured hydrostatic bearing is expected to obtain the maximum oil film carrying capacity and the
minimum friction resistance. The analysis results show that by arranging the partial streamwise
texture at the rear end of the diverging wedge, the maximum shear force of the wall can be reduced
by about 15%, and the LCC can be increased by about 18%.

Keywords: CFD method; cavitation effects; drag reduction; microtexture; hydrostatic bearing

1. Introduction

Surface microtexturing has gradually attracted attention due to its good hydropho-
bicity and drag reduction properties, which has become an effective way to improve
the performance of new products and reduce energy consumption. Since Hamilton and
Halavit [1] first proposed to process the microstructure on the surface of the friction pair
to obtain the dynamic pressure effect, many scholars have carried out research in this
area. The effects of texture morphology, geometric parameters, texture distribution and
environmental factors on the lubricating performance were investigated by simulation and
experiment. Rahmani et al. [2] combined the Reynolds equation and surface discontinuity
of the hydrostatic bearing to establish a model and studied the influence of various forms of
surface texture on the friction and carrying capacity of the hydrostatic bearing and believed
that the form of texture has a significant impact on the bearing lubrication performance;
waist triangle, right triangle and rectangular microtextures significantly improved the
lubricating performance. Sinanoğlu et al., used experimental methods to verify that the
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trapezoid has a higher load-carrying capacity than the zigzag texture, and the maximum
pressure value is reduced by 36% compared to the smooth journal. In terms of pit-like
textures, Tala-Ighil et al. [3] analyzed the effects of spherical, cylindrical and parallelepiped
textures on the minimum oil film thickness, maximum pressure, axial flow velocity and
friction force on the shaft diameter surface under the condition of stable flow field by
using the finite element method, and the cylindrical texture performance improved more.
Wang [4] found through experiments that with a reasonable design of geometric shapes and
distributions, micropits can obtain nearly 2.5 times the carrying capacity of smooth surfaces.

Rahmani’s [2] research shows that texture height has a greater impact on tribological
properties than texture area ratio. Through experimental comparison, Sinanoğlu [5] found
that reducing the texture height and inclination would reduce the LCC. Cupillard [6]
applied numerical methods to study the effect of microgrooves on the axial direction of the
bearing pad wall on the lubricity of radial hydrostatic bearings when cavitation effects were
considered. It shows that the microgrooves can increase the minimum oil film thickness and
reduce the frictional resistance under the condition of small depth and low load (eccentricity
ε < 0.15); under the condition of large depth and high load (ε > 0.15), the microgrooves
can reduce the friction force, but simultaneously, the thickness of the oil film is reduced.
In terms of thrust hydrostatic bearing research, Wang [4] used the load capacity/friction
coefficient transition point to measure the performance of the bearing, and studied the
effects of the ratio of the area of the crater, the depth of the crater and the diameter of the
crater in the transition point of the LCC and obtained the best result. Zhang [7] optimized
the geometrical parameters of the fan-shaped straight groove texture on the bearing surface
and considered that the microtexture had different optimal parameters under different
constraints and objectives. He analyzed the effect of groove texture on the fluid thrust
lubrication mechanism of thrust washers and found that the width and number of grooves
have optimal values for load carrying capacity.

Regarding the location of texture distribution, Cupillard [6] simulation found that
the microtexture model arranged in the maximum pressure region can reduce friction and
oil film thickness compared with the smooth wall model. Liu Hongbin’s numerical study
found that there is a reasonable density and distribution for the oil film LCC. Brizmer [8,9]
found in the micropit texture research that the global texture model cannot effectively
improve the LCC, but it is suitable for mechanical seals.

Hamilton [1] proposed the “lubrication effect of microbumps”, which believes that
the microbumps on the surface hinder the movement of the fluid. When the fluid flows
through the microbumps, the pressure rises rapidly and cavitation causes the pressure
asymmetry, resulting in additional LCC. Cupillard’s [10,11] numerical analysis of textured
slider bearings found a “reflow phenomenon”. When the texture depth increases to a certain
value, backflow will occur, and the backflow will reduce the pressure gradient and LCC.
Lo [12] found that the pit-textured surface lubricating fluid penetrates into the surrounding
area to reduce friction and wear. Wang experimentally verified this phenomenon and
summarized it as “secondary lubrication effect”. Fowell [4] discovered the phenomenon
of “inlet suction” when studying low-convergence textured wall bearings: unlike the
classical shear force that entrains the lubricating oil to form hydrodynamic pressure, the
phenomenon is that the textured area at the bearing inlet produces a lower pressure than
the outside air. The high pressure causes the lubricating oil to be squeezed into the bearing,
thereby increasing the LCC of the bearing. Tauviqirrahman et al. [13] believed that the
surface microstructure affects the slip length of the fluid–solid surface, the journal bearings
lubricated by Newtonian fluid and non-Newtonian fluid are compared, and it is concluded
that non-Newtonian fluid is more effective in improving the load-carrying capacity in the
case of high eccentricity.

Numerous studies have shown that applying a reasonable surface texture can lead
to better tribological performance than smooth surfaces, but some issues still need to be
investigated [14]. Whether there are some special textures that can achieve the best results
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performance in any situation; how different calculation models used affect the accuracy of
the calculation results.

2. Analysis of Smooth-Walled Radial Bearing Ignoring Cavitation Effects
2.1. Governing Equations

In the process of high-speed rotation of hydrostatic bearings, the oil film of journal
bearings will form negative pressure under the action of oil wedge. This cavitation phe-
nomenon has been considered by a large number of scholars, and the most common is
the half-Sommerfeld method. However, it is more practical to explain this phenomenon
through gas–liquid two-phase flow [13,15]. Therefore, the conservation of momentum and
energy are formulated as follows:

Mass conservation equation:

∇ · ~V = 0 (1)

Momentum equation:

ρ
D~V
Dt

= −∇p + ρ~g + µ∇2~V (2)

We can see that the momentum equation is related to the density, viscosity and the
volume velocity of the micro element, extending Equation (2):

∂
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ρuiuj

)
= − ∂p
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Energy equation:

∂

∂t
(ρE) +∇ · [~v(ρE + p)] = ∇ ·

[
ke f f∇T

]
+ Sh (4)

The two-dimensional schematic diagram of a radial hydrostatic bearing, shown in Figure 1.

Figure 1. Schematic diagram of a radial hydrostatic bearing.

The main parameters of oil are: density 810 kg/m3; specific heat capacity
2000 J/(kg · K); thermal conductivity 0.37 W/(m · K); dynamic viscosity of lubricating oil is
3.85× 10−3 Pa · s (temperature T = 293 K). Analysis parameters are shown in Table 1.

Table 1. Calculation parameters for radial hydrostatic bearing.

Journal
Diameter

Bearing
Length

Radius
Clearance Eccentricity Lubricant Rotating

Speed

20 mm 20 mm 0.02 mm 0.7 Mobil Velocite oil
No. 2 5000 r/min
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According to the Reynolds number calculation formula:

Re =
ρvd
µ

(5)

where d is length scale, and v is reference velocity. Based on the maximum oil film thickness,
let d = 2hmax, the Reynolds number calculated as about 75, which is much lower than the
range of 1000 to 2000, which can generate turbulent flow. Therefore, this problem can be
calculated according to the laminar flow theory, and the obtained pressure distribution in
the oil film is shown in Figure 2.

(a) Results via FEM (b) Results via FVM

Figure 2. Pressure distribution of oil film on the journal hydrostatic bearing: oil pressure (MPa).

Based on the maximum oil film thickness, the Reynolds number is calculated as about
75, which is much lower than the range of 1000 to 2000, which can generate a turbulent
flow. Therefore, this problem can be calculated according to the laminar flow theory, and
the obtained pressure distribution in the oil film is shown in Figure 2.

In order to verify mesh independence, three different proportions of mesh number are
compared with the FEM method. As shown in Table 2.

Table 2. Mesh independence verification.

Calculation Scheme Mesh Number LCC Error

FEM 61,500 853.1 N
Scheme 1 20,364 847.6 N 0.65%
Scheme 2 61,179 853.6 N 0.05%
Scheme 3 114,260 850.9 N 0.26%

It can be seen that without considering the cavitation effect, the minimum pressure may
be negative pressure, which is obviously inconsistent with the actual situation. Therefore,
the cavitation effect must be considered to obtain reasonable results. At the same time,
the number of the mesh has little influence on the calculation results, which proves the
independence of the mesh.

The process of generating, compressing, expanding and collapsing of tiny bubbles in
a liquid is called cavitation. Several scholars have made outstanding contributions to the
mathematical theory of cavitation effects. It was first predicted by the physicist Reynolds
in 1873 that the high-speed relative motion between the propeller and the water would
create a vacuum cavity that affects the performance of the propeller during the travel of
the ship. Later, S.W. Barnaby et al. [16]. However, cavitation is not the only disadvantage.
Along with the cavitation process, the bubbles generated by the fluid and the moving wall
reduce the macroscopic shear force during the movement. For example, supercavitation
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technology is used to generate cavitation on the surface of the torpedo, so that the resistance
of the torpedo can be reduced by 90% [17], among which the “full cavitation model” was
studied by Singhal et al. It accounts for phase change, bubble dynamics, turbulent pressure
fluctuations, and noncondensable gases. It is able to take into account multiphase flows
or flows with multiphase transport of matter, the effect of sliding velocity between liquid
and gas phases, as well as the thermal effects and compressibility of liquid and gas phases,
establishing the Rayleigh–Plessset equation, also known as the Porisky equation, which is
also a widely used cavitation model [18].

Since the negative pressure problem in the diverging wedge region needs to be solved
in combination with the cavitation phenomenon, the bearing oil film model is divided into
two simplified slider bearings, the convergent wedge and the diverging wedge, which are
analyzed separately.

With the multiphase cavitation modeling approach, a basic two-phase cavitation model
consists of using the standard viscous flow equations governing the transport of mixture
phases. In cavitation, the liquid–vapor mass transfer equation has the following form:

∂

∂t
(αρv) +∇ · (αρv~vv) = Re − Rc (6)

In the equations mentioned above, t is time, α is volume fraction, ρv is vapor density,
~vv is vapor velocity, Re and Rc are mass transfer source terms connect to the growth
and collapse of the vapor bubbles. For different cavitation models, the definition of α
or other assumptions are different, resulting in different calculation methods of Re and
Rc. However, several cavitation models can be written as similar formulas with different
calculation methods of coefficients Cvap and Ccond.





Re = Cvapρvρl

√
2
3
(pv−p)

ρl

Rc = Ccondρvρl

√
2
3
(p−pv)

ρl

(7)

The saturation pressure pv is corrected by an estimation of the local values of the
turbulent pressure fluctuations:

pv = psat +
1
2
(0.39ρk) (8)

where k is kinetic energy.

2.2. Method Selection for Cavitation Effect Calculation

To account for cavitation in oil film CFD calculations, a multiphase flow model needs
to be enabled. There are three commonly used multiphase flow models, namely the VOF
model, the mixture model and the Eulerian model, and their characteristics are as follows.

• The VOF (Volume of Fluid) model is used in situations where the interface between two
or more incompatible fluids needs to be obtained. It is used in slug flow, liquid flow,
sloshing, free surface flow, and CFD calculation of stratified flow and dam collapse.

• The mixture model is used for the calculation of two-phase flow or multi-phase flow.
It is a simplification of the Eulerian model based on the assumption that the Stokes
number is very small. The result of this assumption is that the size and direction of
the particle phase and the main phase are basically the same. Applications include
bubbly flow, settling, and agitators.

• The Eulerian model establishes a continuity equation and a momentum equation for
each phase, so the solution process is the most complicated among the three equations.
Applications include sedimentation, bubble columns, fluidized beds, suspended
particles, etc.

For the bearing oil film model where the gas phase and liquid phase are mixed and the
gas phase volume ratio is much greater than 10%, the VOF model mainly used to calculate
the stratified flow or free surface flow is obviously not suitable. Therefore, the calculation
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model needs to compare the mixture model and the Eulerian model. Pull the model to
make trade-offs. The selection of the mixture model and Eulerian model is mainly based
on the following principles.

• The mixture model is used when the gas phase is widely distributed, and the Eulerian
model is used when the gas phase is concentrated in a local area.

• The mixture model is used when the stability and efficiency of the calculation are
pursued, and the Eulerian model is used when the calculation accuracy is pursued.

• When choosing the Eulerian model, the influence of the interphase drag force needs
to be considered. If the interphase drag force rule is unknown, the mixture model
is used.

For the bearing oil film model with micro-texture on the wall surface, the flow field is
more complicated. In order to improve the stability of the calculation, the mixture model is
used to calculate the cavitation phenomenon.

2.3. Simulation of Smooth-Walled Radial Bearing Considering Cavitation Effects

The pressure distribution of the smooth wall radial bearing calculate d in this paper is
singular because cavitation effect is not considered. Here, the model considering cavitation
effect is adopted, and the calculated pressure distribution is shown in Figure 3. The analysis
results show that the results after considering the cavitation effect are more in line with the
real situation, and the maximum pressure also increased.

Figure 3. Oil film pressure distribution considering cavitation effect: Oil pressure (MPa).

Figure 4 shows the cloud diagram of gas phase volume fraction distribution. The dark
blue area indicates that the gas phase volume fraction is 0, that is, this area only contains
oil, while other warm tone areas indicate that this area is a cavitation area. Obviously,
the cavitation area is distributed in the bearing divergence wedge area. From the volume
fraction of the gas phase in the cavitation area, it can be seen that the volume fraction of
the gas phase increases gradually from the minimum oil film thickness to the maximum
oil film thickness along the circumference. The area with less volume fraction of the gas
phase corresponds to the initial stage of the cavitation. With the rotation of the journal, the
cavitation is brought to the area with large oil wedge thickness and developed, and finally
collapses and disappears in the area near the maximum oil film thickness.
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Figure 4. Gas phase volume fraction distribution considering cavitation effect: Volume fration (g/L).

The results show that the maximum velocity of the gas phase and the liquid phase are
almost the same, and about 70% of the bubbles are distributed in units with a gas volume
fraction of less than 9.71%.

3. Analysis of lUbrication Characteristics of Converging Wedge Slider Bearing
Surface Texture
3.1. Pressure Distribution Simulation of Non-Textured Convergent Wedge Slide Bearing

The slider bearing is a simplification of the convergent area and the divergent area of
the radial hydrostatic bearing, so that the calculation can be more refined. The size of the
slider bearing is selected as shown in Figure 5.

Figure 5. Schematic diagram of slider bearing dimensions.

The lubricating oil is Mobil Velocite oil No 2, and the oil temperature is 293.15 K. The
moving speed of the upper wall (Moving Wall) is v = 20 m/s, and the lower wall (state
wall) is stationary. In order to ignore the influence of the two side walls facing the flow, the
periodic boundary conditions are set in the analysis. The processing of periodic boundary
conditions from the finite element analysis theory has the characteristics of accelerating the
convergence, so it will not adversely affect the analysis results.

For the untextured smooth surface, applying CFD analysis, the flow velocity variation
along the oil film thickness direction at the inlet position, the center position and the outlet
position is obtained as shown in Figure 6.

In the figure, x = 5 mm is the entrance position, x = 0 mm is the center position, and
x = −5 mm is the exit position.

116



Appl. Sci. 2022, 12, 10831

-10 -6.0 -2.0 2.0 6.0 10

0

4

8

12

16

20

Li
qu

id
 v

el
oc

ity
 (m

/s
)

Oil film position y(mm)

Inlet x = 5 mm

Outlet x = -5 mm
Middle x = 0 mm

Figure 6. Velocity distribution along the thickness of the oil film.

3.2. Simulation of Convergence Wedge-Slide Bearing Pressure Distribution on the Streamwise and
Transverse Textured Surfaces

Figure 7 shows two microtexture models (streamwise and transverse) selected to
analyze the effects of texture orientation on bearing performance.

(a) steamwise (b) Transverse

Figure 7. Schematic diagram of slider bearing microtexture.

The micro-texture topography only considers the rectangular cross-section, and the
micro-texture is uniformly distributed, with a micro-textured surface in the whole area on
the state wall.

The dimensionless depth ho is defined as the ratio of the texture depth to the minimum
oil film thickness. The minimum oil film thickness is set to 10 µm and the texture groove
width is 50 µm. The effect of the dimensionless depth on the carrying capacity is calculated.
As shown in Figure 8.

Figure 8 shows that the dimensionless LCC decreases with the increase of the di-
mensionless depth. The transverse texture has better LCC than the streamwise texture.
With the increasing dimensionless texture depth, the dimensionless relative LCC of the
transverse texture shows a decreasing trend, but it is not a rapid linear decrease like the
streamwise texture, but is basically stable at around 0.78, that is, the transverse texture
decreases. Compared with the smooth surface, the LCC of the structural model is reduced
by about 22%.
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Figure 8. Effects of dimensionless depth of microtexture on carrying capacity.

The variation of shear force on the fixed wall and moving wall of the streamwise and
transverse microtextures with the dimensionless texture depth is obtained through analysis.
Figure 9 shows the variation trend of the dimensionless shear force of the streamwise
texture model.

Figure 9. Influence of dimensionless depth of microtexture on wall shear force in streamwise
texture model.

Figure 10 shows that compared with the smooth model without texture, the wall shear
force of the streamwise textured model is significantly reduced. The shear force of the
moving wall is slightly lower than that of the fixed textured wall. When the dimensionless
texture depth is 1, the dimensionless shear force of the upper plate wall is close to 0.8, that
is, the drag reduction rate is about 20%.

Figure 10 shows the variation trend of dimensionless shear force of the transeverse
texture model.
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Figure 10. Influence of dimensionless depth of microtexture on wall shear force in transverse
texture model.

Figure 10 shows that when the transverse micro-textured slider bearing is applied, the
shear force between the moving wall and the fixed wall is quite different. The dimensionless
depth is about 0.6 close to the minimum value, and then the shear force increases gradually.
The dimensionless shear force of the moving wall is basically between 0.93 and 0.94. Usually,
the drag reduction of hydrostatic bearings has no meaning for fixed walls, so the drag
reduction characteristics reflected by the transverse texture are not obvious.

3.3. Lubrication Characteristic Analysis of Local Texture Model

No matter what texture type is used, the above analysis shows that the LCC is lower
than that of the untextured smooth wall model, which obviously does not meet the lubri-
cation goals of improving LCC and reducing wall friction. Therefore, the loss caused by
changing the full texture model needs to be considered.

First of all, it is determined that only suitable microtextures are produced in the required
bearing parts, the length of the slider bearing is set as L, and two parameters α and β are
defined to describe the size and entrance distance of the microtextures. The length of the
microtexture is l = α× L and the entrance distance d = β× L. Combining α and β, the wall
shear force and pressure distribution of the slider bearing were analyzed. Among them, the
dimensionless shear force on the wall surface of the streamwise texture is shown in Table 3.

Table 3. Dimensionless shear forces for the streamwise local texture state wall.

β α
Texture Area

from Entrance
Texture Area

from Exit
Dimensionless

Shear Force

0.1 0.8 0.1 L 0.1 L 0.853
0.2 0.7 0.2 L 0.1 L 0.862
0.3 0.6 0.3 L 0.1 L 0.875
0.4 0.5 0.4 L 0.1 L 0.886
0.5 0.4 0.5 L 0.1 L 0.898
0.6 0.3 0.6 L 0.1 L 0.905
0.7 0.2 0.7 L 0.1 L 0.914

The analysis shows that with the same value of α, the texture distribution on the inlet
side can obtain a higher drag reduction rate.

Figure 11 calculates the pressure distribution of the smooth surface, transverse textured
and streamwise textured slider bearings for setting α = 0.1, β = 0.9.
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Figure 11. Influence of local texture on oil film pressure distribution.

It can be seen from the figure that the introduction of microtexture not only affects the
small area of the texture distribution, but also affects the size and shape of the pressure
distribution of the entire bearing. However, the maximum load-carrying capacity of a
smooth bearing cannot be reached regardless of the distribution.

4. Analysis of Bearing Lubrication Characteristics under Cavitation Effect
4.1. Analysis of Lubrication Characteristics of Divergent Wedge Slider Bearing Based on Full
Texture Model

In the analysis of a convergent wedge texture model, CFD calculation can be completed
only by using a pressure-based solver. For the divergent wedge texture model, the influence
of cavitation should be considered.

Figure 12 shows the distribution of oil film pressure on the moving wall before and
after considering the cavitation effect when the streamwise dimensionless texture depth is
0.5. The abscissa −5 mm point in the figure corresponds to the oil film inlet, and +5 mm
corresponds to the oil film outlet. The figure on the left shows the situation without
considering the cavitation effect. The oil film pressure distribution is similar to a parabola.
When the x-axis coordinate is about −1 mm, there is a minimum pressure of −0.9 MPa
(absolute pressure); the picture on the right shows the case considering the cavitation effect.
On the moving wall, the oil film pressure in the middle of the wall is equal to the cavitation
pressure. There is a sudden change in the pressure value at the inlet and outlet of the oil
film, and the oil film pressure at the inlet. The strength first increases to 0.038 MPa and
then decreases to the cavitation pressure, while the oil film pressure at the outlet surges
from the cavitation pressure to about 0.082 MPa. The upper part of the left figure shows the
pressure position of cavitation pressure, showing the huge difference between considering
and not considering cavitation.

According to the previous analysis, the arrangement of the micro-texture at the inlet
will lead to the reduction of LCC, while at the outlet, due to the consideration of cavitation
effect, the negative pressure strength obtained without considering cavitation effect is
corrected, which improves the LCC. Therefore, it can be imagined that if the cavitation
effect is strengthened by using a micro-texture at the exit, the LCC may be improved.
Figure 13 shows the corresponding dimensionless bearing capacities from the analysis of
different dimensionless texture depths for a fully textured diverging wedge slider bearing.

120



Appl. Sci. 2022, 12, 10831

-5 -1 3
-0.9

-0.7

-0.5

-0.3

-0.1

0.1

Pr
es

su
re

 (M
Pa

)

cavitation effects are considered
cavitation effects are not considered

 5-3 1 -5 -1 3
0.02

0.04

0.06

0.08

0.1

Pr
es

su
re

 (M
Pa

)

 5-3 1
 position (mm) position (mm)

Cavitation pressure range

Figure 12. Pressure distribution on moving wall before and after considering cavitation effect in
streamwise texture.

Figure 13. The influence of the depth of streamwise texture on the dimensionless LCC.

Figure 13 shows that changing the depth of the texture has no obvious effect on im-
proving the LCC, but it usually does not reduce the LCC. Figure 14 shows the dimensionless
shear force obtained by changing the dimensionless texture depth analysis.
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Figure 14. The effect of the depth of streamwise texture on the dimensionless shear force.
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It can be seen from Figure 14 that increasing the texture depth is very effective in
reducing the wall shear force, and its maximum drag reduction rate is likely to reach 22%.

In order to compare the two different directions of micro texture used in the previous
convergent wedge, the oil film pressure analysis, dimensionless LCC and dimensionless
shear force analysis of the divergent wedge with a transverse micro-texture are carried
out. The characteristics of oil film pressure are almost the same as those in the streamwise
micro-texture pressure distribution in Figure 12, but the LCC and shear force are quite
different. Figure 15 shows the dimensionless LCC obtained by changing the dimensionless
texture depth analysis.

Figure 15. Influence of transverse texture depth on dimensionless LCC.

Figure 15 shows that the LCC of the transverse texture model is greater than that of
the smooth model. The dimensionless LCC first increases rapidly with increasing dimen-
sionless texture depth, and when the dimensionless texture depth is 0.6, the maximum
dimensionless LCC is 1.18, and then the dimensionless LCC decreases slowly.

The variation of transverse wall dimensionless shear force with dimensionless texture
depth is shown in Figure 16.
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Figure 16. Influence of transverse texture depth on dimensionless shear force.
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Transverse texture can effectively reduce the dimensionless shear force on the fixed
wall, that is, the shear force lower than that of the smooth wall model can be obtained.
When the dimensionless texture depth is 0.6, the minimum dimensionless shear force can be
obtained as about 0.85, and the corresponding drag reduction rate is about 12%. However,
while reducing the shear force on the state wall, the transverse texture model increases
the dimensionless shear force on the moving wall. For example, when the dimensionless
texture depth is 0.6, the shear force increases by 6.5% compared with the smooth wall. For
the divergent wedge, the increase of the LCC of the moving wall and the increase of the
shear force are unfavorable factors for lubrication.

4.2. Simulation of Drag Reduction Effect of Local Texture Model of Divergent Wedge Slider

Dimensionless parameters are defined in the same way as in the previous convergence
wedge α and β to represent the length of the texture area and the distance from the exit, that
is, when β at 0, the local texture is arranged at the exit. For the streamwise texture model,
the dimensionless shear force of the moving wall obtained from the simulation analysis is
consistent with β, and the relationship is shown in Figure 17.
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Figure 17. The influence of the position of the streamwise texture on the dimensionless shear force
on the moving wall.

Figure 17 shows that the texture arrangement at the oil film outlet of the divergent
wedge can obtain a lower wall shear force, for example α = 0.3 and β at 0, the dimensionless
wall shear force of the moving wall can be reduced to left and right, respectively. As the
distance from the outlet increases, the shear force will increase, and the texture is arranged
in an inappropriate area. Compared with the smooth surface, the shear force can be
increased. For example, from the pressure distribution, if α ≤ 0.3, and if the texture is
arranged at the entrance, it will be higher than the smooth wall by about 20%, because
the texture area is in the pressure rise area of the oil film, and the corresponding texture
boundary position just corresponds to the peak point.

By analyzing the hydrostatic block bearing with transverse local texture, the dimen-
sionless shear force on the moving wall and β. The relationship is shown in Figure 18.

It can be seen from the figure that if the transverse micro-texture arrangement is
adopted, it is possible to reduce the shear force only if it is arranged in a very narrow area
at the outlet.
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5. Verification Test of Micro Texture Drag Reduction Characteristics

To verify the drag reduction effect of the streamwise micro-texture, half of the bearing
bush is made of brass material, and the other half of the smooth bearing bush is used as the
test reference, as shown in Figure 19, and the bearing test bench is on the right.

Figure 19. Bearing bush and test bench with streamwise texture.

The inner radius of the bearing bush is 30 mm, the total axial length is 72 mm, the
axial length of the micro texture is 52 mm, the width of the micro texture is 200 µm, the
depth is 100 µm, and the micro texture envelope angle is 22.5◦ and is set at the outlet of the
divergent wedge according to the loading conditions.

The experimental loads are 650 N, 750 N and 1150 N, respectively, and the average
speed of the bearing speed is 50 r/min, 75 r/min, 100 r/min, 125 r/min, 150 r/min,
175 r/min and 200 r/min, respectively. The lubricating oil used in the experiment is 45 #
lubricating oil.

Theoretically, the viscosity changes with the change of pressure and temperature.
However, because half of the bearing bush is used in the experiment, and the other half of
the journal is immersed in an open oil groove, the temperature change is small, and the
dynamic viscosity is approximately a constant, which is taken as η = 0.34 Pa · s. Figure 20
shows the measured friction coefficient of smooth bearing shells under different loads and
different rotating speeds.
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Figure 20. Comparison between friction coefficient and simulation results under smooth bearing
test conditions.

Since the friction coefficient is the ratio of shear force to a corresponding load, the vari-
ation law of the shear force and friction coefficient is basically the same. With the increase
of rotating speed, the wall friction coefficient tend to increase; in addition, increasing the
load will increase the wall shear force and friction coefficient. Figure 21 shows the friction
coefficient measured by the streamwise textured bearing bush under different loads and
different rotating speeds.
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Figure 21. Comparison between friction coefficient and simulation results under test conditions of
axial bearing with flow direction texture.

It can be seen from the test data that the shear force and friction coefficient of the
bearing bush with local streamwise micro-texture are smaller than those of the smooth
bearing. Taking the smooth bearing test data as a reference, the dimensionless shear force
is calculated as shown in Figure 22.

From Figure 22, the dimensionless shear force in the whole region is less than 1, that
is, the textured bearing bush can obtain a wall shear force lower than that of the smooth
bearing bush, and the drag reduction rate is better than that of the high-speed state at low
speed. However, the relationship with the load did not show up.
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Figure 22. Comparison between dimensionless shear force and simulation results in different work-
ing conditions.

Compared with the simulation results, the friction force and friction coefficient of the
surface texture are slightly lower in the experimental results, because the ideal airtight state
cannot be achieved due to the limitation of experimental conditions, and part of the friction
loss is carried away by the oil. Additionally, shear force is higher than the experimental
measurement results, this is because the calculation of the shear stress is associated with
speed, without considering energy loss and under the influence of external factors, with
the increase of rotational speed, the simulation for the shear stress calculation results is
slightly higher than that of the experimental results, but the overall trend, which verifies
the correctness and effectiveness of the simulation method.

6. Discussion

By analyzing the LCC and dimensionless shear force of convergent wedge and diver-
gent wedge with rectangular cross-section micro texture, it can be basically determined
that in general, the use of a streamwise texture has a better drag reduction effect, and the
possible reason is that the collapse position of bubbles is changed. The effect of local micro-
textured surfaces is better than that of full micro-textured surfaces. From Figures 17 and 18,
when the micro-texture is arranged at the exit of the converging wedge or the entrance of
the spreading wedge, it will lead to the reduction of the load capacity and the increase of the
wall shear force, which proves that the arrangement of the micro-texture at the minimum
oil film thickness of the journal bearing has no benefit to the performance improvement.
The experimental results also prove the correctness of the numerical simulation. In the
analysis of the divergent wedge considering cavitation, it is found that there is a region
where the pressure almost does not change. The pressure in this region may be modified
by the micro-textured surface to meet the requirements of the bearing performance.

There is no obvious direct relationship between load and dimensionless shear force
from the experiment, because only a kind of micro-textured surface is used for experimental
research, and it is impossible to draw a conclusion. However, further research may explore
the optimal corresponding relationship between micro-textures for different loads and
different speeds.

The initial convergence wedge analysis does not consider the cavitation model, so it
cannot be directly determined that micro texture technology cannot be used in the conver-
gence wedge to improve the LCC under special conditions and reduce the shear force.

When the high-speed fluid flows through the micro-textured surface, it will produce
a bubble generation and collapse process, which will produce a periodic impact on the
moving wall. There is no effective means to analyze the impact process on the rotation
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accuracy of the bearing. At present, most of the research content focuses on the use of
CFD software for simulation, and the research on the residence time of bubbles on the
micro-textured surface and the research on the boundary slip length are relatively few.
For high-precision hydrostatic bearings, further research is needed on the effect of the
microtextured surface on the axial drift.
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Abstract: Riblets are micro-grooves capable of decreasing skin-friction drag, but recent work suggests
that additional benefits are possible for other components of aerodynamic drag. The effect of riblets
on a fixed-wing, low-speed Unmanned Aerial Vehicle (UAV) on the total aerodynamic drag are
assessed here for the first time by means of RANS simulations. Since the microscopic scale of riblets
precludes their direct representation in the geometric model of the UAV, we model riblets via a
homogenised boundary condition applied on the smooth wall. The boundary condition consists in a
suitably tuned partial slip, which assumes riblets to be locally aligned with the flow velocity, and to
possess optimal size. Several configurations of riblets coverage are considered to extract the potential
for drag reduction of different parts of the aircraft surface. Installing riblets with optimal size over
the complete surface of the UAV leads to a reduction of 3% for the drag coefficient of the aircraft. In
addition to friction reduction, analysis shows a significant additional form of drag reduction localised
on the wing. By installing riblets only on the upper surface of the wing, total drag reduction remains
at 1.7%, with a surface coverage that is only 29%, thus yielding a significant improvement in the
cost–benefit ratio.

Keywords: riblets; drag reduction; slip length

1. Introduction

The growing concern over energy efficiency and environmental pollution is further-
ing the appeal of transport vehicles, particularly aircraft, that produce less aerodynamic
drag. One of the most interesting passive drag reduction techniques is the use of riblets,
i.e., streamwise-aligned micro-grooves that are known to reduce turbulent skin-friction
drag (see, for example, the review paper [1] and the many references therein), and are
approaching usability in aeronautics.

Early studies, spurred by the oil crisis of the 1970s, were performed at NASA [2],
and important experiments were carried out in the Berlin oil tunnel by Bechert and
coworkers [3,4]. They evidenced the crucial importance of the riblet shape, their size,
and—most importantly—the sharpness of their tip; optimal configurations empirically
determined at the time yield up to 6–8% and possibly higher reductions in skin friction
for low-Re flat plate-boundary layers studied in laboratory conditions. The theoretical
understanding of the riblets working mechanism is due to Luchini [5], who quantified
the different resistance offered by a grooved wall to the parallel flow and the cross-flow.
He also explained [6] how skin-friction drag reduction is equivalent to an upward shift of
the logarithmic portion of the turbulent velocity profile. This important argument, later
taken up again by [7], implies that it is incorrect to describe riblets performance simply as a
percentage change of the skin-friction coefficient, as this simplistic figure depends on the
Reynolds number of the flow. However, the value of the upward shift, once measured in
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viscous units, is Reynolds independent and should be used to characterize the ability of
riblets (and other techniques) to reduce turbulent friction; in fact, recently this concept has
been extended [8] to other strategies of skin-friction reduction.

To capture, in a numerical simulation, the complex physics of the interaction between
turbulence and a solid wall covered by riblets, and to properly measure friction reduction,
direct numerical simulations (DNS) or wall-resolved large eddy simulations (LES) are
required. Such computations are unfeasible for complex aeronautical configurations at
high Reynolds numbers, where numerical simulations based on the Reynolds-Averaged
Navier–Stokes equations (RANS) equipped with a turbulence model are the standard
approach. Owing to their microscopic dimensions, however, riblets on an aircraft cannot
be included directly in a RANS simulation. Even if they could, it is unclear to what extent a
standard RANS model would be able to represent the physics of drag reduction.

Bridging the gap between drag reduction by riblets in turbulent flows and the need to
incorporate it into RANS-type flow solvers has led to the development of computational
models for riblets. Aupoix et al. [9] modified the Spalart–Allmaras turbulence model to
account for riblets by using smooth-wall geometry. Along similar lines, Mele et al. [10]
introduced a modified boundary condition for the k − ω turbulence model, and Koep-
plin et al. [11] extended the Aupoix model to describe riblets locally misaligned with the
mean flow, and to account for mean pressure gradients.

How riblets affect a turbulent boundary layer with a non-zero pressure gradient is a
debated subject [12–14]. In 2018, Mele and Tognaccini [15] developed a new model based
on a slip-length concept, whose results provided an interesting view on the riblets drag
reduction mechanism in presence of pressure gradients. In addition to friction reduction,
they found that riblets alter the pressure distribution, and may provide additional pressure
drag reduction. This indirect effect was also observed for other friction-reduction devices:
Banchetti et al. [16] used spanwise forcing to reduce turbulent friction on a wall with
a bump, and found in their incompressible DNS study that a reduced friction drag is
accompanied by a reduced pressure drag. Similarly, using DNS, Quadrio et al. [17] studied
the compressible flow over a wing, and observed how spanwise forcing affects the shock
wave to yield large reduction of the total drag of the aircraft. The availability of a boundary
condition to faithfully simulate in a RANS the presence of riblets on the surface of a solid
body of complex shape is thus becoming extremely attractive.

The standard no-slip condition at a solid wall can be extended to a partial-slip one,
which is useful to describe specific physical situations (e.g., flow over superhydrophobic
surfaces). Riblets are amenable to such a description; their slip length is related to the
protrusion height concept [3–5]. In particular, Luchini in [5] defined the longitudinal and
transverse protrusion heights, which identify the virtual origin for the streamwise and
spanwise velocity profiles, and realised that the only meaningful non-arbitrary quantity is
their difference. Later, he also introduced [18] a linearised boundary condition for generic
roughness and the protrusion heights for various roughness types to be adopted in DNS.
He also demonstrated that the difference ∆h between the two riblets protrusion heights
corresponds to the slip length λ. Gomez de Segura et al. [19] later discussed how the
slip length λ+ expressed in viscous units is equivalent to the upward displacement ∆U+

of the mean velocity profile in the logarithmic region; here, λ+ = λuτ/ν, where ν is the
kinematic viscosity, uτ =

√
τw/ρ is the friction velocity, ρ is the density, and τw is the (local)

shear stress.
The value of the slip length λ depends upon the shape and size of the riblets cross-

section. Bechert et al. [4] found that the largest drag reduction for riblets of different shapes
was obtained when s+, the spanwise period of the riblets, is in the range 10–20. García-
Mayoral and Jiménez [1] tested alternative scalings to find whether drag reduction can be
linked to a single geometric parameter that captures the importance of riblet spacing and
their cross-sectional shape as well. Data for different riblets were found to best collapse
when plotted against a dimensionless length scale l+g derived from the cross-sectional area
Ag of the groove, and defined as l+g = (A+

g )
1/2. For riblets of various geometries, the best
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performance was consistently found at l+g ≈ 10.5. For optimal triangular riblets, l+g = 10.5
corresponds to a unitary shift ∆U+, which coincides with the one reported in previous
studies [15,20,21]. Recently, Zhang et al. [22] have been able to compute the slip length for
other riblets shapes, i.e., with trapezoidal and blade cross-sections.

The goal of this paper is to present the implementation of a slip-length boundary
condition for riblets, and to use it in a set of RANS simulations to assess the drag reduction
capabilities of riblets when installed on a fixed-wing UAV, for which endurance is of capital
importance. Indeed, over the years, riblets have been studied either at low speed over
plane walls, or in transonic flow conditions for aeronautical applications, especially for
medium- or long-range commercial passenger aircraft. Such studies, carried out both
numerically [10,23] and experimentally [24–28], provide interesting results for aircraft
operating in a range of chord-based Reynolds numbers up to Re∞ = 3× 107. In contrast,
the low-speed aircraft considered in the present work has a cruise speed of 22 m/s with
Re∞ = 5× 105.

This paper describes the implementation into an incompressible CFD solver of a
slip-length wall boundary condition, similar to that described in ref. [21], to compute the
drag reduction achievable with riblets of optimal dimensions. The computational model
is validated against configurations of increasing complexity, and eventually applied to
a realistic use case. We also consider selective deployment of riblets to different parts
of the aircraft to show that drag reduction is not trivially proportional to the surface
area covered by riblets. The structure of the work is as follows. After this introduction,
Section 2 describes our model and the computational setup; Section 3 contains the results of
preliminary simulations intended for validation; the actual results are described in Section 4,
and Section 5 contains a concluding discussion.

2. Methods
2.1. Slip Length Boundary Condition

Both theory and experiments [3–5] suggest that the physics involved in drag reduction
by riblets acts through a local mechanism. Indeed, since riblets are small compared to the
turbulent structures of the near-wall cycle, far enough from the wall, the turbulent flow
perceives the presence of riblets only as a homogeneous effect: the upward shift ∆U+ > 0
of the logarithmic portion of the mean velocity profile:

U+ =
1
κ

log(y+) + A + ∆U+ (1)

where κ = 0.392 is the von Kármán constant, and A = 4.48 is the near wall intercept for
smooth surfaces (these constants are set after [29], but their numerical value does not affect
the outcome of the study). The dimensionless vertical shift ∆U+ equals the virtual shift
in wall units of the non-slipping wall [4], i.e., the slip length λ+. We exploit this shift to
account for the presence of riblets via a slip boundary condition, which linearly relates
the wall value of the longitudinal component of the velocity uw (the subscript w indicates
quantities evaluated at the wall) to the wall shear rate (∂u/∂y)w through the slip length λ:

uw = λ

(
∂u
∂y

)

w
, (2)

thus effectively recovering the no-slip condition when λ = 0. The discrete counterpart of
Equation (2), where the derivative is approximated with a finite difference, reads:

uw = λ
u1 − uw

d
, (3)
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where u1 is the longitudinal velocity at the first inner mesh point, and d is its distance from
the wall. Hence, the velocity at the wall is:

uw = u1
λ

λ + d
. (4)

In this work, we always set the shift of the mean velocity profile at ∆U+ = 1, which
corresponds [15,20,21] to the best-performing riblets with triangular cross-section. These
riblets have a square root of the cross-sectional area of l+g = 10.5, and provide a drag
reduction of 7% when measured in the lab under controlled conditions and at low Re.
Using ∆U+ = 1 implies setting λ+ = 1, whence the physical size of the riblets varies along
the body with the friction velocity of the flow. In other words, riblets are assumed to be
locally optimal everywhere, and the corresponding physical dimensions are computed as a
result of the simulation.

It is worth noticing that the present boundary condition can be used to simulate,
besides riblets, any other drag reduction method whose effect reduces to a shift in the mean
velocity profile. To this purpose, only the slip-length value must be adjusted.

2.2. Computational Setup

The boundary condition described above has been implemented in OpenFOAM [30],
an open-source finite-volumes CFD library widely used in engineering and science, both in
commercial and academic studies. Before considering the UAV, the boundary condition has
been validated on flow cases of increasing complexity where at least partial information is
available for comparison: a flat plate and a NACA 0012 airfoil.

The selected flow solver is SimpleFOAM, which uses the SIMPLE (Semi-Implicit
Method for Pressure-Linked Equations) algorithm to solve the incompressible steady
RANS equations. The k − ω SST turbulence model [31] has been adopted in this work,
where standard values for the coefficients and no transition model have been used. For all
the simulations, we adopt a freestream ratio between eddy and laminar viscosity equal to
0.001, together with free-stream turbulence intensity of TU∞ = 5%, with the only exception
of the flat plate case, for which TU∞ = 0.5%. The spatial discretization used for the
divergence, gradient, and Laplacian operators is second-order accurate. All the results have
been checked to be fully converged in integral quantities (drag and lift) and in the residuals,
by ensuring that the L1 norm reduced to 10−8 times the initial value of the residual.

The study considers three geometries of increasing complexity. The first case is
a two-dimensional flat plate boundary layer of length L = 2 m is considered, where
Re = U∞L/ν = 106. With air as working fluid, and a free-stream velocity of U∞ = 5 m/s,
the computational domain is rectangular and extends for 2.3 m in length and 1 m in height.
The flat plate sits along the lower boundary of the computational domain. The domain
extends 0.3 m upstream of the flat plate, and a symmetry boundary condition is used to sim-
ulate a free stream approaching the plate in this region. A suitable volume mesh is designed
with the BlockMesh utility available in OpenFoam, and checked to yield mesh-independent
results with a mesh sensitivity study. The final mesh, which provides a local friction coeffi-
cient that does not vary with further refinements, consists of 125,000 hexahedral elements,
with 250 cells in the wall-normal direction and 500 cells in the wall-parallel direction, of
which 400 are distributed over the flat plate. Non-uniform grid spacing is adopted to obtain
more resolution in the near-wall and in the leading-edge regions, to better capture the
boundary-layer development. Transition is adequately described, and the distance y1 of
the first cell from the wall is always below unity when expressed in wall units, i.e., y+1 < 1.

The second case is a two-dimensional NACA 0012 airfoil, at a chord-based Reynolds
number of Re∞ = 106. The airfoil chord c is taken of unitary length at 1 m, and the far-field
boundary is located approximately 50c away from the airfoil surface. A mesh sensitivity
study is carried out on a number of C-type grids by observing changes in the drag coefficient
after successive mesh refinements. The chosen grid consists of 450 hexahedral cells in the
chord-normal and 725 in the chord-tangent directions, and provides a repeatable transition
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location. The mesh spacing near the airfoil is sufficient to ensure y+ < 1 over the airfoil
surface. Stretching of the grid is used to improve resolution in the wake region. To further
validate the mesh accuracy, the solution has also been checked as a function of the angle of
attack α. Hence, a number of preliminary runs at various values of α have been performed,
without riblets, by replicating the flow conditions used in [32]. The outcome in terms of lift
and drag coefficients is in very good agreement with the results reported by [32], as well as
with the experimental measurements described in [33].

The final and most important case is the UAV. With a total length of 2.4 m and
wing span of 3.6 m; its (simplified) geometry is described in some detail in Section 2.3.
Simulations are carried out first on the isolated UAV wing, to understand to what extent
the indirect beneficial effects of riblets noticed for the NACA 0012 carry forward to three
dimensions, and the complete UAV is then considered. In both cases, the computational
domain is made by a hemisphere, with a radius of 50 m that surrounds the wing half-span
and the UAV half-span mounted on the x − z plane, respectively. Symmetry is used to
reduce computational cost. In this case, a commercial mesher is used to create unstructured
meshes made by hexahedral and tetrahedral cells, with refinements boxes to capture the
flow development near the body and in the wake. The grids possess 24 additional layers of
hexahedral and tetrahedral elements aligned to the boundary surface, to guarantee that
y+1 < 1, thus satisfying the requirements for an accurate computation inside the boundary
layer within a low-Re formulation that does not resort to wall functions or other models of
the near-wall region. A suitable mesh density is determined by observing changes in the
drag coefficient, and robustness in predicting transition. The final mesh is designed with
4 million elements for the wing and 9.6 million elements for the full UAV.

2.3. The UAV Model

The considered UAV belongs to the family of Mini and Light Tactical UAV, with a
MTOW (maximum take-off weight) ranging from 25 to 50 kg. The UAVs of this class are
designed to integrate multiple payloads with different capabilities, e.g., EO/IR sensors,
multi/hyperspectral cameras, LiDAR, transmitters, and radars. Flexibility is ensured by the
fuselage modularity and by the possibility of changing the onboard systems configuration
to achieve an optimised aircraft balance.

In this work, we consider a simplified geometric model of the UAV, as plotted in
Figure 1, where small-scale geometric details and the propeller are omitted. The motivation
is two-fold: such a simplified geometry, while remaining representative of the actual
aircraft and retaining its essential qualitative features and dimensional characteristics, is
free from intellectual property constraints; moreover, the lack of small-scale details allows
some savings of computational effort. The simplified UAV is 2.4 m long and it has a span
b = 3.6 m. It has a swept wing with a chord length of 0.3 m at the root with winglets at
the tips of 0.22 m and dihedral angle of 21.5◦. The considered reference surface area is
S = 1 m2. The UAV is characterised by a reverse V tail made by a symmetric four-digit
NACA airfoil with a span of 1.05 m and a chord of 0.23 m. The tail is directly connected
to the lower surface of the wing by two booms of 1.05 m with a circular cross-sectional
area of radius 0.015 m. The fuselage is 1.41 m long and its cross-section originates from a
rectangular shape, 0.29 m high and 0.23 m wide, with rounded edges. The drone cruise
speed is 22 m/s, leading to a chord-based Reynolds number Re∞ = 5× 105. The UAV
weight of 25 kg and the cruise speed of 22 m/s, together with the geometrical information
mentioned above, imply a lift coefficient in cruise of CL = 0.8322.
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Figure 1. CAD model of the simplified UAV.

2.4. Dimensionless Force Coefficients

In this paper, the aerodynamic coefficients, i.e., the ratio of a force component and
the reference quantity 1/2ρU2

∞, are the lift coefficient CL and the total drag coefficient
CD. The latter can be decomposed into friction CD, f and pressure CD,p drag coefficients;
the former describes the resistance to the relative motion between the fluid and the solid
boundary due to viscous effects, the latter quantifies the net drag force arising from pressure
variation around the body. When a wing of finite span is considered, the drag coefficient
can alternatively be decomposed into induced and profile drag coefficients. The former,
defined as CD,i = C2

L/(πb2/S) describes the additional drag due the three dimensional
effects cause by the lift, and the latter, defined as CD,pr = CD − CD,i describes the same
quantity due to all the other types of drag except that which is lift induced. Profile drag
can further be decomposed in friction drag CD, f and form drag CD, f orm = CD,pr − CD, f .
Lastly, the local skin-friction and pressure coefficients are defined as C f = 2τw/ρU2

∞ and
Cp = 2p/ρU2

∞ (in the coefficient subscripts, capital letters indicate global quantities and
small letters indicate local quantities).

Changes between clean and riblets configurations are computed as ∆Cx = Cx,0 − Cx,
where the subscript 0 refers to the clean configuration and x is the quantity of interest.
The drag reduction rate, i.e., the change in drag normalised with the drag of the clean
configuration is defined as ∆CD/CD,0.

3. Validation

The boundary condition used to model riblets is first tested on simple two-dimensional
flows, where available information allows a quantitative check of the outcome.

3.1. Flat Plate

The first application example is the zero-pressure gradient boundary layer developing
over a flat plate. Optimal V-shape riblets, with l+g = 10.5 corresponding to h+ =

√
2l+g , are

placed everywhere along the plate, immersed in a uniform external flow.
Figure 2 (left) shows how riblets influence the streamwise evolution of the friction

coefficient, demonstrating the correct amount of drag reduction. On the entire plate,
the integrated percentage drag reduction is ∆CD/CD,0 = 6.5%, in agreement with existing
experimental [3] information. Local changes of C f , descending from the imposed slip, are
consistent with those by ref. [15]. The evolution of the physical dimensions of the grooves
is shown in Figure 2 (right), together with the analogous evolution of the slip length.
Once the boundary layer becomes fully turbulent, i.e., for Rex > 105, changes of the slip
length with the streamwise coordinate are rather mild: there is a small increase with Rex to
reach the largest value of 50 microns at the downstream end of the plate. By construction,
as explained earlier in Section 2, this corresponds to one viscous length. At the plate end,
the predicted size of optimal riblets is approximately h = 0.8 mm.

The correctness of the model is directly checked in Figure 3, which provides graphical
evidence that, regardless of the streamwise location, the upward shift of the mean velocity
profile is of unitary value, confirming that ∆U+ = λ+ = 1.
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3.2. NACA 0012 Airfoil

Testing progresses to consider the two-dimensional flow around a NACA 0012 airfoil;
this test case remains highly simplified, but brings in pressure drag, and thus lends itself to
studying the effect of riblets on this non-frictional drag component. Unfortunately, little
information is available for validation.

Once again, the airfoil is assumed to be fully covered by riblets of locally optimal
size, i.e., ensuring l+g = 10.5 everywhere. Figure 4 shows the mean velocity profile on
the upper surface of the airfoil at x/c = 0.5, for two different angles of attack, namely
0 and 4 degrees. The expected unitary upward shift ∆U+ due to the grooves is consistently
observed. At α = 4◦, experimental data are available from ref. [34], and the present results
appear to agree with them. However, the agreement is less satisfactory at other incidences.
It must be mentioned that experiments were carried out with riblets of constant physical
size, with a size that is about 10 viscous lengths. The percentage total drag reduction at
α = 0◦ is measured to be 7%, which is in agreement with the experimental data from
ref. [34,35], as well as with CFD results obtained by Mele and Tognaccini in [32]. Our data
indicate only a mild variation of drag reduction with the angle of attack, while ref. [35]
mentions an increase beyond 16% at α = 0◦ and a sudden drop to zero at α = 10◦. The lower
part of Figure 4 compares the evolution of the skin-friction coefficient along the airfoil,
and shows very good agreement with the same quantity taken from ref. [32] (except for the
precise location of the transition region).

Figure 2. Zero-pressure-gradient boundary layer over a flat plate. Left: evolution of the skin-friction
coefficient with/without riblets, and comparison with data from ref. [15]; right: change along the
plate of the slip length (left y axis) and riblets height (right y axis), in dimensional units.

Figure 3. Mean velocity profile with/without riblets over the flat plate, at Rex = 5× 105 (left) and
Rex = 9× 105 (right). The riblets profile consistently shows the upward shift of ∆U+ = 1 on the
logarithmic region.

The pressure coefficient Cp and the difference ∆Cp = Cp,0 − Cp at α = 4◦ are shown
in Figure 5. Changes are visible, to attest once again the effect of riblets on the pressure
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distribution along the airfoil. Changes in the expansion peak at the leading edge and on
the pressure recovery at the trailing edge due to riblets provide a significant additional
contribution to drag reduction; form drag is reduced by 7.7%, adding to the friction
reduction of 6.7%. These results agree with several findings by Mele and Tognaccini [15],
who interpreted the reduced form drag by observing that riblets change the flow field by
making it more similar to the inviscid solution, where the slip length is infinite, and form
drag is exactly zero. Moreover, the altered pressure distribution leads to a larger lift in all
tested incidences; this effect, which will be discussed later when discussing the full aircraft,
is important for the reduction of the total drag: since the aircraft in cruise always needs the
same lift, increased aerodynamic efficiency implies a reduced angle of attack in cruise, thus
bringing in an additional contribution to drag reduction.

Figure 4. Mean velocity profiles (top) and skin-friction coefficient (bottom) for the NACA0012 airfoil,
at an incidence of α = 0◦ (left) and α = 4◦ (right). The top row shows the mean profile over the
suction side in law-of-the-wall form at x/c = 0.5, and compares with data from ref. [34]. The bottom
row plots the evolution of the friction coefficient along the chord, and compares with data from
ref. [32], represented with symbols.

Figure 5. Pressure coefficient on the pressure and suction sides of the NACA0012 airfoil at α = 4◦ for
the clean case (black line), and difference with the riblets case (red dashed line).
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4. Results
4.1. The Isolated UAV Wing

The UAV wing is considered first, to focus on the presence of indirect drag reduction
effects in three dimensions, but without the geometrical complexities implied by the
interaction between wing and fuselage. The UAV finite isolated wing is considered at the
cruise flight condition of Re∞ = 5× 105. As always, locally optimal riblets with l+g = 10.5
are placed over the entire wing surface.

Figure 6 shows how drag reduction induced by riblets changes with the angle of attack.
The friction component of the total drag reduction is nearly constant at 6.3%, whereas
pressure and total drag change with α. At α = 0◦, the total drag reduction rate is 3.7%,
and diminishes at larger incidences. Clearly, the diminished total drag reduction goes hand
in hand with the diminished pressure drag reduction. As already observed for the NACA
0012 airfoil in Section 3.2, riblets tend to modify the pressure distribution in such a way
that lift is increased; this is confirmed here for the UAV wing. This phenomenon causes
an increase in the lift-induced drag, which is not seen in two dimensions. This should not
be regarded as a negative effect of riblets, since the aircraft has to achieve the same lift,
and increased aerodynamic efficiency is always beneficial.

Figure 6. Riblets drag reduction vs. angle of attack for the UAV wing.

In fact, riblets’ performance should be measured by adjusting α in such a way that the
lift coefficient is unchanged. In Table 1, we compare the clean case and the riblets case at
the same angle of attack, and at the same lift coefficient as well. Two configurations are
considered, at a nominal angle of attack of α = 0◦ and α = 4◦. Total drag is split into friction
CD, f and pressure CD,p drag, as well as induced CD,i and profile CD,pr drag. As expected,
comparing at the same CL provides larger drag reduction than comparing at the same α.
At the same angle of attack, riblets produce a larger lift coefficient, and hence, a larger
induced drag. It is worth noticing that the decrease in CD,pr is almost the same for the cases
at constant α and constant CL, whereas the induced drag is larger when compared at the
same α.

Table 1. Aerodynamic coefficients for the isolated UAV wing. Comparison between clean and riblets
configurations is carried out at the same angle of attack and at the same lift coefficient for nominal
angle of attack of α = 0◦ and α = 4◦.

Clean Riblets Clean Riblets

α = 0◦ α = 0◦ α = −0.0626◦ α = 4◦ α = 4◦ α = 3.885◦

CL 0.4996 0.5055 (+1.2%) 0.4996 (-) 0.8719 0.8828 (+1.8%) 0.8719 (-)
CD 0.0227 0.0219 (−3.7%) 0.0217 (−4.5%) 0.0386 0.0380 (−1.8%) 0.0374 (−3.3%)
CD,p 0.0121 0.0119 (−1.4%) 0.0118 (−2.8%) 0.0280 0.0280 (-) 0.027 (−2.2%)
CD, f 0.0106 0.0099 (−6.4%) 0.0099 (−6.4%) 0.0106 0.0100 (−6.3%) 0.0100 (−6.3%)
CD,i 0.0077 0.0079 (+2.4%) 0.0077 (-) 0.0235 0.0241 (+2.5%) 0.0235 (-)
CD,pr 0.0150 0.0140 (−6.8%) 0.0140 (−6.8%) 0.0151 0.0138 (−8.4%) 0.0138 (−8.5%)
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Drag breakdown is graphically shown at various α in Figure 7: the focus is on the total,
induced, and profile drag on the left panel, and on the contributions to profile drag on the
right panel. From the left panel, riblets are seen to mainly act on the profile drag, while
the lift-induced drag is essentially unchanged. The right panel of Figure 7 focuses on the
decomposition of profile drag, and shows that, besides the obvious reduction of friction
drag, riblets additionally act upon form drag in a significant way. Depending on the angle
of attack, the benefit of riblets in reducing CD,pr is in the 5–10% range. This is linked to the
modifications on the pressure distribution on the wing, already observed in the NACA
0012 validation tests; see Figure 5. The pressure distribution at 2y/b = 0.52 for the UAV
wing is shown in Figure 8, and confirms the larger pressure recovery and the increased
expansion peak induced by riblets that are at the root of form drag reduction.

Figure 7. Drag breakdown for the isolated UAV wing (left), and focus on the profile drag (right).
Solid lines with square markers indicate the clean configuration; dashed lines with triangular markers
indicate the configuration with riblets.

Finally, Figure 9 plots the skin friction distribution at the spanwise station 2y/b = 0.52
of the wing, and compares clean and riblets configurations at different angles of attack.
A decrease in the skin friction across the entire chord is observed. In particular, on the
suction side friction is mainly reduced in the fore portion; at large angles of attack, friction
reduction vanishes in the aft part. On the lower surface, the reduction in friction is almost
constant when α is varied.

Figure 8. Pressure coefficient on the pressure and suction sides of the isolated UAV wing at
2y/b = 0.52, at α = 4◦, for the clean case (black line) and difference with the riblets case (red
dashed line).

4.2. The UAV

The complete UAV is now considered in the configuration described above and shown
in Figure 1. Consistently with the rest of this study, riblets are assumed to be locally optimal,
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with l+g = 10.5 and unitary slip length λ+ = 1. The spatial distribution of the optimal riblet
size, i.e., lg (which, for a given cross-sectional shape, leads immediately to the geometric
dimensions of the riblets) is retrieved as a result of the simulations. It should be remarked,
however, that previous work [10] indicates how the size of locally optimal riblets does not
vary much, so that the drag reduction obtained adopting riblets with constant physical size
is quite near to the maximum drag reduction.

A series of simulations with/without riblets is carried out to provide data points to
build the polar of the aircraft (Figure 10). Owing to the already highlighted lift increase
provided by riblets, the angle of attack necessary to provide the required lift in cruise
conditions slightly decreases from α = 2.85◦ to 2.81◦. The drag reduction obtained for the
entire aircraft is an interesting 3%, which derives from a combination of a (less important)
friction drag reduced by 6.1% and a (more important) pressure drag reduced by 1.5%.

Figure 9. Friction coefficient for the isolated UAV wing, at spanwise location 2y/b = 0.52 and four
angles of attack.

Figure 10. CD(α) and polar curves of the UAV, in clean/riblets configurations.

Figure 11 helps determining where the largest percentage changes of the skin friction
take place over the surface of the aircraft. ∆C f /C f ,0 is about 6% almost everywhere, roughly
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as expected for a flat plate at this value of Re, except for the region near the trailing edge
and for the aft part of the fuselage: here, the absolute value of C f approaches zero, and its
percentage variations become less meaningful.

Figure 11. Percentage of skin friction reduction on the upper (left) and lower (right) parts of the
aircraft in cruise condition.

Figure 12 shows the computed height distribution for the locally optimal riblets,
by assuming that the cross-sectional riblet shape is a standard V groove, for which
s+ = h+ =

√
2l+g . The optimal riblets height is about 0.2 mm nearly everywhere, except for

the trailing edge of the wing, and for the aft part of the fuselage. This provides graphical
evidence for the previous statement that riblets of properly chosen constant physical height
would provide drag reduction that is very close to the maximum.

Riblets are then tested in off-design situations, i.e., at various incidences different from
the cruise angle of attack, to check for robustness and to verify that riblets do not cause
unwanted effects on the UAV aerodynamics during manoeuvrers or the climb/descent
phases of a typical mission. As already noted for the UAV wing, Figure 13 shows that,
although drag reduction is maximum in cruise, the performance degrades only mildly
when the angle of attack differs from the cruise value. Again, it is confirmed that friction
drag reduction remains nearly constant when α ranges from −2◦ to 5◦.

Figure 12. Spatial distribution of the computed optimal riblets height in physical units, for symmetric
V groove riblets. Left: upper part of the aircraft in cruise conditions; right: lower part.

Finally, the aerodynamic drag is broken down into profile drag and induced drag in
the left plot of Figure 14, while the right plot decomposes further profile drag into friction
and form drag. The most obvious difference between clean and riblets configurations is
the reduced profile drag, which derives from a sizable reduction in the friction component,
joint with a comparable contribution from the form drag.
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Figure 13. Drag reduction rate vs. angle of attack. The largest drag reduction is achieved in cruise condition.

Figure 14. Drag breakdown (left) and decomposition of profile drag (right). Solid lines with square
markers refer to clean configuration; dashed lines with triangular markers refer to riblets configuration.

4.3. Partial Coverage

Perhaps the most interesting consequence of the availability of a simple yet accurate
boundary condition to model riblets within RANS simulations is the ability to carry out
quick numerical studies to address practical problems related to their use. For exam-
ple, since riblets produce limited benefits and imply costs and penalties, an elementary
cost/benefit analysis should start by addressing the simple question of which area of the
aircraft surface would yield the largest benefits after riblets installation. To this aim, we
have designed a further set of simulations to explore partial coverage of the aircraft surface
with riblets. The amount of coverage is quantified by the ratio β between the riblets-covered
area and the total area, with β = 1 indicating total coverage. In these simulations, the full
aircraft is considered, but riblets coverage varies according to Table 2, where case I is the
full-coverage case described above. Outcomes of the simulations are shown in Table 3 and
graphically represented in Figure 15. Figure 16 schematically illustrates where riblets are
applied on the surface of the UAV.

Table 2. Coverage configurations.

Riblets Deployment β

I Full coverage 1.000
II No wing TE 0.953
III No booms 0.935
IV Only wing 0.524
V Only wing, suction side 0.289
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Table 3. Drag breakdown for the UAV in cruise condition, for different configurations of riblets
coverage, and percentage changes with the clean case.

CD ∆CD/CD,0% CD,p ∆CD,p/CD,p0% CD, f ∆CD, f /CD, f 0%

Clean 0.0508 - 0.0338 - 0.0170 -

I 0.0493 3.0 0.0333 1.5 0.0160 6.1
II 0.0493 3.0 0.0333 1.5 0.0160 6.1
III 0.0493 2.9 0.0333 1.5 0.0160 5.8
IV 0.0498 2.0 0.0333 1.4 0.0165 3.3
V 0.0499 1.7 0.0333 1.5 0.0167 2.2

Figure 15. Drag reduction contributions for different configurations of riblets coverage from highest
(I-full coverage) to lowest (V-wing only, suction side) coverage.

Since, at the trailing edge of the wing, riblets do not provide significant reductions
in skin friction (Figure 11) while locally enforcing a substantial change from the optimal
size, in configuration II riblets are removed from the trailing edge of the entire wing.
The reduction of the riblets-covered surface is minimal (less than 5%) but, as expected, there
is no appreciable decrease in terms of performance. Configuration III has riblets removed
from the booms that connect the wing to the tail. Again, the overall drag reduction
is essentially unchanged, with 6.5% savings in covered areas: pressure drag reduction
remains unchanged since the boom is not an aerodynamic body, whereas friction reduction
decreases, but minimally so, because the surface of the boom is small. Together, cases II and
III suggest that removing riblets from both the trailing edge and the booms would avoid
difficult areas, and save over 10% of application surface without incurring insignificant
performance degradation.

II: no wing TE III: no booms IV: only wing V: only wing,
suction side

Figure 16. Schematic drawing of various riblets coverage configurations, cases II–V.

Configuration IV has riblets applied on the wing only, and is motivated by the observa-
tion that, in this application, pressure drag is approximately 2/3 of the whole drag, and that
riblets placed on the wing produce pressure drag reduction in addition to friction drag
reduction. With configuration IV, performance indeed degrades from 3% to 2%, but the
saving in coverage area is more than proportional, with riblets surface shrinking down to
one half at β = 0.524. As expected, pressure drag reduction remains almost unchanged at
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1.4%, and friction drag reduction is seen to diminish from 6.1% to 3.3%: indeed, the area of
the wing is approximately one half of the total area. Perhaps the most interesting configura-
tion is configuration V, where only the suction side of the wing (and the entire winglet) is
equipped with riblets, leading to β = 0.289. In contrast, the riblets-induced benefit remains
more than one half, i.e., 1.7% instead of 3.0%.

5. Conclusions

The drag reduction potential of riblets deployed on a fixed-wing, low-speed Un-
manned Air Vehicle (UAV) has been assessed with RANS simulations, with the aim of
determining an optimal coverage policy. While riblets are fully characterised in low-speed
flows over plane walls, and studies are available for aeronautical configurations in tran-
sonic flow (commercial mid- or long-range passenger aircraft), a low-speed aircraft such
as the present one (for which the cruise speed is only 22 m/s) is considered here for the
first time. Since the friction component of the aerodynamic drag of the UAV is modest,
the effectiveness of riblets in this specific application needs to be assessed.

The RANS simulations, which employ a standard OpenFOAM setup, are unable to
describe riblets directly. Thus, the presence of riblets is accounted for via a suitable slip
condition enforced at the planar wall. The chosen amount of slip is constant in viscous
units, and corresponds to riblets that locally possess optimal size in viscous wall units.
The slip length model has been validated in the simple flows over a flat plate and around a
subsonic airfoil, where results agree with available information.

Once applied to the UAV, the simulated riblets have brought out indirect and favourable
effects, which go beyond the local reduction of friction drag, and also render the deploy-
ment of a friction-reduction device definitely interesting in such a low-speed application.
Indeed, riblets significantly change the pressure distribution across the wing of the aircraft,
which translates into an additional reduction of form drag, and in a lift increment as well.
Although the latter obviously causes an increase in lift-induced drag, the requirement for
the aircraft in cruise to fly at a given lift leads to a reduced angle of attack, and thus, to a
further contribution to drag reduction. In the end, riblets provide up to 3% reduction of the
total drag of the aircraft at cruise speed: a noticeable result, especially when the low-flight
Reynolds number of the UAV is considered.

Once a cheap computational model is available to reliably compute the global effect
of riblets on the aerodynamic drag, varying the riblets coverage policy becomes a com-
putationally affordable task; relatively inexpensive simulations can help determine what
drag benefit can be achieved with a given extent and location of the coverage of the aircraft
surface. Thanks to the importance of secondary effects on pressure drag reduction induced
by riblets, as a consequence of the significant pressure drag component, up to 1.7% of total
drag reduction is achieved by placing riblets on the upper surface of the wing only. In this
configuration, the total drag reduction is almost 2/3 of the maximum obtained with full
coverage, but it is obtained with a coverage of less than 1/3 of the total area. Since riblets
costs (for application and maintenance) are directly linked to the amount of riblets-covered
surface, the wing-only configuration offers a reduced cost–benefit ratio, and does not
touch the UAV fuselage, where systems (sensors, cameras, and transmitters) are designed
to be installed. Further analysis can determine the practicality of riblets removal from
high-wear areas (e.g., the leading edge), which would further add to the practical appeal
of riblets in this application. Such calculations are made possible by the simplicity of the
slip-length model, whose validity goes beyond riblets, since it can be used to simulate a
generic drag-reducing device which locally reduces the skin friction.
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Abstract: As high-pressure-turbines operate at extreme temperature conditions, base bleed can be
applied at the trailing edge of the airfoils, enhancing the thermal protection along the trailing edge
surface, but also disrupting the trailing edge flow and altering the overall aerodynamic pressure
losses. The current work explores the potential use of base bleed as a flow control tool to modulate the
flow between turbine blade rows. Through the numerical analysis of a symmetric airfoil immersed
in a subsonic flow, the effects that trailing edge ejection has on the base region properties and the
downstream flow are evaluated. In particular, previous research constrained to steady blowing is
now extended to consider an unsteady pulsating base bleed injection. Three injection frequencies
are investigated, covering a wide range of base bleed intensities. The results presented herein
demonstrate that pulsating bleed flow is more efficient than its steady counterpart in terms of
reducing pressure losses and controlling the primary frequency of the downstream oscillations for
the same mass flow injection.

Keywords: flow control; aerodynamics; trailing edge flow; unsteady flow characteristics; computational
fluid dynamics

1. Introduction

In pursuing higher performance, the architecture of aircraft engines evolves towards
lighter and more compact designs. Compactness can be achieved using counter-rotating
subsonic turbines [1], transonic turbines [2], or supersonic turbines with pressure gain
combustion [3]; but those configurations normally increase the unsteadiness and flow
detachment of the boundary layer downstream of the trailing edge, which significantly
contributes to the profile losses [4].

To illustrate the problem, Figure 1 depicts a representative trailing edge flow topology.
As the flow approaches the trailing edge, the boundary layers from the pressure and suction
sides of the turbine airfoils separate into two alternate shear layers, rolling into vortical
structures. Eventually, the two periodic shear layers merge downstream at a confluence
point, forming a confined region of low pressure and momentum, known as the base
region [5]. The flow structures that form downstream of the turbine blade and their
behavior are strongly affected by the base region properties, in particular the intermittent
shear layer detachment that generates one or more pairs of vortexes that roll downstream.
Both the rear suction side of the airfoil and the trailing edge must be carefully designed as
they are prime contributors to aerodynamic drag and a source of forcing to downstream
blade rows.
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One way of mitigating both the losses and the source of unsteady forcing is to add
momentum to this region, disrupting the base pressure, wake, and the downstream vortical
pattern [6]. As high-pressure-turbines work in extreme temperatures environments, they re-
quire continuous airfoil cooling. In particular, the trailing edge of the airfoils is refrigerated
by the redirection of coolant flow constantly ejected through holes or slots. When ejected
at the trailing edge, this mass flow may be exploited to control the flow topology of the
base region [6,7]. In recent years, the use of trailing edge or base bleed coolant ejection has
proven to be effective in the mitigation and modulation of wake flow structures [8–10], or,
when high velocities are involved, the trailing edge shock wave [11–14]. Available results in
the literature mostly consider a constant mass flow ejection. Towards a more efficient use of
this flow actuation, the modulation of the base bleed flow by means of intermittent trailing
edge injection instead of a constant mass flow can be considered. This topic was numerically
and experimentally covered in the low supersonic regime [15–17], with interesting results.
While part of the published numerical data suggests that employing intermittent base
bleed actuation would not offer significant gains when compared to constant actuation [16],
empirical results indicate the contrary. It has been shown that forcing base bleed to actuate
by pulses may enhance blade cooling and reduce associated losses, as the modulation of
the trailing edge flow could alter the impingement of the trailing edge shock wave on the
suction side of downstream blades [17].

However, trailing edge coolant injection may lead to the onset of unintuitive flow
configurations. Saracoglu et al. [14] reported for the first time the onset of non-symmetric
trailing edge flows when the flow is ejected in symmetric supersonic turbine blade con-
figurations. A hydrodynamic stability analysis of the former configuration performed by
Martinez-Cava et al. [18] demonstrated that a global instability may become dominant
for specific blowing intensities, eventually breaking the symmetry of the base bleed jet.
The flow topology at the base region may yield flow perturbations, whose properties
depend on the ejected flow intensity and may tend to grow, eventually introducing a source
of asymmetry, developing a Coanda effect produced by local pressure gradients. While this
effect was present only at certain base bleed intensities, its link with the vortex detachment
could affect the downstream flow structures and the aerodynamic forces developed on the
airfoil [19].

Figure 1. Representational scheme of trailing edge base region flow, together with static pressure
contours and static pressure time series. Image partially reproduced from Martinez-Cava et al. [19].
Copyright © 2021, published by Elsevier Masson SAS. All rights reserved.

The current work further explores the effects of base bleed on subsonic conditions,
considering a pulsating coolant flow base ejection to verify if unsteady blowing is more
efficient than a continuous and steady trailing edge injection. A large set of numerical flow
calculations covering a range of base bleed intensities and injection frequencies is compared
against constant blowing conditions at the same maximum flow rate. Wake structure,
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pressure loss, angle of the jet, and a detailed energy balance are evaluated. Despite having
an apparent lower effect on the base region than constant base bleed, notable changes in the
ejected jet angle, pressure losses, and measured forces are found when pulsating base bleed
is employed, with significant gains on the energy costs required to reduce the aerodynamic
pressure drag.

2. Computational Set-Up

The geometry considered in this work is the same studied by Martinez-Cava et al. [19]
that we reproduce here for clarity.

A simplified trailing edge flow is achieved through a zero-cambered airfoil of 160 mm
chord (c), with an aspect ratio value of 8 (defined as c/D, D = 0.020 m being the trailing
edge thickness). Boundary layer separation at the leading edge has been avoided using
a smooth Haack Series [20] nose shape. The mass flow employed on the base bleed is first
discharged in a stagnation plenum inside the airfoil, which is connected to the base region
by a thinner passage covering a third of its width (b = 0.3D). The model is confined between
two parallel walls separated by 230 mm, and the inlet and outlet boundaries are placed at
enough distance to avoid any interference of the boundary conditions. Subsonic conditions
are imposed to recover a Mach and Reynolds number of M = 0.34 and Rec = 1.53× 106,
respectively. As no thermal aspects are covered in this analysis, a total temperature of 257 K
is set at the free stream and a static temperature of 250 K is imposed on the base bleed flow.

Without any flow actuation, pairs of vortices would detach from the trailing edge
with an associated frequency related to the incoming flow velocity and the trailing edge
thickness, under a characteristic Strouhal number of St = 0.287. These vortices separate in
an alternating manner from upper and lower sides, producing an oscillating behavior of
the wake and the base region (Figure 1).

Flow calculations in this work are computed with the Finite Volume DLR-TAU
Code [21] (TAU). Based on a three-dimensional finite volume scheme approach, TAU
is a state-of-the-art compressible flow solver used on the aerospace industry to accurately
calculate flow solutions from the low subsonic to the hypersonic flow regime. On time-
dependent solutions, such as TAU, employ a dual time-stepping scheme coupled with
a multigrid acceleration. Due to its performance in compressible flow, turbulent fluxes
are modeled with the Menter’s 2003 Shear Stress Transport version of the k-ω closure
model [22]. The flow is considered to be fully turbulent from the leading edge, according
to the suggestions of the high-pressure turbine community. The spatial discretization of
the domain is done using a non-structured quadrilateral mesh (Figure 2), with localized
refinements on the areas of interest, keeping y+ values below unity so the boundary layer
is fully resolved. Both mesh sensitivity and influence of the inlet turbulence intensity
were evaluated in previous works [19], ensuring spatial discretization independence on
the results and discarding sensitive results to changes in the turbulent inlet conditions.
Furthermore, convergence of the periodic unsteady flowfield was ensured following the
recommendations established by Clark and Grover [23].

(a) (b)

Figure 2. Detail of the grid spatial discretization used on the numerical analysis. General view (a) and
trailing edge mesh details (b). Image partially reproduced from Martinez-Cava et al. [19]. Copyright
© 2021, published by Elsevier Masson SAS. All rights reserved.
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Actuation Details

Trailing edge flow actuation is modeled using TAU native boundary conditions,
allowing control of the ejected mass flow and modulating its timing. The mass flow
used on the trailing edge flow actuation is first discharged within a stagnation chamber
and connected through a straight passage to the base region.

To keep a consistent nomenclature with previous works on trailing edge actuation of
the literature, the mass flow ejected on the base bleed actuation is non-dimensionalized as:

Cb = ṁ/ρ∞U∞h, (1)

ṁ being the imposed mass flow rate, h = 0.9D the width of the base bleed stagnation
chamber, with ρ∞ and U∞ as the free stream density and flow velocity. In this work,
the non-dimensional parameter Cb is varied from 0 to 1, evaluating the different effects on
the trailing edge flow encountered when varying the total ejected mass flow.

The base bleed flow is modulated in frequency and smoothed to avoid sudden changes,
ramping up and down from constant blowing velocity to zero-mass flow during one actua-
tion cycle, as depicted in Figure 3. The actuation time period is defined as T = Tact + Tz,
Tact being the time where the flow is injected per period and Tz the zero flow rate actuating
time. A duty cycle value of Dc = Tact/T = 0.5 is considered for all the studied cases.

Figure 3. Illustration of the actuating boundary condition for periodic base bleed.

All configurations are tested for constant and pulsating blowing at the same maximum
flow rate and at a range of frequencies varying from 100 to 200 Hz, the expected periodicity
caused by the blade passing on high pressure turbines. The downstream flow topologies,
the influence of the Coanda effect, and the energy gains due to the trailing edge flow injection
are herein investigated. Furthermore, numerical monitors are employed to monitor static
pressure at specific regions that, together with the calculated viscous forces, are time
averaged to evaluate the changes produced during the pulsating trailing edge actuation.

3. Results and Discussion
3.1. Trailing Edge Steady Actuation

The effects of steady base bleed on the base pressure and the characteristic Strouhal
number of the wake flow structures were studied in Martinez-Cava et al. [19] and are
summarized in Figure 4. The evidence obtained from numerical analyses suggested to
divide the trailing edge flow behavior in four distinctive phases:

Phase I. Cb ' 0. Vortices shed in an alternate manner from the trailing edge when no base
bleed is applied. We refer to this stage as a non-blowing configuration.

Phase II. Cb < 0.38. Base pressure increases due to an initial “filling” effect, raising the
maximum base pressure value to Pbase/P∞ ≈ 1.1, with a slight increment in the
frequency associated to the vortices. Under these conditions, the base bleed introduces
a source of asymmetry on the wake downstream, followed by a neutralization of the
vortex shedding.
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Phase III. 0.38 < Cb < 0.8. At this stage, the base pressure rapidly decays, almost eliminating
the observed gains produced by a lower intensity trailing edge actuation. These
changes are also accompanied by a reduction of the dominant wake flow frequency.
While the trailing edge flow initially behaves as symmetric when it is time averaged,
higher blowing intensities promote the onset of a non-symmetric flow topology.

Phase IV. Cb > 0.8. Elevated ejected mass flows eventually force a symmetric trailing edge
flow, weakening any oscillation and increasing the base pressure towards a final
plateau of Pbase/P∞ ≈ 1.07. Further increments in the base bleed intensity do not
produce significant changes in the flow topology.

Figure 4. Evolution of the temporal averaging of the static base pressure ratio (Pratio = Pbase/PbaseNB)
and the Strouhal number (St = f D/U∞) when the base bleed intensity is increased. Those mass flows
related to non-symmetrical trailing edge flows are highlighted in blue, while those associated with the
disappearance of vortex shedding are marked in green. Reproduced from Martinez-Cava et al. [19].
Copyright © 2021, published by Elsevier Masson SAS. All rights reserved.

3.2. Trailing Edge Pulsating Actuation

To evaluate the influence of a pulsating injection, the analysis of the considered base
bleed configurations targets the evolution of four aerodynamic aspects:

1. Airfoil drag force.
2. Airfoil lift force, monitoring characteristic frequencies and extreme values.
3. Onset of a base region Coanda effect.
4. Energy efficiency of the trailing edge actuation.

Results are compared against those obtained with non-blowing and steady base
bleeding configurations.

3.2.1. Airfoil Drag Force

To track the evolution of the viscous drag forces with respect to the base bleed intensity,
a relative non-dimensional coefficient for the aerodynamic drag forces, Cd,R, is defined as:

Cd,R =
Cd

CdNB

, (2)

where Cd is the drag force coefficient for a specific configuration and CdNB is the cor-
responding drag coefficient for a non-blowing configuration. Its dependency with the
non-dimensional base bleed rate, Cb, is depicted in Figure 5 for different pulsating base
bleed frequencies. Increasing the values of Cb, the drag force coefficient initially decreases
until it reaches a minimum at 'Cb = 0.13, approximately 17% lower than the reference
value. However, higher values of Cb imply a further increment of the drag force coefficient,
this being more pronounced for a steady base bleed. This increment of the drag force
coefficient is related to a decrease in the base pressure value, as the ejected mass flow
evacuates flow from the base region, hence increasing the pressure drag. Nevertheless, this
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trend is more pronounced for a steady base bleed actuation, indicating that a pulsating
injection may be more beneficial in terms of aerodynamic drag than its steady counterpart.

In the evaluated injection frequency range of 100–200 Hz, the drag forces appear to
be quite insensitive to the frequency of the bleeding. Lower frequency ejections (below
100 Hz) may show a smooth transition from the numbers observed on a steady actuation
to those shown herein for a pulsating actuation, but that remains out of the scope of the
present analysis.

Figure 5. Mean drag coefficient relative to a non-blowing configuration against non-dimensional
base bleed rate for constant (-�-) [19] and pulsating base bleeds at 100 Hz (-4-), 150 Hz (-×-) and
200 Hz (-5-).

For illustration, snapshots of instantaneous pressure coefficient contours obtained
from an URANS solution at Cb = 0.13 and Cb = 0.90 for a pulsating base bleed frequency
of f = 100 Hz are depicted in Figure 6. The pulsation of base bleed modulates the
pattern of trailing edge vortex shedding but does not neutralize it for high values of the
non-dimensional base bleed rate, as observed in steady base bleed actuation [19].

(a) (b) (c) (d)

Cb = 0.13

(e) (f) (g) (h)

Cb = 0.90

Figure 6. Snapshots of instantaneous pressure coefficient contours for a pulsating base bleed of
f = 100 Hz and non-dimensional base bleed rates of Cb = 0.13 and Cb = 0.90. (a) t = 0.1T.
(b) t = 0.4T. (c) t = 0.7T. (d) t = T. (e) t = 0.1T. (f) t = 0.4T. (g) t = 0.7T. (h) t = T.
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3.2.2. Airfoil Lift Force

In this Section, the effect of the pulsating base bleed on the frequency and amplitude
of the oscillations of the lift force coefficient is discussed. The definition of the Strouhal
number considered for the interpretation of the results shown herein follows the definition:

St =
f D
U

, (3)

where U is the velocity of the incident flow, D is the thickness of the considered airfoil
at the trailing edge, and f is the lift force main oscillation frequency. The reference value
for the Strouhal number is associated with a non-blowing configuration, St = 0.287. Ac-
cording to the underlying physics, there are three main possible contributions to the lift
force oscillations:

1. Vortex shedding phenomenon
2. Oscillations of the jet angle
3. Injection frequency

The characteristic frequency is determined through a Fast Fourier Transform (FFT) of
the time series obtained from the URANS simulations, which have been ensured to have
reached convergence by showing periodic flow tendencies. Figure 7 depicts the Strouhal
number obtained of the most energetic frequency plotted against the non-dimensional
base bleed rate. The injection has a strong impact on the frequency of the lift oscillations,
and despite the fact that there is no clear relation between St and Cb, certain conclusions
can be extracted.

(a) (b)
Figure 7. Strouhal number (a) and relative lift coefficient amplitude (b), ACl , R = ACl /ACl , NB,
against non-dimensional base bleed rate. Results for constant (-�-) [19] and pulsating base bleeds at
100 Hz (-4-), 150 Hz (-×-) and 200 Hz (-5-).

The dependency of the associated frequencies with the base bleed rate follows the
observed trend for steady base bleed [19], peaking as Cb increases. At certain ranges of
base bleed intensities (Cb = 0.1–0.3 and Cb > 0.8), the oscillations are so small that it can
be assumed that vortex shedding has been suppressed. The use of base bleed generally
reduces the amplitude of the oscillations when compared to the non-blowing configuration,
but the effect of the pulsating injection appears to be less evident than a steady actuation.
For each injection cycle, the flow patterns at the base region are modulated with the
duty cycle. Although base bleed mostly affects the base region area, the downstream
region flow topology is also severely altered. A probe located downstream of the injection
channel is used to monitor flow variables over time (point Fw on Figure 8). In Figure 9,
spectrograms based on pressure time series of four actuation cycles are gathered for a
non-blowing configuration and two different base bleed intensities. As the profiling point
is located in the symmetry plane of the model, the first shows a clear dominance of a
frequency value that doubles the frequency corresponding to the natural vortex shedding.
However, the other two frequencies appear modulated by the actuation cycle, with the
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former showing a disappearance of the vortex shedding related oscillations as the strength
of the base bleed jet generates a symmetric flow topology.

Figure 8. Main dimensions of the model and location of numerical probes for flow monitoring.
Regions for jet flow analysis are highlighted in blue, and the location of the wake analysis probe is
named Fw.

(a) (b) (c)
Figure 9. Frequency spectrograms taken at location Fw (see Figure 8) during four actuation cycles,
for a pulsating base bleed of f = 100 Hz and different non-dimensional base bleed rates. (a) Cb = 0.00.
(b) Cb = 0.13. (c) Cb = 0.90.

3.2.3. Base Region Coanda Effect

The evolution of non-symmetrical perturbations at the end of the base bleed injection
channel develops the interaction of the upper and lower recirculation regions, eventually
causing a deflection of the trailing edge jet following a so called “weak Coanda” effect [18].
This asymmetry in the base region is evaluated herein by means of two interrelated vari-
ables: the injection jet angle, β, and the averaged value of the lift coefficient, Cl = l̄/q∞c, l
being the transversal aerodynamic force.

The base region flow properties are modified over time as a combination of the shear
layer oscillations, vortex shedding, and the behavior of the base bleed jet. The jet angle, β,
indicates the direction of the injected base bleed flow with respect to the symmetry plane.
In this regard, several probes are located at the end of the injection channel, monitoring
the different velocity components. An oscillation of β is expected when vortices are shed
from the base region, while steady deviations of the injection flow, with respect to the
horizontal, are caused by the onset of the aforementioned Coanda effect. Averaged values
of the absolute value of the jet angle, |β|, are depicted in Figure 10, indicating that a Coanda
effect appears for mid and low values of Cb, in a similar behavior to that obtained for
a steady blowing, and its magnitude increases with the frequency of the pulsating injection.
However, as opposed to steady base bleed configurations, where the deviation in the jet
remains constant, now an oscillation in the direction of the jet linked to the intermittent
flow injection appears, causing a further increment of the absolute value of the average jet
angle. It can be argued that this phenomenon is related to the ramping-down effect of the
jet intensity when the duty cycle is on its low stage, as the ejected mass flow decreases and
acquires values for which a Coanda effect might develop. Finally, in a similar way to the
observed trends during a steady actuation, at higher values of the injection rate, the Coanda
effect is negligible.
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(a) (b)
Figure 10. (a) Absolute value of the jet angle, |β|, (continuous lines) and averaged lift coefficient, Cl ,
against non-dimensional base bleed rate (dashed lines). Results for constant (-�-) [19] and pulsating
base bleeds at 100 Hz (-4-), 150 Hz (-×-), and 200 Hz (-5-). (b) Snapshot of base region velocity
contours, illustrating base bleed jet angle variations.

In absence of trailing edge injection, the mean value of the lift force is zero despite
the flow oscillations. However, the Coanda effect induced by certain base bleed intensities
introduces a non-symmetric flow topology, causing transversal loads with a non-zero
average value. This effect is reflected in the results gathered in Figure 10, where the
averaged lift force as a function of the injected mass flow rate is depicted. For illustration,
lift forces are compared with those obtained with a non-blowing configuration. As expected,
low values of the jet angle are linked to near zero averaged values of the lift force. Lift
values increase with low Cb values, this effect being more pronounced for higher injection
rates. Without contradicting the aforementioned results of the jet angle analysis, it appears
that, despite the low jet angle for high Cb values, the large mass flow injected at the trailing
edge has an non-negligible effect on the aerodynamics forces.

It may be argued that the global effect on the aerodynamic loads over a symmetric
airfoil as the one analyzed here is relatively low. However, this effect could gain relevance
on cambered airfoils with different trailing edge shapes, possibly causing circulation
alterations and thus lift variations.

3.2.4. Efficiency Gain

A last analysis is performed herein, evaluating the energy requirements for each
bleeding strategy. For a particular pulsating base bleed frequency, f , the total amount of
mass flow injected per actuating period yields m = ṁDc/ f . Hence, we may express the
total energy needed to inject an amount of mass, m, at a certain flow speed, V, during
a time period, T, as:

EInjection =
1
2

mV2 =
1
2

ṁ
Dc

f
V2. (4)

The injection power, PInjection, defined as the energy required per unit of time, here
expressed as a certain number of injection periods, Nperiods, with respect to an actuation
time, t, is then enunciated as:

PInjection =
EInjectionNperiods

t
=

1
2

ṁDcV2. (5)

An important conclusion drawn from the aforementioned formulation is that, in the
analytical approach performed, the injection power for a given base bleed rate is indepen-
dent of the injection frequency and only depends on the duty cycle. The injection power for
steady base bleed configurations can be recovered when M = T, while the injection power
required for pulsating base bleed results from taking Dc = M/T = 0.5.
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Given the two-dimensional nature of the analyses, the dissipated power per unit
depth, PDissipated, can be defined as the product of the dimensional aerodynamic drag per
unit depth and the inflow velocity:

PDissipated = q∞U∞cCd, (6)

with the corresponding values of for the dynamic pressure, q∞, and the free stream velocity,
U∞, calculated from the inlet conditions described in Section 2.

The dissipated power is depicted in Figure 11, where the benefits of pulsed injection
are clearly visible. It is interesting to note that, despite the variation on the ejected total
mass flow and the subsequent variations on the base pressure, the gains in the averaged
pressure drag of the most efficient configuration (Cb ≈ 0.13) are nearly the same as those
obtained for a steady trailing edge actuation. Increasing the injection intensity, a pulsed
injection results in a more efficient use of the energy compared to constant bleeding, this
effect being more accused for higher injection powers.

Figure 11. Dissipated power, PD, against injection power, PI , for constant (�) [19] and pulsating base
bleeds at 100 Hz (4), 150 Hz (×), and 200H z (5).

4. Conclusions

In this work, a thorough numerical analysis on the effects and gains caused by pulsat-
ing flow actuation applied at an airfoil trailing edge has been conducted and compared
with previous results obtained for constant base bleed and configurations without flow
control at subsonic inflow speeds. In particular, actuation frequencies linked to the pe-
riodicity of the flow that may be caused by the blade passing on high pressure turbines
is investigated. The potential capabilities of pulsating bleeding at the trailing edge as an
active flow control methodology are notable, with proven effectiveness on the modulation
of downstream flow structures, reducing the overall drag and controlling the frequency of
the vortex detachment and transversal forces.

Considering the injected mass flow and the frequency of the injection as critical
parameters, the results show a drag reduction of almost 85% for a non-dimensional injected
mass flow of Cb = 0.13. While this gain is comparable to that obtained with steady blowing,
a pulsed injection results in a more efficient use of the energy compared with constant
bleeding, with this effect being more pronounced for higher injection powers.

The use of base bleed reduces the amplitude of the force oscillations when compared
to the non-blowing configuration, but the effect of the pulsating injection on the lift force
associated frequencies is less evident. While relatively low (Cb ≈ 0.13) and high (Cb > 0.8)
values of the non-dimensional base bleed mass flow are still related to a drastic reduction
of the wake perturbations, indicating a vortex shedding neutralization, intermediate values
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behave more erratically and seem to be more dependent on the pulsating frequency than
expected. Further investigation is needed in this regard. However, the obtained frequency
spectrograms for the trailing edge downstream flow show a clear modulation of the
perturbations and a coupling with the frequency of actuation. Interestingly, a Coanda
effect appears for mid and low values of Cb, in a similar behavior to that obtained for a
steady blowing, and its magnitude (measured through the angle of the base bleed jet angle)
increases with the frequency of the pulsating injection. Contrary to the cases with constant
base bleed, where the deviation in the jet remains constant, now an oscillation in the
direction of the jet linked to the intermittent flow injection appears, causing an increment
of the absolute value of the average jet angle.

As coolant flow ejected at the trailing edge is currently employed on the enhancement
of airfoil performance through base pressure modulation, the results shown herein present
the use of pulsating flow actuation as a more efficient flow modulating tool to be considered
on cooling flow systems. Additionally, intermittent flow actuation allows for modulate the
airfoil wake structures, coupling it to the employed actuating frequencies and allowing for
further exploitation of these methodologies.

Author Contributions: Conceptualization, A.M.-C. and G.P. and E.V.; Methodology, C.C. and A.M.-
C.; Validation, C.C. and A.M.-C.;Writting, C.C., A.M.-C., E.V. and G.P.; Funding Acquisition, E.V. and
G.P. All authors have read and agreed to the published version of the manuscript.

Funding: This research has received funding from he Ministerio de Ciencia, Innovation e Universi-
dades of Spain under the project SIMOPAIR (Ref: RTI2018-480 097075-B-I00). This work has received
funding from the European Union’s Horizon 2020 research and innovation programme under the
project FLOWCID, grant agreement No 101019137.

Institutional Review Board Statement: Not Applicable.

Informed Consent Statement: Not Applicable.

Data Availability Statement: Not Applicable.

Acknowledgments: The authors gratefully acknowledge the Universidad Politécnica de Madrid for
providing computing resources on Magerit Supercomputer.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Paniagua, G.; Szokol, S.; Kato, H.; Manzini, G.; Varvill, R. Contra-rotating turbine aero-design for an advanced hypersonic

propulsion system. J. Propuls. Power 2008, 24, 1269–1277. [CrossRef]
2. Sieverding, C.H.; Heinemann, H. The influence of boundary layer state on vortex shedding from flat plates and turbine cascades.

ASME J. Turbomach. 1990, 112, 181–187. [CrossRef]
3. Sousa, J.; Paniagua, G.; Collado, E. Supersonic turbine design suitable for detonation based engines. Chin. J. Aeronaut. 2022,

in press [CrossRef]
4. Denton, J.D. Loss Mechanisms in Turbomachinery. ASME J. Turbomach. 1993, 115, 621–656. [CrossRef]
5. Nash, J.F. A Review of Research on Two-Dimensional Base Flow. ARC R&M 1963, 1–25 .
6. Sieverding, C.H. The influence of trailing edge ejection on the base pressure in transonic turbine cascades. Proc. ASME Turbo

Expo 1983, 105, 215–222. [CrossRef]
7. Motallebi, F.; Norbury, J. The effect of base bleed on vortex shedding and base pressure in compressible flow. J. Fluid Mech. 1981,

110, 273–292. [CrossRef]
8. Barigozzi, G.; Armellini, A.; Mucignat, C.; Casarsa, L. Experimental investigation of the effects of blowing conditions and Mach

number on the unsteady behavior of coolant ejection through a trailing edge cutback. Int. J. Heat Fluid Flow 2012, 37, 37–50.
[CrossRef]

9. Rehder, H.J. Investigation of trailing edge cooling concepts in a high pressure turbine cascade-aerodynamic experiments and loss
analysis. J. Turbomach. 2012, 134, 51029-1–51029-11. [CrossRef]

10. Li, Y.; Xu, H.; Wang, J.; Zhu, J.; Su, H. Numerical study of unsteady flow and cooling characteristics of turbine blade cutback
trailing edges integrated with pin fins and film holes. Aerosp. Sci. Technol. 2022, 126, 107604. [CrossRef]

11. Kost, F.H.; Holmes, A.T. Aerodynamic effect of coolant ejection in the rear part of transonic rotor blades. In AGARD Heat Transfer
and Cooling in Gas Turbines (SEE N86-29823 21-07); AGARD: Neuilly Sur Seine, France, 1985.

155



Appl. Sci. 2022, 12, 6760

12. Raffel, M.; Kost, F. Investigation of aerodynamic effects of coolant ejection at the trailing edge of a turbine blade model by PIV
and pressure measurements. Exp. Fluids 1998, 24, 447–461. [CrossRef]

13. Yang, Z.; Hu, H. An experimental investigation on the trailing edge cooling of turbine blades. Propuls. Power Res. 2012, 1, 36–47.
[CrossRef]

14. Saracoglu, B.H.; Paniagua, G.; Sanchez, J.; Rambaud, P. Effects of blunt trailing edge flow discharge in supersonic regime. Comput.
Fluids 2013, 88, 200–209. [CrossRef]

15. Saracoglu, B.H.; Paniagua, G.; Salvadori, S.; Tomasoni, F.; Duni, S.; Yasa, T.; Miranda, A. Trailing edge shock modulation by
pulsating coolant ejection. Appl. Therm. Eng. 2012, 48, 1–10. [CrossRef]

16. Bernardini, C.; Salvadori, S.; Martelli, F.; Paniagua, G.; Saracoglu, B.H. Pulsating Coolant Ejection Effects Downstream of
Supersonic Trailing Edge. Eng. Appl. Comput. Fluid Mech. 2013, 7, 250–260. [CrossRef]

17. Saavedra, J.; Paniagua, G.; Saracoglu, B.H. Experimental Characterization of the Vane Heat Flux Under Pulsating Trailing-Edge
Blowing. J. Turbomach. 2017, 139, 061004. [CrossRef]

18. Martinez-Cava, A.; Wang, Y.; de Vicente, J.; Valero, E. Pressure Bifurcation Phenomenon on Supersonic Blowing Trailing Edges.
AIAA J. 2019, 57, 153–164. [CrossRef]

19. Martinez-Cava, A.; Rodríguez, D.; Valero, E.; Paniagua, G. Characterization of base bleed effects on subsonic trailing edge flows.
Aerosp. Sci. Technol. 2021, 113, 106730. [CrossRef]

20. Perkins, E.W.; Jorgensen, L.H.; Sommer, S.C. NACA-TR-1386: Investigation of the Drag of Various Axially Symmetric Nose Shapes
of Fineness Ratio 3 for Mach Numbers from 1.24 to 7.4; Technical Report; National Advisory Committee for Aeronautics; Ames
Aeronautical Lab.: Moffett Field, CA, USA, 1958.

21. Schwamborn, D.; Gerhold, T.; Heinrich, R. The DLR Tau-code: Recent applications in research and industry. In Proceedings of
the ECCOMAS CFD 2006: European Conference on Computational Fluid Dynamics, Egmond aan Zee, The Netherlands, 5–8
September 2006; Delft University of Technology: Edmond aan Zee, The Netherlands, 2006.

22. Wilcox, D.C. Formulation of the k-w Turbulence Model Revisited. AIAA J. 2008, 46, 2823–2838. [CrossRef]
23. Clark, J.P.; Grover, E.A. Assessing convergence in predictions of periodic-unsteady flowfields. In Turbo Expo: Power for Land, Sea,

and Air; Paper No: GT2006-90735; International Gas Turbine Institute: Barcelona, Spain, 2006; pp. 1831–1841. [CrossRef]

156



Citation: Couto, N.; Bergada, J.M.

Aerodynamic Efficiency Improvement

on a NACA-8412 Airfoil via Active

Flow Control Implementation. Appl.

Sci. 2022, 12, 4269. https://doi.org/

10.3390/app12094269

Academic Editor: Wei Huang

Received: 13 March 2022

Accepted: 20 April 2022

Published: 23 April 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Article

Aerodynamic Efficiency Improvement on a NACA-8412 Airfoil
via Active Flow Control Implementation
Nil Couto 1 and Josep M. Bergada 2,*

1 Politecnico di Milano, School of Industrial and Information Engineering, Campus Bovisa La Masa,
20156 Milan, Italy; nil.couto@mail.polimi.it

2 Fluid Mechanics Department, Universitat Politècnica de Catalunya, 08034 Barcelona, Spain
* Correspondence: josep.m.bergada@upc.edu; Tel.: +34-937398771

Abstract: The present paper introduces a parametric optimization of several Active Flow Control
(AFC) parameters applied to a NACA-8412 airfoil at a single post-stall Angle of Attack (AoA) of 15◦

and Reynolds number Re = 68.5× 103. The aim is to enhance the airfoil efficiency and to maximize
its lift. The boundary layer separation point was modified using Synthetic Jet Actuators (SJA),
and the airfoil optimization was carried on by systematically changing the pulsating frequency,
momentum coefficient and jet inclination angle. Each case has been evaluated using Computational
Fluid Dynamic (CFD) simulations, being the Reynolds Averaged Navier–Stokes equations (RANS)
turbulence model employed the Spalart Allmaras (SA) one. The results clarify which are the optimum
AFC parameters to maximize the airfoil efficiency. It also clarifies which improvement in efficiency is
to be expected under the operating working conditions. An energy balance is presented at the end
of the paper, showing that for the optimum conditions studied the energy saved is higher than the
one needed for the actuation. The paper clarifies how a parametric analysis has to be performed and
which AFC parameters can be initially set as constant providing sufficient previous knowledge of the
flow field is already known. A maximum efficiency increase versus the baseline case of around 275%
is obtained from the present simulations.

Keywords: Computational Fluid Dynamics (CFD); Active Flow Control (AFC); synthetic jet; bound-
ary layer; aerodynamic efficiency

1. Introduction

The Active Flow Control (AFC) technology applied to airfoils is beginning to be
of common use, then a considerable number of recent papers tackle this matter [1–3].
Parametric analysis is still the most common methodology employed to evaluate the
effect of the AFC on airfoils, yet the use of optimizers is becoming popular to obtain
the most appropriate AFC parameters in any given application [4,5]. Some initial studies
analyzed the performance when using continuous and pulsating actuations, and it was soon
discovered that pulsating flow was coupling with the boundary layer natural instabilities
and so being more energetically efficient [6–8].

Airfoil aerodynamic efficiency decisively effect fuel consumption, and AFC can im-
prove it. Briefly, the AFC technology adds or subtracts momentum to/from the main
flow with the aim of interacting with the boundary layer and delaying or advancing its
separation. One of the advantages over passive flow control is that it is not creating drag
increase when operating outside the design conditions. Cattafesta and Sheplak [9] divided
the AFC techniques into three categories. (1) Moving body actuators, they do not add or
substract mass and induce local fluid motion [10]. (2) Plasma actuators, they generate high
frequency ionized jets of fluid [11–14]. (3) Fluidic actuators (FA), create pulsating flow and
in some configurations no moving parts are required. In some particular FA designs, the
origin of the self-sustained oscillations was recently unveiled in [15–17].
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From the different sorts of FA, Zero Net Mass Flow Actuators (ZNMFA) also called
Synthetic Jet Actuators (SJA), have gained particular attention in the scientific community
due to their high capabilities in controlling boundary layer separation [18–21]. Another
advantage of SJAs is that do not require external fluid supply.

When considering the implementation of SJAs, two parameters are particularly rele-
vant: the non-dimensional frequency F+ = f C/U∞, where f is the dimensional frequency,
C the airfoil chord and U∞ the free-stream velocity, and the momentum coefficient (Cµ).
Cµ is defined as Cµ = (hρjet(U2

j ) sin θ)/(Cρ∞(U2
∞)), where h is the jet width, ρjet is the jet

density and ρ∞ is the far field one, Uj characterizes the jet maximum velocity, the parameter
θ defines the inclination angle of the jet versus the adjacent surface.

Amitay et al. [22] and Amitay and Glezer [23] studied the SJA frequency, position
and Cµ when applied to a symmetric airfoil and observed that when locating the actuator
near to the boundary layer separation point, the momentum coefficient needed to reattach
the flow was smaller. Regarding the actuation frequency, they found that when it was
an order of magnitude higher than the vortex shedding one (F+O(10)), the flow was
completely reattached.

SJAs on a NACA-0015 airfoil at Re = 8.96 × 105 were experimentally studied by
Gilarranz et al. [24]. They increased the stall angle from 12◦ to 18◦ and observed that
for AoA > 10◦, the effectiveness of the actuation considerably increased. At AoA > 25◦,
considerably high actuation frequencies were needed to observe large flow variations. The
same airfoil and Reynolds number was studied by You and Moin [25] using Large Eddy
Simulation (LES). A lift increase of 70% was obtained when using Cµ = 0.0123, F+ = 1.284
and θ = 30.2º. The same airfoil at Re = 3.9× 104 was experimentally studied by Tuck and
Soria [26]. The optimum momentum coefficient and actuation frequencies were respectively,
Cµ = 0.0123O and F+ = 0.7 and 1.3, being the highest frequency the most effective one.
When using these forcing conditions, an improvement of the stall AoA from 10◦ to 18◦ was
observed. Kitsios et al. [27] numerically studied the same airfoil and Reynolds number
via LES simulations. They observed that the optimal frequencies coincided with the
vortex shedding one obtained from the baseline case ( fwake) and its first harmonic (2 fwake).
Buchmann et al. [28] reached the same conclusion through experimental tests. Flow control
using SJAs on a NACA-23012 at Re = 2.19× 106 was numerically investigated by Kim and
Kim [29], Monir et al. [30]. Maximum lift was obtained when the jet was placed nearby
the boundary layer separation point and F+ = 1. When applying SJA tangentially, clear
advantages were observed than when injecting/sucking fluid perpendicular to the surface.

The separation control generated by SJA on a NACA-0025 airfoil at Re = 105 and
AoA = 5◦ were experimentally studied by Goodfellow et al. [31]. Momentum coefficient
was found to be the primary control parameter, a drag decrease of nearly 50% was obtained
when Cµ was higher than a certain threshold value. The same Reynolds number and wing
profile, but at AoA = 10◦ was evaluated by Feero et al. [32]. They observed that the momen-
tum coefficient needed Cµ to keep the flow reattached, was an order of magnitude lower
when the excitation frequencies happened to be around the vortex shedding one. The same
Reynolds number and wing profile but at AoA = 12◦ was analyzed in [33], where the jet po-
sition effectiveness in controlling the flow separation was evaluated. The optimum results
were obtained when locating the jet groove nearby (whether downstream or upstream)
the boundary layer separation point, a small improvement was observed in the upstream
location. The NACA-0018 profile at AoA = 10◦ and at Re = 1000, was evaluated using direct
numerical simulation (3D-DNS) by Zhang and Samtaney [34]. Three non-dimensional
frequencies (F+ = 0.5, 1 and 4) were considered. The optimum frequency was F+ = 1
although improvement was observed in all of them. In Rodriguez et al. [35], the SD7003
airfoil at Re = 6× 104 and under three AoA = 4◦, 11◦ and 14◦ was numerically studied. At
AoA = 14◦ they obtained an aerodynamic efficiency increase of 124%. The same Reynolds
number and wing profile but at AoA = 14◦, and AoA = 13◦ & 16◦ was studied by [4,5],
respectively. Due to the fact that in these studies optimization processes were employed,
the maximum efficiency increase was obtained to be 280% and 591%, respectively.
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The airfoil chosen for the present study is the NACA-8412, a Reynolds number of
Re = 68.5× 103 and AoA = 15◦ were considered. According to the authors knowledge no
previous studies for this airfoil and Re configuration have been found in the literature. The
usage of the NACA-8412 airfoil was motivated by its large curvature, which in combination
with the high AoA used will produce a separation of the flow close to the leading edge. This
early separation will remark the effects of introducing SJA, and enable a clearer comparison
of the results with the baseline case. Furthermore, the methodology employed in the
present manuscript, which is based on a previous knowledge of the flow field and consist
in initially fixing some AFC parameters, is proven to be very useful in obtaining good
results while saving computational resources.

The rest of the manuscript is structured as follows. The formulation of the problem, the
numerical methods employed and the mesh independence study are presented in Section 2.
The definition of the AFC parameters and their implementation are introduced in Section 3.
The Results section is introduced in Section 4 and the summary of the work is presented in
Section 5.

2. Numerical Method
2.1. Governing Equations and Turbulence Model

Due to the unsteadiness of the problem, three possible turbulence models arose: Direct
Numerical Simulation (DNS), Large Eddy Simulations (LES) and Unsteady Reynolds
Averaged Navier–Stokes (URANS). Due to the large computational power required to
perform both DNS and LES simulations, URANS was selected as the turbulence model used.
More specifically, the Spalart–Allmaras model was chosen to perform all the simulations
involved in the present study because of its suitability for low Reynolds cases and its easy
convergence when the Courant–Friedrichs–Levy number CFL < 1. The Navier–Stokes
equations for incompressible flow, take the form:

∂ui
∂xi

= 0 (1)

∂ui
∂t

+
∂uiuj

∂xj
= −1

ρ

∂p
∂xi

+ ν
∂2ui

∂xj∂xj
(2)

Substituting each variable φ by the average φ̄ and fluctuation φ′terms.

φ = φ̄ + φ′ (3)

Being φ(x, t) a generic flow variable, it can be written as the sum of its mean φ̄(x, t)
and fluctuating components φ′(x, t), being φ(x, t) = φ̄(x, t) + φ′(x, t). By substituting it
in the Navier–Stokes equations and taking the time average, it results in the following
Reynolds-averaged Navier–Stokes equations,

∂ūi
∂xi

= 0 (4)

∂ūi
∂t

+
∂ūiūj

∂xj
= −1

ρ

∂ p̄
∂xi

+ ν
∂2ūi

∂xj∂xj
−

∂u′iu
′
j

∂xj
(5)

where the term u′iu
′
j is the Reynolds stress tensor denoted by Rij and was approximated

using Boussinesq hypothesis. The deviatoric part of the tensor is given as follows,

Rij −
1
3

Rkkδij = −2νtS̄ij (6)

where νt is the kinematic eddy viscosity that needs to be modeled using one of the
RANS models.
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As it has been previously mentioned, the turbulence model selected was the Spalart–
Allmaras (S-A). The model proposed by [36] solves a single transport equation for the
modified form of the turbulent kinetic energy called ν̃. This new parameter is identical to
νt except in the viscous-affected region nearby the wall.

νt = ν̃

(
χ3

χ3 + C3
v1

)
(7)

The transport equation of ν̃ is given as:

∂ν̃

∂t
+ uj

∂ν̃

∂xj
=

1
σ

[
∂

∂xj

(
(ν + ν̃)

∂ν̃

∂xj

)
+ Cb2

∂ν̃

∂xi

∂ν̃

∂xi

]
+ Cb1(1− ft2)S̃ν̃−

[
Cw1 fw −

Cb1

κ2 ft2

](
ν̃

d

)2
(8)

where:

fω = g
[

1+C6
ω3

g6+C6
ω3

]1/6
, g = r + Cω2(r6 − r), r = min

[
ν̃

S̃κ2d2 , 10
]

S̃ = Ω +
ν̃

κ2d2 fv2, ft2 = Ct3exp(−Ct4χ2), fv2 = 1− χ

1 + χ fv1

fv1 =
χ3

χ3 + C3
v1

, χ =
ν̃

ν

(9)

Being d the distance from a given point to the nearest wall, and Ω the magnitude of
the vorticity. The model constants have the following default values:

Cb1 = 0.1355, Cb2 = 0.622, σ = 2
3 , Cω1 = Cb1

κ2 + (1+Cb2)
σ

Cω2 = 0.3, Cω3 = 2.0, Cv1 = 7.1, κ = 0.4187, Ct3 = 1.2

Ct4 = 0.5

(10)

2.2. Numerical Domain and Boundary Conditions

The NACA-8412 airfoil’s leading edge (LE) was located at the origin of the coordinate
system, and the airfoil was fixed at zero degree angle with respect to the x-axis. The post-
stall angle of attack of 15◦ was introduced by decomposing the freestream velocity in the
corresponding x and y components. Note that all distances have been expressed as function
of the airfoil chord C (see Figure 1). The distance between the inlet and the LE following
the x-axis was set at 10C, while the distance between the trailing edge (TE) and the outlet
was set at 18C. The height of the domain is 16C, symmetrically distributed with respect to
the airfoil. An almost identical computational domain was recently employed in [4].

Figure 1. Sketch of the computational domain. The inlet and outlet boundaries have their limits in
the points defined by the letters A and B.
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The inlet was defined by the line connecting points A and B (see Figure 1) in a
counter-clockwise direction, while the outlet was defined by the line connecting A and
B in clockwise direction. At the inlet, Dirichlet boundary conditions for velocity were
set by imposing the decomposition of the freestream velocity as it has been previously
mentioned. Regarding pressure, Neumann boundary conditions were used. At the outlet,
Neumann boundary conditions for velocity and Dirichlet boundary conditions for pressure
were imposed. Over the airfoil’s surface Dirichlet boundary conditions for velocity were
imposed in order to guarantee the non-slip condition, Neumann boundary conditions for
pressure were considered.

The point A represented in Figure 1, which corresponds to one of the connecting points
between the inlet and the outlet, had to guarantee that the angle formed by its tangent
was larger than the angle of attack studied (AoA = 15◦). For the present configuration, the
tangent line to the inlet curve at the point A and the horizontal form an angle of 36.87º,
complying with the mentioned restriction. Figure 2 introduces some AFC parameters as
the jet position, jet width and jet inclination angle. The International Standard Atmosphere
(ISA) model at sea level was used to select the air density, the pulsating flow fluid density,
as well as the fluid dynamic viscosity. A relatively low Reynolds number was selected in
order to have proportionally low mesh computational requirements and computational
time. The values of the physical parameters involved in the present study are summarized
in Table 1.

Figure 2. Sketch of the groove location and injection angle over the airfoil.

Table 1. Physical conditions.

Reynolds number (Re) 68.5 × 103

Freestream velocity (U∞) 1 m/s
Kinematic Viscosity (ν) 1.4599 × 10−5 m2/s

Density (ρ) 1.225 kg/m3

Pulsating flow fluid density (ρj) 1.225 kg/m3

Angle of attack (α) 15º
Chord length (C) 1 m

2.3. Non-Dimensional Parameters

In this section the non dimensional groups used along the paper are introduced.
Reynolds number

Re =
U∞C

ν
(11)

where U∞ is the free-stream velocity, C the chord length and ν the fluid kinematic viscosity.
Lift coefficient

Cl =
2Fl

ρCU2
∞

(12)

where ρ is the free-stream fluid density, and Fl the dimensional lift force.
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Drag coefficient

Cd =
2Fd

ρCU2
∞

(13)

where Fd is the dimensional drag force. Note that the lift and drag coefficients are a function
of the angle of attack (AoA) and Reynolds number.

Aerodynamic efficiency

E =
Fl
Fd

=
Cl
Cd

(14)

Pressure coefficient
CP =

P− P∞
1
2 ρU2

∞
(15)

The parameter P is the generic static pressure and P∞ is the free-stream one.
Friction coefficient

CF =
τw

1
2 ρU2

∞
(16)

where τw are the wall shear stresses.
Dimensionless wall distance

y+ =
uτy

ν
(17)

With:

uτ =

√
τw

ρ
(18)

uτ characterizes the friction velocity and y is the dimensional distance with respect to the wall.
Jet momentum coefficient

Cµ =
h(ρU2

max)sinθj

C(ρU2
∞)

(19)

where h characterizes the jet width, Umax is the maximum jet velocity and θj stands for the
jet inclination angle measured versus the airfoil surface (see Figure 2).

Non-dimensional forcing frequency, (Strouhal number)

Strouhal = F+ =
f C

U∞
(20)

The non-dimensional forcing frequency is often given as:

F+
∗ =

f
f0

(21)

The variable f is a generic frequency and f0 is the vortex shedding frequency obtained
from the baseline case. As in the preset study C = 1 and U∞ = 1, the relation between F+

and F+∗ becomes, F+ = F+∗ f0.
Courant–Friedrichs–Levy number

CFL =
u∆t
∆x

(22)

where u is the generic fluid velocity, ∆t is the time step and ∆x the generic mesh cell length.

2.4. Mesh Assessment

Due to the fact that no previous experimental or numerical studies are available
in the literature, it is essential to validate the numerical model. In order to study the
baseline case and the later AFC configurations, a mesh independence test was performed to
guarantee independence between the mesh resolution and the simulated results. A hybrid
mesh configuration, composed by a rectangular structured and a triangular unstructured
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mesh region, was implemented in order to capture the boundary layer while saving
computational power required on the outer regions of the domain. The surrounding
region of the airfoil consists on two body-fitted structured sub-meshes with a progressive
growth of 1% for the one closest to the airfoil and 3% for the one surrounding the first
sub-mesh. The remaining portion of the domain was filled with an unstructured mesh, the
resolution was particularly high on the wake region. An overall view of the computational
domain is presented in Figure 3, a close up view of the regions surrounding the airfoil
for the baseline case and for the corresponding AFC mesh implementation is shown in
Figure 4 and Figure 5, respectively.

Figure 3. Overall view of the computational domain.

(a)

(b)

Figure 4. Detailed view of the near-wall region of the mesh. (a) Close up view of the structured
sub-mesh. (b) Close up view of the LE region structured sub-mesh.
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(a)

(b)

Figure 5. Mesh modification for the AFC jet implementation. (a) Close up view of the structured
sub-mesh. (b) Close up view of the jet area.

Four mesh candidates were designed according to four decreasing y+ values, and
consequently an increasing mesh resolution, as it can be observed in Table 2 from the
number of mesh cells Ncell employed in the CFD models. Due to the lack of experimental
data for the NACA-8412 airfoil at Re = 68.5× 103, the evaluation of the proper mesh
could not be based on the relative error between experimental and computational data.
Alternatively, the strategy followed was to study the temporal averaged Cl and Cd, as well
as CP and CF distributions along the chord for each mesh candidate, and to compare them
to observe for which y+ the results did not significantly change. This approach was also
applied to evaluate whether the relative error between the results compensated in terms of
computational cost. A baseline case simulation was performed for each mesh candidate
for a computational time of 30 s, which was determined based on the evaluation of the
velocity and pressure residuals. The time step was of 2× 10−4 s. In order to avoid the
transient phase, the resulting time averaged for the lift Cl and drag Cd coefficients were
computed considering the last 10 s of each simulation. The resulting averaged aerodynamic
coefficients together with the relative error ClError, CdError given in percentage are pre-
sented in Table 2. Calculated y+ values were assessed on the upper side of the airfoil due
to its importance in the later AFC implementation, and its maximum value obtained for
each case is also included in Table 2. The resulting pressure and friction coefficients are
introduced in Figures 6 and 7, respectively.

Table 2 shows that the time averaged aerodynamic coefficients stabilize as y+ decreases.
For instance, the relative error between y+ = 0.3 and y+ = 1 is 14.93% for Cl and 9.14%
for Cd. On the other hand, the relative error between y+ = 0.3 and y+ = 0.5 is 3.35% for
Cl and 1.97% for Cd. As the difference among the aerodynamic coefficients for y+ = 0.3
and y+ = 0.5 can be considered relatively small (∆Cl = −0.0425 and ∆Cd = 4.8× 10−3, with
reference values corresponding to the y+ = 0.3 results), and the computational time for
the y+ = 0.3 resulted in nearly the double than the one required for y+ = 0.5, the results
corresponding to the mesh with an estimated y+ = 0.5 were considered acceptable for the
present simulations. It is relevant to highlight that the calculated maximum y+ values on
the airfoil upper surface were slightly lower than the estimated ones used to determine
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the first cell height, which certifies that the mesh was properly designed and ensured the
condition of y+ < 1 necessary to evaluate the boundary layer.

Table 2. Mesh candidates for the Mesh Independence Test.

y+ Ncell Cl Cd ClError % CdError % Calculated Maximum y+

1 120,879 1.0797 0.2218 14.93 9.14 0.9127

0.7 139,551 1.1153 0.2267 12.12 7.13 0.6544

0.5 160,557 1.2267 0.2393 3.35 1.97 0.4728

0.3 183,897 1.2692 0.2441 - - 0.2887
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Figure 6. Baseline case pressure coefficient comparison.

In order to further check the mesh to be employed, the pressure coefficient CP eval-
uated at each point of the airfoil surface and for all y+ studied is presented in Figure 6.
The CP distribution along airfoil lower surface showed a very similar behaviour for every
mesh candidate, despite that y+ = 1 and y+ = 0.7 showed a slightly lower CP value for
approximately the 80% of the chord. A more notable difference can be observed in the
airfoil upper surface, where CP progressively grows as y+ decreases. It can be observed
how CP in the airfoil upper surface for y+ = 0.3 and y+ = 0.5 are very similar along the
whole chord, only showing a minor difference between the leading edge of the airfoil and
x/C = 0.3. When considering the friction coefficient, see Figure 7, no notable differences
can be noticed between the CF distribution for the different meshes studied. The separation
point is well predicted by all meshes evaluated, while small differences are observed in the
reattachment point. After analyzing the CP, CF, Cl and Cd coefficients, we can conclude
that the results obtained for the mesh with an estimated y+ = 0.5 are representative and
almost mesh independent. This mesh was selected for the baseline case evaluation as well
as for the later AFC implementation simulations. In addition, selecting this mesh exploited
the fact that the computational time required to complete the simulations was drastically
lower than for the most dense mesh, without compromising the solution in a great extent.
To conclude with the baseline case analysis, the streamlines of the averaged flow field
are presented in Figure 8. A huge separation bubble is generated very close to the airfoil
LE, as indicated in Figure 7, and it extends up to the vicinity of the TE, where a counter
rotating vorticular structure is generated. Notice that the boundary layer separation point
is observed to be at about 10% of the chord, x/C = 0.1045. The objective of the AFC im-
plementation is to postpone the boundary layer separation, breaking this large vorticular
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structure onto smaller ones, or even completely suppressing it. This will reduce the drag
generated by the large vortex and increase the lift generated by the airfoil.
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Figure 7. Baseline case friction coefficient comparison.

Figure 8. Averaged streamlines of the baseline case.

3. AFC Implementation
3.1. Jet Location and Mesh Modification

In order to evaluate the influence of AFC on aerodynamic efficiency, three design
variables have been studied: the jet inclination angle θ, the jet momentum coefficient Cµ

and the non-dimensional forcing frequency F+∗ . In the present study, the groove width h
and location were kept constant. The design of the AFC synthetic jet begins by studying its
location over the airfoil. According to [33] among others, the optimum location is just up-
stream of the boundary layer separation point, which can clearly be seen in Figures 7 and 8.
The separation point is located at x/C = 0.1045, considerably close to the LE. This is a
consequence of the high AoA used (15º) and of the geometry of the airfoil selected, as it
shows a pronounced curvature near the leading edge. At the separation point CF begins
to adopt negative values due to the adverse pressure gradient, leading to flow separation.
Based on what it was defined in reference [4], the synthetic jet has been placed at a location
of 0.01C upstream of the flow separation point, with a slot width of 0.01C (1% of the chord),
from x/C = 0.08 to x/C = 0.09. The next step is to design the AFC velocity signal, which
must be time periodic as the jet corresponds to the ZNMF typology. Thus, in the following
subsections, the frequency, amplitude and jet inclination angle will need to be evaluated.
The mesh was further refined in the slot region due to the quick variation of the flow
properties close to the jet. For this reason, the number of partitions at the vicinity of the jet
have been increased as it can be seen in Figure 5. The total number of mesh cells increased
to 162,789 for the cases where AFC was considered. Regarding the instantaneous velocity
along the groove it was decided to use a top hat velocity distribution.
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3.2. AFC Velocity Input

Synthetic jets, also called ZNMF actuators, are characterized by transporting the same
quantity of fluid in the blowing and suction phases. For this reason, a sinusoidal velocity
input as in Equation (23) must be designed with the objective of extracting and injecting
moment from the boundary layer. An initial approach must be carried out to estimate a
reference value for the velocity input frequency f and amplitude A.

Ujet(t) = Asin(2π f t) (23)

The introduction of periodic forcing is aimed to modify the airfoil vortex shedding
frequency and amplitude. The vortex shedding natural frequency for the baseline case must
be assessed by analyzing its frequency spectrum. Following the methodology presented
in [37], a Fast Fourier Transform for the lift coefficient of the baseline case was performed.
The resulting vortex shedding frequency was f0 = 0.6965 Hz. The amplitude A of the
velocity signal corresponds to the maximum velocity of the jet Umax when sucked/injected
from/to the boundary layer. The parametric study presented in this paper is designed
as follows: the groove position and width were kept constant, and the natural vortex
shedding frequency was selected as input frequency. Then, for a given jet inclination angle,
CFD simulations were performed for a set of momentum coefficients Cµ ranging between
0.0001 ≤ Cµ ≤ 0.1. The process was performed for three different jet inclination angles
of θ = 20º, 30º and 40º. Via following this procedure the optimum momentum coefficient
and jet injection angle (from the range chosen) were obtained. As a final step, a set of jet
pulsating frequencies ranging between 0.5 ≤ F+∗ ≤ 7 were evaluated for the optimum Cµ

and θ configuration previously obtained.

4. Results

Three jet inclination angles θ have been studied (20º, 30º and 40º). For each θ, twelve
momentum coefficients Cµ have been evaluated to obtain the optimal θ and Cµ configura-
tion among those studied. The rest of the parameters were kept constant. The range of Cµ

values have been selected based on previous validated studies [38].

4.1. Optimal θ and Cµ Configuration

Figure 9 introduces the different values of the temporal averaged Cl , Cd and aero-
dynamic efficiency E = Cl/Cd as a function of the different jet injection angles θ and
momentum coefficients Cµ studied. Observing Figure 9a, it can be stated that regardless
of the injection angle studied, high Cl are obtained for momentum coefficients ranging
between 0.0005 ≤ Cµ ≤ 0.05. In general the optimum jet inclination angle is θ = 40º,
although two maximum lift coefficients are obtained at θ = 40º Cµ = 0.0005 and θ = 20º Cµ

= 0.001, respectively. Regarding the results at θ = 30º, the graphic presents a much flatter
shape than for θ = 20º, with an efficiency maximum at about Cµ = 0.005. In fact, regardless
of the injection angle studied, the maximum lift coefficients are obtained for momentum
coefficients in the range 0.0005 ≤ Cµ ≤ 0.001.

For Cµ values larger than 0.015, regardless of the injection angle, the lift coefficient
values significantly decrease. Finally, the Cl curve obtained for θ = 40º is the most flat one,
indicating the lift obtained at this inclination angle is good and pretty stable for a large
range of momentum coefficients. Note that as θ increases, Cl tends to be more stable in the
range of Cµ between 0.0005 and 0.015, indicating that the effectiveness of Cµ is higher for
growing θ values. When considering the drag coefficient in Figure 9b, minimum values are
obtained for θ = 40º, although for θ = 30º relatively low drag coefficients are observed. The
minimum Cd is obtained at θ = 40º and Cµ = 0.003. Comparing Figure 9a with Figure 9b
it can be concluded that to maximize lift and minimize drag the optimum jet injection
angle is θ = 40º, yet, the momentum coefficient to maximize lift is Cµ = 0.0005 while the one
minimizing drag needs to be Cµ = 0.003. In order to solve this dilemma the airfoil efficiency
must be considered.
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Figure 9. Aerodynamic coefficients comparison for the different Cµ and θ studied. (a) Lift coefficient
comparison for the different Cµ and θ studied. (b) Drag coefficient comparison for the different Cµ

and θ studied. (c) Aerodynamic efficiency comparison for the different Cµ and θ studied.

Airfoil efficiency E is presented in Figure 9c. Maximum aerodynamic efficiencies are
obtained for θ = 40º followed by θ = 30º. The maximum aerodynamic efficiency has been
obtained for θ = 40º and Cµ = 0.003, with E = 12.3291. Comparing this case with the baseline
case, it supposes a ∆Cl = 0.51154, ∆Cd = −0.098, and ∆E = 7.2043. Consequently, these
results have been considered satisfactory in order to proceed with the frequency study.

For completeness, Table A1 is presented in Appendix A, where the results obtained
from the different simulations previously introduced in Figure 9 are presented. Note that
all values presented in this table correspond to the time averaged values obtained during
the last 10 seconds of each simulation.
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4.2. Forcing Frequency Analysis

As it has been previously mentioned, maintaining constant the groove position and
width as well as the AFC parameters optimized in Section 4.1 (θ = 40º and Cµ = 0.003),
a set of different F+∗ values (0.5 ≤ F+∗ ≤ 7) have been applied in the present subsection.
After simulating each F+∗ case for a computational time of 30 s, the resulting time averaged
Cl and Cd values, as well as the airfoil efficiency are presented in Table 3. The optimum
case corresponds to F+∗ = 4, with a resulting Cl = 1.8147, Cd = 0.0942 and E = 19.2649. It
can be concluded that the modification of the pulsating flow frequency has brought an
efficiency improvement of around 56% versus the one obtained with the optimum Cµ and
θ. The increase in lift and decrease in drag corresponds to ∆Cl = 0.0726 and ∆Cd = −0.0471,
respectively. When comparing the final AFC optimum properties with the baseline case
ones, it is observed an airfoil efficiency increase of 275.8%, being the lift increase and drag
decrease respectively of ∆Cl = 0.588 and ∆Cd = −0.1451. From Table 3 there is another
condition which is worth to report, this is the maximum lift condition, which happens for
F+∗ = 3. It is interesting to note that the AFC parameters to obtain maximum efficiency and
maximum lift are almost the same, just the pulsating frequency is slightly different, being
four times and three times the natural vortex shedding frequency, respectively.

Table 3. Time averaged aerodynamic coefficients and efficiency obtained for the set of F+∗ studied.

Cµ F+∗ Cl Cd E

0.003

0.5 1.6473 0.2063 7.9853
1 1.7421 0.1413 12.3331
2 1.8075 0.1289 14.0214
3 1.8272 0.1120 16.3160
4 1.8147 0.0942 19.2649
5 1.8220 0.1054 17.2829
7 1.7724 0.1190 14.8941

The drastic increase in airfoil efficiency is clearly understood when observing the
evolution of the pressure coefficient over the airfoil when the optimized AFC parameters
are considered. In Figure 10, the pressure coefficient distribution along the chord is pre-
sented for the baseline, maximum efficiency and maximum lift cases. For both maximum
conditions, a substantial increase of CP is observed along the airfoil. From x/C = 0 up to
x/C = 0.6, a huge decrease of the pressure coefficient is seen on the airfoil upper surface,
while on the last 40% of the chord the pressure is a bit higher than the one obtained in the
baseline case.

To further understand the flow structure around the airfoil, streamlines of the averaged
flowfield for the maximum efficiency and maximum lift cases are presented in Figure 11a,b,
respectively. A drastic reduction of the vorticular structure generated over the airfoil
upper surface with respect to the baseline case solution (see Figure 8) can be observed
for both configurations presented. Clearly, for the maximum efficiency condition vortical
structures have nearly disappeared over the airfoil. Just a small laminar bubble which
appears at about x/C = 0.7 and disappears before x/C = 0.8 can be observed, indicating a
corresponding boundary layer separation and reattachment at these points. The separation
of the boundary layer is delayed to about x/C = 0.7 for the case of maximum lift, reattaching
close to the trailing edge. An elongated vortical structure is therefore generated around the
airfoil trailing edge.

169



Appl. Sci. 2022, 12, 4269

0 0.2 0.4 0.6 0.8 1

x/C

-4

-3

-2

-1

0

1

C
P

Maximum efficiency

Maximum lift

Baseline case

Figure 10. Pressure coefficient comparison for the baseline case and maximum efficiency and maxi-
mum lift configurations.

(a)

(b)
Figure 11. Streamlines of the averaged flowfield for the optimal and maximum lift configurations.
(a) Streamlines of the averaged flowfield for the optimal configuration. (b) Streamlines of the averaged
flowfield for the maximum lift configuration.

A good method to understand the flow evolution over the airfoil is via plotting the
boundary layer thickness along the airfoil chord. For the baseline, maximum efficiency and
maximum lift cases, this is presented in non-dimensional form and every 10% of the chord
in Figure 12. The set of profiles for both the maximum efficiency and maximum lift cases
show only positive velocity values up to around x/C = 0.7, entitling no boundary layer
separation appears until this streamwise position. For the maximum efficiency case, at
around x/C = 0.7, negative averaged velocities start appearing close to the wall, returning
to a completely positive profile at x/C u 0.8, which matches perfectly well with the small
laminar bubble observed in Figure 11a. A slightly different behaviour is observed for the
maximum lift case, where Figure 12 shows how the averaged velocities close to the wall
become negative for the streamwise positions ranging from x/C = 0.7 and x/C = 1. A direct
connection between the boundary layer thickness just presented and what it is observed
in Figure 11b can be made, the elongated and downstream growing vortex is clearly
observed in both figures. When observing the negative velocity distributions associated
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to the maximum lift case from Figure 12b, and when comparing them with the velocity
distributions corresponding to the baseline case, it can be concluded that the intensity
associated to the maximum lift case vortex is much smaller than the one corresponding to
the baseline case, therefore the maximum lift vortex must rotate with a low angular velocity.
The vortex generated for the maximum efficiency configuration at around x/C = 0.7 has
a larger vorticity magnitude than the maximum lift one, but still lower than the vorticity
associated to the baseline case vortex. For the baseline case, negative averaged velocity
values can be observed from the streamwise position x/C = 0.1 up to x/C = 1, indicating
a rapid separation of the boundary layer that extends for the whole airfoil. In reality, the
negative averaged velocities cannot be clearly seen at streamwise position x/C = 0.1 in
Figure 12a, but the separation point can be easily localized around x/C = 0.1 in Figure 12a.
At x/C = 1, slightly positive averaged velocities can be observed close to the wall due to
the appearance of a counter rotating vortex generated at the trailing edge, as observed in
Figure 8.

(a)

(b)
Figure 12. Mean velocity profiles for the baseline, maximum E and maximum L cases, from x/C = 0.1
to x/C = 1. (a) Velocity profiles of the mean velocity from x/C = 0.1 to x/C = 0.5. (b) Velocity profiles
of the mean velocity from x/C = 0.6 to x/C = 1.
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4.3. Energy Assessment

In order to find out how effective is the AFC approach employed for the maximum
efficiency and maximum lift cases, the power per unit length required by the SJA (Wj) as
well as the power saved after the actuation (WG) have to be calculated. The power needed
to drive the synthetic jet is given as:

Wj =
1
2

ρjSj sin(θ)u3
j (24)

where Sj = h ∗ l defines the groove cross-sectional area, due to the fact that the airfoil length
is equal to unity l = 1, the groove and the the jet width h are equivalent. The parameter θ
stands for the jet inclination angle measured versus the wing profile surface.

The definition of the synthetic jet actuator time dependent velocity profile to the power
three, u3

j , was taken from [6,39].

u3
j =

1
T/2

∫ T/2

0
Umax

3 sin3(2π f t)dt =
4

3π
Umax

3 (25)

where Umax characterizes the jet maximum velocity. The equation representing the power
saved when AFC is applied and due to the drag force reduction, takes the form:

WG = U∞(Dbaseline − Dactuated ) =
ρU∞

3C
2

(
Cdbaseline

− Cdactuated

)
(26)

where the drag force and the drag coefficient are respectively given as D and Cd. When
AFC is applied, the parameter defining the power ratio PR is represented as:

PR =
WG
Wj

(27)

Energy saving exist for power ratio values higher than one.
The set up parameters and resulting power ratios are summarised in Table 4. Both

maximum efficiency and maximum lift configurations present energy savings, with a power
gain two orders of magnitude higher than the power required by the SJA.

This result confirms that the introduction of AFC in an airfoil with separated flow is
capable of reducing the drag coefficient and increase the lift coefficient significantly, by
keeping the boundary layer attached for a larger portion of the airfoil. Therefore, it can be
sated that the implementation of the SJA is energetically efficient for the separated flow
case presented.

Table 4. Power ratio values characterizing the maximum efficiency and maximum lift configurations.

Cases α◦ Umax [m/s] Sj [m2] θ◦ Wj [W] WG [W] WG/Wj

max efficiency 15 0.6832 0.01 40 5.3277 × 10−4 0.0889 166.81
max lift 15 0.6832 0.01 40 5.3277 × 10−4 0.0780 146.35

5. Conclusions

This paper presents a parametric analysis on a NACA-8412 airfoil with the aim to
optimize three AFC parameters, momentum coefficient, jet inclination angle and pulsating
frequency, associated to a SJA. The procedure followed to perform a parametric optimiza-
tion of any airfoil is established and presented. A maximum airfoil efficiency increase,
measured respect to the baseline case, of 276% is obtained for Cµ = 0.003; F+∗ = 4 and
θ = 40◦, the groove was located from x/C = 0.08 to x/C = 0.09 being its width of 0.01C.
The maximum airfoil lift was obtained for the same AFC parameters except the pulsating
frequency which was of F+∗ = 3. The efficiency increase with respect to the baseline case
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was of around 218%. From the comparison of the AFC parameters for maximum lift and
maximum efficiency cases, it is proved that the pulsating frequency is capable of highly
improving the airfoil efficiency.
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Appendix A. Lift, Drag and Efficiency Results for the Different θ and Cµ

Values Studied

Table A1. AFC results comparison at different jet injection angles θ and momentum coefficients Cµ.

θ Cµ Cl Cd E

- - 1.2267 0.2393 5.1262

20º

0.0001 1.5059 0.2413 6.2408
0.0005 1.7246 0.1746 9.8774
0.0008 1.7390 0.1840 9.4511
0.001 1.7704 0.1824 9.7061
0.003 1.6925 0.1586 10.6715
0.005 1.6823 0.1517 11.0897
0.007 1.6877 0.1552 10.8744
0.01 1.6893 0.1570 10.7599

0.015 1.6828 0.1519 11.0783
0.02 1.6642 0.1466 11.3520
0.05 1.4941 0.1691 8.8356
0.1 1.4470 0.1815 7.9725

30º

0.0001 1.5872 0.1904 8.3361
0.0005 1.7310 0.1754 9.8689
0.0008 1.7570 0.1791 9.8102
0.001 1.7147 0.1485 11.5468
0.003 1.7041 0.1478 11.5298
0.005 1.7122 0.1451 11.8001
0.007 1.7363 0.1634 10.6261
0.01 1.7141 0.1609 10.6532

0.015 1.7194 0.1587 10.8343
0.02 1.6897 0.1556 10.8593
0.05 1.6121 0.1523 10.5850
0.1 1.5612 0.1791 8.7169
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Table A1. Cont.

θ Cµ Cl Cd E

40º

0.0001 1.5957 0.1918 8.3196
0.0005 1.7739 0.1764 10.0561
0.0008 1.7415 0.1770 9.8390
0.001 1.7587 0.1621 10.8495
0.003 1.7421 0.1413 12.3291
0.005 1.7273 0.1471 11.7424
0.007 1.7309 0.1439 12.0285
0.01 1.7304 0.1531 11.3024

0.015 1.7439 0.1590 10.9679
0.02 1.7128 0.1495 11.4569
0.05 1.6810 0.1590 10.5723
0.1 1.6031 0.1790 8.9559
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Abstract: Large-eddy simulations of the flows over an NACA0015 airfoil were conducted to investi-
gate a flow control authority of a dielectric barrier discharge plasma actuator at pre-stall angles of
attack. The Reynolds number was set to 63,000, and angles of attack were set to 4, 6, 8, and 10 degrees.
The plasma actuator was installed at 5% chord length from the airfoil’s leading edge. Good flow
control authority was confirmed in terms of lift-to-drag ratio increase and drag reduction. These
improvements mainly result from the reduction of the pressure drug, which is due to the change in
pressure distribution accompanying the movement and shrink of the laminar separation bubble on
the airfoil surface. Additionally, although flow control using a burst drive with a nondimensional
burst frequency of six improves the lift-to-drag ratio at all angles of attack, the phenomena leading
to the improvement differ between near-stall angles (10 and 12 degrees) and the other lower angles.
At near-stall angles, the turbulent transition is rapidly promoted by PA, and the flow is reattached.
Whereas, at the lower angles, the transport of two-dimensional vortex structures, which maintain
their structures up to downstream and suppress the turbulent transition, makes the flow reattachment.

Keywords: flow control; plasma actuator; airfoil; pre-stall angles; duty cycle; burst; computational
fluid dynamics; large eddy simulation

1. Introduction

Flow control using a dielectric barrier discharge plasma actuator (PA) has been widely
studied for the last 10 to 20 years because PA has the advantages of thin/light simple
structures and easy to use. PA only consists of two electrodes with a dielectric layer
between them (Figure 1), and can be attached to an existing body surface without changing
the original shape of the body surface. PA can be attached on flat or curved surfaces,
corners, or edges and flow separation is controlled [1–3]. PA is also used for the control
of boundary layer flows [4–9] and many researchers have tried to reduce skin friction
drag by PA. To enhance the authority of PA, studies for PA expand over wide areas of
research: low-temperature plasma discharge, flow structures induced by PA, use of duty
cycles, etc. Geometry of the electrodes and the layout of multiple PAs were also studied. A
good review of different types of PAs was written by Wang, Choi, and others [10], where
review papers for conventional use of flow control by PA were presented. Up to the present,
there has been active research on the application of various types of PA in a variety of
devices [11–13].

For the flow separation control over an airfoil, PA is installed near the leading edge
on the suction side of the airfoil surface except for in a few cases [14]. Most of the studies
used a two-dimensional spanwise electrode, which induces coherent spanwise jet flows.
Some studies used effective duty cycles (so-called burst actuation compared to regular
continuous actuation), where still more effective flow control is achieved by a proper choice
of the PA parameters. When duty cycles are used, two-dimensional coherent discrete
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vortex structures are induced at every cycle of the duty. Thus, PAs—especially in the
burst actuation—have three important flow features: jet flow near the airfoil surface, two-
dimensional vortex structures with the merger of these structures, and introduction of
flow disturbances. Good authority of PA comes from the fact that each of these features
may become dominant with proper choice of electric parameters [15]. Furthermore, in the
flow control for airfoil flows, saw-tooth, serpentine spanwise electrodes, or line up of the
chordwise electrodes—which create chordwise vortex structures and others—were studied
by several authors [16–19].

Atmospheric side DBD plasma actuator

Plasma

Airfoil side Insulated electrode

Exposed electrode

Dielectric

Figure 1. Schematic diagram of the DBD plasma actuator (PA) and the example of practical applications.

In either case, most of the former studies were conducted at post-stall angles of
attack [4,20–22] and lift characteristics were mainly discussed since interest was in the
control of the separated shear layer over an airfoil. Effective parameters of PA, such
as locations, burst frequencies, and others, were discussed both computationally and
experimentally. Although computational studies showed that drag reduction [23] occurred
in many cases, the mechanism of the drag reduction was not well discussed. From the
observation of the flow fields computationally simulated by the present authors’ group,
pressure drag was identified to be the main source of drag reduction for the flows at
the Reynolds number of order of 104 to 105, where laminar separation bubbles play an
important role for the airfoil aerodynamic characteristics. Since laminar separation bubbles
exist at angles of attack lower than the stall, we may expect a similar drag reduction even
at pre-stall angles of attack. UAV or MAV would be considered for the application of flow
control by PA at this Reynolds number range. Atmospheric wind would influence much for
the flow conditions for these type of flight vehicles, and it is necessary to understand flow
features and achieve high L/D for a wide range of angles of attack, and discuss flow control
authority of PA. Several researchers investigate the flow at pre-stall angles of attack [24–26],
but most of their work is aimed at evaluating aerodynamic characteristics, and analysis of
the flow feature is not their major focus.

Regarding pre-stall conditions, we have conducted two types of computational studies
in the past. First, we showed that better L/D (lift-to-drag ratio) is obtained at cruise
conditions than that of the well-recognized airfoil geometry [27]. Here, the detailed flow
structure was discussed, but for only a single angle of attack α = 6 deg. The result indicated
that burst actuation tends to keep sequential spanwise vortex structures over the upper
surface and keeps flow laminar until near the trailing edge in contrast to the promotion
of turbulent transition at near stall angle [15]. The resultant flow field became similar
to the flow over a well-recognized high-performance airfoil at a low Reynolds number
flow regime. Second, a survey of several angles of attack was carried out [28]. Here,
time-averaged aerodynamic characteristics were mainly discussed, and unsteady flow
features were not discussed in conjunction with the aerodynamic characteristics at each
angle of attack.

The present study aims to understand the PA-controlled flow features by performing
high-fidelity LESs at a broader range of pre-stall angles of attack and discuss the relation
with the aerodynamic characteristics of the airfoil. The flow fields over an NACA0015
airfoil at angles of attack α = 4, 6, 8, and 10 deg are considered. NACA0015 airfoil flows
have been investigated in many previous studies [8,23,29–31], and a wealth of experimental
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and numerical data are available for comparison. The thickness of this airfoil is not
practical for actual flights. However, such a thick airfoil is less restrictive in structural
design and has the advantage that a large amount of fuel can be loaded inside a wing.
Therefore, the range of aircraft design possibilities will expand if the flow controls can
improve the aerodynamic characteristics. The Reynolds number was set to 63,000, which
was considered in the previous experimental and computational studies [8,29,30,32], and
reliability of the flow simulations has been well established. Previous studies [8,30] show
that small fluid fluctuations such as turbulence play an important role in fluid control
using PA. In the Reynolds-averaged Navier–Stokes equation (RANS) method, the small
fluctuations induced by PA are immediately damped. Therefore, in the present study,
wall-resolved LESs are conducted to resolve small fluid fluctuations properly. The obtained
results are discussed together with the result of the post-stall condition (α = 12).

Throughout the obtained results, the flow fields and the relationship between the
aerodynamic characteristics are discussed. Focus is laid on the drag reduction, but the
lift and the lift-to-drag ratio are also discussed. The results show the good flow control
authority of PA for the aerodynamic characteristics of the airfoil at pre-stall angles of attack.
In the cases of burst actuation, although the aerodynamic characteristics are improved
at all angles of attack, the phenomena leading to the improvement are different between
near-stall angles (including the post-stall angle) and lower angles. At near-stall angles,
the turbulent transition is rapidly promoted by PA, and the flow is reattached. Whereas,
at lower angles, the transport of two-dimensional vortex structures, which maintain their
structures downstream and suppresses the turbulent transition, allow the flow reattachment.
Furthermore, the strategy of parameter settings of burst actuation of PA at angles of attack
less than stall is indicated.

2. PA Drive Methods and Computational Cases

The plasma actuator is installed at 5% chord length from the leading edge. This position
is close to the separation point of the flow at α = 12 and is effective for flow separation
control [8]. Two PA drive methods are considered in the present study.

The continuous actuation is a standard drive method of PA. The AC voltage, which
is based on a base frequency fbase is continuously applied to the PA. The burst actuation
is the other method of driving PA. The AC voltage modulated with the duty cycle is
applied to PA during the burst actuation. Figure 2 shows a schematic diagram of the AC
voltage waveform for the burst actuation. Parameters of the waveform are defined as in
Equation (1). fbase is a base frequency of the AC voltage waveform. ton and tburst are the
driving time and burst period, respectively. fburst denotes the burst frequency. F+, Fbase,
and BR are non-dimensional fburst, non-dimensional fbase, and burst ratio, respectively.
Previous studies [30,33] have shown that the burst actuation controls flow separations
more efficiently than the continuous actuation at low Reynolds numbers (Re ' 104–105) at
post-stall angles of attack.

The studies show that the burst actuation with F+ = 6 and BR = 0.1, which promotes
a turbulent transition, is effective for suppressing a flow separation at α = 12. In the present
study, the burst actuation with those burst parameters was employed to confirm a flow
control authority of PA at pre-stall angles of attack.
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Time

Vol

tbase=  1/fbase t  on

tburst =  1/fburst

Figure 2. Alternating current (AC) voltage waveform for the burst actuation.

Hereafter, we call a computational case of the continuous drive a “Continuous” case
and the burst drive a “Burst” case. In both cases, Fbase is set to 60 according to the previous
experimental and computational studies [8,31]. In addition to the computational cases
with PA, Flows without PA are considered, called “PA-OFF” cases, as baseline flows.
Four angles of attack α = 4, 6, 8, and 10 are considered. Therefore, the total number of
computational cases is 12. In addition, each case at α = 12 is used to discuss the difference
in the phenomena at pre-stall and post-stall angles.

F+ =
fburstc
U∞

, Fbase =
fbasec
U∞

, BR =
ton

tburst
. (1)

3. Computational Approach
3.1. Governing Equations

Three-dimensional compressible Navier–Stokes equations with the source term added
were solved in the present study. The equations are non-dimensionalized by the free-stream
density, free-stream velocity, and chord length of the airfoil and are represented as follows:

∂ρ

∂t
+

∂ρuj

∂xj
= 0, (2)

∂ρui
∂t

+
∂
(
ρuiuj + pδij

)

∂xj
=

1
Re

∂τij

∂xj
+ DcSi, (3)

∂e
∂t

+
∂
(
(e + p)uj

)

∂xj
=

1
Re

∂ukτjk

∂xj
− 1

(γ− 1)PrReM2
∞

∂qj

∂xj
+ DcSjuj, (4)

where ρ, ui, p, e, qi, xi, t, and τij denote the non-dimensional forms of the density, velocity
vector, pressure, energy per unit volume, heat flux vector, position vector, time, and stress
tensor, respectively. δij is the Kronecker delta. Equations (2)–(4) follow Einstein notation.
The subscript i is a free index, and j and k are dummy indices. The indices take the value 1, 2,
or 3. Re, M∞, and Pr denote the Reynolds number, free-stream Mach number, and Prandtl
number, respectively. They are defined as follows:

Re =
ρ∞U∞c

µ∞
, M∞ =

U∞

a∞
, Pr =

µ∞cp

κ∞
, (5)

where ρ∞, U∞, c, µ∞, a∞, cp, and κ∞ denote the density, velocity, chord length, viscosity,
sound speed, constant pressure specific heat, and heat conduction coefficient, respec-
tively. Here, a quantity with subscript ∞ denotes the quantity in the free-stream condition.
The viscosity is calculated using Sutherland’s law. DcSi and DcSjuj in Equations (3) and (4)
correspond to the body force and power added to the unit volume by PA, respectively.
Hereinafter, x, y, z, u, v, and w are used to represent the position and flow velocity of x1, x2,
x3, u1, u2, and u3, respectively, for ease of discussion. In the present study, the free-stream
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Mach number is set to 0.2, which reduces the computational time. The compressibility of
the fluid is almost negligible although the Mach numbers in the present study and previous
experimental studies [29,30] are different.

3.2. Plasma Actuator Modeling

The body force term for PA was modeled with DcSi and DcukSk in the Navier–Stokes
equations, as in Equations (3) and (4). The Suzen–Huang model [34] is utilized to obtain Si.
The non-dimensional body force vector Si is represented as follows:

Si = ρc

(
− ∂φ

∂xi

)
f (t)2, (6)

where f (t) is the waveform function of the input voltage, ρc is the net charge density, and φ
is the electric potential. The following equations are solved to obtain ρc and φ:

∂

∂xj

(
εr

∂φ

∂xj

)
= 0, (7)

∂

∂xj

(
εr

∂ρc

∂xj

)
=

ρc

λ2
d

, (8)

where εr is the relative permittivity of the medium, and λd is the Debye length.
The following plasma actuator was considered in the present study: The exposed

electrode was 2 mm wide, and the insulated electrode was 8.75 mm wide. The electrodes
were 0.1 mm thick and separated by a 0.1 mm thick dielectric. The streamwise spacing of
electrodes was 0.5 mm. The dielectric was Kapton, and εr was 2.7. In the air, εr was 1.0. For
λd, the same 1 mm as in the previous study was used [34]. These length parameters were
non-dimensionalized by the reference length c = 0.1 m. Equations (7) and (8) were solved
by the successive over-relaxation (SOR) method using a 1201× 801 two-dimensional mesh.
Boundary conditions for Equation (7) are given as follows:

on outer boundaries, ∂φ/∂ni = 0,
on exposed electrode, φ = 1.0,
on insulated electrode, φ = 0,

where ni is the unit normal vector. The boundary conditions for Equation (8) are given as:

on outer boundaries and in dielectric, ρc = 0,
on the surface of dielectric above the insulated electrode, ρc = G(x′),
on the other surface of PA, ∂ρc/∂ni = 0.

G(x′) is given by a half Gaussian distribution as follows:

G(x′) = exp
(
− x′2

2δ2

)
, (9)

where x′ is the chordwise length measured from the edge of the insulated electrode, and δ
was 0.3le in the present study. le is the insulated electrode length. In the present study,
the input voltage is a standard alternating current. Therefore, the waveform f (t) is the
sinusoidal wave:

f (t) = sin(2πFbaset). (10)

Figure 3 shows the distribution of the body force magnitude in the x direction (Sx)
when f (t) = 1. The body force vectors are also shown in an enlarged view near PA.
The length of the model region is 0.15c in the chordwise direction and 0.05c in the wall-
normal direction. The body force in the spanwise direction was not implemented so that
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no disturbance in the spanwise direction could be included in the plasma actuation of
the present simulations. The magnitude of the body force was determined by the non-
dimensional input voltage parameter, Dc, which is defined as follows:

Dc =
ρc,maxφmax

ρ∞U2
∞

, (11)

where ρc,max and φmax are the maximum values of ρc and φ. In the present study,
Dc = 0.04 was used. The maximum induced velocity produced by continuous actua-
tion with Dc = 0.04 in quiescent air reaches approximately 3.4 m/s if the reference velocity
is U∞ = 10 m/s [32]. This value is equivalent to the induced velocity produced by PA with
a peak-to-peak applied voltage of 9 kV [31]. In the present body force model, the fluc-
tuation is modeled by the square of the sinusoidal function. The direction of the body
force produced by this fluctuation does not change within a single AC cycle, and even
if the phase of the AC voltage changes, the body force in the opposite direction is not
generated. This characteristic is similar to that of the “push-push type” model suggested
by Font et al. [35]. Fbase was set to 60, which corresponds to the frequency used in previous
experiments [29,30]. Although the present model is simple, we validated it by comparing
the LES results and the experimental results [23]. In addition, we also confirmed that the
LES results using this model were not significantly different from those using a high-fidelity
model [36]. Note that the flow induced by the plasma actuator in quiescent air conditions
is considered to be unchanged for freestream velocities below 100 m/s [37]. In the present
study, the freestream velocity is assumed to be 10 m/s. Therefore, the model equations
were not solved concurrently with Navier–Stokes equations but in advance.

Figure 3. Distribution of body force in the x direction based on the Suzen–Huang model [34]
and body force vectors near PA. Gray and orange areas represent the airfoil surface and exposed
electrode, respectively.

The obtained body force is mapped to the computational grid for LES after rotating
around the downstream edge of the exposed electrode to match the tangential direction of
the airfoil surface.

3.3. Computational Method

We employ the flow solver LANS3D, which has been developed and verified to
achieve high-fidelity simulations [38–40]. Generalized curvilinear coordinates (ξ, η, ζ) were
adopted to solve the governing equations. The spatial derivatives of the convective and
viscous terms, metrics, and Jacobians were evaluated using a sixth-order compact difference
scheme [41]. At the first and second points off the wall boundary, a second-order explicit
difference scheme was adopted. Tenth-order low-pass filtering [41,42] was used with a
filtering coefficient of 0.495. A backward second-order difference formula was used for time
integration, and five sub-iterations [43] were adopted to ensure time accuracy. For time
integration, the lower-upper symmetric alternating direction implicit and symmetric Gauss–
Seidel (ADI-SGS) [44] methods were used. The time step size nondimensionalized by the
free-stream velocity and the chord length was 4× 10−5. The maximum Courant number
was approximately 2.0. The nondimensional time step based on the wall units was lower
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than 0.025 at the attached turbulent boundary layer. Choi and Moin [45] indicated that
a time step of less than 0.4 is sufficient for the LES on a turbulent boundary layer. In the
present study, wall-resolved LESs were conducted. The LES using the compact difference
scheme with the high-order low-pass filter is well-validated and shows comparable results
with standard LESs with explicit sub-grid-scale models when the computational grid
resolution is fine enough [46–48]. The high-order low-pass filter adds numerical viscosity
to computations at the only coarse grid region and implicitly acts as sub-grid scale models.
Thus, the explicit sub-grid scale models were not used in the present study to avoid
unpreferable turbulence decay. Utilized grid resolutions in the present study are explained
in Section 3.4.

All variables were extrapolated from the point inside the outflow boundary into the
point at the boundary. At the outflow boundary, all variables were extrapolated from the
grid points next to the boundary into the grid points at the boundary, and the static pressure
was fixed as the free stream value. At the wall boundary, adiabatic and no-slip conditions
were applied. For the boundaries in the spanwise direction, a periodic boundary condition
was adopted. At the inflow boundary, a uniform free stream condition without disturbance
was employed.

All LESs were performed using the JAXA Supercomputer System Generation 2 and
3 (JSS2 and JSS3) at the Japan Aerospace Exploration Agency. Approximately 80 nodes
(2560 cores) were used for each case.

The computations were conducted until the aerodynamic coefficients became quasi-
steady before obtaining the time-averaged flow field and aerodynamic coefficients. The com-
putational time in nondimensional time before obtaining the data was longer than 30.
The data obtaining duration was five in nondimensional time.

3.4. Computational Grid

The computational grids and the computational domain with a schematic diagram of
the inflow are shown in Figure 4. The zonal method [49] using two computational grids
with different resolutions were employed to treat small fluid fluctuations induced by PA
in the present LES. The computational grids consist of a C-type grid around the airfoil
(zone1: blue and red) and a fine grid around PA (zone 2: green). The body force of the
Suzen–Huang model was obtained in advance and mapped to zone 2. Equations (2)–(4)
were solved for zones 1 and 2, and physical values were exchanged with each other at
every time step.

z
x
y

(a) Over view.

0.15 c

c

z
x

(b) Cross-sectional view.

25 c

Airfoil

25 c

z
x

(c) Computational domain.

Figure 4. Computational grids and domain. The grids were visualized for every four points.

The distance from the airfoil surface to the outer boundary was 25c, and the width of
the span-wise computational domain was 0.2c. The grid points of zone 1 and zone 2 were
approximately 1.8× 107 and 2.0× 106, respectively, as shown in Table 1. The minimum
grid spacing in the wall-normal direction was 0.00012c. The maximum grid sizes based
on the wall unit were (∆ξ+, ∆η+, ∆ζ+) . (8, 9, 1) at the attached turbulent boundary layer
region. The present grid resolution and the computational methods were validated in the
previous study [23].
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Table 1. Number of computational grid points.

ξ η ζ Total Point

Zone 1 759 134 179 18,205,374
Zone 2 149 134 111 2,216,226

4. Results and Discussion
4.1. Validation

Here, the present LESs are validated by comparing them with the experimental results.
The experimental data were acquired using the same facility at the Institute of Space
and Astronautical Science, Japan Aerospace Exploration Agency (JAXA), utilized in the
previous study [30]. The test section size of the wind tunnel was 100 mm in width, 400 mm
in height, and 700 mm in length. The turbulence intensity at the center of the tunnel was
verified to be approximately 0.08% at a freestream velocity of 6.6 m/s. A two-dimensional
NACA0015 wing model with a chord length of 100 mm and a span length of 100 mm was
used. The model surface had a total of 29 pressure ports, and the time-averaged pressure
measurements were conducted, but the pressure around x/c = 0.05 could not be measured
due to the PA installation on the airfoil surface. The freestream velocity was set to 10 m/s,
corresponding to the Reynolds number of approximately 63,000, based on the chord length
and the freestream velocity, which is the same as the present LES. The applied voltage of
PA was 3.5 kVpp (peak-to-peak voltage). The details may be found in the literature [30]. It
should be noted that the experimental results include the effect of the wind tunnel’s side
walls and the freestream disturbance.

Figure 5 compares pressure coefficient (Cp) distributions at α = 6, 8, and 10 obtained
by the LESs and experiments. The shape of the NACA0015 airfoil is shown in gray on
the background. Table 2 shows mean absolute errors (MAE) between the Cp distributions
obtained by the LESs and the experiments.
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Figure 5. Pressure coefficient (Cp) distributions around the airfoil in each case of the computations
(CFDs) and experiments (EXPs).

Table 2. Mean absolute errors (MAE) between the Cp distributions obtained by the LESs and
the experiments.

α [deg]

6 8 10

PA-OFF 0.076 0.078 0.064
Continuous 0.115 0.098 0.097

Burst 0.094 0.059 0.078
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In the PA-OFF case at α = 10 (Figure 5a) and the Burst cases (Figure 5c), the LES
results show quantitative agreement with the experimental results at all angles of attack.
The MAE values are relatively low in these case. On the other hand, in the PA-OFF case
at α = 6 and 8 and the Continuous case, the LESs overestimate the plateau region of Cp
distribution. This discrepancy between the LESs and experiments is probably because of a
tripping effect of the PA electrodes on the airfoil surface and a freestream disturbance [30].
These disturbances would make the Continuous case’s flow of experiments close to that
of the Burst case. The parameter Dc uncertainty, which is set to match the maximum
value of the PA-inducing velocity, also might affect the computational results. Although a
discussion of the Continuous case needs to be conducted carefully; we consider that the
LES results are reliable enough to discuss the effectiveness of PA because the LESs can
predict the quantitative agreement of the Burst cases and the qualitative tendency that the
plateau region in each case becomes smaller as the angle of attack increases. In addition,
the computational method and the PA model used in the present study have been validated
even at the angle of attack after stall [8,23].

4.2. Aerodynamic Characteristics

Figure 6 shows the average value of the lift-to-drag ratio (L/D) with the minimum
and maximum values in each case. The Continuous and Burst cases show the L/D value
superior to the PA-OFF cases except for the Burst case at α = 4. This result indicates that
the flow control using PA helps the improvement in the aerodynamic characteristics even
at lower angles of attack than the stall angle.
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PA-OFF  
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Figure 6. Lift-to-drag ratio (L/D) versus angle of attack (α).

Figure 7 shows the lift coefficient (CL) and drag coefficient (CD) in each case. The CL
of the Continuous case was higher than the PA-OFF case in all cases, while CL of the Burst
case at α = 4 and 8 was lower than PA-OFF. The CD values of Continuous and Burst cases
were more stable than the PA-OFF case at any angle of attack and control method, and the
fluctuation was slight. At the post-stall angles of attack, L/D improved by a CL increase
and a CD decrease [23]. However, at α = 8, which is a pre-stall angle of attack, CL of the
Burst case was lower than the PA-OFF case. On the other hand, the CD of the Burst case
was lower than the PA-OFF case, and as a result, L/D was higher than the PA-OFF case. In
other words, at the pre-stall angle of attack, the reduction of CD contributes more to the
improvement of L/D than the improvement of CL.
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Figure 7. Lift coefficient (CL) and drag coefficient (CD) versus angle of attack (α).

Figure 8 shows the breakdown of CD: viscous drag (CDv) and pressure drag (CDp) in
each case. Although there was no significant change in CDv by using PA, CDp decreased in
both pre-stall and post-stall angles. In particular, the reduction in CDp was more remarkable
in the Burst cases than in the Continuous cases. The CDp reduction effect of the Burst cases
is discussed in detail in the following section (Section 4.3).
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Figure 8. Pressure drag coefficient (CDp ) versus angle of attack (α).

4.3. Averaged Flow Feature

In this section, we discuss what flow changes with the PA control cause an aerody-
namic characteristic change. In the following discussion, the results at α = 4 are omitted
because their overall tendency is similar to that at α = 6, and arguments will be made with
the results at α = 6, 8, and 10.

Figure 9 shows the pressure coefficient (Cp) distribution around the airfoil obtained
in each case. The shape of the NACA0015 airfoil is drawn in gray on the background.
The black up- and down-pointing triangle symbols indicate the highest and lowest airfoil
surface positions at each angle of attack, respectively. The characteristic changes in the
Cp distribution with the PA control are mainly observed on the airfoil’s upper surface.
In the Continuous cases, the Cp value at the suction peak near the leading edge lowered,
and the plateau region moved toward the trailing edge and slightly shrunk. In the Burst
cases, the Cp plateau region was significantly reduced, and the Cp value at the suction peak
became low at α = 6 and 10. The local variation of Cp seen at 0.2 . x/c . 0.5 in the Burst
cases at α = 6 and 8 was due to the merging of the two-dimensional vortex structures. The
details are discussed in Section 4.4. Additionally, at α = 8, the pressure on the underside of
the airfoil was slightly lower than that of the PA-OFF and Continuous cases.
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Figure 9. Pressure coefficient (Cp) distributions around the airfoil.

We discuss the Cp distribution in more detail from the perspective of reducing CDp .
Since the force due to the surface pressure acts perpendicularly to the airfoil surface,
the force contribution direction (thrust or drag) depends on the orientation of the airfoil
surface. When there is no inflection point on the suction side, such as the NACA0015
airfoil, the surface pressure at the front half region from the highest point of the airfoil
contributes to thrust, while the surface pressure at the back half part from the highest point
contributes to drag increase. In Figure 9, since the suction peak exists upstream from the
highest point in each case, the lower the pressure at the peak position, the more significant
the contribution to thrust and the lower CDp . On the contrary, in the PA-OFF case shown in
Figure 9, most of the plateau region caused by the separation bubbles exists downstream
from the highest point; thus, the negative pressure contributes to the drag.

Figure 10 shows the distribution of the skin-friction coefficient (Cf) on the airfoil’s
upper surface in each case. In the PA-OFF case at α = 6, Cf is negative in the range
of 0.1 . x/c . 0.5, indicating that the flow is separated and forms separation bubbles.
The negative Cf region coincides with the plateau region in Figure 9a. In the Continuous
cases in Figure 9, the pressure of the suction peak is reduced at any angle of attack. On the
other hand, as shown in Figure 10, the plateau region in Figure 9 is moved to the trailing
edge side due to the movement of the separation bubble position (the area where Cf is
negative) to the downstream. The movement of this plateau region to the downstream
contributes to the CDp increase. However, since the contribution of the CDp decrease
because the pressure decrease in the suction peak is larger and CDp slightly decreases at
any angle of attack, as shown in Figure 8. In the Burst cases, the suction peak value of
Cp near the leading edge is lower than the other cases at α = 6 and 10 (Figure 9a,c). In
addition, the plateau region is reduced at all angles of attack, and therefore, CDp value
becomes lower than the Continuous cases.
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Figure 10. Skin friction coefficient (Cf) distributions on the airfoil’s upper surface.

The relationship between the flow field and the pressure distribution on the airfoil
surface is discussed in more detail. Figure 11 shows time- and spanwise-averaged flows
colored with the chordwise velocity normalized by the freestream velocity (u/U∞) for each
case, and Figure 12 shows the displacement thickness (δ∗) on the airfoil’s upper surface.
Figures 11 and 12 are helpful in understanding the separation bubble size in the wall-
normal direction of the airfoil. The displacement thickness is nondimensionalized by the
chord length. The NACA0015 airfoil is shown in the background to the same scale as the
displacement thickness. In all cases, the flow separates from around x/c ' 0.1, forming a
separation bubble, although it is difficult to see in the Burst cases.
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Figure 11. Time- and spanwise-averaged flows colored with the chordwise velocity (u/U∞).
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Figure 12. Displacement thickness (δ∗) on the airfoil’s upper surface.

The flow on the airfoil’s upper surface (suction side) generally accelerates due to the
flow bending at the leading edge of the airfoil (the red region in Figure 11), creating the
suction peak, as seen in Figure 9. In the present flow fields, the shape of the separation
bubble existing in this acceleration region changes due to the PA control; thus, the value
of the suction peak also changes in each case. The pressure distribution in the presence of
the separated region on the airfoil surface can be predicted by assuming that the airfoil
thickness increases as much as the thickness of the separated region. The smaller the
displacement thickness, the lower the effect of the boundary layer and separated area,
and the flow becomes closer to the potential flow of the NACA0015 airfoil.

In Figure 12, the displacement thicknesses of the Continuous and Burst cases are
smaller than that of the PA-OFF case in the region of 0.1 . x/c . 0.4 at any angle of
attack. When the flow bends, the pressure inner side of the curved flow becomes lower
as the radius of curvature becomes smaller. Therefore, in the Continuous and Burst cases
with the thin displacement thickness, the radius of curvature of the flow near the leading
edge of the airfoil is smaller than in the PA-OFF case, and the pressure is lower. However,
in Figure 9b, the suction peak value of the burst case at α = 8 is almost the same as that
of the PA-OFF case. The exceptional suction value of the burst case at α = 8 may be
caused by the flow separation near the trailing edge on the suction side. At x/c ' 0.9 in
Figure 10b, Cf is almost zero, and in Figure 11h, the low-speed region is larger near the
trailing edge than in the other cases. Due to this trailing edge separation, in Figure 10b,
the displacement thickness of the Burst case near the trailing edge (0.8 . x/c . 1) becomes
the thickest, and the radius of curvature on the airfoil’s upper surface increases, resulting
in weakening the acceleration of the flow near the leading edge and affecting the value of
the suction peak.

4.4. Unsteady Flow Feature

In this section, we discuss the relationship between the instantaneous flow field for
each case and the plots up to Section 4.3. Figure 13 shows the instantaneous flow fields
of the PA-OFF and Continuous cases at α = 6. The isosurface is the second invariant
of the velocity gradient tensor (Q = 6250), colored by the chordwise velocity (u/U∞).
Figures 14 and 15 show the turbulent-kinetic-energy (TKE) distributions and the power
spectral densities (PSDs) of the chordwise velocity fluctuations of the PA-OFF and Con-
tinuous cases, respectively. The PSD shows the value at the position where the TKE is
the largest (indicated by the black cross symbol in Figure 14) at each cord length position.
The gray dashed line indicates the slope of Kolmogorov’s −5/3 power law. As shown in
Figure 13, the instantaneous flow fields of the PA-OFF and Continuous cases are similar. In
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Figure 15, the spectrum shows a −5/3 power slope at x/c = 0.5 and downstream there
in both PA-OFF and Continuous cases, indicating the flow transitions to turbulent flow.
Although, at first glance, the instantaneous fields of the PA-OFF and Continuous cases
are very similar, due to the momentum addition by PA, the laminar flow separation in
the Continuous case is delayed more than that in the PA-OFF case, as shown in Figure 10,
and the separated shear layer of the Continuous case is closer to the airfoil surface. As
a result, as shown in Figure 12a, the displacement thickness of the Continuous case is
thinner than that of PA-OFF in most regions. The position of the turbulent transition in the
Continuous case is delayed, and a region where TKE is high is seen downstream compared
to that in the PA-OFF case. Although only the case at α = 6 was discussed here, the flow
characteristics of the PA-OFF and Continuous cases are the same for other angles of attack.
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Figure 13. Instantaneous flows with the isosurface of the second invariant of the velocity gradient
tensor colored with the chordwise velocity (u/U∞) at α = 6.
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Figure 14. Turbulent kinetic energy (TKE) distributions at α = 6.

Figure 16 shows the instantaneous flow fields of the burst case at each angle of
attack. The isosurface is the second invariant of the velocity gradient tensor (Q = 6250),
colored by the chordwise velocity (u/U∞). The flow fields in the Burst cases differ
from those in the PA-OFF and Continuous cases, where the large separated region is
formed under the separated shear layer. At α = 6 and 8 in Figure 16, two-dimensional
vortex structures are induced by the burst drive of PA near the leading edge and move
downstream. These two-dimensional vortex structures maintain their spanwise shape
up to near the trailing edge. Such stable two-dimensional vortex structures are not
observed in the controlled flows at post-stall angles. These two-dimensional vortex
structures merge several times in the process of moving. Where large two-dimensional
vortex structures merge, local variations of Cf and Cp are seen. Specifically, in the region
of 0.4 . x/c . 0.5, a small plateau region is seen in Figure 9a,b, and a local decrease in
Cf is seen in Figure 10a,b.
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Figure 15. Power spectrum densities (PSDs) of the chordwise velocity fluctuations at the point of the
maximum TKE directly above each code length at α = 6.

0.2

0.4

0.6

0.8

z

y
x

(a) α = 6.

0.2

0.4

0.6

0.8

z

y
x

(b) α = 8.

0.2

0.4

0.6

0.8

z

y
x

(c) α = 10.

1.50
u/U∞

Figure 16. Instantaneous flows with the isosurface of the second invariant of the velocity gradient
tensor colored with the chordwise velocity (u/U∞) in the Burst cases.

The difference between the flow fields at α = 6 and α = 8 is remarkable near the
trailing edge. As shown in Figure 16b, the flow at α = 8 separates near the trailing edge
while maintaining the two-dimensional vortex structures. The flow at α = 10 is different
from those at α = 6 and 8, the two-dimensional vortex structures induced by PA rapidly
collapse into the two-dimensional vortex structures (Figure 16c). This flow resembles the
controlled flows investigated in the previous study [8] at the post-stall angles.

Figures 17 and 18 show the TKE distributions and the PSDs of the chordwise velocity
fluctuations for the Burst case at each angle of attack. The PSD shows the value at the
position where the TKE is the largest (indicated by the black cross symbol in Figure 17) at
each cord length position. The TKE distribution differs at each angle of attack, reflecting
the characteristics of the instantaneous flow fields. At α = 6, the TKE increases from
x/c ' 0.3 toward downstream due to the passing of the two-dimensional vortex structures.
A turbulent transition occurs at 0.7 . x/c . 0.8, and the region where TKE is particularly
high (red region) locally spreads. In the PSD of Figure 18a, at x/c = 0.3, the frequency
St = 6 and its harmonics are dominant due to the passing of the two-dimensional vortex
structures induced by the burst drive of PA. At x/c = 0.7, the energy in the high-frequency
range begins to increase due to the turbulent transition, and at x/c = 0.9, a PSD decay of the
−5/3 slope can be confirmed. The position, where the −5/3 slope reveals, is downstream
of that in the PA-OFF case (Figure 15a). These PSD characteristics indicate that transporting
the two-dimensional vortex structures suppresses the turbulent transition. At α = 8,
the TKE increases from x/c ' 0.2 by the passing of the two-dimensional vortex structures,
similar to that at α = 6. At x/c ' 0.8, the two-dimensional vortex structures begin to move
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away from the airfoil surface; thus, the high TKE region is also seen away from the airfoil
surface. The two-dimensional vortex structures are relatively stable compared to those
at the other angles of attack, and the turbulent transition is suppressed. Therefore, even
at x/c = 0.9, the PSD decay of the −5/3 slope is not seen (Figure 18b). At α = 10, TKE
increases sharply at 0.1 . x/c . 0.3 due to rapid turbulent transition. The PSD also has
high energy in the high-frequency range at x/c = 0.3, and the slope of the energy decay is
close to the −5/3 slope.
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Figure 17. Turbulent kinetic energy (TKE) distributions in the Burst cases.
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Figure 18. Power spectrum densities (PSDs) of the chordwise velocity fluctuation at the point of the
maximum TKE directly above each code length in the Burst cases.

In Section 4.3, the possibility that the trailing edge separation affects the peak value
of Cp at α = 8 in the burst case is discussed. At α = 8, as shown in Figures 16b and 18b,
the two-dimensional vortex structures induced by PA keep their structure and move away
from the airfoil surface, near the trailing edge, while the flows in the burst cases at α = 6
and 8 occur as turbulent transitions and maintain attached near the trailing edge. Therefore,
the promotion of turbulent transition at α = 8 could suppress the trailing edge separation,
the negative Cp peak value could become lower, and CL could be improved.

In the previous study [27], the control effects of F+ = 1 and 10 were discussed by
performing LESs at the angle of attack of α = 6. In the case of F+ = 1, a turbulent
transition occurred relatively upstream after a large-scale two-dimensional vortex structure
shedding, while in the case of F+ = 10, two-dimensional vortex structures keep their
structures flowing up to the trailing edge of the airfoil. This result suggests the possibility
of promoting a turbulence transition by using frequencies lower than the burst frequency,
which induces stable two-dimensional structures, in a flow with a relatively small pressure
gradient at low angles of attack. In other words, for the Bust case at α = 8 of the present
study, using frequencies lower than F+ = 6 could promote the turbulent transition and
reduce the low-velocity region at the trailing edge. The characteristics of the controlled
flow at the pre-stall condition differ depending on the angle of attack and the PA drive
condition. A method of dynamically changing the PA drive method depending on the flow
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conditions at post-stall angles of attack to select an optimum PA drive is proposed [50]. If
the optimum control method can be dynamically selected according to the flow conditions,
even at pre-stall angles of attack, further improvements in aerodynamic characteristics
could be expected.

4.5. Comparison with Controlled Flow at Post-Stall Angle of Attack

This section discusses the differences between the controlled flows at the pre- and
post-stall angles of attack.

Figure 19 shows Cp and Cf distributions at the post-stall angle of attack (α = 12). In the
PA-OFF case, a massive separation occurs from the leading edge of the airfoil, and thus,
the Cp shows a flat distribution on the suction side, and the Cf value takes a negative value
on most of the airfoil surface. Because of the massive separation, the CL of the PA-OFF
case is significantly lower compared to the pre-stall angles (Figure 7a). The burst drive
with F+ can suppress the massive flow separation and create flow reattachment, while
the continuous drive cannot. The flow reattachment in the Burst case increases the CL
and decreases the CD significantly. Both the CL increase and CD decrease contribute to
L/D improvement, as shown in Figures 6 and 7. The detailed discussion may be found
in [15]. On the other hand, at the pre-stall angles of attack, in the PA-OFF case, a separation
bubble, which does not exist at the post-stall angle of attack, is formed on the airfoil’s
upper surface, and its position and size affect the aerodynamic coefficients, as discussed
in Section 4.3. The change in the separation bubble by PA control does not contribute
much to the CL increase but mainly reduces the CD and contributes to the increase in L/D
(Figures 6 and 7). At α = 4 and 8, the CL decreases due to the shrink of the separation
bubble, but the CD reduction is larger than the CL decrease, so the L/D increases.
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Figure 19. Pressure coefficient (Cp) and skin friction coefficient (Cf) distributions on the airfoil’s
upper surface at α = 12.

The difference in the flows in the Burst case at each angle of attack becomes more
apparent when the discussion includes the instantaneous flow at α = 12. Figure 20 shows
the instantaneous flow of the Burst case at α = 12. This flow resembles that at α = 10
shown in Figure 16c. The two-dimensional vortex structures induced by PA rapidly break
down into fine vortices. Figures 21 and 22 show the TKE distributions and the PSDs of the
chordwise velocity fluctuations for the Burst case at α = 12. The PSD shows the value at
the position where the TKE is the largest (indicated by the black cross symbol in Figure 21)
at each cord length position. The region where TKE is locally high is seen at 0.1 . x . 0.4,
and a PSD decay of the −5/3 slope is seen at all stations in Figure 22 because the turbulent
transition rapidly occurs. The turbulence growth shown by these TKE and PSDs also
resembles those at α = 10. The rapid turbulent transition draws the shear layer and reduces
the separation region. On the other hand, as discussed in Section 4.4, at the lower angles of
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attack (α = 4, 6, and 8), the burst actuation induces the two-dimensional vortices, which
maintain their spanwise shape (Figure 16). The transport of the two-dimensional vortices
draws the shear layer to the airfoil surface and shrinks the separation bubble. Additionally,
those two-dimensional vortices suppress the turbulent transition. The suppression of
turbulence transition can be confirmed by the spectrum in Figure 18.
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Figure 20. Instantaneous flows with the isosurface of the second invariant of the velocity gradient
tensor colored with the chordwise velocity (u/U∞) in the Burst cases at α = 12.
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Figure 21. Turbulent kinetic energy (TKE) distribution in the Burst case at α = 12.

As discussed above, the control mechanism is different between near the stall angle
of attack (α = 10 and 12) and at lower angles of attack (α = 4, 6, and 8). This may be
because the pressure gradient on the airfoil surface increases as the angle of attack increases.
The pressure gradient may promote the collapse of the two-dimensional vortices induced
by PA near the stall angle of attack. For post-stall angle flows, previous studies [15,21]
have shown that using F+ ' 1 maintains large two-dimensional vortex structures up
to downstream. On the other hand, in the case of F+ = 6, the two-dimensional vortex
structures are maintained up to downstream at the low angles of attack in the present study.
Whether or not the two-dimensional vortex structure is maintained may be determined by
the relationship with the pressure gradient on the airfoil surface, and further research on
this relationship is required.

Note that the magnitude of the pressure gradient on an airfoil surface depends on
not only the angle of attack but also the curvature of the airfoil surface. For relatively thin
airfoils, the flow control mechanism may differ from the cases of the NACA0015 airfoil.
Further research on the relationship between the airfoil geometry and the flow control
mechanism is required.
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Figure 22. Power spectrum densities (PSDs) of the chordwise velocity fluctuation at the point of the
maximum TKE directly above each code length in the Burst case at α = 12.

5. Conclusions

LES of the flows controlled by PA over an NACA0015 airfoil was performed at angles of
attack before a stall. The flow control authority of PA was investigated, and the relationship
between the aerodynamic coefficient and the flow field was clarified through the LES results.

The Continuous and Burst cases using PA at the angles of attack before the stall
improved L/D compared to PA-OFF. The improvement in L/D is mainly owing to the
reduction in CDp in addition to the improvement in CL. The primary causes of the reduction
in CDp are (1) lower pressure at the suction peak and (2) reduction in the plateau region
of Cp as the separation bubble is moved or shrunk on the upper surface of the airfoil.
The second effect is remarkable in the Burst cases with F+ = 6. Although, in the Bust
case, the lift-to-drag ratio is improved at all angles of attack, the phenomena leading to
the improvement differ between near-stall angles (α = 10 and 12) and other lower angles
(α = 4, 6, and 8). At near-stall angles, the turbulent transition is rapidly promoted by PA,
and the flow is reattached. Whereas, at lower angles, the transport of two-dimensional
vortex structures, which maintain their structures downstream and suppress the turbulent
transition, creates flow reattachment. At α = 4 and 8, the L/D of the Continuous case
was higher than that of the Burst case because the suction peak value of Cp in the Burst
case was not improved compared to the PA-OFF case due to the trailing edge separation.
The trailing edge separation may be caused by the suppression of the turbulent transition
by the two-dimensional vortices whose structures are maintained even near the trailing
edge in addition to the reverse pressure gradient. Therefore, applying flow control methods
that promote turbulence transition could possibly suppress the trailing separation and
improve aerodynamic characteristics. Based on the results of the previous study [27],
frequencies lower than F+ = 6 may be effective, and further investigation is required. In
addition, a control method that dynamically changes the PA drive conditions according to
the angle of attack is needed for robust control.

It should be noted that these phenomena in the present study would depend on the
airfoil geometry and flow conditions. Future studies on the influence of the airfoil geometry
such as a thin airfoil and the flow conditions such as freestream turbulence are required.
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Abstract: A slot formed between the slat and the main wing of the 2D high-lift device is used to
accelerate the convergence of the flow to the upper surface of the main wing to improve the flow
field quality. In order to further enhance flow characteristics, this paper proposes a design method
for multi-channel leading-edge slats based on grid flow channels. On the one hand, a specific shape
of a shrinking expansion tube is formed to improve the lift characteristics of the leading slat. On
the other hand, the newly formed slot plays a similar role to that of the jet stream, delaying the
separation on the upper surface of the main wing, making the separation point move back and
helping to improve the lift characteristics of the main wing. The optimization of coupled slat-grid
channel configuration is developed by using the DOE algorithm. The geometric parameters, such as
coordinates and curve slope, are considered as design variables, and the maximum lift–drag ratio is
taken as the optimization objective required to obtain the optimal configuration. The simulation and
optimization results show that the lift coefficient increases by 3.3%, the drag coefficient decreases
by 12.7%, and the lift–drag ratio increases by 18.4% of the optimal configuration compared with the
original airfoil at an angle of attack of 16.3◦.

Keywords: grid-fin; multi-element configuration; flow control; aerodynamic optimization; DOE
optimization algorithm

1. Introduction

For the commonly used three-stage high-lift device, the flow characteristic is that the
leading slat and trailing-edge flaps work together to improve the lift–drag characteristics
of the entire airfoil. Van Dam [1] reviewed the recent developments in aerodynamic design
and analysis methods for multi-element high-lift systems in transport airplanes, including
necessity, the major design objectives, and constraints. For the commonly used three-stage
high-lift device, the flow characteristic is that the leading slat and trailing-edge flaps work
together to improve the lift–drag characteristics of the entire airfoil. In 1970, A. Smith [2]
analyzed the aerodynamic principle of the multi-element configuration, and believed that
it was affected by the slat effect, circulation effect, off-the-surface pressure recovery, and
boundary layer effect of each wing segment. It is well recognized that the usual function of
the slot is that of a boundary layer control device, permitting highly adverse upper-surface
pressure gradients to be sustained without incurring severe separation. There appear to be
five primary effects of gaps, and here we speak of properly designed aerodynamic slots.
According to the current classical active and passive flow control theories, the mechanism
of the three-segment high-lift device can be classified into the passive control method.
The passive flow control technology does not add energy to the flow, but changes the
flow boundary or pressure gradient through some methods to control the flow, such as
optimizing the geometric parameters of the airfoil, adding or combining flow control
devices, and through fixed-point displacement or deformation under specific working
conditions. Compared with active flow control technology [3], it is widely valued for its
advantages of simple structure, lack of additional energy consumption or lower energy
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consumption, and low cost. For the three-stage high-lift device, the leading-edge slat can
accelerate the airflow through the slots formed with the main wing, forming a similar effect
to the jet flow, which can favorably disturb the airflow of the main wing and improve its
wind resistance. However, the practical application of this three-element high-lift device
has many limitations. For example, the aircraft is significantly affected by the ground
effect during takeoff and landing. For the high-lift device, the flaps are deflected closer
to the ground [4], meaning that the impact is greater. For amphibious aircraft [5,6], flap
failure may even occur due to body splash. In order to further improve the aerodynamic
characteristics and practical value of the high-lift device, slats are the preferred component
for optimization and improvement.

The basic principle of slat lift enhancement is that there is a gap between the slat
and the leading-edge surface of the main wing. Specifically, the velocity of the airflow on
the lower surface of the airfoil increases in the gap and flows to two places, respectively.
Part of the airflow accelerates from the gap between the tail of the slat and the leading
edge of the main wing, flows backwards with the airflow on the upper surface of the
airfoil, and accelerates the flow to the convergence of the upper surface of the main wing.
Moreover, the velocity of airflow in the boundary layer on the upper surface of the wing
is increased to eliminate a large number of vortices [7]; the other part flows to the cavity
of the concave pressure surface of the slat, forming a recirculation zone. The velocities
of these two streams differ greatly; a strong free shear layer is, therefore, formed at the
interface. This shear layer originates from the sharp lower trailing edge and develops
downstream with the separation vortex. When the separation vortex hits the trailing edge
wall of the slat, a part of the vortex will flow back into the concave cavity of the slat,
interfering with the new shear layer near the lower trailing edge [8] and forming return
feedback [9]. In order to improve the lift–drag characteristics, grid flow channels can be
added to the slats to improve the flow field in the slats. Grid fins [10], as multi-surface
control systems consisting of an external frame and an internal grid partition, originate from
the lift device composed of multiple elements used in the early design of aircraft, and have
the advantages of high control efficiency, a large stall angle of attack, small hinge torque,
and easy folding. In particular, their lift characteristics are good, and it is not easy to stall
the devices with a high angle of attack, meaning they maintain good linearity. However,
due to the defects in the structure, weight, resistance and technology of multi-element
lift devices under the technical conditions of the time, single-element lift devices have
been dominant in aircraft design for a long time. With the development of technology,
the performance characteristics of grid fins derived from multi-element lift devices are
increasingly understood, and their advantages as aerodynamic stabilizing and controlling
surfaces for various types of aircraft continue to be highlighted. Research from Russia, the
United States, Germany, and China has strengthened the understanding of grid fins; as a
result, theoretical and applied achievements have been realized [11–15].

Wang Long et al. [16] carried out a numerical simulation on four different slotting
positions of wind turbine blades by means of a computational fluid dynamic method, and
obtained the flow field and lift coefficient of the blades at different angles of attack. They
found that, under high angles of attack, the jet formed by slots can effectively inhibit flow
separation, and the aerodynamic performance was better when the slotting position was
near the separation point. Hui Zenghong et al. [17] studied the aerodynamic characteristics
of multi-element leading slat lift devices using the pressure measurement method and
obtained a better leading slat scheme by comparing the influence of different configuration
slats on the airfoil lift effect and aerodynamic efficiency. Zhang Lijun et al. [18] proposed
a scheme of symmetrical slitting in the wind separation zone for the vertical axis wind
wing NACA0012 studied, which delayed the separation of the airfoil boundary layer and
improved the aerodynamic performance of the airfoil. Liu Zhongyuan et al. [19], taking the
L1T2 three-element airfoil as the research object, proposed carrying out slot control on the
leading-edge slat to slow down the boundary layer separation and reduce its impact on
the wake. They focused on the slot location, the flow direction at the slot outlet, and the
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flow control technology in order to improve the stall characteristics of the lift enhancement
device. Although there is a lot of research on the flow control of slats, most of this research
focuses on the slot position and slot angle. There is relatively little optimization research
on the slot layout scheme, slot width, and slot and chord angles of slotted airfoils of
multi-element configuration, which limits the potential of the flow control effect of slats.

In this paper, a grid-slat flow control configuration is proposed to increase lift, reduce
drag and suppress flow separation. The quadratic curve parametric modeling method
is used for the slot, and the design of the experiment aims to optimize its design. The
optimal design parameters of the grid-slat configuration under the given design space and
flow conditions are determined through numerical simulation. Moreover, the flow control
mechanism of the optimal configuration and the influence and correlation of each design
parameter on the lift–drag coefficient are analyzed. It provides a new idea and method for
the design of three-dimensional grid multi-element airfoil lift devices in the future.

2. Flow Control Optimization Strategy for Leading-Edge Slot of the Airfoil 30P30N
Based on Grid Fin

The grid-slat configuration can improve the flow field level of the slot by increasing
grid flow channels. Its basic principle is that, in addition to increasing the flow path of the
leading-edge slats, the slats themselves generate additional lift. More importantly, a new
additional slot is formed on the basis of the original single channel, which can enhance
the flow characteristics of the original slot, improve its disturbance characteristics to the
flow of the main wing, and thus enhance the flow control effect. However, since there
are many design parameters involved due to the addition of slots in the slats, this paper
constructs an aerodynamic optimization design method for grid-slat flow control based on
the DOE algorithm.

2.1. Design of Grid Fin–Slat Composite Configuration

The grid-slat configuration is designed on the multi-section airfoil 30P30N of the
high-lift device, and the configuration is parameterized to facilitate the transformation of
the original optimization of the geometric model of the configuration into the optimization
of the configuration design parameters.

Analytic geometric curves can be expressed using explicit functions with few de-
sign variables. For example, in the typical conic curve method, section control can
be realized by the beginning and end coordinates of curves, as well as by the tangent
slope and shape parameters. It has fewer control parameters, which is conducive to
the optimal design of the aerodynamic shape. The general equation of a conic curve is:
y2 + ax2 + bxy + cx + dy + e = 0. The conic curve can be regarded as a conic obtained by
performing plane oblique cutting. By changing the angle of the tangent plane, conic curves
such as circle, ellipse, parabola and hyperbola can be obtained [20].

The slot at the leading edge is separately described by two curve equations, as shown
in Figure 1, curves 1-2-3 and 4-5-6, respectively. Assuming that point 2 is the origin of the
curve coordinate system, where the slope of the curve is infinite, the 1-2-3 elliptic equation
can be simplified as y2 + ax2 + bxy + cx = 0. Then, the equation can be obtained according
to the coordinates and slope of the curve at point 1 and the tangent equation of the curve at
point 3.

Among them, the designer gives the x coordinates of point 1, and the x and y coor-
dinates of point 2. The method to determine the tangent equation at point 3 is shown in
the figure above. First, a straight line should be made through the two points denoted
as AB. The angle between AB and the horizontal direction is k3; then, the distance of
y3 is offset upward, where k3 and y3 are also given by the designer. The curve 4-5-6 is
determined in the same way with the parameters x4, x5, y5 and k6. In conclusion, the chord
length direction is assumed to be the x axis and the direction perpendicular to the chord
length is assumed to be the y axis. Considering the calculation time and cost as well as the
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configuration changes, the control variables of the slot at the leading edge are shown in
Table 1:

Table 1. Design variable and value range.

Design Variable x1 (mm) x2 (mm) y2 (mm) y3 (mm) k3 (◦)

value range 11 ± 30% 9 ± 15% 11 ± 15% 0–6 40 ± 15%

Design Variable x4 (mm) x5 (mm) y5 (mm) y6 (mm) k6 (◦)

value range 16 ± 30% 9 ± 15% 11 ± 15% 0–6 35 ± 15%
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Figure 1. Grid-Slat configuration parameterization diagram.

The position and size of the slot inlet can be adjusted by adjusting x5 and x4 The
degree of shrinkage can be adjusted by adjusting x2 and x5. Adjusting y2 and y5 can change
the longitudinal position of the transition between the contraction and expansion of the
joint. The position of the slot outlet position can be adjusted by adjusting x3 and x6. The
shape of the expansion segment can be controlled by adjusting k3, y3, k6 and y6.

2.2. Aerodynamic Optimization Model of Grid-Slat Composite Configuration

The DOE module in the Isight-integrated platform is adopted, and the numerical
optimization of control design parameters is used to replace the optimization of grid-slat
configuration geometry. It is a structured research method used to systematically study the
relationship between the independent variable and the dependent variable. This method
studies the effect of one or more input parameters (factors) on multiple output results
(responses) by arranging experiments scientifically and reasonably and replacing compre-
hensive tests with partial tests. The seven steps of the DOE experiment design are target
determination, process analysis, factor screening, fast approach, factorial experiment, regres-
sion experiment, and robust design. The optimized design variables are parameters in the
parameterized expression of grid-slat curve configuration (x1, x2, y2, y3, k3, x4, x5, y5, y6, k6).
The objective of optimization is to obtain the maximum lift–drag ratio K. The calculation
formula is as follows:

Cl =
L

0.5ρU2
∞c

(1)

Cd =
D

0.5ρU2
∞c

(2)

K = Cl/Cd (3)
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As shown in Figure 2, the optimization process of grid-slat configuration is as follows:

(1) The optimization module assigns values to ten design variables for the first time
according to the constraints, and Catia establishes a two-dimensional parametric
model of grid-slat configuration according to the assignment;

(2) The pointwise divides the structural grid and output of the case file for Fluent calculation;
(3) The flow field of the grid-slat configuration is calculated at an angle of attack of 16.3◦,

and outputs the corresponding lift coefficient Cl and drag coefficient Cd;
(4) The Calculator module feeds back the lift–drag ratio K into the optimization platform

according to the formula;
(5) The DOE algorithm reassigns design variables according to the calculation results,

and then enters the next round of optimization calculations.
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3. Verification
3.1. Calculation Method and Verification of Aerodynamic Characteristics of the Multi-Section
Airfoil 30P30N

In the present simulation, the flow field was assumed to be described by the 2D
Reynolds-averaged Navier–Stokes (RANS) equations. The turbulence model adopted was
the k − ω SST model. This turbulence model uses the damping function in the vortex
viscosity model. It is more accurate at simulating the aerodynamic characteristics and
pressure distribution of multi-section airfoil [21,22]. This has wide applicability and good
prediction performance for separation flows with high-lift configurations.

The k − ω SST model formula is given as:

µt =
ρa1k

max(a1ω;ΩF2)
∂(ρk)

∂t + ui
∂(ρk)

∂xi
= Pk − βkρkω + ∂

∂xi

[(
µl +

µt
σk

)
∂k
∂xi

]

∂(ρω)
∂t + ui

∂(ρω)
∂xi

= CωPω − βωρω2 + ∂
∂xi

[(
µl +

µt
σω

)
∂ω
∂xi

]
+ 2ρ(1 − F1)

1
σω2

1
ω

∂k
∂xi

∂ω
∂xi

(4)

The modified k − ω SST turbulence model constructs the model coefficient in the
vortex viscosity coefficient of the equation as the following equation:

α∗ = α∗∞

[
α∗0 +

Ret
Rk

1 + Ret
Rk

]
(5)

where Ret = ρκ/µω is the turbulent Reynolds number.
A numerical simulation of the 30P30N airfoil is taken as an example to verify the nu-

merical simulation method of the two-dimensional lifting device adopted in this paper. The
multi-section airfoil 30P30N of the high-lift device is widely used by CFD workers [23,24].
The deflection angle of the leading-edge slat and trailing-edge flap of this airfoil is 30◦, the
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slot width of the leading-edge slat is 2.95%, and the overhang is −2.5%. The trailing-edge
flap slot width is 1.27%, and the extension is 0.25% [23], as shown in Figure 3.
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Figure 3. Geometry profile of 30P30N.

The comparative test data are the wind tunnel test results of McDonnell Douglas
Aerospace and NASA Langley [25,26]. According to actual wind tunnel test conditions,
the attack angles of the incoming flow are −0.17◦ ∼ 21◦. The Reynolds number is 9 × 106.
The Mach number is 0.2. All the calculations provided here were obtained using the
coupled solver of Fluent code. A second-order upwind difference scheme was chosen
for momentum and turbulent kinetic energy, respectively. The incoming flow pressure is
the standard atmospheric pressure. The mesh is generated as shown in Figure 4. For the
component grid, we used a hybrid mesh with 40,792 cells. Wall spacing of the first layer is
1.71 × 10−3, which satisfies y+ ≤ 1.
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Figure 4. Computational mesh.

In the process of calculation, we monitored the convergence of residuals on the one
hand, and found that the energy item decreases to 10−9 and other residuals except the
energy item decrease to 10−4. On the other hand, the calculation results cl or cd basically do
not change with the increase in iteration steps. In Figure 5a, it seems that good agreement
is achieved by comparing the calculated lift coefficient of the airfoil with the wind tunnel
test results and that the deviation is large only near the stall angle of attack. As shown
in Figure 5c,d, the surface pressure coefficients distribution of the main wing and flap
coincide very well, and the pressure coefficients of the slats are basically consistent with
the experimental data.

3.2. Grid Independence Verification

In order to ensure the accuracy of numerical calculation and reduce the calculation
cost, the multi-section airfoil 30P30N is taken as an example to verify the independence of
the computational grid. Three-grid generation schemes are used for simulation calculation.
Table 2 shows the grid convergence verification results at an attack of 8◦. The lift coefficient
Cl converges with the increase in the number of grid cells. The drag coefficients, shown in
Figure 6a, are basically the same using 2- and 3-grid generation schemes at different angles
of attack. As shown in Figure 6c,d, the surface pressure coefficient distribution of the main
wing and flap coincide very well. Using 2- and 3-grid generation schemes, the calculation
results are similar, which meets the requirements of grid independence. Therefore, the grid
division scheme of Case2 is adopted for subsequent calculations of cost.
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Table 2. Grid independence verification.

Case Grid Cell Lift Coefficient

Case1 28,947 3.14498

Case2 40,792 3.13469

Case3 61,923 3.144985

4. Optimization Example and Analysis

Through optimization design, the values of design variables are shown in Table 3, and
the configuration at this time is shown in Figure 7a. The grid-slat configuration plays a role
in increasing lift and reducing drag through calculations. Figure 7b–d show the comparison
of the lift coefficient, drag coefficient and lift–drag ratio between the original airfoil and the
new configuration at different angles of attack. The simulation and optimization results
show that the lift coefficient increases by 3.3%, the drag coefficient decreases by 12.7%,
and the lift–drag ratio increases by 18.4% of the optimal configuration compared with the
original airfoil at an angle of attack of 16.3◦.

Table 3. Value of design variable.

Design Variable x1 (mm) x2 (mm) y2 (mm) y3 (mm) k3 (◦)

optimal value 11 9 11 0 45

Design Variable x4 (mm) x5 (mm) y5 (mm) y6 (mm) k6 (◦)

optimal value 16 11 11 0 30
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In order to further clarify the mechanism of increasing lift and reducing drag of grid-
slat configuration, Figure 8 describes the total lift coefficients of the original airfoil and the
optimized airfoil at different angles of attack. The lift coefficients, extracted separately from
the slats, show that the configuration not only improves the lift of the slat itself but also
improves the lift of the main wing.
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Figure 8. Comparisons of lift coefficients between original airfoil and optimal configuration. (a) Lift
coefficient of slat; (b) Total lift coefficient.

The simulation results of the original airfoil and the optimized configuration at four
typical angles of attack (α = 8◦, 16.3◦, 19◦, 22.36◦) are compared and analyzed. The devel-
opment process of wake flow is shown in Figure 9. For the original airfoil at an angle of
attack of 22.36◦, the wake flow area generated by the separation bubble is strongly mixed
with the slot jet and the boundary layer of the main wing section, so that the rear section of
the main airfoil and trailing-edge flap are in the mixed wake flow area. After optimization,
the separation of grid-slat configuration is weakened, and the wake area is greatly reduced.

Superimposed contour plots of velocity magnitude and instantaneous streamlines at
different angles are shown in Figure 10. Although the jet velocity has not yet reached the
peak value, the velocities near the upper trailing edge are improved to varying degrees. The
downstream flow-separated area near the upper trailing edge becomes a flow-attached area.

Figure 11 shows the surface pressure coefficient Cp of the original airfoil and the
optimized layout under two operating conditions. For the convenience of differentiation,
blue represents the original airfoil and red represents the optimal grid-slat configuration.
The negative pressure value in the figure represents the suction on the upper surface of the
wing. The positive pressure value represents the pressure on the lower surface of the wing.
The pressure surface curve is located below the suction surface curve, indicating that the
pressure on the lower surface is greater than that on the upper surface, which means the
lift of the airfoil is positive [27,28]. The area enclosed by the pressure coefficient curve can
roughly reflect the lift coefficient.

As is shown in Figure 11a, at an angle of attack of 19◦, each suction peak of optimized
configuration for each wing is slightly higher than that of the original wing, while the
pressure surface curve is basically the same, so the optimal grid-slat configuration has a
higher lift. As can be seen in Figure 11b, the suction peak of the original airfoil decreases
sharply, and the area enclosed by the pressure coefficient curve decreases. However, the
pressure coefficient curve of the optimized configuration is significantly different from that
of the original airfoil, indicating that stall status had not been reached. Therefore, it can be
concluded that the optimized configuration improves the aerodynamic characteristics at a
high angle of attack and additionally increases the stall angle of attack.
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5. Influence Analysis of Design Parameters

In order to further clarify the design method of grid-slat configuration, the influence
of each parameter on lift–drag coefficient and lift–drag ratio is analyzed according to the
calculation results under the different design parameters calculated in the optimization
process. First, the Pearson correlation coefficient [29] is selected to calculate and analyze the
correlation between design parameters, lift–drag coefficient and lift–drag ratio, as shown
in Table 4. The results show that the five design parameters are significantly related to the
lift–drag ratio K, where x1, k3, k6 are positively correlated with K, y3, y6 are negatively
correlated with K.

Table 4. The correlation analysis results between design parameters and lift–drag coefficient.

x1 x2 y2 y3 k3

Cl
Pearson correlation 0.036 −0.048 −0.097 −0.164 ** 123 *

Sig. (2-tailed) 0.500 0.373 0.070 0.002 0.021

Cd
Pearson correlation −0.113 * 0.010 −0.028 0.260 ** −0.277 **

Sig. (2-tailed) 0.034 0.857 0.607 0.000 0.000

K
Pearson correlation 0.112 * −0.019 0.004 −0.300 ** 0.305 **

Sig. (2-tailed) 0.036 0.720 0.948 0.000 0.000

x4 x5 y5 y6 k6

Cl
Pearson correlation 0.063 0.109 * 0.174 ** −0.123 * 0.287 **

Sig. (2-tailed) 0.241 0.041 0.001 0.021 0.000

Cd
Pearson correlation 0.007 0.082 −0.017 0.279 ** −0.240 **

Sig. (2-tailed) 0.902 0.123 0.747 0.000 0.000

K
Pearson correlation 0.000 −0.055 0.057 −0.308 ** 0.311 **

Sig. (2-tailed) 0.997 0.302 0.284 0.000 0.000

**. At 0.01 level (2-tailed), the correlation is significant. *. At 0.05 level (2-tailed), the correlation is significant.

Pearson’s formula [30] is:

ρX,Y =
cov(X, Y)
σXσY

=
E(XY)− E(X)E(Y)√

E(X2)− (E(X))2 −
√

E(Y2)− (E(Y))2
(6)

where cov(X, Y) is the covariance of X and Y, and σX, σY is the standard deviation of X
and Y, respectively.
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This shows that within the given range of variables, the shape of the slot changes with
the change in five design parameters, which will greatly change the flow field. The change
of x1 results in the change of seam entry position, while the change of the other four design
parameters y3, y6, k3 and k6 results in the change in seam shape. The design parameter
x1 is positively correlated, indicating that the lift force is better when the inlet position of
the slot is closer to the right. The design parameters k3 and k6 are positively correlated,
indicating that as the expansion degree of the slot increases, the acceleration degree of the
slot to the flow is greater, and the lift force is better.

6. Conclusions

In this article, a flow control method of grid-slat configuration was proposed, and its
optimal design was configured using the DOE algorithm. The optimal configuration was
obtained and verified through numerical simulation, and we analyzed the flow control
mechanism and the influence of design parameters. Two main conclusions were drawn
from this study.

(1) By slitting the leading-edge slats, the lift–drag characteristics of the multi-element
configuration can be effectively improved, which shows the feasibility and effectiveness of
conducting flow control through the leading-edge slats. The simulation and optimization
results show that the lift coefficient increases by 3.3%, the drag coefficient decreases by
12.7%, and the lift–drag ratio increases by 18.4% of the optimal configuration compared
with the original airfoil at an angle of attack of 16.3◦. The grid-slat can effectively improve
the flow field level, and the flow always remains attached.

(2) The analysis of the correlation between the design parameters and the configuration
of aerodynamic performance shows that the slot design parameters are highly sensitive to
the final flow control effect, which also indicates that the flow control potential of the slats
is very good.

In this paper, a flow control model and design optimization method based on slat
slitting have only been constructed for a single grid slot. In future work, we expect to build
a more effective slot scheme with the possibility of three-dimensional applications.
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Abstract: Genetic Algorithms (GA) are useful optimization methods for exploration of the search
space, but they usually have slowness problems to exploit and converge to the minimum. On the
other hand, gradient based methods converge faster to local minimums, although are not so robust
(e.g., flat areas and discontinuities can cause problems) and they lack exploration capabilities. This
article presents a hybrid optimization method trying to combine the virtues of genetic and gradient
based algorithms, and to overcome their corresponding drawbacks. The performance of the Hybrid
Method is compared against a gradient based method and a Genetic Algorithm, both used alone.
The rate of convergence of the methods is used to compare their performance. To take into account
the robustness of the methods, each one has been executed more than once, with different starting
points for the gradient based method and different random seeds for the Genetic Algorithm and the
Hybrid Method. The performance of the different methods is tested against an optimization Active
Flow Control (AFC) problem over a 2D Selig–Donovan 7003 (SD7003) airfoil at Reynolds number
6 × 104 and a 14 degree angle of attack. Five design variables are considered: jet position, jet width,
momentum coefficient, forcing frequency and jet inclination angle. The objective function is defined
as minus the lift coefficient (−Cl), so it is defined as a minimization problem. The proposed Hybrid
Method enables working with N optimization algorithms, multiple objective functions and design
variables per optimization algorithm.

Keywords: Hybrid Methods; Genetic Algorithms; gradient-based methods; optimization; Active
Flow Control; Synthetic Jets

1. Introduction

Optimization methods usually excel in exploration or exploitation, they have to make
a trade-off between those characteristics. The balance between exploration and exploitation
capabilities will affect the usability of the optimization method. A method that excels
in exploitation may lack the capacity to find the candidate regions and get stuck in local
minima. On the other hand, a method that excels in exploration may lack the capacity
to quickly converge to a refined solution, but it can find the candidate regions efficiently.
Evolutionary bio-inspired methods usually excel in exploration capabilities and gradient
based methods usually excel in exploitation capabilities.

Traditionally, bio-inspired optimization methods provide good exploration capabilities
with robustness in providing global minimum. Nevertheless, this requires a large number
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of evaluations of the objective functions, this being its main drawback, especially when
dealing with applications to industry and engineering. We can see examples of this type
of solution using particle swarm optimization algorithms in microwave engineering at
A. Lalbakhsh and Smith [1], or resonator antennas at A. Lalbakhsh and Esselle [2]. Genetic
Algorithms have also been used on environmental sensing problems at Lalbakhsh et al. [3],
or improving satellite darkness at Lalbakhsh et al. [4]. Gray Wolf Optimization has been
used for the solution of flow measurement and instrumentation problems at [5].

In practice, one could think in a sequential combination of different optimization meth-
ods in order to combine their main advantages and to overcome the different limitations of
each one. For instance, first use an evolutionary algorithm (e.g., a Genetic Algorithm) to
perform an exploration and, next, use its results to start a gradient based method (e.g., a
conjugate gradient) to exploit the interesting regions found by the evolutionary algorithm.
If we do that with all the individuals provided by the evolutionary method, the total
computational cost would be even more prohibitive. However, one could also think of
applying a deterministic improvement with only a reduced set of promising individuals.
This is considered a form of hybridization. An example of this kind of hybridization can
be found at Kelly Jr and Davis [6], which proposes a combination of a Genetic Algorithm
and a k-nearest neighbors classification algorithm. Another example of hybridization with
multiple algorithms is proposed at Jih and Hsu [7]. In this case, a Genetic Algorithm and
dynamic programming is used to address vehicle routing optimization problems. Other
examples can be found at El-Mihoub et al. [8], Kulcke and Lorenz [9].

Other forms of hybridization are the definition of new operators, including multi-
population methods. A multi-population Hybrid Method was proposed in Lee et al. [10]
where games strategies were combined with bio-inspired optimization methods. In this
approach there are different players, all of them using Genetic Algorithms applied to the
solution of different complementary optimization problems.

This approach was used for the optimization of aeronautic shape configurations in
Lee et al. [10] , Lee et al. [11] and D. S. Lee and Srinivas [12]. This was applied in the
optimization of composite structure design at Lee et al. [13].

In this paper, an extended implementation of this approach combining a player using
a Genetic Algorithm with another player using a conjugate gradient is presented and tested
against a single objective problem on an Active Flow Control device optimization. The
performance of this approach is compared with the use of the Genetic Algorithm and the
conjugate gradient methods used alone.

There are two players:

• One population-based for exploration, which could be an evolutionary algorithm or
swarm intelligence.

• One which tries to improve a selection of the most promising individuals coming
from the population of the bio-inspired algorithm which uses a deterministic gradient
based method.

2. Hybrid Method Description

In this section, the proposed Hybrid Method is described. Hybrid Methods have
been researched by Lee et al. [10] among others. In the work of Lee et al. [10], there are
different optimization algorithms inside the Hybrid Method that are also called players, as
it uses the Nash games concepts and hybridizes a Nash game with a global Pareto player.
In Lee et al. [10], the authors use Genetic Algorithms for all optimization algorithms (i.e.,
players) which compound the Hybrid Method. When working with two objective functions,
it uses three players. The first one is the Pareto player or global player and it deals with the
whole problem, two objective functions and all design variables. The other two players are
the Nash players, and each one only deals with one objective function. The design variables
are also split between the two Nash players, resulting in each Nash player working with a
subset of the search space.
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The proposed Hybrid Method, which has been derived from the one proposed by
Lee et al. [10], enables working with N players, multiple objective functions and design
variables per player, and a different optimization algorithm for each player. The structure
of the method is divided into three main components:

• General Algorithm: It contains the initialization of the player, the main optimization
loop and the post-process of the optimization. It is not intended to be changed for
different variants of the Hybrid Method.

• Migration epoch algorithm: It is the function that defines the exchange of information
between the different players. It defines which individuals are migrated between
players, under which circumstances, etc.

• Immigrate methods: The immigrate method is a function that has to be defined for each
type of player. The way each optimization algorithm used as a player can incorporate
and use an individual highly depends on the internal algorithm of each type of
player. This function defines how each type of player incorporates the individuals
that emigrate into them.

The Hybrid Method interlaces the execution of its internal optimization algorithms.
Each player runs one iteration of its optimization algorithm, then a migration epoch
occurs before the other method runs one iteration of its own algorithm. The migration
epoch is the mechanism that allows the exchange of information between players. The
information exchanged by the players are the design variables of a selection of individuals.
The migration epoch implementation is what defines the main functionality of the Hybrid
Method. The general algorithm of the Hybrid Method is described in Algorithm 1.

Algorithm 1: General algorithm of the Hybrid Method

foreach player do
player-Initialize;

while not stop criteria is met do
foreach player do

player-Generate;
player-Compute;
MigrationEpoch(players[i]);

foreach player do
player-PostProcess;

PostProcess;

In this article, the optimization method selected to perform the exploration is a Genetic
Algorithm based on the NSGAII [14]. Other population based optimization algorithms,
such as differential evolution, particle swarm optimization, etc., could also been used here.
The Genetic Algorithm is known for its robustness and exploration capabilities and it is
one of the most widely used optimization algorithms for complex problems. It should
perform the task well in exploring the full search space. On the other hand, the method
selected for the exploitation is a conjugate gradient [15]. As shown in Algorithm 1, first of
all, the Initialize process for each player is called. These methods are called once and are
used to initialize each optimization algorithm. After the initialization of each optimization
algorithm, the optimization loop is started. Inside the loop, as mentioned above, each
optimization player runs one iteration before the migration epoch. One iteration consists of
generating a set of new individuals (i.e., a set of design variables) and computing them. For
the Genetic Algorithm player, the genetic operators of selection, crossover and mutation
are performed inside the Generate process, which yields a new population, known as the
offspring. After the population is computed, the MigrationEpoch process is called, and after
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that the conjugate gradient runs an iteration of its algorithm starting with the migrated
individual, and the process repeats until the stop criteria is met.

The MigrationEpoch process is responsible for managing the exchange of information
between the different players. The definition of this process is what defines most of
the hybrid algorithm. For example, it defines the criteria of which individuals migrate
between players, how often they migrate, etc. The internal algorithm of the MigrationEpoch
process that describes the Hybrid Method presented and tested in this article is detailed in
Algorithm 2.

Algorithm 2: Hybrid Method With Gradient Game

After computing a full iteration of a player the MigrationEpoch(this-player) function does:

if iter = 0 then
foreach player do

player-Immigrate(this-player-Bestfits);

else
if this-player-Bestfits < players[0]-Bestfits then

foreach player do
player-Immigrate(this-player-Bestfits);

else
GetMinBestfits;
this-player-Immigrate(Bestfit);

The tested Hybrid Method combines two players (i.e., optimization algorithms). One
player is intended to perform the exploration of the full search space. The second player is
responsible for the exploitation of the promising regions found by the first one. The Hybrid
Method shares information between the two players, in a bidirectional way, to overcome
the main drawbacks of the optimization algorithms that is formed of. It tries to achieve a
fast rate of convergence and to avoid getting stuck at local minimums.

The Hybrid Method initially runs the Genetic Algorithm player. After the first iteration,
the best individual found by the Genetic Algorithm is transferred to the conjugate gradient
player (first if of the Algorithm 2). The player-Bestfits is the individual with the best objective
function found so far, and it is stored for each player. It is updated every time a better
individual is found. The conjugate gradient player will use this individual as the starting
point of its internal algorithm for its own iteration. The iteration of the conjugate gradient
consists of computing the gradient at the location of the starting point and performing a
line search in the direction of the gradient. After the iteration of the conjugate gradient,
another migration epoch occurs. If the best individual found by the conjugate gradient
outperforms the best individual found by the Genetic Algorithm, then the best individual
of the conjugate gradient is sent to the Genetic Algorithm.

If the first conditional is not met, a second if condition is evaluated, taking into account
the values of the objectives functions achieved so far. The inner if condition compares the
objective function of the last evaluated player (this-player) against the objective function of
the first player, which in this case is a Genetic Algorithm. The condition this-player-Bestfits <
players[0]-Bestfits is clear in a single-objective optimization case, as it is a direct comparison
between values of the objective function. If the objective function of this-player is better
(lower) than the first player, this individual is migrated to the other player.

If the objective function of this-individual is not better, the inner else part of the algorithm
is conducted. In the function GetMinBestfits, a search for the best individual (Bestfit) among
all players is performed, and the individual is migrated to this-player, the last player that
was executed.
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For the full comprehension of the hybrid algorithm, it is important to specify the
Immigrate process. This process is defined for each player, and its implementation depends
on the type of optimization algorithm, and it affects the general hybrid algorithm. It has
one input parameter, the individual that has been selected to migrate into this player.
The Immigrate process is responsible for incorporating the individual into the player. The
Immigrate process of the Genetic Algorithm substitutes the design variables of the last
individual of its internal population with the one that comes from the conjugate gradient.
This introduces the genetic information of this individual into the population. In the next
iteration, the design variables of this individual will be used in the genetic operators.

In order not to repeat computations, the conjugate gradient player only performs a
new iteration when the Genetic Algorithm one provides a best individual different than in
the previous global iteration.

On the other hand, the Genetic Algorithm player always incorporates to the population
the best individual coming from the conjugate gradient, even if it is the same as in any
previous global iteration. The stochastic nature of the Genetic Algorithm can benefit from
maintaining the best individual in the population at each iteration. There is a probability
that the best individual is not selected in the genetic operators, and to keep the best
individual in the population, keeping its genetic information can help to converge in that
region. One could think about problems with elitism, but the method only forces one
individual to remain in the population, the absolute best so far. If this happens for too
long, most probably the optimization has converged, and in case it is not converged, the
algorithm should still be capable to explore other regions with the mutation operator and
the stochastic nature of the Genetic Algorithm.

For more clarity, the general algorithm with two players, the Genetic Algorithm as the
first player and the conjugate gradient as the second one, is schematized at Figure 1. As
mentioned previously, a migration epoch occurs after each iteration of each player. This
executes the process detailed in the Algorithm 2, enabling the possibility of exchanging
information between the two players.

The configuration of the Genetic Algorithm is specified in Table 1 and the configu-
ration of the conjugate gradient is specified in Table 2. The configuration of both opti-
mization algorithms is the same when running alone and when running as a player of the
Hybrid Method.

Table 1. Parameters of the Genetic Algorithm.

Parameter Value

Crossover operator Simulated Binary Crossover [16]
Mutation operator Polynomial Mutation [17]
Selection operator µ + λ & Crowded-Comparison Operator [14]

Probability of crossover 0.9
Probability of mutation 0.1

Population size 20

Table 2. Parameters of the conjugate gradient algorithm.

Parameter Value

Search Direction Method Fletcher-Reeves [18]
Optimal Step Size Method Golden Section [19]

Epsilon for numerical diferentiation 1.0 × 10−6

First step size 1.0 × 10−3

Optimal step size tolerance 1.0 × 10−3
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Figure 1. General algorithm of the tested Hybrid Method.

One of the main drawbacks of the proposed Hybrid Method, using both population
and gradient-based optimization methods, is that it requires the independent configuration
of each optimization method for each player. In this case, the configuration of the Hybrid
Method requires the configuration of the Genetic Algorithm and the conjugate gradient
players. On the other hand, it also enables the possibility to fine tune the players to
perform better, but in cases with high computational costs, it is difficult to perform tests
with different configuration values. Another drawback of the Hybrid Method is that the
parallelization of the evaluations of the individuals can become more ineffective because
each method may have its optimum number of CPUs which may be different for each
method. For example, in this case, the evaluation of the Genetic Algorithm population can
benefit from using 20 CPUs, one for each individual of the population because they can be
computed at the same time. On the other hand, to evaluate the individuals of the conjugate
gradient, the parallelization is not that clear. The individuals to compute the gradient can
be evaluated at the same time, in this case there are eleven individuals, the central point
plus two for each design variable. The line search could also be parallelized, but it is not
in the implementation used in this study. The difference in the parallelization capabilities
between players could result in an under utilization of the computational resources at some
stages of the process.

3. Numerical Results

In order to evaluate the performance of the proposed Hybrid Method, it has been
compared against two classical optimization methods, a plain conjugate gradient and a
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plain Genetic Algorithm. The conjugate gradient method is the same as that which forms
part of the Hybrid Method, but running on its own. The Genetic Algorithm used to compare
the hybrid algorithm is also the same that forms part of the Hybrid Method, but also running
alone. To take into account the random component of the Genetic Algorithm and the strong
dependence on the starting point of the conjugate gradient, multiple optimizations with
each algorithm have been conducted.

Two optimizations have been conducted with the Genetic Algorithm, starting with
different random populations. The Hybrid Method was also run twice, starting with the
same random populations as the Genetic Algorithm, so both methods started with the same
populations. Finally, the conjugate gradient was run six times, starting with six individuals
of the first random population generated by one of the Genetic Algorithms.

All the optimization methods have been tested against the same test case. The test
case consists of a single objective optimization of an Active Flow Control optimization
problem based on the work of Tousi et al. [20]. The objective of that work is to determine
the optimum parameters of the Synthetic Jet actuator design at different angles of attack
in a multiple objective optimization problem. The test case details for the comparison of
optimization algorithms are presented in Section 3.1.

3.1. Test Case Description

The test case focuses on the optimization of an Active Flow Control device, more
precisely, a Synthetic Jet actuator. The device is tested on a SD7003 airfoil at an angle of
attack of 14 degrees. For the comparison between the optimization algorithms, which is
the main objective of this work, a single optimization problem with five design variables
has been used. The objective function is to maximize the lift coefficient, and to do so the
objective function is set to:

f = −Cl

At high angles of attack, the Synthetic Jet can greatly affect the flow structure, improv-
ing the lift coefficient. The Synthetic Jet actuator, if set properly, can help to reattach the
flow to the airfoil or to almost avoid the detachment of the flow.

The design variables are the same as the previous work by Tousi et al. [20]. For a full
explanation and detail of the Synthetic Jet actuator design variables meaning refer to [20].
The five design variables are:

F+ Non-dimensional frequency.
Cµ Momentum coefficient.
θ Jet inclination angle.
x/C Non-dimensional jet position.
h/C Non-dimensional jet width.

The evaluation range of each design variable is shown in Table 3. The same ranges are
used with all optimization algorithms.

Table 3. Active Flow Control design variables and their evaluation ranges.

Design Variable Minimum Value Maximum Value

F+ 0.1 10
Cµ 0.0001 0.02
θo 5 175

x/C 0.001 0.3
h/C 0.005 0.015

The flow has been solved with an unsteady Reynolds averaged Navier–Stokes model
(URANS), using the OpenFOAM software. Other models, like direct numerical simulation
(DNS) or large eddy simulation (LES) could be used to solve the Synthetic Jet simulation,
but their computational cost is too high to perform so many optimizations with the avail-
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able resources. In addition, there is no need to use such precise solvers to evaluate the
performance of the Hybrid Method. More details on the solver used can be consulted
at [20], as this study uses the same model.

The mesh used, see Figure 2a, is one of the meshes previously evaluated in [20],
although having a smaller number of cells (34,448) than the final one employed in that
paper, the maximum y+ after the simulation was y+ = 1. The mesh nearby the Synthetic
Jet actuator is presented in Figure 2b. The run time of the simulation has been adjusted to
30 time units, which as shown in [20] is sufficient to reach convergence. It is important to
note that this study is not about the Synthetic Jet actuator optimization, but to compare the
optimization algorithms in a real world application with a significant computational cost
and complexity. The study of the physical problem is not the main purpose of this study,
which justifies reducing the precision of each CFD simulation in order to reduce the overall
computational cost.

(a) (b)

Figure 2. Full mesh of the domain (a) and Mesh nearby the Synthetic Jet actuator (b).

In Figure 3, the temporal averaged streamlines and pressure field for the non-actuated
case is presented. This configuration is called the baseline. From the streamlines, it can be
seen that the flow is fully separated and the airfoil is under stall conditions.

Figure 3. Averaged streamlines and pressure field of baseline case (Cl = 0.80).

3.2. Results from the Optimizations Methods

This section introduces the results obtained for the proposed comparison. The conver-
gence of the different optimization algorithms are shown in Figure 4. The results shown
in the graph of Figure 4 reflect the problems encountered by the gradient based method.
Most runs of the conjugate gradient initially improve faster than the Genetic Algorithm
but then get stuck between Cl ≈ 1.35 and Cl ≈ 1.45 (except for two runs that get stuck at
Cl ≈ 0.8 and Cl ≈ 1.25, respectively). Those lift coefficient values are achieved with almost
100 evaluations of the objective function for each optimization of the conjugate gradient.
The strong dependence of the conjugate gradient on the starting point is also reflected on
these results, as it presents very different solutions between runs than the other methods.
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In all cases, the conjugate gradient method was stopped because the algorithm found a
local minimum and could not compute the gradient to further improve the results.

On the other hand, the Genetic Algorithm provides optimal solutions similar to the
conjugate gradient, but with a higher computational cost, approximately four times higher.
Both runs of the Genetic Algorithm achieve values of the objective function in the range of
the conjugate gradient results. One of the runs achieves a better objective function than all
of the conjugate gradient runs, with a value of Cl = 1.49. It is important to note that the
Genetic Algorithm optimizations could run additional iterations and achieve better results,
but with a high computational cost.

Figure 4. Comparative of the convergence of the different optimization methods.

The Hybrid Method is the method that achieved better results, outperforming all
runs of the other algorithms in both of its runs. During the first iterations, it achieved
a convergence rate similar to the conjugate gradient. However, the improvement of the
solution has continued, avoiding being trapped in any local minimum. It is also the most
robust, as both runs are very similar in their performance. Both Hybrid Method runs
outperformed all the other optimization methods with a Cl = 1.52 and Cl = 1.54. One
run of the Genetic Algorithm achieved a comparable solution (Cl = 1.49), but it took more
than twice the computational cost of the Hybrid Method. Case 3, with a lift coefficient
of Cl = 1.49, obtained by the Genetic Algorithm with around 375 objective function
evaluations, improves the baseline lift coefficient by 86%. Cases 4 and 5, obtained by the
Hybrid Method runs, achieved a lift coefficient of Cl = 1.52 and Cl = 1.54, respectively.
Both runs needed around 125 objective function evaluations, which is 67% the number of
evaluations of case 3, with an increase in the lift coefficient of 90% and 93%, respectively,
from the baseline. The best lift coefficient achieved by each optimization is presented in
Table 4. The mean (Cl) and standard deviation (σ) of the lift coefficient achieved by each
optimization method is also presented. The Hybrid Method presents the best lift coefficient
mean (Cl = 1.53) followed by the Genetic Algorithm (Cl = 1.44) and the conjugate gradient
(Cl = 1.29). The conjugate gradient is the least robust, with a standard deviation of
σ = 0.2458, but four of the six optimizations achieved similar results than the Genetic
Algorithm with less computational effort.

Looking at these results, one can conclude that the proposed Hybrid Method per-
forms much more robustly than the conjugate gradient method and much faster than the
Genetic Algorithm.
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Table 4. Best lift coefficient of each optimization case, means and standard deviation.

Genetic Algorithm Hybrid Method Conjugate Gradient

Cl

1.39 1.52
0.81
1.26
1.38

1.49 1.54
1.42
1.42
1.46

Cl 1.44 1.53 1.29

σ 0.07071 0.01414 0.2458

3.3. Results Based on the Fluid Flow Performance

This subsection provides a comparison between the characteristics of the flow field
corresponding to each of the optimal solutions labeled in Figure 4. The lift coefficient
and design variables of each of the optimal solutions are presented in Table 5. For a full
explanation of the flow structure and details on the Synthetic Jet actuator performance, the
reader is directed to [20].

Table 5. Values of the lift coefficient and design variables of the five labeled cases.

Case Cl F+ Cµ θo x/C h/C

1 0.81 8.6 1 × 10−4 136 3 × 10−1 5 × 10−3

2 1.39 0.3 1.47 × 10−2 24 1 × 10−3 1.4 × 10−2

3 1.49 3.2 1.92 × 10−2 8 2 × 10−2 5 × 10−3

4 1.52 6.7 2 × 10−2 7 2.6 × 10−2 5 × 10−3

5 1.54 9.9 2 × 10−2 5 1.97 × 10−2 5 × 10−3

As explained in the Section 3.1, the flow without the Synthetic Jet actuator is fully
detached, see Figure 3. The objective of the Synthetic Jet actuator is to prevent or minimize
flow separation. The averaged streamlines and pressure field of the optimized cases are
presented and discussed in this section. The flow field corresponding to Case 1 is presented
in Figure 5. Despite the fact that the flow separation is slightly delayed versus the baseline
case, a large vortical structure is still observed over the airfoil.

Figure 5. Averaged streamlines and pressure field of the Case 1 (Cl = 0.81).

In Figure 6, the averaged streamlines and pressure field obtained from case 2 is
presented. It shows a late reattachment of the flow, which improves the lift coefficient of
the baseline by 74%. This solution has been obtained by one of the Genetic Algorithm’s
runs, with around 400 evaluations of the objective function. The resulting lift coefficient is
Cl = 1.39.
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Figure 6. Averaged streamlines and pressure field of case 2 (Cl = 1.39).

The averaged streamlines and pressure fields of cases 3, 4 and 5 are presented in
Figures 7–9, respectively. All of them show a complete flow reattachment, with very minor
differences in the size of the laminar bubble appearing close to the airfoil leading edge. The
bubbles are in fact located near the Synthetic Jet position, just downstream of it, as can
be seen in the above mentioned figures. The optimization of the flow control actuation
parameters has managed to successfully reattached the flow along the entire airfoil chord.

Figure 7. Averaged streamlines and pressure field of case 3 (Cl = 1.49).

Figure 8. Averaged streamlines and pressure field of case 4 (Cl = 1.52).

Figure 9. Averaged streamlines and pressure field of case 5 (Cl = 1.54).
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4. Discussion

This article presents a new Hybrid Method which combines two optimization methods
(a Genetic Algorithm and a conjugate gradient) of a very different nature. The test case used
to evaluate the performance of the new Hybrid Method is a single objective optimization
with five design variables associated with a Synthetic Jet actuator. The CFD simulations are
solved using a URANS model, which has proven precise enough to capture the active flow
actuator effect and to compare between different designs. For the test case of the Synthetic
Jet actuator, the Hybrid Method has outperformed both of the traditional optimization
algorithms. The new Hybrid Method successfully combines the best characteristics of both
optimization algorithms. It shows a great convergence rate, like a gradient based method,
but without the lack of robustness that usually comes with gradient based methods and
complex applications. The increase in robustness is provided by the Genetic Algorithm
player which avoids local minimums. The strategy to exchange information between
the two optimization algorithms proposed in this Hybrid Method has proven efficient to
overcome the main drawbacks of both classical optimization methods, and the result is an
optimization method capable of exploring and exploiting the full search space.

The future work aims to further test the new Hybrid Method in a multi-objective opti-
mization problem such as the one introduced in Tousi et al. [20]. In high CPU demanding
applications, such a Synthetic Jet actuator optimization is important when working with
optimization algorithms that require a low number of evaluations of the physical model,
and the new Hybrid Method has proven a good option.
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Abstract: Evolutionary algorithms have been widely used to solve complex engineering optimization
problems with large search spaces and nonlinearity. Both cultural algorithm (CA) and genetic
algorithms (GAs) have a broad prospect in the optimization field. The traditional CA has poor
precision in solving complex engineering optimization problems and easily falls into local optima.
An efficient hybrid evolutionary optimization method coupling CA with GAs (HCGA) is proposed
in this paper. HCGA reconstructs the cultural framework, which uses three kinds of knowledge to
build the belief space, and the GAs are used as an evolutionary model for the population space. In
addition, a knowledge-guided t-mutation operator is developed to dynamically adjust the mutation
step and introduced into the influence function. HCGA achieves a balance between exploitation
and exploration through the above strategies, and thus effectively avoids falling into local optima
and improves the optimization efficiency. Numerical experiments and comparisons with several
benchmark functions show that the proposed HCGA significantly outperforms the other compared
algorithms in terms of comprehensive performance, especially for high-dimensional problems. HCGA
is further applied to aerodynamic optimization design, with the wing cruise factor being improved by
23.21%, demonstrating that HCGA is an efficient optimization algorithm with potential applications
in aerodynamic optimization design.

Keywords: evolutionary algorithms; cultural algorithm; genetic algorithms; aerodynamic
optimization design

1. Introduction

Aircraft shape optimization is one of the key problems in aerodynamic configura-
tion design. The traditional aerodynamic optimization design methods mainly rely on
experience and trial-and-error methods, which require a lot of human, material and fi-
nancial resources, and not only take a long time but also require a lot of computational
resources [1]. In recent years, with the rapid development of computational fluid dynamics
(CFD) technology, the combination of numerical methods and optimization algorithms for
the aerodynamic shape optimization of aircraft can significantly shorten the development
cycle and reduce the design cost [2]. Therefore, it is important to carry out research on
efficient aerodynamic optimization design methods based on the combination of CFD
technology and optimization algorithms for the development of aerodynamic optimiza-
tion design.

Among numerous aerodynamic optimization studies, gradient-based methods and
heuristic algorithms are two of the most widely used methods. Gradient-based methods
are particularly attractive due to their ability to significantly improve the efficiency of
high-dimensional optimization problems. The adjoint method proposed by Jameson [3] is
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an effective sensitivity analysis method that evaluates sensitivity information by solving
the adjoint problem regardless of the number of design variables. Therefore, the computa-
tional time of sensitivity analysis can be significantly reduced. By combining the adjoint
method with the gradient method, the optimization efficiency can be greatly improved.
In recent years, this technique has been widely used in aerodynamic optimization [4,5].
However, two reasons make this technique less attractive: one is its difficulty in dealing
with constrained/multi-objective problems, and the other is that it is easy for it to fall into
local optima.

Heuristic algorithms do not need to rely on information about a specific problem and
have good global performance in finding the optima; they are thus particularly suitable for
solving problems with complex multiple local optima. Among them, genetic algorithms
(GAs), differential evolution (DE) algorithm and particle swarm optimization (PSO) algo-
rithm are the most popular methods in the field of aerodynamic optimization, and they
have all been successfully applied in aerodynamic optimization [6–9]. However, their
evolutionary procedures require multiple calls to the CFD analysers, which significantly
increases the computational cost. Therefore, it is necessary to improve the optimal effi-
ciency and therefore to develop optimization algorithms in particular allowing for balanced
exploitation and exploration capabilities [10].

Many engineering problems are complex high-dimensional multimodal problems, so
that most algorithms converge slowly, easily fall into local optima and are inefficient in
dealing with such problems. Aerodynamic optimization is a highly complex nonlinear
problem with multi-parameter, high-dimensional and multimodal characteristics. In order
to solve aerodynamic optimization problems effectively, it is undoubtedly necessary to
develop new intelligent and knowledge-based algorithms with satisfactory performance.
The genetic algorithm has good robustness and global search capability [11–15], and can be
well adapted to solve various types of problems. The cultural algorithm is a knowledge-
based super-heuristic algorithm, and its unique two-layer evolutionary mechanism can
improve the evolutionary efficiency very well. The hybrid of genetic algorithms and cultural
algorithm can combine the advantages of both, and then solve aerodynamic optimization
problems efficiently.

Cultural algorithm (CA) [16] is an evolutionary algorithm based on the simulation of
a two-layer evolutionary mechanism of human society, proposed by R.G. Reynolds in 1994.
It was inspired by and developed from human sociology and aimed to model the evolution
of the cultural component of evolutionary systems over time [17]. CA simulates the devel-
opment of society and culture, which can be divided into two parts, the population space
and the belief space, which are independent from each other but interconnected through
communication protocols. CA extracts the implicit information carried by the population
evolution process, such as the location of the optimal individuals or the range of the best
individuals, into the belief space and stores it in knowledge sources. CA provides a new
framework and mechanism for evolutionary models or swarm intelligence systems [18],
such as genetic algorithms [19], ant colony algorithms [20], particle swarm algorithms [21]
and differential evolution [22], etc. The two-layer evolutionary mechanism of CA improves
the efficiency of the algorithm. Compared with other evolutionary algorithms, CA has
stronger global optimization capability and higher optimization precision, and it has been
successfully applied to optimization problems such as clustering analysis [23], sensor lo-
calization [24], multi-objective optimization [25] and vehicle routing [26]. Although the
cultural algorithm can use knowledge sources to improve evolutionary efficiency, its global
convergence and evolutionary efficiency are deficient due to its single mutation opera-
tor [27]. Therefore, the cultural algorithm needs to be improved for better performance of
the optimization.

In this paper, an efficient hybrid evolutionary optimization method coupling CA with
GAs (HCGA) is introduced with a validation background of the application of evolutionary
algorithms to aerodynamic optimization design. Considering the features of CA and GAs,
the proposed algorithm reconstructs the framework of cultural algorithms, which uses
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GAs as a population space evolutionary model of the cultural framework, with the three
types of knowledge, namely situational knowledge, normative knowledge and historical
knowledge; these kinds of knowledge construct the knowledge sources of the belief space.
In addition, HCGA introduces population variance and population entropy to determine
population diversity, and it develops a new knowledge-guided t-mutation operator to
dynamically adjust the mutation step based on the change of population diversity during
the evolutionary process. It further introduces the t-mutation operator into the influence
function to balance the exploration and exploitation ability of the algorithm and improve
its optimization efficiency.

The rest of the paper is organized as follows. A brief introduction to the basic principles
and framework of the cultural and genetic algorithms is given in Section 2. The proposed
algorithm HCGA is introduced in Section 3. Numerical results and comparisons are pre-
sented and discussed in Section 4.2. The HCGA is applied in Section 5 to the aerodynamic
optimization design of the wing cruise factor. Conclusions and perspectives are discussed
in Section 6.

2. Brief Description of GAs and CA
2.1. Genetic Algorithms (GAs)

Genetic algorithms (GAs) proposed by Professor J. Holland [19] are among the evo-
lutionary algorithms (EAs). GAs operate on the whole population with individuals, and
their main operators include selection, crossover and mutation. For a particular problem,
GAs define the search space as the solution space, and each feasible solution is encoded
as a chromosome. Before the search starts, a set of chromosomes is usually randomly
selected from the solution space to form the initial population. Next, the fitness value
of each individual is evaluated according to the objective function, then the selection,
crossover and mutation operators are applied sequentially to generate a new generation of
populations. The process is repeated until the stopping criterion is reached.

2.2. Cultural Algorithm (CA)

The two-layer evolutionary mechanism used by the cultural algorithm consists of two
main evolutionary spaces at the micro and macro levels, namely the population space and
the belief space [28], and the basic structure of the cultural algorithm is shown in Figure 1.
The evolution on the micro level refers to the internal evolution of the population space
that realizes the evolution of individuals, and the evolution on the macro level refers to
the evolution of the belief space that realizes the extraction and updating of knowledge
sources. The evolutions between these two spaces are independent of each other, but they
are connected through communication protocols (influence and acceptance functions).
Figure 2 describes the basic pseudo-code of the CA. The figure shows how the process
is executed in each generation. Firstly, the objective function Obj() evaluates individuals
in the population space, and the Acceptance() function selects the best individuals for
updating the belief space knowledge source. After that, the Influence() function influences
the evolution of the next generation of populations. More details on the knowledge sources
used and how they affect the population of this proposed work are given in Section 3.

Figure 1. Framework of the cultural algorithm (CA).
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Figure 2. Pseudo-code of cultural algorithm.

3. The Hybrid Evolutionary Optimization Method Coupling CA with GAs

Cultural systems possess the ability to incorporate heterogeneous and diverse knowl-
edge sources into their structures. As such, they are ideal frameworks within which to
support hybrid amalgams of knowledge sources and population components [29]. In order
to make full use of the advantages of CA and GAs, an efficient hybrid evolutionary opti-
mization method coupling CA with GAs (HCGA) is proposed in this paper. The cultural
framework of HCGA is shown in Figure 3, which includes population space, belief space
and communication protocol, whose population space is modeled using GAs, and belief
space includes situational knowledge, normative knowledge and historical knowledge. In
addition, HCGA introduces population entropy and population variance to judge pop-
ulation diversity, and a knowledge-guided t-mutation operator is developed based on
population diversity to balance the exploration and exploitation ability of the algorithm.
In the remainder of this section, we describe each part of the HCGA in detail.

Figure 3. Framework of HCGA.

3.1. Population Space

In fact, the population space can support any population-based evolutionary algorithm
or swarm intelligence algorithm, which can also interact and run simultaneously with the
belief space. The standard cultural algorithm has only a single mutation operator in the
population space, making its global convergence and exploration capability insufficient.
The GAs has a strong global search capability and high robustness, which can effectively
explore the search space with the increasing population convenience and global exploration
capability of the algorithm, and thus the population space is evolved using the GAs in this
paper. A detailed description of the genetic algorithms is given in Section 2.2 and will not
be repeated here.

227



Appl. Sci. 2022, 12, 3482

3.2. Belief Space

In this paper, according to the characteristics of genetic algorithms, combined with
the manner of extracting and updating knowledge sources in the belief space, the knowl-
edge sources are divided into situational knowledge, normative knowledge and historical
knowledge. The manner of updating the knowledge sources in the belief space every K gen-
erations is adopted, so that the memory consumption brought by redundant information
can be reduced. Different knowledge sources have different update strategies. Taking the
maximization problem as an example, the update of the knowledge sources is described
as follows:

(1) Situational knowledge. Situational knowledge was proposed by Chung in 1997 [30] to
record the excellent individuals with a guiding role in the evolutionary process and is
structured as follows:

< E1, E2, . . . , En > (1)

where Ei is the ith best individual, and in this paper the best individual is selected to
update the situational knowledge, that is, s = 1. The process of updating situational
knowledge is described as follows:

< E(T + 1) >=

{
< xb > if f (xb) > f (E(T))
< E(T) > else

(2)

where xb is the best individual in the Tth generation of the population space.
(2) Normative knowledge. Normative knowledge was also proposed by Chung [30] for

limiting the search space and judging the feasibility of an individual. When an individ-
ual is outside the search space described by the normative knowledge, the normative
knowledge will guide the individual into the dominant search space through the influ-
ence function, thus ensuring that evolution proceeds is in the dominant region, and for
the n-dimensional optimization problem, the structure of the normative knowledge is
described as follows:

< V1, V2, . . . , Vn > (3)

where Vi = [(li, ui), (Li, Ui)], i ≤ n. ui and li are the upper and lower bounds of
the ith dimensional variables, and Ui and Li are the upper and lower bounds of the
fitness value, respectively. The normative knowledge is updated with the change
of the dominant search region, and gradually approaches the region where the best
individual is located. Therefore, when there is a better individual in the Tth generation
beyond the current search range described by the normative knowledge, the normative
knowledge is updated as follows:

li(T + 1) =

{
xi

j(T) if xi
j(T) ≤ li(T)) or f (xj(T)) > Li(T)

li(T) otherwise
(4)

Li(T + 1) =

{
f (xj(T)) if xi

j(T) ≤ li(T)) or f (xj(T)) > Li(T)

Li(T) otherwise
(5)

ui(T + 1) =

{
xi

j(T) if xi
j(T) ≥ ui(T)) or f (xj(T)) > Ui(T)

ui(T) otherwise
(6)

Ui(T + 1) =

{
f (xj(T)) if xi

j(T) ≥ ui(T)) or f (xj(T)) > Ui(T)

Ui(T) otherwise
(7)

(3) Historical knowledge. Historical knowledge was introduced into the belief space
by Saleem [31] to record important events that occurred during the evolutionary
process, and its main role is to adjust the offset distance and direction when the
optimization falls into a local optima. The historical knowledge structure is divided as
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shown in Figure 4, where ei is the ith outstanding individual of historical knowledge
preservation, W is its maximum capacity, and dsj and drj are the average offset distance
and the average offset direction of the jth design variable. The expressions of dsj and
drj are as follows:

dsj =

w−1
∑

k=1
|ek+1xj − ekxj|

w− 1
(8)

drj = sgn

(
w−1

∑
k=1
|ek+1xj − ekxj|

)
(9)

Figure 4. Structure of historical knowledge.

3.3. Proposed t-Mutation Operator

Evolutionary algorithms require good exploration capabilities in the early stages and
good exploitation capabilities in the later stages of evolution. The t distribution contains
the degree of freedom parameter n, which approaches the standard Gaussian distribution
infinitely when n→ +∞ and the t distribution is the standard Cauchy distribution when
n = 1. That is, the standard Gaussian distribution and the standard Cauchy distribution are
two boundary special cases of the t distribution. The probability density functions of the
standard Gaussian distribution and the standard Cauchy distribution are shown in Figure 5.
Obviously, the application of the Cauchy operator can produce a larger mutation step,
which is conducive to the algorithm to guide individuals to jump out of the local optimal
solution and ensure the exploration ability of the algorithm, and Gaussian distribution
shows a better exploitation ability.

Figure 5. Probability density functions of the Cauchy and Gaussian distributions.
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Population diversity is considered as the primary reason for premature convergence,
which determines the search capability of the algorithm. In evolutionary algorithms, popu-
lation diversity decreases over time as evolution proceeds. Therefore, population diversity
can be used to determine the stage of evolution; we can thus use the population diver-
sity to construct the degree of freedom n. By changing the degree of freedom parameter
n, the mutation scale changes adaptively with evolution to balance the exploitation and
exploration capabilities of the algorithm. In this paper, we introduce population variance
and population entropy to determine population diversity. The expression of population
variance DT in the Tth generation is as follows:

DT =
1

N × l

(
N

∑
i=1

l

∑
j=1

xj
i − xj

)
(10)

where xj
i is the jth gene value of the ith individual, N is the number of populations and l is

the individual coding length. The expression of xj is as follows:

xj =
1
N

(
N

∑
i=1

xj
i

)
(11)

The solution space A of the optimization problem is divided equally into L small
spaces, and the number of individuals belonging to the ith space Ai in generation T is |Ai|.
The expression of population entropy ST in the Tth generation is as follows:

ST = −
L

∑
i=1

pilog(pi) (12)

where

pi =
|Ai|
N

(13)

From the definitions of population variance and population entropy, it is clear that
population variance reflects the degree of dispersion of individuals in the population
and that population entropy reflects the number of individual types in the population.
Therefore, the t-mutation operator t(n) can be constructed based on the population variance
and population entropy. The degree of freedom parameter n is expressed as follows:

n =

[
1− ln

(
DT + ST

Dmax + Smax

)]
(14)

where [ ] is the least integer function, and Dmax and Smax are the maximum values of
population variance and population entropy, respectively. Obviously, the degree of freedom
parameter n of the t-mutation operator is 1 in the first generation and increases gradually
as evolution proceeds, then the degree of freedom parameter n converges to positive
infinity in the late evolutionary stage, and the t distribution becomes a standard Gaussian
distribution. The t-mutation operator can ensure the exploration capability of the algorithm
in the early evolutionary stage and the exploitation capability of the algorithm in the late
evolutionary stage.

3.4. Communication Protocol

The information interaction between the belief space and the population space is
realized through the acceptance function and the influence function. The acceptance
function passes the better individuals in the population space as samples to the belief space
for knowledge sources extraction and update, and the influence function is the way to
influence the population space by the belief space, which can use the knowledge sources in
the belief space to guide the population space to complete and accelerate the evolution.
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3.4.1. Acceptance Function

In this paper, a dynamic version of the acceptance function [31] is used. The number
of accepted individuals is given as follows:

nAccept =

(
p% +

p%
T

)
× N (15)

where [ ] is the least integer function, T is the current generation, N is the number of
populations, p% is the preset fixed proportion and p% = 20%. In this paper, the acceptance
function accepts nAccept better individuals into the belief space. The dynamic acceptance
function makes the number of individuals entering the belief space decrease with the
depth of evolution, which increases the global search ability of the algorithm at the early
stage of evolution, and reduces the number of individuals entering the belief space at
the late stage of evolution because the population tends to converge and carries mostly
similar information, which can maintain the diversity of knowledge sources and avoid the
consumption of memory by redundant information.

3.4.2. Influence Function

The core of the influence function is the manner and proportion in which each type of
knowledge affects the population. Knowledge acts on each type of influence function to
control the number of individuals affected by each type of influence function. Therefore,
the proportion by which each type of knowledge affects the population is the relative role
that each type of influence function has in the population. The proportion of the effect of
the influence function is determined by the success rate of the knowledge effect, and is
expressed as follows:

Pk(T) =





1/Nk if T = 1

α + β× vk(T−1)
v(T−1) if (T mod K) = 0

Pk(T − 1) otherwise

(16)

It satisfies the condition that β + αNk = 1, where Nk is the number of knowledge
sources types, vk(T − 1) denotes the number of individuals influenced by knowledge k
that are better than their parents in generation T − 1 and v(T − 1) denotes the number
of individuals influenced by all knowledge sources that are better than their parents
in generation T − 1. The success rate of knowledge sources influenced in the previous
generation determines the proportion of the effect of each knowledge source in the next
generation. In order to allow each kind of knowledge source to always have the possibility
of being used, we took α = 0.1, β = 0.7, ensuring that the lower bound of Pk is 0.1 and the
proportion of all knowledge sources in the first generation is the same, which is 1/Nk.

Next, we introduced the proposed t-mutation operator into the influence function to
develop a knowledge-guided t-mutation strategy.

(1) Situational knowledge. Situational knowledge has a guiding role in the evolutionary
process, and the effect of situational knowledge on the population space under the
action of the t-mutation operator is noted as follows:

x
′
ij =





xij + |(xij − Ej)t(n)| if xij < Ej

xij − |(xij − Ej)t(n)| if xij > Ej

xij + γt(n) otherwise

(17)

where xij is the jth dimensional design variable of the ith individual, x
′
ij is the jth

dimensional design variable of the newly generated ith individual, γ is a constant
and Ej is the jth dimensional design variable of the situational knowledge.
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(2) Normative knowledge. The normative knowledge guides the population to search in
the dominant region, and the effect of the normative knowledge on the population
space under the action of the t-mutation operator is noted as follows:

x
′
ij =





xij + |(uj − lj)t(n)| if xij < lj

xij − |(uj − lj)t(n)| if xij > uj

xij + µ(uj − lj)t(n) otherwise

(18)

where µ is a constant, and uj and lj are the upper and lower bounds of the jth di-
mensional design variables preserved by the normative knowledge of the current
generation belief space, respectively.

(3) Historical knowledge. Historical knowledge is used to adjust the offset distance and
direction when the optimization is trapped in a local optima, and the effect of historical
knowledge on the population space under the action of the t-mutation operator is
noted as follows:

x
′
ij =





exj + drjt(n) for 45% of the time
exj + dsjt(n) for 45% of the time
random(l

′
j, u

′
j) for 10% of the time

(19)

where exj is the jth dimensional design variable of the best individual ex stored in
the historical knowledge and u

′
j and l

′
j are the upper and lower bounds, respectively.

Here a roulette wheel is used to determine how new individuals are generated, with a
45% probability that individuals produce a bias in direction, a 45% probability that
individuals produce a bias in distance and a 10% probability that new individuals are
generated randomly within the entire search space [32].

3.5. The Main Numerical Implementation of HCGA

The main numerical implementation of HCGA is described step-by-step as follows:

Step 1: Initialization of algorithm parameters (N, l, Pm, Pc, Tmax, l′, u′, K, α, β, γ, µ, p).
Step 2: Initializing the population space. The initial population in the population space is

generated randomly within the lower and upper bounds of the design variables,
and the fitness of each individual in the initial population is evaluated. Set current
generation T = 1.

Step 3: Initializing the belief space. Situational knowledge is initialized to the best indi-
vidual in the initial population. In the normative knowledge, U(1) and L(1) are
initialized to −∞, and u(1) and l(1) are initialized to the upper and lower bounds
of the design variables. In the historical knowledge, ex is initialized to the best indi-
vidual in the initial population, while the average offset distance and the average
offset direction are initialized to 0.

Step 4: Updating the population space. Evaluate the fitness of each individual and update
the individuals in the population space by the genetic operation (selection, crossover,
mutation). Calculate the population variance and population entropy and update
the degree of freedom parameter n.

Step 5: If the current generation T is divisible by K, then go to Step 6; otherwise go to Step 8.
Step 6: Acceptance operation. Individuals are selected from the population space as sam-

ples to be passed to the belief space, and the number of acceptances is determined
according to Equation (15).

Step 7: Updating the belief space. The update of knowledge in the belief space is performed
according to Equation (2) and Equations (4)–(9).

Step 8: Influence operation. According to Equations (17)–(19), the influence operation is
performed to update the individuals in the population space.
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Step 9: Stop the algorithm if the stopping criterion is satisfied; otherwise T = T + 1 and go
to Step 4.

4. Numerical Validation and Performance of Hybrid HCGA Algorithm
4.1. Parameter Discussion

Tuning parameters properly is very important for an evolutionary algorithm to achieve
good performance. In HCGA, there are seven main parameters: Pc, Pm, α, γ, µ, K, p. In this
section, we used the factorial design (FD) [16] approach in order to obtain a guideline on
how to tune the designed parameters in HCGA.

Ten benchmark mathematical optimization problems were used to evaluate and com-
pare optimization algorithms. These functions can be divided into unimodal functions and
multimodal functions. Functions F1− F4 are unimodal functions with only a global optimal
value, which are mainly used to evaluate the exploitation ability and convergence speed
of the algorithm. Functions F5 − F10 are multimodal functions, which have multiple local
optimal values in the search space, and the number of local optima will increase with the
increase of the problem size, which is an important reference for assessing the exploration
capability of the algorithm. Seven of these test functions (F1 − F7) are dimension-wise
scalable. The details of the test functions are listed in Table 1.

Table 1. Details of the mathematical optimization problems.

Test Function D Search Range Optimal

F1 =
n
∑

i=1
x2

i
10/30/100 (−100, 100)D 0

F2 =
n
∑

i=1
|xi|+ ∏n

i=1 |xi| 10/30/100 (−10, 10)D 0

F3 =
n
∑

i=1

i
∑

j=1
xj

10/30/100 (−100, 100)D 0

F4 =
n
∑

i=1
[(x4i−3 + 10x4i−2)

2 + 5(x4i−1 − x4i)
2 + (x4i−2 −

2x4i−1)
4 + 10(x4i−3 − x4i)4]

12/32/100 (−4, 5)D 0

F5 =
n
∑

i=1
(x2

i − 10 cos (2πxi) + 10) 10/30/100 (−5.12, 5.12)D 0

F6 =
n
∑

i=1

x2
i

4000 −∏n
i=1 cos xi√

i
+ 1 10/30/100 (−32, 32)D 0

F7 = −20 exp

(
−0.2

√
1
n

n
∑

i=1
x2

i

)
− exp

(
1
n cos(2πxi)

)
+ 20 + e 10/30/100 (−32, 32)D 0

F8 = − 1+cos(12
√

x2
1+x2

2)

0.5(x2
1+x2

2)+2
2 (−5.12, 5.12)D −1

F9 = 0.5 + sin2(x2
1−x2

2)−0.5
(1+0.001(x2

1+x2
2))

2
2 (−100, 100)D 0

F10 = (4− 2.1x2
1 +

x4
1

3 )x2
1 + x1x2 + (−4 + 4x2

2)x2
2

2 (−3, 3)D −1.031628

In the experiments, the population size was set to twice the dimension for the F1 − F7
function and five times the dimension for the F8− F10 function, and the Tmax was set to 5000.
As shown in Table 2, we used seven parameters as factors for seven levels in an orthogonal
experimental design. Table 3 shows the test results of the orthogonal parameter table with
the 10D− f1 function. Trials of 30 times were performed for each set of parameters. The
unabridged result tables, similarly to Table 3 of other experiments, were too large, and they
were omitted here.

As shown in Table 3, to estimate the effects of each set of parameters, the mean
fitness of the 30 runs were obtained and listed in in the last column of the table. Ki is
the mean value of mean fitness for this column parameter at level i (i = 1, 2, . . . , 7). Std
is the standard deviation of each column K1 − K7. The larger the Std value is, the more
this column parameter influences the algorithm performance. Furthermore, for each
column, if the value of Ki is the smallest K value in that column, then the best value of the
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parameter is the parameter value on level i. The best parameters (B–P) are listed in the last
row. Tables 4 and 5 show the Std and B–P of all benchmark functions. The symbol ∼ in
Table 5 indicates that each set of parameters enables the algorithm to optimize to the same
optimal value.

Table 2. Factors and levels for orthogonal experiment.

Factors
Levels

1 2 3 4 5 6 7

Pc 0.65 0.7 0.75 0.8 0.85 0.9 0.95
Pm 0.01 0.04 0.07 0.1 0.13 0.16 0.19
α 0.1 0.2 0.3 0.4 0.5 0.6 0.7
γ 0.1 0.2 0.3 0.4 0.5 0.6 0.7
µ 0.1 0.2 0.3 0.4 0.5 0.6 0.7
K 5 10 15 20 25 30 35
p 0.05 0.1 0.15 0.2 0.25 0.3 0.35

Table 3. Orthogonal parameter table of L49(7)7 and experimental results on f1 (Dimension = 10).

No. Pc Pm α γ µ K p Mean Fitness

1 0.65 0.01 0.1 0.1 0.1 5 0.05 2.25 × 10−106

2 0.65 0.04 0.3 0.4 0.5 35 0.1 1.50 × 10−157

3 0.65 0.07 0.5 0.7 0.2 30 0.15 5.15 × 10−165

4 0.65 0.1 0.7 0.3 0.6 25 0.2 6.04 × 10−197

5 0.65 0.13 0.2 0.6 0.3 20 0.25 1.03 × 10−193

6 0.65 0.16 0.4 0.2 0.7 15 0.3 1.82 × 10−201

7 0.65 0.19 0.6 0.5 0.4 10 0.35 1.42 × 10−157

8 0.7 0.01 0.7 0.6 0.5 15 0.35 7.77 × 10−236

9 0.7 0.04 0.2 0.2 0.2 10 0.05 1.35 × 10−135

10 0.7 0.07 0.4 0.5 0.6 5 0.1 1.21 × 10−132

11 0.7 0.1 0.6 0.1 0.3 35 0.15 2.28 × 10−158

12 0.7 0.13 0.1 0.4 0.7 30 0.2 6.61 × 10−205

13 0.7 0.16 0.3 0.7 0.4 25 0.25 8.89 × 10−270

14 0.7 0.19 0.5 0.3 0.1 20 0.3 1.68 × 10−218

15 0.75 0.01 0.6 0.4 0.2 25 0.3 3.51 × 10−228

16 0.75 0.04 0.1 0.7 0.6 20 0.35 8.97 × 10−261

17 0.75 0.07 0.3 0.3 0.3 15 0.05 1.78 × 10−122

18 0.75 0.1 0.5 0.6 0.7 10 0.1 2.06 × 10−144

19 0.75 0.13 0.7 0.2 0.4 5 0.15 2.56 × 10−183

20 0.75 0.16 0.2 0.5 0.1 35 0.2 2.52 × 10−258

21 0.75 0.19 0.4 0.1 0.5 30 0.25 6.13 × 10−245

22 0.8 0.01 0.5 0.2 0.6 35 0.25 3.85 × 10−232

23 0.8 0.04 0.7 0.5 0.3 30 0.3 6.23 × 10−239

24 0.8 0.07 0.2 0.1 0.7 25 0.35 1.08 × 10−273

25 0.8 0.1 0.4 0.4 0.4 20 0.05 5.02 × 10−95

26 0.8 0.13 0.6 0.7 0.1 15 0.1 7.55 × 10−133

27 0.8 0.16 0.1 0.3 0.5 10 0.15 8.07 × 10−202

28 0.8 0.19 0.3 0.6 0.2 5 0.2 5.27 × 10−230

29 0.85 0.01 0.4 0.7 0.3 10 0.2 1.48 × 10−301

30 0.85 0.04 0.6 0.3 0.7 5 0.25 0
31 0.85 0.07 0.1 0.6 0.4 35 0.3 0
32 0.85 0.1 0.3 0.2 0.1 30 0.35 0
33 0.85 0.13 0.5 0.5 0.5 25 0.05 6.59 × 10−103

34 0.85 0.16 0.7 0.1 0.2 20 0.1 2.48 × 10−101

35 0.85 0.19 0.2 0.4 0.6 15 0.15 3.36 × 10−248
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Table 3. Cont.

No. Pc Pm α γ µ K p Mean Fitness

36 0.9 0.01 0.3 0.5 0.7 20 0.15 0
37 0.9 0.04 0.5 0.1 0.4 15 0.2 1.90 × 10−295

38 0.9 0.07 0.7 0.4 0.1 10 0.25 0
39 0.9 0.1 0.2 0.7 0.5 5 0.3 0
40 0.9 0.13 0.4 0.3 0.2 35 0.35 1.08 × 10−288

41 0.9 0.16 0.6 0.6 0.6 30 0.05 5.37 × 10−100

42 0.9 0.19 0.1 0.2 0.3 25 0.1 1.61 × 10−110

43 0.95 0.01 0.2 0.3 0.4 30 0.1 0
44 0.95 0.04 0.4 0.6 0.1 25 0.15 4.75 × 10−308

45 0.95 0.07 0.6 0.2 0.5 20 0.2 1.74 × 10−295

46 0.95 0.1 0.1 0.5 0.2 15 0.25 7.46 × 10−306

47 0.95 0.13 0.3 0.1 0.6 10 0.3 0
48 0.95 0.16 0.5 0.4 0.3 5 0.35 0
49 0.95 0.19 0.7 0.7 0.7 35 0.05 3.05 × 10−106

K1 3.21 × 10−107 3.21 × 10−107 3.21 × 10−107 3.54 × 10−102 3.21 × 10−107 3.21 × 10−107 7.18 × 10−96

K2 1.73 × 10−133 1.93 × 10−136 1.93 × 10−136 2.31 × 10−111 3.54 × 10−102 1.93 × 10−136 3.54 × 10−102

K3 2.54 × 10−123 2.54 × 10−123 2.54 × 10−123 2.54 × 10−123 2.31 × 10−111 2.54 × 10−123 3.26 × 10−159

K4 7.18 × 10−96 7.18 × 10−96 7.18 × 10−96 7.18 × 10−96 7.18 × 10−96 7.18 × 10−96 8.62 × 10−198

K5 3.64 × 10−102 9.42 × 10−104 9.42 × 10−104 9.42 × 10−104 9.42 × 10−104 9.42 × 10−104 1.48 × 10−194

K6 7.67 × 10−101 8.03 × 10−101 7.67 × 10−101 7.67 × 10−101 7.67 × 10−101 7.67 × 10−101 2.60 × 10−202

K7 4.35 × 10−107 4.36 × 10−107 3.54 × 10−102 4.35 × 10−107 4.35 × 10−107 4.35 × 10−107 2.02 × 10−158

Std 2.71 × 10−96 2.71 × 10−96 2.71 × 10−96 2.71 × 10−96 2.71 × 10−96 2.71 × 10−96 2.71 × 10−96

B–P 0.7 0.04 0.2 0.3 0.3 10 0.3

Table 4. Standard deviations of orthogonal experiments.

F D Pc Pm α γ µ K p

F1

10 2.71 × 10−96 2.71 × 10−96 2.71 × 10−96 2.71 × 10−96 2.71 × 10−96 2.71 × 10−96 2.71 × 10−96

30 1.74 × 10−95 1.73 × 10−95 1.73 × 10−95 1.82 × 10−95 1.73 × 10−95 1.73 × 10−95 1.73 × 10−95

100 7.17 × 10−20 6.78 × 10−20 6.83 × 10−20 6.79 × 10−20 6.78 × 10−20 6.78 × 10−20 7.81 × 10−20

F2

10 3.25 × 10−64 3.25 × 10−64 3.25 × 10−64 3.25 × 10−64 3.25 × 10−64 3.25 × 10−64 3.25 × 10−64

30 3.98 × 10−54 2.62 × 10−54 2.62 × 10−54 2.62 × 10−54 2.62 × 10−54 2.62 × 10−54 2.62 × 10−54

100 8.53 × 10−14 5.98 × 10−14 6.25 × 10−14 6.08 × 10−14 5.98 × 10−14 5.98 × 10−14 6.01 × 10−14

F3

10 2.96 × 10−99 2.96 × 10−99 2.96 × 10−99 2.96 × 10−99 2.96 × 10−99 2.96 × 10−99 3.02 × 10−99

30 3.66 × 10−90 3.63 × 10−90 3.63 × 10−90 3.68 × 10−90 3.63 × 10−90 3.63 × 10−90 3.63 × 10−90

100 4.76 × 10−17 4.63 × 10−17 4.67 × 10−17 4.64 × 10−17 4.63 × 10−17 4.63 × 10−17 5.02 × 10−17

F4

10 2.91 × 10−6 1.35 × 10−6 1.96 × 10−6 9.89 × 10−7 1.14 × 10−6 1.04 × 10−6 4.52 × 10−6

30 6.01 × 10−7 2.30 × 10−7 1.23 × 10−6 2.07 × 10−7 2.33 × 10−7 2.81 × 10−7 1.86 × 10−7

100 5.77 × 10−5 6.78 × 10−5 3.01 × 10−4 5.91 × 10−5 8.77 × 10−5 7.14 × 10−5 6.37 × 10−5

F5

10 1.23 × 10−15 1.23 × 10−15 1.23 × 10−15 1.23 × 10−15 1.23 × 10−15 1.23 × 10−15 1.23 × 10−15

30 4.32 × 10−2 2.24 × 10−1 4.47 × 10−2 3.91 × 10−2 3.73 × 10−2 3.91 × 10−2 4.32 × 10−2

100 1.47 × 10−1 6.41 × 10−1 1.47 × 10−1 1.58 × 10−1 1.29 × 10−1 1.58 × 10−1 1.63 × 10−1

F6

10 4.75 × 10−3 6.52 × 10−3 3.47 × 10−3 5.71 × 10−3 5.10 × 10−3 3.48 × 10−3 3.47 × 10−3

30 1.54 × 10−3 1.38 × 10−3 1.11 × 10−3 2.00 × 10−3 2.11 × 10−3 2.77 × 10−3 2.10 × 10−3

100 1.81 × 10−3 2.23 × 10−3 2.56 × 10−3 2.63 × 10−3 3.73 × 10−3 3.24 × 10−3 2.36 × 10−3

F7

10 1.21 × 10−13 1.21 × 10−13 1.21 × 10−13 1.21 × 10−13 1.21 × 10−13 1.21 × 10−13 1.21 × 10−13

30 5.46 × 10−16 5.77 × 10−16 1.37 × 10−15 6.73 × 10−16 1.51 × 10−15 4.10 × 10−16 7.33 × 10−16

100 4.43 × 10−11 2.83 × 10−11 3.16 × 10−11 2.84 × 10−11 2.82 × 10−11 2.93 × 10−11 3.02 × 10−11

F8 2 0 0 0 0 0 0 0
F9 2 0 0 0 0 0 0 0
F10 2 0 0 0 0 0 0 0
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Table 5. Best parameters (B–P) of orthogonal experiments.

F D Pc Pm α γ µ K p

F1

10 0.7 0.04 0.2 0.3 0.3 10 0.3
30 0.75 0.13 0.2 0.5 0.1 10 0.2

100 0.7 0.13 0.2 0.5 0.1 10 0.2

F2

10 0.75 0.04 0.2 0.3 0.3 10 0.35
30 0.75 0.13 0.2 0.5 0.1 10 0.1

100 0.7 0.13 0.1 0.5 0.1 25 0.1

F3

10 0.7 0.04 0.2 0.3 0.2 10 0.35
30 0.75 0.1 0.2 0.6 0.1 10 0.1

100 0.65 0.19 0.2 0.7 0.2 30 0.2

F4

10 0.95 0.19 0.6 0.6 0.4 25 0.3
30 0.95 0.1 0.1 0.3 0.1 5 0.2

100 0.9 0.04 0.1 0.4 0.1 5 0.1

F5

10 ∼ ∼ ∼ ∼ ∼ ∼ ∼
30 0.85 0.13 0.1 0.3 0.1 5 0.1

100 0.8 0.01 0.1 0.3 0.4 5 0.2

F6

10 0.8 0.16 0.3 0.1 0.3 35 0.35
30 0.9 0.01 0.5 0.5 0.2 15 0.1

100 0.7 0.01 0.2 0.3 0.1 5 0.2

F7

10 0.9 0.07 0.7 0.4 0.3 20 0.25
30 0.95 0.19 0.1 0.3 0.1 30 0.05

100 0.95 0.1 0.1 0.3 0.1 5 0.15
F8 2 ∼ ∼ ∼ ∼ ∼ ∼ ∼
F9 2 ∼ ∼ ∼ ∼ ∼ ∼ ∼
F10 2 ∼ ∼ ∼ ∼ ∼ ∼ ∼

From Table 4, it can be seen that for low-dimensional functions with unimodal func-
tions, Pc has a greater influence on the algorithm performance, while for high-dimensional
complex functions, it is p, α and K that have a greater influence. This indicates that when
dealing with simple functions, the population space plays a major role, and when dealing
with complex functions, the belief space plays a guiding role and has an influence on the
evolution of the population space.

Some rules for adjusting parameters can be obtained from analyzing the results in
Table 5. For simple functions, Pc and Pm can be set to a lower level, while for complex
functions, they need to be set to a higher level. For most functions, α can be set to a level
of about 0.2, and for multimodal functions with many local minima, α should be set to
0.1. For parameter γ, setting it to 0.3 is enough in most cases. µ has roughly the same rule
as Pc and Pm. For high-dimensional multimodal functions, µ should be set to 0.1, but for
unimodal or low-dimensional functions, setting it at 0.3–0.4 is enough. K should be set to a
smaller value as the complexity of the function increases, which determines the frequency
of updating the knowledge in the belief space. As for p, setting it at 0.1–0.2 should be
enough for both unimodal and multimodal functions.

4.2. Validation in Numerical Experiments

In order to verify the performance of the algorithms, cultural algorithm (CA) [16],
genetic algorithms (GAs) [11], differential evolution (DE, rand/1/L) [33] and HCGA were
selected for comparison with numerical experiments. Ten mathematical functions optimiza-
tion test problems shown in Table 1 were used to compare the performance of HCGA with
GAs, CA and DE.

The parameters in HCGA were selected based on the results of the parameter discus-
sion in Section 4.1, and the parameters of each algorithm in the experiments were set as
shown in Table 6. Since evolutionary algorithms are essentially stochastic optimization
algorithms, the solution found may not be the same each time. Therefore, each benchmark
function was repeated 30 times.
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Table 6. Main parameters of the HCGA, GAs, CA and DE.

Algorithm Parameter Settings

HCGA Pc = 0.95, Pm = 0.1, Tmax = 5000, α = 0.1, β = 0.3, γ = 0.3, µ = 0.1, K = 5, p = 20
CA α = 0.1, β = 0.3, γ = 0.3, µ = 0.1, K = 5, p = 20, Tmax = 500
GAs Pc = 0.95, Pm = 0.1, Tmax = 5000
DE Cr = 0.95, F = 0.5, Tmax = 5000

The optimal values, means and standard deviations of HCGA, GAs, CA and DE for
30 independent runs are listed in Table 7, which were used to evaluate the optimization
accuracy, average accuracy and stability of the algorithms. To obtain more reliable statistical
conclusions, Wilcoxon nonparametric statistical tests were performed at α = 0.05, and the
symbols +, − or = mean that the optimization results of HCGA were significantly better,
worse or similar to the comparison algorithm, respectively. Figure 6 shows the convergence
curves of some of the benchmark test functions. The results are summarized as +/− / =
as the last row of each Table in Table 7.

As can be seen from Figure 6, HCGA shows a better performance for most functions.
For unimodal functions, the convergence speed and accuracy of HCGA are significantly
better than those of other algorithms. For multimodal functions, HCGA is able to achieve
higher optimization accuracy in shorter iterations for all functions except for function F10,
which was slightly inferior to GAs and DE in terms of convergence speed in the initial
search stages. This means that HCGA not only has good search ability and fast convergence,
but also moderates quite well the conflict well between convergence speed and premature
convergence, which means that it has a balanced exploitation and exploration ability.

The experimental results in Table 7 show that HCGA performs better for most of
the tested functions compared with other algorithms, and can obtain higher optimization
accuracy, average accuracy and better stability. This indicates that HCGA is less affected by
randomness and that it can maintain optimization accuracy under multiple independent
runs. The results of Wilcoxon nonparametric statistical tests for CA, GAs and DEs were
23/0/1, 22/1/1, and 21/3/0, respectively, indicating that the differences between the
HCGA and the other three compared algorithms are statistically significant, implying that
for all test functions, HCGA shows better performance or is close to the best performance
of the other algorithms, which means that it is more robust.

In addition, HCGA shows an optimization capability for high-dimensional problems
that cannot be matched by CA, GAs and DE. In high-dimensional optimization problems
(100 dimensional F1 − F7), HCGA has significant advantages in optimization accuracy,
average accuracy and stability. For the functions F4 − F7, the number of local optima
will increase with the increase in the problem size, and the HCGA does not fall into
dimensional disaster; it also scales well with the increasing dimensionality and converges
in the proximity of the global optimum, which indicates its high level of performance
in solving high-dimensional functions. HCGA can still maintain strong optimization
accuracy and robustness in solving high-dimensional optimization problems, which lays
the foundation for the application of HCGA in practical problems.
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Figure 6. Convergence curves of the test functions.
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4.3. Mechanistic Analysis of Improved Hybrid Algorithm Performance

Considering the benchmark function optimization results in Section 4.2, it is obvious
that HCGA is superior compared to CA and GAs. The mechanistic analyses of improved
hybrid algorithm performance are as follows:

(1) Compared with the traditional CA population space with only a single mutation
operator, HCGA uses GAs as a cultural framework for the population space evolution
model, and the rich genetic operators of GAs can increase the population ergodicity
and global exploration ability of the algorithm.

(2) The belief space is constructed using situational knowledge, normative knowledge
and historical knowledge, and used to guide the evolution of the population space,
which effectively records the experience formed during the evolution of the algorithm
and improves the evolutionary efficiency. The use of historical knowledge can also
prevent the algorithm from falling into local optima to a certain extent.

(3) A knowledge-guided t-mutation operator is developed to make the mutation step
change adaptively with the evolutionary process, so that the algorithm can transition
adaptively between global exploration and local exploitation. It does not depend
on evolutionary generations but on population diversity to generate the adaptive
step size. It can generate larger mutation steps in the early evolutionary stage, which
increases the global exploration ability of the algorithm, and at the same time it can
also avoid rapid loss of population diversity and make efficient use of the search space.
It generates smaller mutation steps in the late evolutionary stage to enhance the local
exploitation ability of the algorithm, which makes the algorithm converge rapidly.

The benchmark results obtained with mathematical functions and the above analysis
demonstrate that HCGA is an efficient optimization algorithm with potential applications
for complex optimization problems.

5. Applications to Aerodynamic Design Optimization of Wing Shapes

The aerodynamic shape optimization design of a wing is one of the important compo-
nents of aircraft configuration design, and it has been the goal of researchers to design the
aerodynamic shape of a wing for decades in terms of efficiency and quality to meet engi-
neering objectives. Cruise factor is one of the most important aerodynamic characteristics
that determine the performance of an aircraft. The objectives of this section are introducing
and using HCGA for the aerodynamic design optimization of a wing to achieve the cruise
factor optimization.

5.1. Parameterization Strategy

Airfoil parameterization is a crucial step in aerodynamic optimization, and its accuracy
determines the accuracy and reliability of the optimized airfoil. The commonly used
parameterization methods are the free-form deformation (FFD) technique [34], Bezier
curves [35], the class/shape transformation (CST) method [36], etc. In this work, a four-
order CST parameterization method is used to control the airfoil shape, and the parametric
expressions of the upper and lower surface curves are defined in Equations (20) and (21).

The design variables are the leading-edge radius Rle of the airfoil, the inclination
angles bi and b

′
i of the upper and lower surface curves at the trailing edge and the upper

and lower surface shape function control parameters β and β
′
. For a total of nine airfoil

design parameters, with the reference geometry being the RAE2822 airfoil, the design
parameters and corresponding constraint ranges are shown in Table 8.

z
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√
x
c
(
1− x

c
){√ 2Rle

c
(
1− x

c
)n

+ tan β
( x

c
)n

+ ∑n−1
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c
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√
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√
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Table 8. Range of design parameter.

Parameter Range

Rle/c (0.004, 0.012)
β(rad) (0.14, 0.28)
β′(rad) (0.00, 0.14)

b1/c (0.05, 0.20)
b2/c (0.10, 0.30)
b3/c (0.10, 0.30)
b′1/c (0.05, 0.30)
b′2/c (0.05, 0.30)

5.2. Wing Shape Optimization

In this design, eight sections were used to describe the whole wing geometry for its
shape optimization, its configuration and control surface distribution, as shown in Figure 7.
The parameterization method described in Section 5.1 was used to control the wing shape,
with a total of 72 design variables. The optimal design of the wing for the cruise factor was
considered in the cruising condition at the flow condition of Mach 0.785, a 1.92◦ angle of
attack and a Reynolds number of 2× 107 based on the aerodynamic mean chord. HCGA
was used to optimize the shape with a population size of 150 and evolutionary iterations
of 100. The objective was to maximize the cruise factor, and the constraints were that the
maximum thickness of each control surface and the lift coefficient should not to be reduced.
The mathematical optimization model is described as follows:

max : f (x) = Ma
L
D

(22)

s.t : ti ≥ tInitial(i = 1, 2, . . . , 8), CL ≥ CL0 (23)

where Ma is Mach number, L is lift, D is drag, ti is the maximum thickness of the ith section,
tinitial is the maximum thickness of the initial control surface, CL is the lift coefficient
and CL0 is the lift coefficient of the initial wing. The flow was modeled by the compressible
full potential flow with viscous boundary layer correction, and the total number of mesh
points was about 0.5 million. The pressure coefficient contours on the upper and lower
surface of the initial and optimized wing are shown in Figure 8. The respective pressure
distributions at each section are shown in Figure 9 and the wing section shapes before
and after optimization are compared in Figure 10. It is seen that the shock waves were
significantly smeared owing to the shape modification, which resulted in a considerable
reduction of wave drag on the upper surface and therefore in better aerodynamic per-
formance. The aerodynamic parameters of the wing before and after optimization are
shown in Table 9. The cruise factor Ma× L/D was significantly increased from 21.863 to
26.938 because the drag coefficient CD of the optimized wing was obviously reduced from
0.01605 to 0.01302. It can be seen that the cruise factor increased by 23.21%, while the drag
coefficient decreased by 18.88% and the constraints of lift coefficient and thickness were
satisfied. There was also no significant change in the induced drag coefficient CD IND since
there was no change in the lift coefficient CL. The wave drag coefficient CDwave of the wing
was reduced apparently from 0.00240 to 0.00030, and the profile drag coefficient CDPD was
also reduced from 0.00680 to 0.00602.

Table 9. Comparison of airfoil aerodynamic parameters.

CL CD CD wave CD PD CD IND Ma L
D

Baseline 0.447 0.01605 0.0024 0.0068 0.00685 21.863
Optimized 0.447 0.01302 0.0003 0.00602 0.0067 26.938

∆(%) 0 −0.00303 (−18.88%) −0.00210 (−87.50%) −0.00078 (−11.47%) −0.00015 (−2.19%) 5.075 (+23.21%)
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Figure 7. Distribution of the wing sections.

(a) (b)

(c) (d)

Figure 8. (a) Pressure coefficient contours on the wing upper surface of the initial wing; (b) Pressure
coefficient contours on the wing upper surface of the optimized wing; (c) Pressure coefficient contours
on the wing lower surface of the initial wing; (d) Pressure coefficient contours on the wing lower
surface of the optimized wing.
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Figure 9. Comparison of surface pressure coefficient distributions for initial and optimized wings.

Figure 10. Comparison of initial and optimized wing-section shapes.

For a better comparison of values with the proposed HCGA algorithm in this engineer-
ing application, the commonly used GAs [11] and PSO [37] of the engineering optimization
field were selected for comparison with HCGA. The parameter settings of HCGA were the
same as for the numerical experiment, and all parameters of GAs and PSO were default pa-
rameters. The population size and maximum number of iterations for all three algorithms
were 150 and 100, respectively. The cruise factor convergence curve is shown in Figure 11.
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Figure 11. Convergence curves of cruising factor.

It can be seen that the optimization results of HCGA were significantly better than
those of GAs and PSO for the same number of iterations. It can be observed that HCGA
is obviously a more efficient algorithm for aerodynamic optimization problems, which
can achieve better-quality optimized results with fewer flow field calculations and can
significantly improve the efficiency of aerodynamic optimization.

6. Conclusions

In this paper, an efficient hybrid evolutionary optimization method coupling CA
with GAs (HCGA) was proposed to improve the efficiency of the optimization procedure
for the aerodynamic shape of an aircraft. HCGA aims to improve the ability to solve
complex problems and increase the efficiency of optimization. To improve the robustness
of the algorithm, HCGA uses GAs as an evolutionary model of the population space.
HCGA constructs the belief space using three kinds of knowledge: situational knowledge,
normative knowledge and historical knowledge. Meanwhile, the knowledge-guided t-
mutation operator was developed to dynamically adjust the mutation step and balance
the exploitation and exploration ability of the algorithm. The optimization performance
of HCGA was demonstrated on many benchmark functions for which the global optima
are known a priori. The optimization results obtained with the benchmark functions show
that HCGA provides a better global convergence, a better convergence speed and a better
optimization accuracy compared to CA and GAs. In particular, HCGA shows the potential
for solving large-scale design variable optimization problems.

By combining HCGA with a CFD solver, an efficient decision-maker design tool for
aerodynamic shape design optimization was developed to find the best aerodynamic
shape to satisfy the design requirements. For the three-dimensional wing design problem,
the proposed HCGA optimizer successfully reduced the wing drag computerized design,
thus significantly improving the wing cruise factor. Compared with the baseline wing,
the drag coefficient was reduced by 18.88%, which resulted in a 23.21% improvement in
the cruise factor. This proves the capability and potential of HCGA for solving complex
engineering design problems in aerodynamics. As a practical engineering application of
the super-heuristic algorithm, the potential and value of such algorithms for engineering
applications are further validated.

However, this study is only preliminary and further testing is needed to evaluate
the performance of HCGA in complex engineering optimization. In addition, the practi-
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cal application of HCGA only considered single-objective optimization. Multi-objective
optimization problems should thus be the next step for investigation in future research.
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Abstract: Effective control of aerodynamic loads, such as maneuvering load and gust load, allows for
reduced structural weight and therefore greater aerodynamic efficiency. After a basic introduction in
the types of gusts and the current gust load control strategies for aircraft, we outline the conventional
gust load alleviation techniques using trailing-edge flaps and spoilers. As these devices also function
as high-lift devices or inflight speed brakes, they are often too heavy for high-frequency activations
such as control surfaces. Non-conventional active control devices via fluidic actuators have attracted
some attention recently from researchers to explore more effective gust load alleviation techniques
against traditional flaps for future aircraft design. Research progress of flow control using fluidic
actuators, including surface jet blowing and circulation control (CC) for gust load alleviation, is
reviewed in detail here. Their load control capabilities in terms of lift force modulations are outlined
and compared. Also reviewed are the flow control performances of these fluidic actuators under
gust conditions. Experiments and numerical efforts indicated that both CC and surface jet blowing
demonstrate fast response characteristics, capable for timely adaptive gust load controls.

Keywords: gust load alleviation; active flow control; blowing jet control; circulation control

1. Introduction

It is undeniable that air travel makes fast long-distance transportation possible and
brings significant economic growth and improvement of quality of life. However, in the
meantime, the negative impacts on the environment and climate [1] have become more
and more pronounced and have posed a significant challenge to the aviation industry.
For economic and ecological considerations, reduction in fuel consumption and exhaust
emissions is very urgent task for future air transportation. For this purpose, the aviation
industry is facing stringent ‘Green Aviation’ goals in their future product. For example,
the primary goal of Europe’s Fight-path 2050 is to reduce CO2 emissions of aircraft by 75%
relative to 2005 levels [2]. In the US, the N+3 goal proposed by NASA is to reduce Nitrogen
oxides (NOx) emission by up to 80% in the landing–take-off process and reduce fuel burn
by 60% for an airliner entering service in 2030–2035 [3]. To achieve these objectives, a
number of technologies, such as shock control [4–7], laminar flow control [8–14], turbulent
drag reduction [15–18], as well as novel aircraft concepts, such as BWB or hybrid wing body
(HWB) [19], ‘double-bubble’ [20], truss-braced wing (TBW) [21] and box-wing [22], have
been proposed and investigated to explore a better aerodynamic performance. However,
there are significant challenges in applying these technologies mentioned above on future
aircraft, especially in terms of practical application. Meanwhile, with the increasing de-
velopment and maturity in computational fluid dynamics (CFD) and aerodynamic design
optimization, the aerodynamic efficiency of modern swept supercritical wings has almost
reached its limit with diminishing return from large research investment. Therefore, it
is urgent to explore game-changing technologies for drag reduction associated with the
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reduction in exhaust emissions. Load control is an important topic in aerodynamics, as
it can potentially provide an alternative way for drag reduction through decreasing the
aircraft structure weight. Figure 1 shows the relationship among flow control, load con-
trol, aerodynamic performance and energy efficiency. It is well known that the structure
mass is not determined by the cruise condition but the critical load cases such as gust
and manoeuvring loads. Guo et al. [23] highlighted that the gust loads can be larger than
the manoeuvring loads, and generate the most critical load cases that some aircraft will
experience in flight. Figure 2 demonstrates the spanwise load distributions on a typical
civil transport aircraft under cruise and gust encountering conditions, respectively.
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Compared to the cruise condition, the spanwise loading especially on the wing ex-
periences a significant increase when the aircraft encounters a gust. This increase will
affect the riding comfort of the passengers, and sometimes can be detrimental for the
aircraft structure safety if the gust load is severe enough. For the safety of large commercial
aircraft, airworthiness authorities have specified typical gust models as a requirement for
the certification specifications of large commercial aircraft covered by European Union
Aviation Safety Agency Certification Specifications (EASA CS-25) [24].

To cope with these critical load cases, aircraft structures need to withstand the forces
and stress caused by gusts with a large amount of mass penalty, since it is challenging
to build the structure that is both light and robust. However, if the load can be effec-
tively alleviated through a control means, lighter structures may be used, resulting in the
reduction in lift-induced drag and fuel consumption as shown in Figure 1. In the late
1970s, flaps, spoilers and ailerons were investigated to perform the additional task for
gust load alleviation. Gust load alleviation (GLA) systems were studied and tested. The
first commercial airplane to incorporate a GLA system using ailerons is the Tristar L-1011
from the 1980s [25] after the successful implementation of GLA technology on C-5A [26].
The effectiveness of GLA systems consisting ailerons and spoilers were tested on Airbus
A300 [27] and firstly implemented on Airbus A320 [28]. The implementation of a GLA
system on the Airbus A300 was shown to mitigate gust load significantly [25]. A baseline
wing of a transonic transport aircraft integrated with a GLA system can lead to a reduction
in the direct operating cost of nearly 6% and fuel savings of 9% [29]. A 15% wing root
bending moment was relieved by the GLA system during unsteady wind encounters on
A320 [28].
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Currently, for gust load alleviation, active control flaps are deflected to create forces
and moments to attenuate gust loads. Ailerons, elevators or spoilers are normally used as
the control surfaces for gust load alleviation. Fluidic actuators, such as blowing or suction,
synthetic jets and oscillating jets, have been studied for many decades in the field of active
aerodynamic flow control. Most of the studies focused on changing the momentum balance
in the boundary layer to achieve aerodynamic improvement, such as lift augmentation,
drag reduction and stall delay.

Recently, there have been renewed interest in fluidic actuators for their potential
application for modern aircraft flight control. Being able to fly and control aircraft without
conventional control surfaces (namely flapless control) is one of the targets for future
aircraft design with benefits including fewer moving parts, possibly less weight [31], less
maintenance and enhanced stealth characteristics [32]. Apart from the steady load control
capability, the dynamic responses of these fluidic actuators for unsteady load control,
such as gust load, are the key factor for successively replacing the traditional flaps for
flight control.

This paper focuses on an overview of the research progress of flow control on gust
load alleviation. Gust load definitions and the types of gusts aircraft may be subjected
to are introduced. Current gust load alleviation techniques are discussed, followed by a
focus on the overview of the studies on gust load alleviation by fluidic actuators including
the surface jet blowing and circulation control via Coanda effect. The effects on gust load
alleviation through traditional flaps and fluidic actuators are compared and discussed.

2. Basics of Gust Load Alleviation
2.1. Gust Load Definition

Gust, being a complicated phenomenon, is often referred to as atmospheric turbulence.
The following two idealized categories of gusts are generally considered in industry for
aircraft design, namely [33]: (1) Discrete gusts: the instantaneous gust velocity profile is
usually defined by a deterministic form, such as ‘one-minus-cosine’ and ‘sharp-edged’
shapes and (2) Continuous turbulence: the gust velocity varies randomly.

2.1.1. Discrete Gusts

‘One-minus-cosine’ gust is the typical discrete gust defined by the certification specifi-
cations of large commercial aircraft covered by the EASA CS-25 [24]. The gust profile is
shown in Equation (1) and according to EASA CS-25, the gust shape can be expressed as

wg
(

xg
)
=

wg0

2

(
1 − cos

(
2πxg

Lg

))
, 0 ≤ xg ≤ Lg (1)

where, wg0 is the magnitude of the peak gust velocity; Lg is the gust wavelength or twice
the ‘gust gradient’ Hg. According to EASA CS-25, the gust wavelength is in the range from
9 to 107 m. In practice, the typical value is 12.5 c (c is the mean aerodynamic chord length).
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The design gust velocity wg0 changes with gust wavelength and altitude which is expressed
in relations of the gust gradient Hg (in m), the reference gust velocity wre f and the flight
profile alleviation factor Fg, as

wg0 = wre f Fg

(
Hg

106.17

) 1
6

(2)

where, wre f decreases linearly from 17.07 m/s equivalent airspeed (EAS) at sea level
to 13.41 m/s EAS at 4572 m and then again to 6.36 m/s EAS at 18,288 m. The flight
profile alleviation factor Fg is related to the aircraft weight and the maximum operating
altitude [33].

Fg =
1
2
[
Fgz + Fgm

]
=

1
2

[(
1 − Zm0

76, 200

)
+

√
R2 tan

(
πR1

4

)]
(3)

R1 =
WMLW

WMTOW
, R2 =

WMZFW
WMTOW

(4)

where, Zm0 is the maximum operating altitude, WMLW is the maximum landing weight,
WMZFW is the maximum zero-fuel weight and WMTOW is the maximum take-off weight.

Assuming an aircraft cruising with the speed U∞ and encountering a one-minus-cosine
gust, the gust penetrating distance is xg = U∞t, and Equation (1) can be rewritten as

wg
(

xg
)
=

wg0

2

(
1 − cos

(
2πU∞t

Lg

))
=

wg0

2
(1 − cos(ωt)) (5)

An equivalent gust frequency can be obtained as ω = 2πU∞
Lg

in radians or ω = U∞
Lg

in Hz.

2.1.2. Continuous Gusts

Unlike the discrete gusts with a deterministic-form gust velocity profile, the continuous
gust velocity varies randomly. The spectrum is normally expressed as a power spectral
density as:

Φ(ω) = σ2 Lg

π

1 + 8
3
(
1.339Lgω

)2

π
[
1 +

(
1.339Lgω

)2
]11/6 (6)

where, the typical wavelength of the continuous gust is defined in EASA CS-25 [24] as
762 m and the frequency is given by ω, rad/m. σ is the root mean square value representing
the fluctuations of the gust velocity.

2.2. Gust Load Control Strategies

As mentioned previously, flaps, such as ailerons, elevators or spoilers are normally
used as the control surfaces for gust load alleviation. A complete gust load control system
includes controllers, actuators and sensors. This control system is commonly called as
Gust Load Alleviation (GLA) system. Sensors, such as air data sensors and accelerometers,
are located on the aircraft body or wing to sense the incoming wind conditions and to
provide feedback of dynamic loads. The general principle of gust load alleviation is to
use sensors to provide motion feedback signals for the controllers. The controllers then
initiate corresponding deflections of the control surfaces to create the aerodynamic forces
and moments needed for attenuating the extra load induced by the gusts. Activating
the control surfaces timely can determine the effectiveness of a GLA strategy. Detection
of incoming gusts ahead of the aircraft to create a feedforward input is important. This
provides control surfaces with additional time to respond. Currently, to compensate the
lag of the control surface, it is common to locate the sensors ahead of the wings, along
the fuselage, to provide the hydraulic actuators longer time to respond. A high-resolution
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direct-measuring short-pulse ultraviolet (UV) Doppler lidar system was designed and
tested on an Airbus A340 [34]. It was shown that a forward detection range of 50 m of
the atmosphere disturbances was achieved, which translates to a lead time of 300 ms for
control surfaces to perform.

Control methods can be categorized as either passive or active. Currently, the widely
used gust load control system is active. Passive gust load control devices are more attractive
as no extra energies are required compared to the active ones, and initial research has been
conducted as being introduced in the following section. Open and closed-loop controls
are commonly used by the GLA system. Closed-loop control utilizes feedback to compare
the actual output with the desired output. For a successful closed-loop control system,
the effective control laws [35,36] play an important role. Various control laws for GLA
system have been investigated, such as the linear quadratic regulator theory [37,38], linear
quadratic Gaussian method [39,40], and optimal control algorithms [41]. As this article
focuses on the overview of the flow control devices for gust load alleviation, the progress
in the control laws will not be covered further here.

3. Flow Control Devices for Gust Load Alleviation

Flow control devices for gust load alleviation are categorized into two parts here,
i.e., control surfaces or control flaps and fluidic actuators. As being discussed in the
following section, traditional control flaps have been revealed to be ineffective for typical
high-frequency gust load controls [42,43]. More effective and novel gust load alleviation
methods with fast response, such as passive control methods with control surfaces and
active control methods using fluidic actuators have been explored and investigated.

3.1. Traditional Control Surfaces

The research on GLA systems was initially motivated by aircraft manufacturers to
find ways for structural weight reduction so as to improve fuel efficiency. In 1975, the
Lockheed-Georgia Company incorporated a GLA system using wing-outboard ailerons
on the C-5A military aircraft. As shown in the flight tests, approximately half of the wing
root bending moments was reduced under gust conditions. The dramatic effectiveness and
benefits of the GLA system shown on C-5A attracted much attention of the commercial
aircraft manufacturers. Later, the GLA system using ailerons was installed on Tristar
L-1011 from the 1980s [25], making it the first commercial airplane to incorporate a GLA
system. Implementation of a gust load alleviation system incorporating ailerons, spoilers
and elevators was then studied for Airbus A300. The effectiveness of different control
surfaces was investigated.

3.1.1. Trailing-Edge Flaps

Trailing-edge flaps, known as plain flaps such as ailerons and elevators encompass
the aft portion of the wing [44]. The trailing-edge flaps operate by rotating up or down
to achieve a desire change in camber, and thus results in a desire change in lift [45]. Lift
enhancement is realized by rotating the flap downward, which can be considered as an
effective increase in the airfoil camber. When the flap is rotated upwards instead, a negative
camber with mitigating lift is realized. On the commercial aircrafts, these trailing-edge
flaps play a more important role as the high-lift device. It has been shown that the change
in lift achieved by the flaps depends on the chordwise extent of the flap. Unsurprisingly,
larger flap sizes have been shown to create larger changes in lift [46]. Therefore, to make
a significant lift change, they tend to be relatively large sized and therefore heavy, taking
up a large portion of the wing. As a high-lift device, the capability of the steady-state
lift augmentation under a constant flap deflection angle is the key. However, as a gust
alleviation device, apart from the capability of the lift reduction achieved by the flaps, the
characteristics of these flaps under dynamic activations are also vitally importance.

On a supercritical airfoil equipped with a spoiler and a flap for a two-dimensional
flow, Costes et al. [47] investigated the unsteady aerodynamic performance under subsonic
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flow. It was found that for the trailing-edge flap, the lift coefficient decreases significantly
with the flap rotating frequency, therefore reducing the range in lift coefficient change
to the steady state. Bak et al. [48] also noted that the amplitude of lift change decreases
with frequency. Hysteresis loops of the lift changes were present as a function of the flap
deflection angle, indicating time lags in the dynamic responses. It was found that for the
oscillating the aileron in a sinusoidal pattern, the range of lift coefficient change becomes
smaller with angle of attack. For example, at a low angle of attack of α = 4.6◦, the total
lift change is 0.11, while this value is only 0.01 when the angle of attack is 19◦, for a fixed
reduced frequency of k = 0.082.

3.1.2. Spoilers

Spoilers are multifunctional control devices on the upper wing surface, serving a
variety of tasks in the fight control system of modern airliners [49]. Spoilers are typically
positioned along the upper surface of the wing. Unlike the high-lift devices mentioned
above, spoilers are mainly used as an inflight speed brake by rotating to induce a controlled
flow separation and thus reducing the lift and increasing the drag. For the inflight speed
brake system, the deflection rate of spoilers is rather low, and the dynamic characteristic
is not the key factor. However, for an effective GLA system, the deflection rate should be
much higher to counteract the high-frequency gusts. Therefore, the dynamic performance
of spoilers under unsteady activations requires better understanding. On a 2-D airfoil,
Mack et al. [50] found that the incremental lift loss of the spoiler with the increasing
deflection angle is quite nonlinear.

Wentz et al. [51] conducted parametric influences of the spoiler geometry on its
aerodynamic characteristics. It was found that the vertical distance from the spoiler tip
to the trailing edge of the airfoil acted a more important role than that of the chord or
deflection angle of the spoiler. For the spoiler location, Maskell [52] found that placing the
spoiler at x/c = 0.4 failed to reattach flow along the surface, unlike the spoiler at x/c = 0.2
for a given deflection angle of δ = 40◦ at α = 4◦. Croom et al. [53] suggested spoilers to
be located downstream on swept wings in order to achieve analogous effects like that on
unswept wings.

Siddalingappa and Hancock [54] conducted a comprehensive study of 2D and 3D
spoilers on the unsteady flow patterns. Transient lag effects were observed during spoiler
deployment and the lagging effects increased with the spoiler hinge line locating forward
to the airfoil leading edge. Additionally, an initial lift overshoot rather than lift reduction
was noticed during their experiments with fast spoiler deployment. This was later called as
adverse lift effect by Mabey [55]. During their experiments, it was also found that spoilers
on 3D wings had higher effectiveness than that of the 2D aerofoils. It was pointed out that
it was due to reduced reattachment length behind the spoiler because of the interaction of
vortices from spoiler tip and edges.

The time lag during dynamic spoiler deployment was also observed by Hancock [56],
who also revealed a hysteresis effect. Mabey [55] introduced a non-dimensional time to
quantify the spoiler deployment rate as s = U∞t

c , with c being the chord length of the airfoil
and U∞ the incoming flow velocity. It was found that the adverse lift effect is dependent to
the non-dimensional time. When the non-dimensional time was less than 5, the adverse lift
effect would be observed. However, during the experiments on harmonically oscillating
spoilers by Consigny et al. [57], the adverse lift was observed for deployment times up to 9.
During the experimental work to investigate the adverse lift by Kalligas [58], no adverse
lift was observed for deployment times above 8.

Consigny et al. [59] also found that larger deflection angles did not mean greater
changes in lift. It was found that lift remained relatively constant until the spoiler was
sufficiently inclined to prevent separated flow downstream of the spoiler from reattaching.
However, the low spoiler angle (δ = 1◦) was shown to be ineffective at separating the flow.
This is due to the height of the spoiler being too small, which is mentioned previously that
the extent of the separated region being proportional to the spoiler height. The finding was
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opposite by Costes et al. [47], as lower deflection angles produce greater force variation
than larger deflection angles. Meanwhile, this statement was given under the result of the
unsteady force variation with δ = 5◦ which was greater than twice the amplitude observed
at δ = 10◦. From these findings, it can be seen that the deflection angle should be high
enough to make sure a certain degree of spoiler height.

Harmonic oscillations of spoilers were also investigated by Nelson et al. [59]. During
their studies, it was found that the nonlinearities of a rapidly deploying spoiler increased
with reduced frequency (oscillating rate). The reduced frequency also has influence on the
spoiler effectiveness. It was found by Consigny et al. [57] that the amplitude in change in
lift coefficient became smaller with larger reduced frequencies, accompanied by greater
phase delays. Mineck [60] extended the investigations of spoilers to transonic conditions
with a consideration of Reynolds effects up to a flight Reynolds number of 30 million.
It was found that the effectiveness of the spoiler increased with the Reynolds numbers
increasing from 3 million up to 22 million. Meanwhile, a further Reynolds number increase
up to 30 million saw almost no changes. To provide validation data of manoeuvring flaps
for CFD methods, the German Aerospace Center (DLR) developed a wind tunnel model
with an active spoiler [49,61] to investigate the aerodynamic characteristics of static and
dynamic spoiler deflections.

3.2. Non-Traditional Control Surfaces

As mentioned previously, traditional control surfaces commonly take up a large
portion of the wing section and thus tend to be heavy with slow responses. This prevents
the control surfaces from high-frequency activations. Therefore, the effectiveness of the
traditional control surfaces for high-frequency gust load alleviation is rather limited. As
these control surfaces have other tasks for flight control, such as high-lift devices or inflight
speed brakes, the size of these control surfaces should be balanced for their functions.
Non-traditional control surfaces are relative to the above-mentioned flaps. These control
surfaces use newer technology and ‘smart’ materials for fast activation. These control
surfaces have been investigated mainly for wind turbines for gust load alleviation, such
as the compact trailing-edge flap [62], the adaptive compliant wing [63], the adaptive
trailing-edge geometry [48,64] and the microtabs [65,66]. Comprehensive overviews of
these active flow control methods for wind turbines are presented by Johnson et al. [67,68].

3.3. Passive Control Devices

Comparing with the active control system, a passive control device is usually sim-
pler and does not rely on extra energy. Guo et al. investigated the effects of a passive
twist wingtip as a gust-load alleviation device on a flying-wing configuration [69] and
a 200-seater airliner [23], respectively. This concept is to use a separate wing-tip section
connected to the main wing by a spring. As the shaft is located ahead of the aerodynamic
centre, this device will have a nose-down twist under the gust-induced aerodynamic force
resulting in gust load alleviation. The results showed significant reduction in gust-induced
wing-tip displacement and root bending moment. Compared to the current active control
methods, this passive control concept is attractive as it requires no energy input.

Similar to the ideas by Guo et al., Castrichini et al. [70–72] investigated the effects for
the alleviation on wing root bending moments at gust conditions by a flexible wing-fold
device. The key idea was to introduce a hinge line which was not parallel to the incoming
flow direction but was rotated outboard with a hinge orientation Λ to allow the wing tip to
rotate. Therefore, folding the wingtip with the angle of θ will reduce the local angle of attack,
which can be calculated as ∆α = −tan−1(tanθsinΛ). The results indicated that suitable
designs of the control device are capable for gust load alleviation. It was also observed that
the load alleviation capabilities are highly sensitive to the stiffness of the hinge spring and
the wing-tip mass. It will be a problem in application as it is very challenging practically to
change the mass or the hinge spring stiffness according to different incoming flows.
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3.4. Fluidic Actuators

As a means for active aerodynamic flow control, fluidic actuators, including syn-
thetic jets, circulation control using Coanda effects, jet blowing and suction, have been
investigated extensively. These methods have been shown to be effective for aerodynamic
improvements through boundary-layer modulation, such as drag reduction [73,74], de-
lay of transition [75,76] and flow separation control [10,77,78], flow improvement for air
intakes [79,80], stall control and lift augmentation [81,82].

Flow control for load control is currently attractive for modern aircraft design, as it has
the potential for flapless control with benefits including fewer moving parts, possibly less
weight [31], less maintenance and enhanced stealth characteristics [32]. A few studies have
been carried out to evaluate the capability of fluidic actuators known as jet flaps. The jet flap
consists of a narrow slot extending across the wing surface, which ejects high momentum
air [83]. For blowing tangentially near the trailing edge on an airfoil surface, the airflow
will closely follow the profile of the surface due to the Coanda effect. The control method
making use of the Coanda effect at the trailing edge can directly manipulate the airfoil
circulation and is therefore called Circulation Control (CC).

3.4.1. Surface Jet Blowing

For normal surface jet blowing, the jet flow disrupts the main flow, leading to flow sep-
aration [84]. A separation bubble emerges to encompass the surface up to the trailing edge.
An alteration in the Kutta condition is then realised as the separation bubble encourages
flow to be entrained from the freestream flow around the wing surface, thereby modulating
the circulation created by the wing [85]. Consequently, the load on the wing is modified.

Jet actuators have been investigated experimentally for load control on NACA0015
aerofoil for reshaping aeroelastic responses including limit cycle oscillation and flutter by
Rao et al. [86]. The results showed an improvement of more than 15% of the flutter speed
by the jet actuators using a PID controlled loop [87]. Microjets being small pneumatic jets
using high-speed flow blowing normal to the aerofoil or wing surface have been studied as
approaches for load control.

de Vries et al. [88] conducted numerical studies of a non-rotating NACA0018 aerofoil
with microjets located near the trailing edge under freestream Mach number of 0.176.
Significant changes in lift were observed for the angle of attack ranging from −10◦ to
10◦. Moreover, the results also showed that approximately 50% of the total change in
the lift could be obtained within the non-dimensional time s = U∞∆t

c = 1, indicating its
rapid load control response characteristic. Blaylock et al. [66,85] compared the load control
effects of microjets and microtabs deployed on the NACA0012 aerofoil trailing edge. The
results showed that both concepts had a similar load control mechanism by affecting the
trailing-edge flow, and therefore produced very similar aerodynamic load control effects.

Heathcote et al. [89] conducted wind tunnel tests for comparing the effects of blowing
(microjets) and microtabs, and pointed out that blowing and microtabs were viable methods
for load control but with very different behaviours: the blowing deflected the wake upwards
thereby reducing lift, conversely the microtabs promoted separation over the upper surface
resulting in lift reduction. They also noted the nearly constant lift change across all angles
of attack by microjet blowing located at the trailing edge, which was constant with the
result drawn by de Vries et al. [88].

However, for microtabs, optimal location varied according to the angle of attack. At
small ones, it is preferable to place the microtabs near the trailing edge, while locations near
the leading edge were better when the angle of attack is high. de Vries et al. [88] performed
numerical studies at the steady condition on the NACA0018 aerofoil at M∞ = 0.176 with
a normal jet placed on the upper surface trailing edge and a significant lift reduction
was obtained. Al-Battal et al. [43] assessed the capability of blowing for lift reduction
experimentally. Two different blowing directions, normal and upstream, from the upper
surface of the NACA0012 aerofoil under the steady incoming flow velocity of 20 m/s
and a range of angles of attack from 0◦ to 20◦ were compared. The results indicated
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that the chordwise location of normal blowing had a dramatic influence on the load
control effectiveness in terms of lift reduction. Normal blowing at x/c = 0.95 induced
a lift coefficient decrease of 0.15 under the maximum blowing momentum coefficient

(momentum coefficient is defined as Cµ =
.

mUjet
q∞ A . where,

.
m is the mass flow rate through

the jet slot exit, q∞ is the dynamic pressure of the freestream, A is the surface area of the
wing and Ujet is the jet velocity). However, moving the microjet further forward, the lift
change was negligible and even no lift decrease was induced when normal blowing was
placed near the leading edge.

For the influence of jet-slot location and jet-slot width on the lift reduction effects by
normal blowing, the authors conducted numerical studies based on the NACA0012 air-
foil [30]. Figure 3 gives the results of lift coefficient reduction (∆CL = CL, with jet − CL, without jet)
against the jet-slot locations under Mjet = M∞ = 0.3 at α = 0◦ and 3◦. It is clear that the
magnitudes of the reduction in lift coefficient increase with microjets moving towards the
trailing edge, and this trend is captured both at α = 0◦ and 3◦. The trend of positioning the
jet towards the trailing edge enhancing lift is consistent to the findings by Lockwood and
Vogler et al. [90], Mikolowsky and McMahon [91]. At α = 0◦, the reduction in lift coefficient
of ∆CL = −0.09 is obtained due to the microjet blowing at x/c = 0.4, and this value reaches
to ∆CL = −0.33 when the microjet moves to x/c = 0.95. Noticeably, the magnitudes of
lift coefficient reduction increase almost linearly with the microjet location moving from
x/c = 0.7 to 0.95 for both α = 0◦ and 3◦. For the influence of jet-slot width, it is shown
that the magnitude of lift reduction increases with the increase in jet slot width. It is more
obvious when the jet slot width is below 0.5%c, as the value of lift reduction tends to be
stable when the slot width increases from 0.5%c to 1.0%c. Meanwhile, it is undeniable that a
smaller width of the jet exit will be preferable since it is undeniably that the slots will bring
discontinuity to the wing surfaces [92]. Figure 4 presents the comparisons of the surface
pressure coefficients between the baseline model and the models with microjet blowing.
Figure 5 displays the velocity flow fields of the models with microjets located at x/c = 0.4
and x/c = 0.9 at α = 0◦.
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Also shown is the region of interest around the microjets and the trailing edges. From
these results, it can be concluded that blowing generates a separation region near the jet
location, and the separation region is more apparent after the jet location than that before it.
This separation region deflects the streamlines upwards near the jet location and blocks the
flow over the upper surface. This increases the upper surface pressure coefficients ahead
the blowing slot. However, behind the jet slot, the pressure recovers rapidly. From Figure 5,
it can be seen that this separation not only deflects the streamline above the upper surface,
but also entrains the flow from the lower surface upwards. This entrainment accelerates the
flow under the lower surface and results in a reduction in the pressure coefficients on the
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lower surface. Also shown is that the entrainment capability is stronger when the blowing
is placed towards the trailing edge, as slight decreases in pressure coefficients are noticed
with blowing slot moving towards the trailing edge as demonstrated in Figure 4b. The
combined effects explain the reduction in lift coefficient with the normal microjet blowing
relative to the baseline model. In [92], the authors also demonstrated that normal microjet
blowing has a stronger capability for load control at transonic incoming flow as normal
microjet blowing show strong influence on the shock strength on the airfoil upper surface.
For a 3D wing with jet slot only deployed near the wing tip, the effects of blowing have an
extension to the whole wingspan.

For the properties of blowing under unsteady actuations, a further experiment of the
upstream blowing was conducted by Al-Battal et al. [93]. The time lag in lift responses
corresponding to blowing actuation frequency has been observed due to the change in
the circulation and the vorticity shedding. The time delay became more significant with
increasing angles of attack because of more separated flow. The effects of the slot blowing
on unsteady aerodynamic load control with a freestream velocity from 6.7 m/s to 22.2 m/s
on NACA0018 aerofoil was experimentally evaluated by Mueller-Vahl et al. [94]. The
results showed that the lift oscillation due to the unsteady incoming flow can be effectively
counteracted by dynamically adapting the slot blowing velocity. For the further under-
standing of the behaviour of the dynamic actuations, the responses of microjet blowing
with periodic actuations are evaluated at by the authors in [92]. It was demonstrated that
the microjet blowing is also effective under dynamic actuations. However, the load control
effect is reduced with the increase in blowing frequency.

Based on the load control capabilities of microjet blowing under steady and unsteady
actuations, its capabilities for gust load alleviation was evaluated by the authors in Ref. [92]
on the 2-D NACA0012 and 3-D BAH wing. The test cases show that normal microjet
blowing is a promising approach for gust load alleviation with a fast frequency response
characteristic. The results of gust load alleviation on both the 2-D airfoil and the 3-D
BAH wing verify that microjet blowing is able to suppress the gust load disturbances.
Due to the fast response characteristics, it is capable for timely adaptive gust load control.
For the test cases of rigid BAH wing, a significant reduction in gust-induced lift and
root bending moment coefficients has been achieved. Because of the alleviation in gust
load, significant suppression of the gust-induced disturbances in the displacement and
acceleration has been obtained in the case study on the elastic BAH wing. Due to the
fast-response characteristics of microjet blowing, a near constant lift response under gust
condition is obtained by adaptively adjusting the blowing momentum coefficients. Another
gust load alleviation study using synthetic jets on the NACA0012 aerofoil was conducted
by De Breuker, et al. [95]. It was demonstrated that synthetic jets also have the potential for
gust load control.

3.4.2. Circulation Control by Jet Blowing through the Trailing-Edge Coanda Device

Circulation Control (CC) using Coanda effect uses tangential surface jets to change the
aerodynamic properties of the aerofoil or wing. The Coanda effect describes the tendency
of a high-speed jet flow staying attached to a convex surface due to the balance between
centrifugal forces and low static pressures created by the high-speed jet [96]. The high-
speed jet flow entrains the external flow to follow it as to ‘bend down’ over the curved
surface which generates the circulation increase, and thus results in lift augmentation.
Similarly, lift reduction can be obtained through placing the jet slots on the lower surface.
Conventionally, a CC device system consists of an air plenum, a rounded trailing edge and
an orifice which is the slot exit of the CC jet.

The initial intention for the development of the CC system was for short landing
and take-off capability, especially by the US Navy, looking for ways to improve aircraft
operation from carriers [97]. Many tests including a full-scale flight test and design works
have been carried out on the A-6 Intruder [98]. The effectiveness and efficiency of CC
for manoeuvrability control of fixed and rotary-wing aircraft have also been researched
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through various experiments and numerical studies. After the wind tunnel test on a
diamond wing tailless aircraft, Cook et al. [99] pointed out that the CC device exhibited
good aerodynamic performance similar to a traditional flap with an equivalent size on a
fixed wing under modest blowing momentum coefficients, and the response characteristic
was essentially linear.

Experimental and computational work seeking for a design using trailing-edge blow-
ing to eliminate the trailing-edge flaps, or use leading-edge blowing to eliminate the need
for leading-edge slats have been carried out on a Boeing 737 aircraft [97,100]. A joint
project [32,101,102] has been carried out by University of Manchester, Cranfield University
and BAE Systems to demonstrate new technologies for flapless control, and a drone has
been designed named MAGMA which finished its first flight trial in 2017. Instead of tradi-
tional control surfaces, this project assessed the manoeuvrability of two novel technologies.
One is to deploy CC on the wing sections and another one is to use the fluidic thrust vector-
ing (FTV) placed on the centre body. Engine bleed air is used for the pneumatic supply of
the CC and fluidic thrust vectoring effectors. It is shown that the critical flight conditions
are climb turns and descending flight where geometric and effort/power saturation limits
are met, respectively [103].

To investigate the capability of CC for rolling control on the flying-wing configuration,
Hoholis [104] extended a numerical study of CC as a roll effector on the generic SACCON
UCAV configuration. This work was performed with a freestream Mach number 0.145 and
was concluded that CC can produce similar rolling moments to flaps at low angles of attack.
The effects for providing manoeuvrability by CC on a tailless vehicle was evaluated by
Wilde et al. [105]. The results show that CC units could provide similar three-axis control
effects relative to the split flap elevons.

To explore novel method for gust load alleviation to keep pace with the fast develop-
ment in control system designs using CC. The feasibility and effects of gust load alleviation
by means of CC is firstly numerically studied by Li and Qin [106]. The NACA0012 airfoil
was chosen for the study from subsonic to transonic speeds. In this study, CC via steady
blowing with different momentum coefficients are firstly tested for the gust load alleviation
effects in terms of lift coefficients under a ‘one-minus-cosine’ gust. The results demon-
strated that CC can effectively suppress the maximum gust-induced lift increment, but is
not feasible for suppressing the unsteady gust-induced lift perturbations. Based on the
verified fast-frequency response characteristics of CC, unsteady blowing with dynamically
adaptive momentum coefficients proportional to the vertical gust velocities is proposed
and tested. The results as shown in Figure 6 demonstrate that a near constant lift coefficient
can be achieved under gust condition for subsonic incoming flow indicating its potential
for real-time adaptive load control. This study also demonstrated that CC is able to reduce
gust load at transonic speed, but it is less effective as compared with that at subsonic speed.
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The study on the feasibility of gust load alleviation using CC is then extended to
a three-dimensional wing including aerodynamic and structure interaction by Li and
Qin [107]. Coanda device is deployed on the wing tip (from η = y/l = 0.74 to 0.98). The
spanwise load control effects are firstly evaluated under steady CC jet blowing at different
incoming flows as shown in Figure 7. Significant load control effect has be noticed around
CC deployment region. Also shown is that apart from this region, CC also has influence on
the span load towards the wing root, but with a reducing load control effect. Then, load
control effects under dynamic CC jet blowing and gust load alleviation under typical ‘one-
minus-cosine’ gust profiles from certification specification defined by European Aviation
Safety Agency are tested. The results show a promising capability of CC for gust load
alleviation as significant gust load alleviation effects have been achieved for both the rigid
and elastic wings. For the wing considering aeroelasticity, the displacement oscillations
induced by gusts have been effectively suppressed by CC.
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3.5. Summary of the Characteristics of These Flow Control Devices

Table 1 gives a summary of the advantages and limitations of the flow control devices
presented above. Although the traditional control surfaces have been applied to aircraft
for gust load alleviations, these devices do not meet the requirements of fuel efficiency
for future aircraft design due to their large size and structure weight. Although passive
control technologies have been tested in the laboratories, it is still a challenge to improve the
robustness and reliability. Active flow control using fluidic actuators show high efficiency
and have great application potential for gust load alleviation. However, as it is still a novel
technology, there is a lack of comprehensive understanding of flow control mechanism and
in-depth research on their applications in the actual flight environment of aircraft.

Table 1. Comparisons of the characteristics of the flow control devices for gust load alleviation.

Flow Control Category Typical Devices Advantages Limitations

Active flow control

Traditional control surfaces:
Trailing-edge flaps and Spoilers

Robustness for a large range
of incoming flow speeds

large size and heavy
low-frequency responses

Fluidic actuators: Surface jets
and CC

high-frequency responses
small size and less weight

decreases in gust load
alleviation effects with
increasing incoming
flow speeds

Passive flow control wingtip twist and flexible
wing-fold devices

no extra energy required
simple structural mechanism

Poor robustness away from
design point

259



Appl. Sci. 2022, 12, 10537

4. Concluding Remarks

In the context of growing concern for environmental protection and reduction in fuel
consumption, flow control for gust load alleviation can play a vital role for future greener
aircraft design. Some main conclusions can be drawn from the review.

Currently aircraft flow control for gust load control are achieved by deflecting control
flaps, such as spoilers or tailing-edge flaps to create forces and moments that needed to
alleviate the gust load. Being unsteady aerodynamic disturbances, gusts can have very high
frequencies. For an effective gust load alleviation system, the capability of fast responses
is the key factor. However, as the traditional flaps acting mainly for high-lift devices and
flight manoeuvring, they are normally large sized and therefore heavy. These traditional
flaps tend to exhibit low-frequency responses, which are ineffective for high-frequency
gusts due to their large inertia.

In order to achieve faster responses, efforts towards smaller flap sizes have been made.
However, these efforts have focused only on wind turbines up to now. To make a simpler
system compared to the active flow control means which usually require complex actuating
systems, passive wing-tip devices have also been studied for gust load alleviation. Passive
control means can be designed to be reliable and effective at some flight conditions. It is
hard to make them reliable and effective for a wide range of gust conditions.

The flow control methodologies using fluidic actuators are shown to have good
potential for load control and flight control to replace the traditional flaps. This results
in fewer moving parts, possibly less weight, less maintenance, high-frequency actuations
and thus improved aerodynamic performance. This article has introduced two of the
most promising actuators, i.e., surface jet blowing and circulation control. It has been
demonstrated that both CC and surface jet blowing have a fast response characteristic and
the capability for adaptive gust load controls. These actuators still face many engineering
challenges. For CC, the main issue is the sharp decrease in load control capability with the
increase in freestream velocities. For surface jet blowing including normal blowing and
upstream blowing, the load control capability in terms of lift modulation is not as effective
as CC at low speeds. Therefore, for industrial applications, more efforts are needed with
in-depth investigations on these actuators.
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Nomenclature
s non-dimensional time
CL lift coefficient
Mjet the Mach number of the jet
Cµ momentum coefficient
Cµ0 peak value of the momentum coefficient with the one-minus-cosine profile
M∞ Mach number of the freestream flow
α angle of attack
U∞ freestream velocity
Cp pressure coefficient
c chord length
cre f mean aerodynamic chord length
x, y, z Cartesian coordinates in streamwise, spanwise and vertical directions
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