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## Preface

Quantum information science has become established as a basic science thanks to the contributions of many pioneers, and the time has now come to seek practical applications based on applied research. Until now, discussions have been based on microscopic qubits to discuss the principle possibilities. However, in order to make quantum information science applicable to the real world, it is necessary to change direction to focus on engineering technology based on macroscopic qubits. If this is achieved, quantum communication will further expand the possibilities of ultrahigh-speed optical communication, quantum radar will enable the feasibility of all-weather sensors, and macroscopic quantum cryptography will contribute to enhancing the security of the physical layer of current optical networks. In addition, decoherence properties of quantum processors are clarified toward scaling for real applications of quantum technology. The purpose of this Special Issue is to consolidate and publish the latest research trends by researchers who are conducting research toward the above goals. It consists of invited papers, original papers, short reviews, and proposals for the future prospects in this field.
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#### Abstract

In this review paper, we first introduce the basic concept of quantum computer-resistant cryptography, which is the cornerstone of security technology for the network of a new era. Then, we will describe the positioning of mathematical cryptography and quantum cryptography, that are currently being researched and developed. Quantum cryptography includes QKD and quantum stream cipher, but we point out that the latter is expected as the core technology of next-generation communication systems. Various ideas have been proposed for QKD quantum cryptography, but most of them use a single-photon or similar signal. Then, although such technologies are applicable to special situations, these methods still have several difficulties to provide functions that surpass conventional technologies for social systems in the real environment. Thus, the quantum stream cipher has come to be expected as one promising countermeasure, which artificially creates quantum properties using special modulation techniques based on the macroscopic coherent state. In addition, it has the possibility to provide superior security performance than one-time pad cipher. Finally, we introduce detailed research activity aimed at putting the quantum stream cipher into practical use in social network technology.


Keywords: physical cipher; optical fiber communication; optical satellite communication; quantum communication theory

## 1. General View of Cryptography or Cipher in Social Network Systems

At first, we introduce a comment on a general view of cryptography in our research project. In the recent book [1] and a technical paper [2], S. Tsujii, who is one of the leaders of the cyber security community and industry, explains the current situation of the cyber security community and industry on the current trend of the security technology, as follows. "Quantum computer capable of breaking public key cryptographies, such as RSA or elliptic curve cryptography, that relies on mathematical decipherability due to prime number factorization or discrete logarithm problems, will not be developed within 20 years. Nevertheless, the jeopardy due to the cooperative effect with the development of mathematics remains. Thus, NIST is in the process of selecting candidates for quantum computer-resistant cryptography. The applications of cryptography for confidentiality are categorized into the confidential transmission of data itself and the key delivery or storage for that purpose. Then from the viewpoint of academic methods, they are categorized into mathematical cryptography and quantum cryptography. In the former case, there are two types such as public key cryptography and symmetric key cipher. Public key cryptography has the advantage of securely delivering and storing the initial key for data encryption and transmission. However, its processing speed is slow, so symmetric key cipher is responsible for data encryption. On the other hand, quantum cryptography is a cryptographic technique that uses quantum phenomena to improve security performance. The technique that uses quantum communication to perform the key delivery function of public key cryptography is quantum key distribution (QKD: BB-84 et al.), while the technique that uses quantum communication to perform the cryptographic transmission of data itself is called Y-00 quantum stream cipher (see Figure 1). QKD cannot be used to supply keys to One Time

Pad cipher, because its data rate is too slow. Y-00 for data encryption is extremely novel in its ability to prevent eavesdroppers from obtaining the ciphertext of the symmetric key cipher. In addition, it is amazing that the strong quantum-ness is created by modulation scheme with multi-ary coherent state signals without any quantum device".


Figure 1. Classification of cryptographic techniques.
Let us now turn our focus to quantum cryptography. Both of these quantum technologies are based on designing communication systems to make it difficult for eavesdroppers to steal signals on the communication channels. Such a function to protect the signal itself cannot be realized by mathematical cryptography. As mentioned above, there are two possible system operation methods for these quantum cryptography techniques. One is to use BB-84 quantum key distribution for key delivery and conventional mathematical cryptography for authentication and data encryption. The other is to use Y-00 quantum stream cipher for data encryption and conventional public key cryptography (or quantum computer resistant type) for authentication and key delivery. These quantum cryptography technologies are positioned as technologies to ensure the ultimate security of communication between data center stations, that is of special importance in next-generation 5G and 6G systems. In the following, we will explain the technical contents, applicability to the real world, and development trends.

## 2. Current Status of Quantum Communication Security Technology

### 2.1. Quantum Cryptography

As introduced in the above section, there are two quantum cryptography techniques. Let us give their brief introduction below.
(1) Quantum Key Distribution

BB-84 quantum key distribution (QKD) was proposed by C. H. Bennett and G. Brassard in 1984. It is a protocol to share a secret key sequence by using photon communication, that is guaranteed to be quantum nature. Since the photons used in this protocol are weak light, the transmission speed and distance are limited. In addition, many of the sequence of photons that carry information are lost due to attenuation effects in the transmission line, and the sequence of photons that reaches the receiver is also subject to errors due to noise effects. So, the operation involves discarding the majority of the received bit sequence. Therefore, data itself cannot be sent, only random numbers can be sent. Thus, only the delivery of the secret key for symmetric key cipher is possible. This is why it is called QKD. Recently, many newspapers have reported that several R\&D groups can provide the commercial systems of QKD. The transmission speed is the order of $100 \mathrm{Kbit} / \mathrm{s}$, and transmission length is below 100 km . The satellite system is one of the solutions to cope with the distance. However, the transmission speed is so small. In any case, if one tries to increase the transmission speed, then there is a trade-off, and one has to shorten the relay interval. Since the maximum transmission speed is about a megabit, it is difficult to supply keys to the one-time pad cipher for data after key delivery, and it is likely to be limited to supplying initial keys (secret keys) for AES and others.

## (2) Quantum Stream Cipher

Y-00 quantum stream cipher is a protocol for physical symmetric key cipher proposed by H.P. Yuen of Northwestern University in the DARPA project (2000) [3]. The details are explained in the next section, but a simple concept is presented here.

This technique is characterized by the fact that it does not allow the physical signals consisting of the mathematical random generator and information data to be obtained without error. In this scheme, the ciphertext in Y-00 circuit system of the mathematical cipher consisting of the generator and data, which is the target of the eavesdropper, as described by $y=\alpha_{i}\left(X, f_{g}\left(K_{s}\right), R_{p}\right)$. Then, we design the system such that the ciphertext $y=\alpha_{i}\left(X, f_{g}\left(K_{s}\right), R_{p}\right)$ is mapped into ensemble of coherent state $\mid \Psi\left(X, K_{s}, R_{p}\right)>$ with the quantumness based on the Holevo-Yuen theory [4-6]. This is called Y-00 signal, which corresponds to ciphertext on the Hilbert space. Thus, the ciphertext as the classical signal is protected by the quantumness. Let us describe it shortly. Although ordinary laser light of high power is used as the transmission signal, signals on the communication channel can be made to have very strong quantum properties in the sense of quantum detection theory [7]. This is the Y-00 principle [3]. That is, a large number of physical binary light communication base is prepared to transmit electric binary data, and the binary data is transmitted by using one communication base which is randomly selected from many communication bases by a mathematical cipher. Let $M$ be the number of the base. The optical signals on the communication channel become ultra-multiple-valued signals ( $2 M=4096$ or more values are common) against the eavesdropper without the knowledge of communication base. At this time, strong quantum nature in the signal ensemble appears even if the one signal is in high power light, when it is constructed by such ultra-multiple-valued signal. In other words, this method means that the quantum nature in the sense of quantum detection theory [7] is created artificially by modulation schemes, so that it does not require light with strong physical quantum nature, such as a photon. The Y-00 signals of the length $m$ (number of slot) are described as follows:

$$
\begin{align*}
& \left|\Psi\left(X, K_{s}, R_{p}\right)>=\right| \alpha_{i}\left(X, f_{g}\left(K_{s}\right), R_{p}\right)>_{1} \\
& \otimes \mid \alpha_{j}\left(X, f_{g}\left(K_{s}\right), R_{p}\right)>_{2} \ldots \ldots  \tag{1}\\
& \otimes \mid \alpha_{k}\left(X, f_{g}\left(K_{s}\right), R_{p}\right)>_{m}
\end{align*}
$$

where $\mid \alpha_{i}\left(X, f_{g}\left(K_{s}\right), R_{p}\right)>$ is coherent state with amplitude $\alpha(\cdot), i, j, k=1,2,3, \ldots 2 M$, $X$ is plaintext, $f_{g}\left(K_{s}\right)$ is a mathematical pseudo random function of secret key $K_{s}$, and $R_{p}$ is additional randomization. The set of these coherent states is designed to be strong non-orthogonal property, even if each amplitude of the signals is $\left|\alpha_{k}\left(X, f_{g}\left(K_{s}\right), R_{p}\right)\right| \gg 1$.

A legitimate receiver with the knowledge for communication base to which the data is sent can ignore the quantum nature of the data, because it is a binary transmission by high-power signal. That is, one can receive the error-free data. On the other hand, an eavesdropper, who does not know the information of the communication base, must receive a sequence of a ultra-multi-valued optical signal that consists of non-orthogonal quantum states of Equation (1). The quantum noise generated by quantum measurement based on the Holevo-Yuen theory on quantum detection [8-10] masks the received signal, resulting in errors. Thus, even if the eavesdropper tries to record the ciphertext, the masking effect of the quantum noise makes it impossible to accurately recover the ciphertext. This fact is a novel function in the cryptology. Figure 2 shows the scheme of Y-00 principle (Appendix A).

### 2.2. Comparison of Services Based on Each Quantum Cryptosystem

QKD and Y-00 are about 40 and 20 years old, respectively. At the time of their invention, the principle models of both quantum cryptography technologies were not very attractive in terms of security and communication performance. However, nowadays, the systems and security assurance technologies of both technologies have evolved dramatically. Based on the results, business models for security services using these quantum cryptography technologies have been proposed. Figure 3 shows the current status.

## Mathematical symmetric key cipher



Y-00 quantum stream cipher


Figure 2. Principle of operation of Y-00 quantum stream cipher. Classical signal means that they have distinguishability, and quantum signal means it is impossible to distinguish them precisely. $\mathrm{Y}-00$ encryption is the function of converting a classical signal into a quantum signal. It is also called quantum modulation.

Comparison of product capabilities for two types of quantum cryptography services

|  | Key delivery | Data encryption | Security | Distance | Rate |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Existing Services | $\begin{aligned} & \text { RSA, DH, } \\ & \text { etc } \end{aligned}$ | AES, RC-4,etc | Computational guarantee | Un-limited | $10 \mathrm{Gbit} / \mathrm{sec}$ |
| Toshiba, NEC (L-1) | QKD | One Time Pad | ITS against Ciphertext only attack | 10 km <br> 100 km | $10 \mathrm{Kbit} / \mathrm{sec}$ <br> ~ <br> $10 \mathrm{Mbit} / \mathrm{sec}$ |
| Tamagawa University, Hitachi (L-1) | Quantum <br> computer <br> resistant <br> Publickey | Y-00 | ITS against <br> Ciphertext only attack <br> Partial ITS against Known plaintext attack | $\begin{aligned} & 1,000 \mathrm{~km} \\ & \sim \\ & 10,000 \mathrm{~km} \end{aligned}$ | 1 Gbit/sec <br> $100 \mathrm{Gbit} / \mathrm{sec}$ |

Figure 3. Comparison of product capabilities for two types of quantum cryptography services.

## 3. Feature of Quantum Stream Cipher

In the near future, optical networks will move toward even higher speeds, but the Y-00 quantum stream cipher can solve technical requirement from the real world. Since there are few introductions to this technology, we describe the details of this technology in the following section.

### 3.1. Basic Scheme

As explained in the previous section, the quantum stream cipher is expected to accelerate advanced application in future communication systems. The reason for this is that this scheme can utilize ordinary optical communication devices and is compatible with existing communication systems. In its design, optical communication, quantum theory, and cryptography are effectively integrated. Therefore, it is also called "Y-00 optical communication quantum cryptography" in implementation studies. Pioneering research on practical experiment for this system has been reported by Northwestern University $[8,9]$, Tamagawa University [10], and Hitachi Ltd. [11]. Theories of system design for the basic system have been given by Nair and others [12-15].

Let us explain the principle of Y-00 quantum stream cipher. First, the Y-00 protocol starts by specifying the signal system that use the transmission medium. The actual signal to be transmitted is selected in terms of amplitude or intensity, phase, quadrature amplitude, etc., having coherent state $|\alpha\rangle$ in quantum optics. Then, the design is made accordingly. Depending on the type of signal to be used, it is called ISK:Y-00, PSK:Y-00, QAM:Y-00, etc.

Here, one communication base consisting of various binary signals is randomly selected for each data slot. Then, a binary data is transmitted by using the communication base selected. Thus, ultra-multi-valued signals appear to be transmitted on the channel. The eavesdropper has to receive the ultra-multi-valued signal, because they do not know which communication base was selected.

### 3.2. Progress in Security Theory

The BB-84 protocol is a key delivery technique for securely sharing secret key sequences (random numbers). The Y-00 protocol is a symmetric key stream cipher technique for cryptographically transmitting data. As mentioned above, both quantum cryptography techniques enhance security by preventing eavesdroppers from taking the exact signal on the communication channel. The models that explains the principle of such physical technology is called the "basic model". It is this basic model that can be found in textbooks for beginners.

Let us start with a QKD, such as BB-84. If the basic model of the BB-84 protocol is implemented in a real optical fiber communication system, then it can be eavesdropped. Therefore, in order to guarantee security even in systems with noise and energy loss, a technique that combines error correction and privacy amplification (universal hashing) was proposed, and then a theoretical discussion of security assurance became possible. That is, in 2000, P. Shor, et al. [16] proposed a mathematical security theory for BB-84 on an abstract mathematical model called the Shor model, which was later improved by R. Renner [17]. In brief, the security of the BB- 84 protocol is evaluated by quantifying quantum trace distance of the two density operators to the ideal random sequence and the random sequence shared by the real system. This is the current standard theory for the security of QKD. It is very difficult to realize a real system that the quantum trace distance is sufficiently small.

On the other hand, from the beginning, the Y-00 protocol can consider the effects of non-ideal communication systems. As mentioned at the above section, the selection of communication base of the Y-00 protocol is encrypted by conventional mathematical cipher. The Y-00 quantum ciphertext, which is an optical signal, is emitted as the transmission signal. So, the ciphertext of the mathematical symmetric key cipher that an eavesdropper needs to decipher corresponds to the Y-00 quantum ciphertext. However, since the set of ultra-multi-valued signals, which is Y-00 quantum ciphertext, are a non-orthogonal quantum state ensemble, their received signals are inaccurate due to errors caused by quantum noise. Therefore, the discussion based on the computational security of the mathematical cryptographic part of Y-00 mechanism to be attacked is replaced by the problem of combination of information theoretic analysis and computational analysis. However, we should emphasize that the discussion with infinite number or asymptotic theory are not our concern, because our concern is a physical system under practical situation. For example, if an attacker needs circuits of the number of the size of the universe to perform the brute-force attack, the system is unbreakable. Or, if an attacker needs 100 years to collect the ciphertext for trying the cryptoanalysis, it is also impractical and unbreakable.

## 4. Survey of the Mathematical Security Analysis

### 4.1. The Main Story of Security

In the conventional symmetric key cipher, we have

$$
\begin{equation*}
H\left(C \mid X, f\left(K_{s}\right)\right)=0 \tag{2}
\end{equation*}
$$

where $X$ is plaintext, $K_{s}$ is secret key, $f\left(K_{s}\right)$ corresponds to running key and $\left|f\left(K_{s}\right)\right| \gg\left|K_{s}\right|$, and $C$ is ciphertext. However, in physical cipher system, the eavesdropper cannot do anything without obtaining the ciphertext from the physical signal. In the case of the Y-00 scheme, the eavesdropper has no other way but to observe the non-orthogonal signal, because the Y-00 signals corresponding to the ciphertext in the symmetric key cipher are an ensemble of non-orthogonal quantum states. Thus, the ciphertext that the eavesdropper
can obtain are randomized by its quantum nature for any quantum processing by several quantum no-go theorems developed by Holevo and Yuen. This result means that the ciphertext cannot be determined correctly, even if the eavesdropper obtains the secret key $K_{s}$ and the plaintext $X$. That is,

$$
\begin{equation*}
H\left(C \mid X, f\left(K_{s}\right)\right) \neq 0 \tag{3}
\end{equation*}
$$

This is the definition of so called "Random Cipher". Thus, Y-00 scheme is a typical example of the random cipher. Here, let us describe the security evaluation in the practical setting based on two issues.
(i) The first issue:

The first issue was raised by the community of cryptology. The question of the cryptocommunity is how to formulate the error or correct estimation of ciphertext based on closeness between the sequence of ciphertext from the Y-00 signals received by the eavesdropper and a true random number sequence. Let us consider a quantum trace distance between density operators on the tensor product Hilbert space that corresponds to the ideal random sequence and the random sequence received by the eavesdropper. It can be denoted by following form, based on the Holevo-Yuen theory on quantum detection:

$$
\begin{aligned}
& \Delta_{q}=\max _{\Pi} \operatorname{Tr} \Pi\left(\sum_{y} p(y) \rho_{C^{I} C^{E}}^{y}-\rho_{C^{I}} \otimes \rho_{C^{E}}\right) \\
& \Pi: P O V M
\end{aligned}
$$

In this case, $C^{I}$ is the ideal ciphertext, and $C^{E}$ is the output of the Eve's receiver. Then, $\rho_{C^{I}}$ corresponds to the density operator for ideal randomness, and that of Eve is $\rho_{C^{E}}$ which depends on the randomization based on quantum noise effect and the artificial scheme designed in the Y-00 scheme.

Closeness of the ciphertext sequence of the eavesdropper to a true random number based on the above equation is evaluated as follows [18]:

Theorem 1. Trace distance is bounded by Holevo information, as follows:

$$
\begin{equation*}
\Delta_{q}^{2} \leq B \chi(\epsilon) \tag{5}
\end{equation*}
$$

where $B$ is a constant depending on the definition of relative entropy, and $\chi(\epsilon)$ is Holevo information from the channel to the eavesdropper.

$$
\begin{equation*}
\chi(\epsilon)=S\left(\rho_{C^{E}}\right)-\sum_{y} p(y) S\left(\rho_{C^{E}}^{y}\right) \tag{6}
\end{equation*}
$$

where $\mathcal{S}(\rho)$ is the von Neumann entropy. The above Holevo information is a decrease function by the appropriate randomization technique under the fixed $M$.
Next, the probability that an eavesdropper can estimate the ciphertext $y=\alpha_{k}\left(X, f_{g}\left(K_{s}\right), R_{p}\right)$ of $Y$-00 quantum stream cipher is given as follows. Let $\Delta_{q}$ be the trace distance of the quantum density operators between an actual protocol and the ideal one. Then the average guessing probability for ciphertext of Y-00 cipher is bounded as follows:

$$
\begin{equation*}
\frac{1}{N} \leq P_{\text {guess }} \leq \frac{1}{N}+\Delta_{q} \leq \frac{1}{N}+\sqrt{B \chi(\epsilon)} \tag{7}
\end{equation*}
$$

where $N=2^{\left|C_{y}\right|} .\left|C_{y}\right|$ is the length of binary sequence converted from $2 M$-ary signal with the length $m$ (number of slot). Thus, the guessing probability for the ciphertext $y=\alpha_{k}\left(X, f_{g}\left(K_{s}\right), R_{p}\right)$ is controlled by Holevo information. In conclusion, under the fixed number of $N$, one can try to design the randomization technique such that $\chi(\epsilon) \rightarrow 0$, and $P_{\text {guess }} \rightarrow 1 / N$. Indeed, the Y-00 scheme provides this situation under ciphertext-only attack.

## (ii) The second issue:

The next issue is information-theoretic security analysis for symmetric key cipher. In general security analysis for the symmetric key cipher, we have three problems-ciphertextonly attack (COA), statistical attack (SA), and known-plaintext attack (KPA), respectively.

The main issue is that, assess to that information-theoretic security (ITS) can be guaranteed depending on how much ciphertext under COA (or plaintext at KPA) an eavesdropper obtains. Shannon gave the following inequality for general mathematical symmetric key ciphers under ciphertext-only attack:

$$
\begin{equation*}
H(X \mid C) \leq H\left(K_{s}\right) \tag{8}
\end{equation*}
$$

This is called the Shannon limit. Thus, one has the following property under KPA for the conventional additive stream cipher.

$$
\begin{equation*}
H\left(K_{s} \mid X_{n=\left|K_{s}\right|}, C_{n=\left|K_{s}\right|}\right)=0 \tag{9}
\end{equation*}
$$

where $X_{n=\left|K_{s}\right|}, C_{n=\left|K_{s}\right|}$ mean plaintext and ciphertext of the length $n=\left|K_{s}\right|$, respectively.
A random physical cipher, such as the Y-00 scheme, may break the above relation. We describe the story of the theory in the following. Here, in the Y-00 scheme, the following is guaranteed:

$$
\begin{equation*}
H\left(X \mid C^{B}, f\left(K_{s}\right)\right)=0 \tag{10}
\end{equation*}
$$

where $C^{B}$ is the ciphertext received by a legitimate receiver. From here, we discuss the new potential of Y-00 scheme. In the case of a ciphertext-only attack, from Equation (3), this system provides the ability to break the Shannon limit in the cryptology as follows [19,20]:

$$
\begin{equation*}
H\left(K_{s}\right) \leq H\left(X_{n} \mid C_{n}^{E}\right) \tag{11}
\end{equation*}
$$

where $X_{n}, C_{n}^{E}$ mean the plaintext sequence and ciphertext sequence of the length $n$ received by the eavesdropper, respectively. We emphasize that $C_{n}^{E}$ is different of the original ciphertext created by Y-00 mechanism.

Let us consider statistical attack and the known-plaintext attack. Here, the security evaluation is given by the quantum unicity distance $[12,19]$ under the Holevo-Yuen theory on quantum detection [4-6], as follows:

$$
\begin{align*}
& n_{0}: \quad H\left(K_{s} \mid C_{n_{0}}^{E}\right)=0  \tag{12}\\
& n_{1}: \tag{13}
\end{align*} \quad H\left(K_{s} \mid X_{n_{1}}, C_{n_{1}}^{E}\right)=0
$$

where $n_{0}$ and $n_{1}$ are the unicity distances for ciphertext-only attack and known-plaintext attack, respectively. These mean the number of observations needed to find the secret key with and without known plaintext in the sense of information theoretic security. For exceeded number of $n_{0}$ and $n_{1}$, it still provides the algorithm independent computational security.

The formulae of the unicity distance for the concrete $\mathrm{Y}-00$ scheme were given by Nair et al. [12]. Let us compare Equations (9) and (13). If the Y-00 scheme can provide

$$
\begin{equation*}
n_{1} \gg\left|K_{s}\right| \tag{14}
\end{equation*}
$$

then the $\mathrm{Y}-00$ scheme has the great advantage in comparison with the conventional cipher technology. For more rigorous analysis, we have the following criteria proposed by Yuen.

$$
\begin{equation*}
W(n)=\max _{C^{E}} \max _{K_{s} \in K_{C^{E}}} P\left(K_{s} \mid C_{n}^{E}\right) \tag{15}
\end{equation*}
$$

Thus, it is possible to evaluate the security of this cipher quantitatively. This is a very significant feature in the history of cryptography.

### 4.2. Randomization Technology

In the early days when Y-00 was invented, the model used was the so-called basic model, and it just explained the principle. In order to achieve sufficient quantitative security, the randomization technique described here is necessary. In the criteria of cryptography by Shannon, such as Equations (12) and (13), the Y-00 scheme has a potential to have excellent quantitative security by additional randomization technology.

In this point of view, we have developed a new concept such as "quantum noise diffusion technology" [13,14]. In addition, several randomizations based on Yuen's idea [3] have been discussed [21]. Using these techniques, it is expected to have security against known-plaintext attacks on key that cannot be achieved by a conventional cipher, as follows:

$$
\begin{equation*}
H\left(X_{n} \mid C_{n}^{E}, K_{s}\right) \neq 0 \tag{16}
\end{equation*}
$$

for certain finite $n=n_{2}>\left|K_{s}\right|$ under the condition Equation (10). This means that one cannot pin-down the data under the finite length of ciphertext with error even if the secret key is provided to the attacker after they have received the Y-00 signals by their instruments $[19,20]$. This comes from the fact that the ciphertext for attacker is not correct ciphertext. This is called advantage creation based on receivers with key and without key.

This is an amazing capability, and this cannot be achieved even with "One Time Pad Cipher". However, as the pointed out in the above, these security of abilities are limited to "finite" $n_{1}$, and $n_{2}$ in principle, and these depend on the randomization technique. The general quantitative evaluation for the concrete randomization is still an open question. In this way, we can say that the Y-00 quantum stream cipher has the ability to provide security that exceeds the performance of conventional cryptography while maintaining the capabilities of ordinary optical communication. To date, there have been several criticisms of the security of the Y-00 principle, but one can see that they all turn out to be based on misunderstandings of the structure and claim of the Y-00 principle.

## 5. Concrete Applications of Quantum Stream Cipher

As mentioned above, the Y-00 quantum stream cipher has not yet reached its ideal performance, but in practical use, it has achieved a high level of security that cannot be achieved with conventional techniques, and it can be said that the ciphers are now at a level where they can be introduced to the market. To date, the development of transceiver for the Y-00 quantum stream cipher has been funded by the university president's discretionary fund, as well as external funds from the Ministry of Education, Science and Technology (MEXT), and the Defense Acquisition Agency (DEA). Here, we introduce examples of the use case of the Y-00 quantum stream cipher.

### 5.1. Optical Fiber Communication

Large amounts of important data are instantaneously exchanged on the communication lines between data centers where various data are accumulated. It is important from the viewpoint of system protection to eliminate the risk that the data are copied in their entirety from the communication channel. We believe that the Y-00 quantum stream cipher is the best technology for this purpose (see Figure 4). On the other hand, this technology can be used for optical amplifier relay system. Hence, it can apply to the current optical communication systems. Transceivers capable of cryptographic transmission at speeds from one Gbit/s to $10 \mathrm{Gbit} / \mathrm{s}$ have already been realized, and by wavelength division multiplexing, a $100 \mathrm{Gbit} / \mathrm{s}$ system has been tested. Furthermore, communication distances of $1000 \mathrm{~km}-10,000 \mathrm{~km}$ have been demonstrated. In offline experiments, $10 \mathrm{Tbit} / \mathrm{s}$ has been demonstrated. In general, a dedicated line such as dark fiber is required. If we want to apply this technology to network function, then we need the optical switching technology developed by the National Institute of Advanced Industrial Science and Technology (AIST). Thus, in collaboration with AIST and other organizations, we have successfully demonstrated the feasibility of using the Y-00 transceiver in testbed optical switching systems (see

Figure 5). Furthermore, Figure 6 shows the recent activities of the experimental research group at Tamagawa University towards practical application to the real world [22-29].


Figure 4. Application to data center communication security (protection against eavesdropping, tampering, and virus injection from communication lines). Commercial transceiver is for $1 \mathrm{Git} / \mathrm{s}$ optical ethernet. This can be mass produced.

Optical fiber network for Y-00 service


Figure 5. Scheme of optical network by dynamic path and experimental demonstration of service of the Y-00 quantum stream cipher by Tamagawa University and AIST in Tokyo Bay Coastal area.
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Figure 6. Recent activities of experiment of Y-00 quantum stream cipher at Tamagawa University.

### 5.2. Optical Satellite Communication

The Y-00 quantum stream cipher, which was developed for fiber-optic communications, can also be applied to satellite communications. In satellite communication applications, the rate of operation is an important factor because communication performance depends on the weather conditions. With QKD, it is difficult to keep communications up and running except on clear-air nights. In the case of Y-00, communication by any satellite system can be almost ensured when the weather is clear. In case of bad weather, the effects of atmospheric turbulence and scattering phenomena need to be considered. We are currently analyzing the performance of the system in such cases at 10 Gbps operation [30].

### 5.3. Optical Communication from Base on the Moon to Earth

The Japanese government has initiated a study to increase the user transmission rate of optical space communications from 1.8 Gbps to more than 10 Gbps . Furthermore, in the future, the government aims to achieve higher transmission rates in ultra-long-distance communications required for lunar and planetary exploration. This plan is called LUCAS. We have started to design for an implementation of 1 Gbps communication system at a transmission distance of $380,000 \mathrm{~km}$ between the Moon and the Earth using the high-speed performance of the Y-00 quantum stream cipher.

## 6. Future Outlook and Conclusions

The current optical network was not laid out in a planned manner, but was configured by extending the existing communication lines for adapting the demand. In the future, the configuration and specifications of the optical network will be determined following to new urban planning. An actual example is the smart city that Toyota Motor Corporation et al. have disclosed as a future plan. Many ideas are also being discussed in other organizations. Recently, NTT has announced a future network concept so called IOWN. In these systems, the security of the all optical network with ultra-high speed is also important issue. The group of QKD and the group of Y-00 are promoting their respective technologies. However, recently, NSA and others announced the international stance on QKD [31]. They have a negative view of QKD, because the communication performance of QKD based on weak signal is not sufficient for applications to real situations. So, we do not employ QKD for key distribution of the initial key of Y-00, as shown in Figure 3 (Appendix B).

## Examples of research reports on Y-00 from the People's Republic of China

- Army Engineering University of PLA, China IEEE Photonics J. 12(4), 7904114 (2020). Opt. Commun. 461, 125151 (2020). Opt. Express 25 (10), 10947 (2017). Quant. Inf. Process. 16(8), 189 (2017).
- Beijing University of Post and Telecommunications, China
Opt. Fiber Technol. 52, 101939 (2019).
Opt. Commun. 445, 29 (2019).
OECC Technical Digest, 5D1-3 (2018).
- Huazhong University of Science and Technology, China
IEEE Access 8, 63585 (2020).
Figure 7. Research activities on the Y-00 quantum stream cipher in China.
On the other hand, the Y-00 quantum stream cipher is a technology that can realize the specification of high speed and long communication distance. In addition, the signals of Y-00 cipher with ultra-multiple-valued scheme for coherent state signal, so called
quantum modulation, can have stronger quantum properties than QKD in the sense of quantum detection theory. So, the security is protected by many quantum no-go theorems (Appendix C). Although it is difficult to make an accurate prediction, there is a good chance that such a new technology will be used in the future. In view of the situation described in this paper, the Y-00 quantum stream cipher will contribute to real-world applications of quantum technology for Society 5.0, and new business development can be expected. Finally, we would like to note that Chinese research institutes have recently been actively working on Y-00 quantum stream cipher. Figure 7 shows a list of academic papers on their activities [32-39]. It is expected that many research institutes will participate in this technological development.
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## Explanation of Symbols

Here we give the explanation on the several symbols.
(a) Conventional cipher:
$X$ is plaintext; $\{0,1\}, K_{s}$ is secret key, $f\left(K_{s}\right)$ is running key; $\{0,1\}$,
$C$ is ciphertext; $\{0,1\}$.
(b) Y-00 quantum stream cipher:
$X$ is plaintext; $\{0,1\}, K_{s}$ is secret key, $f\left(K_{s}\right)$ is running key of PRNG; $\{0,1\}$,
Y-00 running key is $f\left(K_{s}\right) \mapsto f_{g}\left(K_{s}\right) ;\{1,2,3, \ldots M\}$,
$\mathrm{Y}-00$ ciphertext is $y=\alpha_{i}\left(X, f_{g}\left(K_{s}\right), R_{p}\right) ;\{1,2,3, \ldots 2 M\}$,
$R_{p}$ is additional randomization,
Y-00 signal (quantum) is $\mid \alpha_{i}\left(X, f_{g}\left(K_{s}\right), R_{p}\right)>$,
$C_{y}$ is binary representation of $\mathrm{Y}-00$ ciphertext; $\{0,1\}$,
$C^{E}$ is ciphertext received by eavesdropper; $\{1,2,3, \ldots 2 M\}, C^{I}$ is the true random sequence.

## Appendix A. Simple Explanation of Y-00 Principle

Here, we introduce the mathematical formulation of the Y-00 principle. Let us define signals. The information is binary, 0 or 1 . Bit symbols $i=0,1$ are transmitted by many kinds of coherent state signals indexed by $j$. Here, $j$ means the $j$ th communication base in $j \in \mathcal{M}$. Then, we have the following signal ensemble:

$$
\begin{align*}
& \rho(i, j)=|\alpha(i, j)\rangle\langle\alpha(i, j)| \\
& i=0,1, \quad j=1,2,3, \ldots, M \tag{A1}
\end{align*}
$$

where $\alpha(i, j)$ is a complex amplitude of coherent state, and the total number of signals becomes $2 M$. It is important that we here set the following signal (see references [1,5-7]):
(1) Signal setting-A

$$
\begin{equation*}
\langle\alpha(0, j) \mid \alpha(1, j)\rangle=\eta \ll 1, \forall j \tag{A2}
\end{equation*}
$$

(2) Signal setting-B

Even if $\langle\alpha(0, j) \mid \alpha(1, j)\rangle=\eta \ll 1, \forall j$, we can arrange the signal configuration as follows:

$$
\begin{equation*}
\langle\alpha(k=M / 2) \mid \alpha(k=M / 2) \pm h\rangle \cong 1 \tag{A3}
\end{equation*}
$$

where $-M / 2 \leq h \leq M / 2$.

The communication channel for the legitimate user having the knowledge of $j$ becomes the binary channel. That is, the signal is $|\alpha(0, j)\rangle$ or $|\alpha(1, j)\rangle, \forall j$. Let $\Pi\left(i_{\text {out }}\right)=\{\Pi(0), \Pi(1)\}$ be the POVM for the binary detection. The conditional probability of the legitimate receiver is given as follows:

$$
\begin{equation*}
P\left(i_{\text {out }} \neq i\right)=\operatorname{Tr}|\alpha(i)\rangle\langle\alpha(i)| \Pi\left(i_{\text {out }}\right) \cong 0, \forall j \tag{A4}
\end{equation*}
$$

where $i=0,1, i_{\text {out }}=0,1$. On the other hand, when one does not know the $j$, the channel becomes the binary vs. $2 M$. That is, the input signals are $|\alpha(0, j)\rangle$ or $|\alpha(1, j)\rangle$, and the output signals are $2 M$ coherent states $\{|\alpha(i, j)\rangle\}$. Let $\{\Pi(k)\}, k=1,2,3, \ldots, 2 M$ be the POVM for $2 M$ signal detection, where $k$ is the combination of $i$ and $j$. The average correct probability of the eavesdropper is given by the Holevo-Yuen theory as follows:

$$
\begin{equation*}
P_{\text {correct }}(k)=\max _{\Pi(k)} \sum_{k} P(k) \operatorname{Tr}|\alpha(k)\rangle\langle\alpha(k)| \Pi(k) \cong \frac{1}{2 M} \tag{A5}
\end{equation*}
$$

Here, we give more simple explanation how the data (plaintext) is protected under the ciphertext-only attack. Let us consider the accessible information. From signal setting A , the channel with the knowledge on $j$ is based on Equations (A2) and (A4) as follows:

$$
\begin{equation*}
P\left(i \mid i_{\text {out }}\right) \cong \delta_{i, i_{\text {out }}} \tag{A6}
\end{equation*}
$$

Thus, the accessible information on the data (plaintext) to the ensemble $\{\rho(i, j)\}$ with the knowledge on $j$ is

$$
\begin{equation*}
I(X, Y)_{A, B}=H(X)-H(X \mid Y) \cong H(X)=1 \tag{A7}
\end{equation*}
$$

The channel without the knowledge on $j$ is based on $\operatorname{Eq}(\mathrm{A}-21)$ as follows:

$$
\begin{equation*}
P(i=0 \mid k) \cong \frac{1}{2}-\epsilon_{k}, \quad P(i=1 \mid k) \cong \frac{1}{2}+\epsilon_{k} \tag{A8}
\end{equation*}
$$

where $\epsilon_{k} \sim 0$. Thus, the accessible information on the data (plaintext) of the eavesdropper is

$$
\begin{equation*}
I(X, Y)_{A, E}=H(X)-H(X \mid Y) \sim 0 \tag{A9}
\end{equation*}
$$

The difference between $I(X, Y)_{A, B}$ and $I(X, Y)_{A, E}$ is called the advantage creation by the knowledge on $j$. This is a core of the Y-00 principle.

## Appendix B. Quantum Computer and Quantum-Computer-Resistant Cryptography

It is difficult to predict the realization of a quantum computer capable of cryptoanalysis. It was discovered in our recent paper [40] that a new type of error so called nonlinear error or bust error occurs in general quantum computer. Therein, an error probability for single qubit increases depending on number of qubits in the system. These nonlinear errors and bust errors are caused by the recurrence effect due to quantum correlation or the collective decoherence, and by cosmic ray. They cause serious damage to scalable quantum computers, and cause serious degradation to the capability of the quantum computer. In addition, a number of previously unknown and extremely difficult problems in the development for an error correctable quantum computer have been reported [41-44]. Thus, the capability of a real quantum computer is strictly limited and that the current cryptography is not subject to the danger posed by current quantum computers. However, we believe that the ideal quantum computer will be realized in the future. So, one should develop quantum computer-resistant cryptosystems based on mathematical analysis, or by physical cipher on the assumption that an ideal quantum computer or new mathematical discovery can be realized in the future. Recently, J. P. Mattsson, B. Smeets, and E. Thormarker [45] have provided an excellent survey for the NIST quantum-computer-resistant cryptography standardization effort, the migration to quantum-resistant public-key cryptography, and the relevance of quantum key distribution as a complement to conventional cryptography. In particular, these algorithms of quantum-resistant public-key cryptography can execute
completely in software on classical computers, in contrast to, e.g., quantum key distribution, which requires very expensive custom hardware. For functions of authentication, signature, and key distribution, such capability provided by software is very important in real-world applications.

## Appendix C. Advanced Quantum Detection and Estimation Theory

The development of modern optical communications has been remarkable and its communication abilities are providing its benefits to all regions of the globe. Any communication technology must assume the current performance of optical communication when one intends to provide new functions in communication technology. It is not acceptable to sacrifice this communication ability in order to provide new functions. The communication distance and speed required by the real world cannot be achieved except in a conventional light source. One of the reasons for this is that laser light as a light source has a very stable quantum property called coherent state. The Y-00 quantum stream cipher is the most typical technology to provide a new feature of security to ordinary optical communications having a coherent state. Its basic technology is to use the quantum communication theory $[4,5,46$ ] in order to enhance the quantumness of the signal ensemble under high power coherent state signal. Further development along this concept is expected in the future. In particular, the theories of M. Ban [47], S. van Enk [48], S. Pirandola [49,50], M. G. A. Paris [51], and others will contribute to the development of generalized Y-00, and others. In fact, attempts have been made to integrate these theories as a no-go theorem [52-55].
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#### Abstract

In this paper, we consider the classical capacity problem for Gaussian measurement channels. We establish Gaussianity of the average state of the optimal ensemble in the general case and discuss the Hypothesis of Gaussian Maximizers concerning the structure of the ensemble. Then, we consider the case of one mode in detail, including the dual problem of accessible information of a Gaussian ensemble. Our findings are relevant to practical situations in quantum communications where the receiver is Gaussian (say, a general-dyne detection) and concatenation of the Gaussian channel and the receiver can be considered as one Gaussian measurement channel. Our efforts in this and preceding papers are then aimed at establishing full Gaussianity of the optimal ensemble (usually taken as an assumption) in such schemes.
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## 1. Introduction

From the viewpoint of information theory, measurements are hybrid communication channels that transform input quantum states into classical output data. As such, they are described by the classical information capacity which is the most fundamental quantity characterizing their ultimate information-processing performance [1-4]. Channels with continuous output, such as bosonic Gaussian measurements, do not admit direct embedding into properly quantum channels and, hence, require separate treatment. In particular, their output entropy is the Shannon differential entropy, instead of the quantum entropy, which completely changes the pattern of the capacity formulas. The classical capacity of multimode Gaussian measurement channels was computed in Reference [5] under socalled threshold condition (which includes phase-insensitive or gauge covariant channels as a special case [6]). The essence of this condition is that it reduces the classical capacity problem to the minimum output differential entropy problem solved in Reference [7] (in the context of quantum Gaussian channels, a similar condition was introduced and studied in References [8,9]; also see references therein).

In this paper, we approach the classical capacity problem for Gaussian measurement channels without imposing any kind of threshold condition. In particular, in the framework of quantum communication, this means that both (noisy) heterodyne and (noisy/noiseless) homodyne measurements $[10,11]$ are treated from a common viewpoint. We prove Gaussianity of the average state of the optimal ensemble in general and discuss the Hypothesis of Gaussian Maximizers (HGM) concerning the structure of the ensemble. The proof uses the approach of the paper of Wolf, Giedke, and Cirac [12] applied to the convex closure of the output differential entropy. Then, we discuss the case of one mode in detail, including the dual problem of accessible information of a Gaussian ensemble.

In quantum communications, there are several studies of the classical capacity in the transmission scheme where not only the Gaussian channel but also the receiver is fixed, and the optimization is performed over certain set of the input ensembles (see References [10,13-15] and references therein). These studies are practically important in view of greater complexity of the optimal receiver in the Quantum Channel Coding (HSW)
theorem (see, e.g., Reference [16]). Our findings are relevant to such a situation where the receiver is Gaussian and concatenation of the channel and the receiver can be considered as one Gaussian measurement channel. Our efforts in this and preceding papers are then aimed at establishing full Gaussianity of the optimal ensemble (usually taken as a key assumption) in such schemes.

## 2. The Measurement Channel and Its Classical Capacity

An ensemble $\mathcal{E}=\{\pi(d x), \rho(x)\}$ consists of probability measure $\pi(d x)$ on a standard measurable space $\mathcal{X}$ and a measurable family of density operators (quantum states) $x \rightarrow$ $\rho(x)$ on the Hilbert space $\mathcal{H}$ of the quantum system. The average state of the ensemble is the barycenter of this measure:

$$
\bar{\rho}_{\mathcal{E}}=\int_{\mathcal{X}} \rho(x) \pi(d x)
$$

the integral existing in the strong sense in the Banach space of trace-class operators on $\mathcal{H}$.
Let $M=\{M(d y)\}$ be an observable (POVM) on $\mathcal{H}$ with the outcome standard measurable space $\mathcal{Y}$. There exists a $\sigma$-finite measure $\mu(d y)$ such that, for any density operator $\rho$, the probability measure $\operatorname{Tr} \rho M(d y)$ is absolutely continuous w.r.t. $\mu(d y)$, thus having the probability density $p_{\rho}(y)$ (one can take $\mu(d y)=\operatorname{Tr} \rho_{0} M(d y)$, where $\rho_{0}$ is a nondegenerate density operator). The affine map $M: \rho \rightarrow p_{\rho}(\cdot)$ will be called the measurement channel.

The joint probability distribution of $x, y$ on $\mathcal{X} \times \mathcal{Y}$ is uniquely defined by the relation

$$
P(A \times B)=\int_{A} \pi(d x) \operatorname{Tr} \rho(x) M(B)=\int_{A} \int_{B} p_{\rho(x)}(y) \pi(d x) \mu(d y)
$$

where $A$ is an arbitrary Borel subset of $\mathcal{X}$, and $B$ is that of $\mathcal{Y}$. The classical Shannon information between $x, y$ is equal to

$$
I(\mathcal{E}, M)=\iint \pi(d x) \mu(d y) p_{\rho(x)}(y) \log \frac{p_{\rho(x)}(y)}{p_{\bar{\rho} \mathcal{E}}(y)}
$$

In what follows, we will consider POVMs having (uniformly) bounded operator density, $M(d y)=m(y) \mu(d y)$, with $\|m(y)\| \leq b$, so that the probability densities $p_{\rho}(y)=\operatorname{Tr} \rho m(y)$ are uniformly bounded, $0 \leq p_{\rho}(y) \leq b$. (The probability densities corresponding to Gaussian observables we will be dealing with possess this property). Moreover, without loss of generality [6] we can assume $b=1$. Then, the output differential entropy

$$
\begin{equation*}
h_{M}(\rho)=-\int p_{\rho}(y) \log p_{\rho}(y) \mu(d y) \tag{1}
\end{equation*}
$$

is well defined with values in $[0,+\infty]$ (see Reference [6] for the details). The output differential entropy is concave lower semicontinuous (w.r.t. trace norm) functional of a density operator $\rho$. The concavity follows from the fact that the function $p \rightarrow-p \log p, p \in$ $[0,1]$ is concave. Lower semicontinuity follows by an application of the Fatou-Lebesgue lemma from the fact that this function is nonnegative, continuous, and $\left|p_{\rho}(y)-p_{\sigma}(y)\right| \leq$ $\|\rho-\sigma\|_{1}$.

Next, we define the convex closure of the output differential entropy (1):

$$
\begin{equation*}
e_{M}(\rho)=\inf _{\mathcal{E}: \bar{\rho}_{\mathcal{E}}=\rho} \int h_{M}(\rho(x)) \pi(d x) \tag{2}
\end{equation*}
$$

which is the "measurement channel analog" of the convex closure of the output entropy for a quantum channel [17].

Lemma 1. The functional $e_{M}(\rho)$ is convex, lower semicontinuous and strongly superadditive:

$$
\begin{equation*}
e_{M_{1} \otimes M_{2}}\left(\rho_{12}\right) \geq e_{M_{1}}\left(\rho_{1}\right)+e_{M_{2}}\left(\rho_{2}\right) \tag{3}
\end{equation*}
$$

As it is well known, the property (3) along with the definition (2) imply additivity: if $\rho_{12}=\rho_{1} \otimes \rho_{2}$ then

$$
\begin{equation*}
e_{M_{1} \otimes M_{2}}\left(\rho_{12}\right)=e_{M_{1}}\left(\rho_{1}\right)+e_{M_{2}}\left(\rho_{2}\right) \tag{4}
\end{equation*}
$$

Proof. The lower semicontinuity follows from the similar property of the output differential entropy much in the same way as in the case of quantum channels, treated in Reference [17], Proposition 4; also see Reference [18], Proposition 1.

Let us prove strong superadditivity. Let

$$
\begin{equation*}
\rho_{12}=\int \rho_{12}(x) \pi(d x) \tag{5}
\end{equation*}
$$

be a decomposition of a density operator $\rho_{12}$ on $\mathcal{H}_{1} \otimes \mathcal{H}_{2}$, then

$$
\begin{aligned}
& p_{M_{1} \otimes M_{2}}\left(y_{1}, y_{2} \mid x\right) \\
= & \operatorname{Tr} \rho_{12}(x)\left[m_{1}\left(y_{1}\right) \otimes m_{2}\left(y_{2}\right)\right] \\
= & \operatorname{Tr} \rho_{1}(x) m_{1}\left(y_{1}\right) \operatorname{Tr} \rho_{2}\left(y_{1}, x\right) m_{2}\left(y_{2}\right) \\
= & p_{M_{1}}\left(y_{1} \mid x\right) p_{M_{2}}\left(y_{2} \mid y_{1}, x\right),
\end{aligned}
$$

where $\rho_{1}(x)=\operatorname{Tr}_{2} \rho_{12}(x), \rho_{2}\left(y_{1}, x\right)=\frac{\operatorname{Tr}_{1} \rho_{12}(x)\left[m_{1}\left(y_{1}\right) \otimes I_{2}\right]}{\operatorname{Tr} \rho_{12}(x)\left[m_{1}\left(y_{1}\right) \otimes I_{2}\right]}$, so that

$$
\operatorname{Tr} \rho_{12}(x)\left[m_{1}\left(y_{1}\right) \otimes I_{2}\right]=\operatorname{Tr} \rho_{1}(x) m_{1}\left(y_{1}\right)=p_{M_{1}}\left(y_{1} \mid x\right)
$$

and $\rho_{2}=\iint \rho_{2}\left(y_{1}, x\right) p_{M_{1}}\left(y_{1} \mid x\right) \pi(d x) \mu_{1}\left(d y_{1}\right)$ while $\rho_{1}=\int \rho_{1}(x) \pi(d x)$. It follows that:

$$
\begin{aligned}
h\left(Y_{1}, Y_{2} \mid X\right) & \equiv \int h_{M_{1} \otimes M_{2}}\left(\rho_{12}(x)\right) \pi(d x) \\
& =\int h_{M_{1}}\left(\rho_{1}(x)\right) \pi(d x) \\
& +\iint h_{M_{2}}\left(\rho_{2}\left(y_{1}, x\right)\right) p_{M_{1}}\left(y_{1} \mid x\right) \pi(d x) \mu_{1}\left(d y_{1}\right) \\
& =h\left(Y_{1} \mid X\right)+h\left(Y_{2} \mid Y_{1}, X\right)
\end{aligned}
$$

and, whence taking the infimum over decompositions (5), we obtain (3).
Let $H$ be a Hamiltonian in the Hilbert space $\mathcal{H}$ of the quantum system, $E$ a positive number. Then, the energy-constrained classical capacity of the channel $M$ is equal to

$$
\begin{equation*}
C(M, H, E)=\sup _{\mathcal{E}: \operatorname{Tr} \bar{\rho}_{\mathcal{E}} H \leq E} I(\mathcal{E}, M) \tag{6}
\end{equation*}
$$

where maximization is over the input ensembles of states $\mathcal{E}$ satisfying the energy constraint $\operatorname{Tr} \bar{\rho}_{\mathcal{E}} H \leq E$, as shown in Reference [5], proposition 1.

If $\bar{h}_{M}\left(\bar{\rho}_{\mathcal{E}}\right)<+\infty$, then

$$
\begin{equation*}
I(\mathcal{E}, M)=h_{M}\left(\bar{\rho}_{\mathcal{E}}\right)-\int h_{M}(\rho(x)) \pi(d x) \tag{7}
\end{equation*}
$$

Note that the measurement channel is entanglement-breaking [16]; hence, its classical capacity is additive and is given by the one-shot expression (6). By using (7), (2), we obtain

$$
\begin{equation*}
C(M, H, E)=\sup _{\rho: \operatorname{Tr} \rho H \leq E}\left[h_{M}(\rho)-e_{M}(\rho)\right] . \tag{8}
\end{equation*}
$$

## 3. Gaussian Maximizers for Multimode Bosonic Gaussian Observable

Consider now multimode bosonic Gaussian system with the quadratic Hamiltonian $H=R \epsilon R^{t}$, where $\epsilon>0$ is the energy matrix, and $R=\left[q_{1}, p_{1}, \ldots, q_{s}, p_{s}\right]$ is the row vector of the bosonic position-momentum observables, satisfying the canonical commutation relation

$$
\left[R^{t}, R\right]=i \Delta I, \quad \Delta=\operatorname{diag}\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right]_{\overline{1, \ldots, s}},
$$

(see, e.g., References $[11,16]$ ). This describes quantization of a linear classical system with $s$ degrees of freedom, such as finite number of physically relevant electromagnetic modes on the receiver's aperture in quantum optics.

From now on, we will consider only states with finite second moments. By $\mathfrak{S}(\alpha)$, we denote the set of all states $\rho$ with the fixed correlation matrix

$$
\alpha=\operatorname{Re} \operatorname{Tr} R^{t} \rho R
$$

For centered states (i.e., states with vanishing first moments), the covariance matrix and the matrix of second moments coincide. We denote by $\rho_{\alpha}$ centered Gaussian state with the correlation matrix $\alpha \geq \pm i / 2 \Delta$. For states $\rho \in \mathfrak{S}(\alpha)$, we have $h_{M}(\rho) \leq h_{M}\left(\rho_{\alpha}\right)<+\infty$, by the maximum entropy principle.

The energy constraint reduces to

$$
\begin{equation*}
\operatorname{Sp} \alpha \epsilon \leq E \tag{9}
\end{equation*}
$$

(We denote Sp trace of $s \times s$-matrices as distinct from trace of operators on $\mathcal{H}$.)
For a fixed correlation matrix $\alpha$, we will study the $\alpha$-constrained capacity

$$
\begin{equation*}
C(M ; \alpha)=\sup _{\mathcal{E}: \bar{\rho}_{\mathcal{E}} \in \mathfrak{S}(\alpha)} I(\mathcal{E}, M)=\sup _{\rho \in \mathfrak{S}(\alpha)}\left[h_{M}(\rho)-e_{M}(\rho)\right] . \tag{10}
\end{equation*}
$$

With the Hamiltonian $H=R \epsilon R^{t}$, the energy-constrained classical capacity of observable $M$ is

$$
C(M ; H, E)=\sup _{\alpha: \operatorname{Sp} \alpha \epsilon \leq E} C(M ; \alpha)
$$

We will be interested in the approximate position-momentum measurement (observable, POVM)

$$
\begin{equation*}
M\left(d^{2 s} z\right)=D(z) \rho_{\beta} D(z)^{*} \frac{d^{2 s} z}{(2 \pi)^{s}} \tag{11}
\end{equation*}
$$

where $\rho_{\beta}$ is centered Gaussian density operator with the covariance matrix $\beta$ and

$$
D(z)=\exp i \sum_{j=1}^{s}\left(y_{j} q_{j}-x_{j} p_{j}\right), \quad z=\left[\begin{array}{lll}
x_{1}, y_{1}, & \ldots, & x_{s}, y_{s}
\end{array}\right]^{t} \in \mathbb{R}^{2 s}
$$

are the unitary displacement operators. Thus, $\mu(d z)=\frac{d^{2 s} z}{(2 \pi)^{5}}$ and the operator-valued density of POVM (11) is $m(z)=D(z) \rho_{\beta} D(z)^{*}$. In quantum optics, some authors [11,19] call such measurements (noisy) general-dyne detections.

In what follows, we will consider $n$ independent copies of our bosonic system on the Hilbert space $\mathcal{H}^{\otimes n}$. We will supply all the quantities related to $k$-th copy $(k=1, \ldots, n)$ with upper index ${ }^{(k)}$, and we will use tilde to denote quantities related to the whole collection on $n$ copies. Thus,

$$
\tilde{z}=\left[\begin{array}{c}
z^{(1)} \\
\cdots \\
z^{(n)}
\end{array}\right], \quad D(\tilde{z})=D\left(z^{(1)}\right) \otimes \cdots \otimes D\left(z^{(n)}\right)
$$

and

$$
M^{\otimes n}(d \tilde{z})=\tilde{m}(\tilde{z}) \tilde{\mu}(d \tilde{z})=\left[m\left(z^{(1)}\right) \otimes \cdots \otimes m\left(z^{(n)}\right)\right] \mu\left(d z^{(1)}\right) \ldots \mu\left(d z^{(n)}\right)
$$

Lemma 2. Let $O=\left[O_{k l}\right]_{k, l=1, \ldots, n}$, be a real orthogonal $n \times n$-matrix and $U$-the unitary operator on $\mathcal{H}^{\otimes n}$ implementing the linear symplectic transformation

$$
\tilde{R}=\left[\begin{array}{lll}
R^{(1)}, & \ldots, & \left.R^{(n)}\right] \rightarrow \tilde{R} O,
\end{array}\right.
$$

so that

$$
\begin{equation*}
U^{*} D(\tilde{z}) U=D(O \tilde{z}) \tag{12}
\end{equation*}
$$

Then, for any state $\tilde{\rho}$ on $\mathcal{H}^{\otimes n}$,

$$
\begin{equation*}
e_{M^{\otimes n}}(\tilde{\rho})=e_{M^{\otimes n}}\left(U \tilde{\rho} U^{*}\right) \tag{13}
\end{equation*}
$$

Proof. The covariance matrix $\tilde{\beta}$ of $\rho_{\beta}^{\otimes n}$ is block-diagonal, $\tilde{\beta}=\left[\delta_{k l} \beta\right]_{k, l=1, \ldots, n}$; hence, $O^{t} \tilde{\beta} O=$ $\tilde{\beta}$. Thus, we have $U^{*} \rho_{\beta}^{\otimes n} U=\rho_{\beta}^{\otimes n}$, and taking into account (12),

$$
U^{*} \tilde{m}(\tilde{z}) U=D(O \tilde{z}) \rho_{\beta}^{\otimes n} D(O \tilde{z})^{*}=\tilde{m}(O \tilde{z})
$$

Therefore, for any state $\tilde{\sigma}$ on $\mathcal{H}^{\otimes n}$, the output probability density of the measurement channel $\tilde{M}=M^{\otimes n}$ corresponding to the input state $U \tilde{\sigma} U^{*}$ is

$$
\begin{equation*}
p_{U \tilde{\sigma} U^{*}}(\tilde{z})=\operatorname{Tr}\left(U \tilde{\sigma} U^{*}\right) \tilde{m}(\tilde{z})=\operatorname{Tr} \tilde{\sigma} \tilde{m}(O \tilde{z})=p_{\tilde{\sigma}}(O \tilde{z}) . \tag{14}
\end{equation*}
$$

Hence, by using orthogonal invariance of the Lebesgue measure,

$$
h_{M^{\otimes n}}\left(U \tilde{\sigma} U^{*}\right)=h_{M^{\otimes n}}(\tilde{\sigma}) .
$$

If $\tilde{\rho}=\int_{\mathcal{X}} \tilde{\rho}(x) \pi(d x)$, then $U \tilde{\rho} U^{*}=\int_{\mathcal{X}}\left(U \tilde{\rho}(x) U^{*}\right) \pi(d x)$, and taking $\tilde{\sigma}=\tilde{\rho}(x)$ in the previous formula, we deduce

$$
\int_{\mathcal{X}} h_{M^{\otimes n}}\left(U \tilde{\rho}(x) U^{*}\right) \pi(d x)=\int_{\mathcal{X}} h_{M^{\otimes n}}(\tilde{\rho}(x)) \pi(d x)
$$

hence, (13) follows.
Lemma 3. Let $M$ be the Gaussian measurement (11). For any state $\rho$ with finite second moments, $e_{M}(\rho) \geq e_{M}\left(\rho_{\alpha}\right)$, where $\alpha$ is the covariance matrix of $\rho$.

Proof. The proof follows the pattern of Lemma 1 from the paper of Wolf, Giedke, and Cirac [12]. Without loss of generality, we can assume that $\rho$ is centered. We have

$$
\begin{equation*}
e_{M}(\rho) \stackrel{(1)}{=} \frac{1}{n} e_{M^{\otimes n}}\left(\rho^{\otimes n}\right) \stackrel{(2)}{=} \frac{1}{n} e_{M^{\otimes n}}(\tilde{\rho}) \stackrel{(3)}{\geq} \frac{1}{n} \sum_{k=1}^{n} e_{M}\left(\tilde{\rho}^{(k)}\right) \tag{15}
\end{equation*}
$$

where $\tilde{\rho}=U \rho^{\otimes n} U^{*}$ with symplectic unitary $U$ in $\mathcal{H}^{\otimes n}$, corresponding to an orthogonal matrix $O$ as in Lemma 2, and $\tilde{\rho}^{(k)}$ is the $k$-th partial state of $\tilde{\rho}$.

Step (1) follows from the additivity (4). Step (2) follows from lemma 2, and step (3) follows from the superadditivity of $e_{M}$ (Lemma 1). The final step of the proof,

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n} e_{M}\left(\tilde{\rho}^{(k)}\right) \geq e_{M}\left(\rho_{\alpha}\right) \tag{16}
\end{equation*}
$$

uses ingeniously constructed $U$ from Reference [12] and lower semicontinuity of $e_{M}$ (Lemma 1). Namely, $n=2^{m}$, and $U$ corresponds via (12) to the following special orthogonal matrix

$$
O=\left[O_{k l}\right]_{k, l=1, \ldots, n}=H^{\otimes m}, \quad H=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]
$$

Every row of the $n \times n$-matrix $O$, except the first one which has all the elements 1 , has $n / 2=2^{m-1}$ elements equal to 1 and $n / 2$ elements equal to -1 . Then, the quantum characteristic function of the states $\tilde{\rho}^{(k)}, k=2, \ldots, n$ is equal to $\phi(z / \sqrt{n})^{n / 2} \phi(-z / \sqrt{n})^{n / 2}$, where $\phi(z)$ is the quantum characteristic function of the state $\rho$. This allows to apply Quantum Central Limit Theorem [20] to show that $\tilde{\rho}^{(k)} \rightarrow \rho_{\alpha}$ as $n \rightarrow \infty$, in a uniform way, implying (16); see Reference [12] for details.

Theorem 1. The optimizing density operator $\rho$ in (10) is the (centered) Gaussian density operator $\rho_{\alpha}$ :

$$
\begin{equation*}
C(M ; \alpha)=h_{M}\left(\rho_{\alpha}\right)-e_{M}\left(\rho_{\alpha}\right) \tag{17}
\end{equation*}
$$

and, hence,

$$
\begin{equation*}
C(M, H, E)=\max _{\alpha: S \mathrm{p} \alpha \in \leq E} C(M ; \alpha)=\max _{\alpha: \operatorname{Sp} \alpha \in \leq E}\left[h_{M}\left(\rho_{\alpha}\right)-e_{M}\left(\rho_{\alpha}\right)\right] . \tag{18}
\end{equation*}
$$

Proof. Lemma 3 implies that, for any $\rho$ with finite second moments, $e_{M}(\rho) \geq e_{M}\left(\rho_{\alpha}\right)$, where $\alpha$ is the covariance matrix of $\rho$. On the other hand, by the maximum entropy principle, $h_{M}(\rho) \leq h_{M}\left(\rho_{\alpha}\right)$. Hence, (17) is maximized by a Gaussian density operator.

Remark 1. The proof of Lemma 2 and, hence, of Theorem 1 can be extended to a general Gaussian observable $M$ in the sense of Reference [16,21], defined via operator-valued characteristic function of the form

$$
\begin{equation*}
\phi_{M}(w)=\exp \left(i R K w-\frac{1}{2} w^{t} \gamma w\right), \tag{19}
\end{equation*}
$$

where $K$ is a scaling matrix, $\gamma$ is the measurement noise covariance matrix, and $\gamma \geq \pm \frac{i}{2} K^{t} \Delta K$. Then, the Fourier transform of the measurement probability density $p_{\rho}(z)$ is equal to $\operatorname{Tr} \rho \phi_{M}(w)$, and one can use this function to obtain generalization of the relation (14) for the measurement probability densities. The case (11) corresponds to the type 1 Gaussian observable [21] with $K=I_{2 s}, \gamma=\beta$. However, (19) also includes type 2 and 3 observables (noisy and noiseless multimode homodyning), in which case $K$ is a projection onto an isotropic subspace of $Z$ (i.e., one on which the symplectic form $\Delta$ vanish.)

Remark 2. Theorem 1 establishes Gaussianity of the average state of the optimal ensemble for a general Gaussian measurement channel. However, Gaussian average state can appear in a nonGaussian ensemble. An immediate example is thermal state represented as a mixture of the Fock states with geometric distribution. Thus, Theorem 1 does not necessarily imply full Gaussianity of the optimal ensemble as formulated in the following conjecture.

Hypothesis of Gaussian Maximizers (HGM). Let M be an arbitrary Gaussian measurement channel. Then, there exists an optimal Gaussian ensemble for the convex closure of the output differential entropy (2) with Gaussian $\rho$ and, hence, for the energy-constrained classical capacity (6) of the channel M. More explicitly, the ensemble consists of (properly squeezed) coherent states with the displacement parameter having Gaussian probability distribution.

For Gaussian measurement channels of the type 1 (essentially of the form (11), see Reference [21] for complete classification) and Gaussian states $\rho_{\alpha}$ satisfying the "threshold condition", we have

$$
\begin{equation*}
e_{M}\left(\rho_{\alpha}\right)=\min _{\rho} h_{M}(\rho) \tag{20}
\end{equation*}
$$

with the minimum attained on a squeezed coherent state, which implies the validity of the HGM and an efficient computation of $C(M, H, E)$; see Reference [5]. On the other hand, the problem remains open in the case where the "threshold condition" is violated, and in particular, for all Gaussian measurement channels of the type 2 (noisy homodyning), with the generic example of the energy-constrained approximate measurement of the position $\left[q_{1}, \ldots, q_{s}\right]$ subject to Gaussian noise (see Reference [22], where the entanglement-assisted capacity of such a measurement was computed). In the following section, we will touch upon the HGM in this case for one mode system.

## 4. Gaussian Measurements in One Mode

Our framework in this section will be one bosonic mode described by the canonical position and momentum operators $q, p$. We recall that

$$
D(x, y)=\exp i(y q-x p), \quad x, y \in \mathbb{R}
$$

are the unitary displacement operators.
We will be interested in the observable

$$
\begin{equation*}
M(d x d y)=D(x, y) \rho_{\beta} D(x, y)^{*} \frac{d x d y}{2 \pi} \tag{21}
\end{equation*}
$$

where $\rho_{\beta}$ is centered Gaussian density operator with the covariance matrix

$$
\beta=\left[\begin{array}{cc}
\beta_{q} & 0  \tag{22}\\
0 & \beta_{p}
\end{array}\right] ; \quad \beta_{q} \beta_{p} \geq \frac{1}{4}
$$

Let $\rho_{\alpha}$ be a centered Gaussian density operator with the covariance matrix

$$
\alpha=\left[\begin{array}{cc}
\alpha_{q} & 0  \tag{23}\\
0 & \alpha_{p}
\end{array}\right]
$$

The problem is, to compute $e_{M}\left(\rho_{\alpha}\right)$ and, hence, the classical capacity $C(M, H, E)$ for the oscillator Hamiltonian $H=\frac{1}{2}\left(q^{2}+p^{2}\right)$ (as shown in the Appendix of Reference [22], we can restrict to Gaussian states $\rho_{\alpha}$ with the diagonal covariance matrix in this case). The energy constraint (9) takes the form

$$
\begin{equation*}
\alpha_{q}+\alpha_{p} \leq 2 E \tag{24}
\end{equation*}
$$

The measurement channel corresponding to POVM (21) acts on the centered Gaussian state $\rho_{\alpha}$ by the formula

$$
\begin{align*}
M & : \rho_{\alpha} \rightarrow p_{\rho_{\alpha}}(x, y)  \tag{25}\\
& =\frac{1}{\sqrt{2 \pi\left(\alpha_{q}+\beta_{q}\right)\left(\alpha_{p}+\beta_{p}\right)}} \exp \left[-\frac{x^{2}}{2\left(\alpha_{q}+\beta_{q}\right)}-\frac{y^{2}}{2\left(\alpha_{p}+\beta_{p}\right)}\right],
\end{align*}
$$

so that

$$
\begin{equation*}
h_{M}\left(\rho_{\alpha}\right)=\frac{1}{2} \log \left(\alpha_{q}+\beta_{q}\right)\left(\alpha_{p}+\beta_{p}\right)+c . \tag{26}
\end{equation*}
$$

In this expression, $c$ is a fixed constant depending on the normalization of the underlying measure $\mu$ in (1). It does not enter the information quantities which are differences of the two differential entropies.

Assuming validity of the HGM, we will optimize over ensembles of squeezed coherent states

$$
\rho_{x, y}=D(x, y) \rho_{\Lambda} D(x, y)^{*}, \quad(x, y) \in \mathbb{R}^{2}
$$

where $\rho_{\Lambda}$ is centered Gaussian state with correlation matrix $\Lambda=\left[\begin{array}{cc}\delta & 0 \\ 0 & 1 /(4 \delta)\end{array}\right]$, and the vector $(x, y)$ has centered Gaussian distribution with covariance matrix $\left[\begin{array}{cc}\gamma_{q} & 0 \\ 0 & \gamma_{p}\end{array}\right]$. Then, the average state $\bar{\rho}_{\mathcal{E}}$ of the ensemble is centered Gaussian $\rho_{\alpha}$ with the covariance matrix (23), where

$$
\alpha_{q}=\gamma_{q}+\delta, \quad \alpha_{p}=\gamma_{p}+1 /(4 \delta) ;
$$

hence,

$$
\begin{equation*}
\frac{1}{4 \alpha_{p}} \leq \delta \leq \alpha_{q} . \tag{27}
\end{equation*}
$$

For this ensemble,

$$
\int h_{M}\left(\rho_{x, y}\right) \pi(d x d y)=h_{M}\left(\rho_{\Lambda}\right)=\frac{1}{2} \log \left(\delta+\beta_{q}\right)\left(1 /(4 \delta)+\beta_{p}\right)+c
$$

Then, the hypothetical value:

$$
\begin{equation*}
e_{M}\left(\rho_{\alpha}\right)=\min _{1 /\left(4 \alpha_{p}\right) \leq \delta \leq \alpha_{q}} \frac{1}{2} \log \left(\delta+\beta_{q}\right)\left(1 /(4 \delta)+\beta_{p}\right)+c \tag{28}
\end{equation*}
$$

The derivative of the minimized expression vanishes for $\delta=\frac{1}{2} \sqrt{\frac{\beta_{q}}{\beta_{p}}}$. Thus, depending on the position of this value with respect to the interval (27), we obtain three possibilities):

Here, the column C corresponds to the case where the "threshold condition" holds, implying (20). Then the full validity of the HGM in much more general multimode situation was established in Reference [5]. All the quantities in this column, as well as the value of $C(M, H, E)$ in the central column of Table 2, were obtained in that paper as an example. On the other hand, the HGM remains open in the cases of mutually symmetric columns L and $R$ (for the derivation of the quantities in column $L$ of Tables 1 and 2 see Appendix A).

Table 1. The three parameter ranges.

| range | $\mathrm{L}: \frac{1}{2} \sqrt{\frac{\beta_{q}}{\beta_{p}}}<\frac{1}{4 \alpha_{p}}$ | $\mathrm{C}: \frac{1}{4 \alpha_{p}} \leq \frac{1}{2} \sqrt{\frac{\beta_{q}}{\beta_{p}}} \leq \alpha_{q}$ | $\mathrm{R}: \alpha_{q}<\frac{1}{2} \sqrt{\frac{\beta_{q}}{\beta_{p}}}$ |
| :---: | :---: | :---: | :---: |
| HGM | open | valid | open |
| $\delta_{\text {opt }}$ | $1 /\left(4 \alpha_{p}\right)$ | $\frac{1}{2} \sqrt{\frac{\beta_{q}}{\beta_{p}}}$ | $\alpha_{q}$ |
| $e_{M}\left(\rho_{\alpha}\right)-c$ | $\frac{1}{2} \log \left[\left(\frac{1}{4 \alpha_{p}}+\beta_{q}\right)\right.$ | $\log \left(\sqrt{\beta_{q} \beta_{p}}+1 / 2\right)$ | $\frac{1}{2} \log \left[\left(\frac{1}{4 \alpha_{q}}+\beta_{p}\right)\right.$ |
| $\left.\times\left(\alpha_{p}+\beta_{p}\right)\right]$ |  |  |  |$\quad$| $\frac{1}{2} \log \frac{\alpha_{q}+\beta_{q}}{\frac{1}{4 \alpha_{p}}+\beta_{q}}$ |
| :---: |

Maximizing $C(M ; \alpha)$ over $\alpha_{q}, \alpha_{p}$ which satisfy the energy constraint (24) (with the equality): $\alpha_{q}+\alpha_{p}=2 E$, we obtain $C(M, H, E)$ depending on the signal energy $E$ and the measurement noise variances $\beta_{q}, \beta_{p}$ :

Table 2. The values of the capacity $C(M, H, E)$.

| L: HGM Open | C: HGM Valid [5] | R: HGM Open |
| :---: | :---: | :---: |
| $\beta_{q} \leq \beta_{p} ; E<E\left(\beta_{p}, \beta_{q}\right)$ | $E \geq E\left(\beta_{p}, \beta_{q}\right) \vee E\left(\beta_{q}, \beta_{p}\right)$ | $\beta_{p} \leq \beta_{q} ; E<E\left(\beta_{q}, \beta_{p}\right)$ |
| $\log \left(\frac{\sqrt{1+8 E \beta_{q}+4 \beta_{q}^{2}}-1}{2 \beta_{q}}\right)$ | $\log \left(\frac{E+\left(\beta_{q}+\beta_{p}\right) / 2}{\sqrt{\beta_{q} \beta_{p}+1 / 2}}\right)$ | $\log \left(\frac{\sqrt{1+8 E \beta_{p}+4 \beta_{p}^{2}}-1}{2 \beta_{p}}\right)$ |

where we introduced the "energy threshold function"

$$
E\left(\beta_{1}, \beta_{2}\right)=\frac{1}{2}\left(\beta_{1}-\beta_{2}+\sqrt{\frac{\beta_{1}}{\beta_{2}}}\right)
$$

In the gauge invariant case when $\beta_{q}=\beta_{p}=\beta$, the threshold condition amounts to $E \geq 1 / 2$, which is fulfilled by definition, and the capacity formula gives the expression $\log \left(\frac{E+\beta}{\beta+1 / 2}\right)$ equivalent to one obtained in Hall's 1994 paper [13].

Let us stress that, opposite to column C , the values of $C(M, H, E)$ in the L and R columns are hypothetic, conditional upon validity of the HGM. Looking into the left column, one can see that $C(M ; \alpha)$ and $C(M, H, E)$ do not depend at all on $\beta_{p}$. Thus, we can let the variance of the momentum $p$ measurement noise $\beta_{p} \rightarrow+\infty$, and, in fact, set $\beta_{p}=+\infty$, which is equivalent to the approximate measurement only of the position $q$ described by POVM

$$
\begin{equation*}
M(d x)=\exp \left[-\frac{(q-x)^{2}}{2 \beta_{q}}\right] \frac{d x}{\sqrt{2 \pi \beta_{q}}}=D(x, 0) \mathrm{e}^{-q^{2} / 2 \beta_{q}} D(x, 0)^{*} \frac{d x}{\sqrt{2 \pi \beta_{q}}} \tag{29}
\end{equation*}
$$

which belongs to type 2 according to the classification of Reference [21]. In other words, one makes the "classical" measurement of the observable

$$
X=q+\xi, \quad \xi \sim \mathcal{N}\left(0, \beta_{q}\right)
$$

with the quantum energy constraint $\operatorname{Tr} \rho\left(q^{2}+p^{2}\right) \leq 2 E$.
The measurement channel corresponding to POVM (29) acts on the centered Gaussian state $\rho_{\alpha}$ by the formula

$$
\begin{equation*}
M: \rho_{\alpha} \rightarrow p_{\rho_{\alpha}}(x)=\frac{1}{\sqrt{2 \pi\left(\alpha_{q}+\beta_{q}\right)}} \exp \left[-\frac{x^{2}}{2\left(\alpha_{q}+\beta_{q}\right)}\right] . \tag{30}
\end{equation*}
$$

In this case, we have

$$
\begin{align*}
& h_{M}\left(\rho_{\alpha}\right)=\frac{1}{2} \log \left(\alpha_{q}+\beta_{q}\right)+c  \tag{31}\\
& e_{M}\left(\rho_{\alpha}\right)=\frac{1}{2} \log \left(1 /\left(4 \alpha_{p}\right)+\beta_{q}\right)+c \tag{32}
\end{align*}
$$

which differ from the values in the case of finite $\beta_{p} \rightarrow+\infty$ by the absence of the factor $\left(\alpha_{p}+\beta_{p}\right)$ under the logarithms, while the difference $C(M ; \alpha)=h_{M}\left(\rho_{\alpha}\right)-e_{M}\left(\rho_{\alpha}\right)$ and the capacity $C(M, H, E)$ have the same expressions as in that case (column L ).

For $\beta_{q}=0$ (sharp position measurement, type 3 of Reference [21]), the HGM is valid with

$$
C(M, H, E)=\log 2 E .
$$

This follows from the general upper bound (Figure 1)

$$
\begin{equation*}
C(M, H, E) \leq \log \left(1+\frac{E-1 / 2}{\beta_{q}+1 / 2}\right)=\log \left(\frac{2\left(E+\beta_{q}\right)}{1+2 \beta_{q}}\right) \tag{33}
\end{equation*}
$$

for $\beta_{q} \geq 0$ (Equation (28) in Reference [23]; also see Equation (5.39) in Reference [10]).


Figure 1. (color online) The Gaussian classical capacity (A6) and the upper bound (33) ( $\beta=1$ ).

## 5. The Dual Problem: Accessible Information

Let us sketch here ensemble-observable duality [1,2,4] (see Reference [6] for details of mathematically rigorous description in the infinite dimensional case).

Let $\mathcal{E}=\{\pi(d x), \rho(x)\}$ be an ensemble, $\mu(d y)$ a $\sigma$-finite measure and $M=\{M(d y)\}$ an observable having operator density $m(y)=M(d y) / \mu(d y)$ with values in the algebra of bounded operators in $\mathcal{H}$. The dual pair ensemble-observable $\left\{\mathcal{E}^{\prime}, M^{\prime}\right\}$ is defined by the relations

$$
\begin{align*}
\mathcal{E}^{\prime}: \quad & \pi^{\prime}(d y)=\operatorname{Tr} \bar{\rho}_{\mathcal{E}} M(d y), \quad \rho^{\prime}(y)=\frac{\bar{\rho}_{\mathcal{E}}^{1 / 2} m(y) \bar{\rho}_{\mathcal{E}}^{1 / 2}}{\operatorname{Tr} \bar{\rho}_{\mathcal{E}} m(y)} ;  \tag{34}\\
& M^{\prime}: \quad M^{\prime}(d x)=\bar{\rho}_{\mathcal{E}}^{-1 / 2} \rho(x) \bar{\rho}_{\mathcal{E}}^{-1 / 2} \pi(d x) . \tag{35}
\end{align*}
$$

Then, the average states of both ensembles coincide

$$
\begin{equation*}
\bar{\rho}_{\mathcal{E}}=\bar{\rho}_{\mathcal{E}^{\prime}} \tag{36}
\end{equation*}
$$

and the joint distribution of $x, y$ is the same for both pairs $(\mathcal{E}, M)$ and $\left(\mathcal{E}^{\prime}, M^{\prime}\right)$ so that

$$
\begin{equation*}
I(\mathcal{E}, M)=I\left(\mathcal{E}^{\prime}, M^{\prime}\right) \tag{37}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\sup _{M} I(\mathcal{E}, M)=\sup _{\mathcal{E}^{\prime}: \bar{\rho}_{\mathcal{E}^{\prime}}=\bar{\rho}_{\mathcal{E}}} I\left(\mathcal{E}^{\prime}, M^{\prime}\right) \tag{38}
\end{equation*}
$$

where the supremum in the right-hand side is taken over all ensembles $\mathcal{E}^{\prime}$ satisfying the condition $\bar{\rho}_{\mathcal{E}^{\prime}}=\bar{\rho}_{\mathcal{E}}$. It can be shown (Reference [6], Proposition 4), that the supremum in the lefthand side remains the same if it is taken over all observables $M$ (not only of the special kind with the density we started with), and then it is called the accessible information $A(\mathcal{E})$ of the ensemble $\mathcal{E}$. Thus,

$$
A(\mathcal{E})=\sup _{\mathcal{E}^{\prime}: \bar{\rho}_{\mathcal{E}^{\prime}}=\bar{\rho}_{\mathcal{E}}} I\left(\mathcal{E}^{\prime}, M^{\prime}\right)
$$

Since the application of the duality to the pair $\left\{\mathcal{E}^{\prime}, M^{\prime}\right\}$ results in the initial pair $\{\mathcal{E}, M\}$, we also have

$$
A\left(\mathcal{E}^{\prime}\right)=\sup _{M^{\prime}} I\left(\mathcal{E}^{\prime}, M^{\prime}\right)=\sup _{\mathcal{E}: \bar{\rho}_{\mathcal{E}}=\bar{\rho}_{\mathcal{E}^{\prime}}} I(\mathcal{E}, M) .
$$

Coming to the case of bosonic mode, we fix the Gaussian state $\rho_{\alpha}$ and restrict to ensembles $\mathcal{E}$ with $\bar{\rho}_{\mathcal{E}}=\rho_{\alpha}$. Let $M$ be the measurement channel corresponding to POVM (21). Then, according to formulas (34), the dual ensemble $\mathcal{E}^{\prime}=\left\{p^{\prime}(x, y), \rho^{\prime}(x, y)\right\}$, where $p^{\prime}(x, y)$ is the Gaussian probability density (25) and

$$
\rho^{\prime}(x, y)=\left[p^{\prime}(x, y)\right]^{-1} \sqrt{\rho_{\alpha}} D(x, y) \rho_{\beta} D(x, y)^{*} \sqrt{\rho_{\alpha}} .
$$

By using the formula for $\sqrt{\rho_{1}} \rho_{2} \sqrt{\rho_{1}}$, where $\rho_{1}, \rho_{2}$ are Gaussian operators (see Reference [24] and also Corollary in the Appendix of Reference [25]), we obtain

$$
\rho^{\prime}(x, y)=D\left(x^{\prime}, y^{\prime}\right) \rho_{\alpha^{\prime}} D\left(x^{\prime}, y^{\prime}\right)^{*}=\rho_{\alpha^{\prime}}\left(x^{\prime}, y^{\prime}\right)
$$

where

$$
\alpha^{\prime}=\alpha-\gamma^{\prime}, \quad \gamma^{\prime}=\kappa(\alpha+\beta)^{-1} \kappa, \quad\left[\begin{array}{l}
x^{\prime}  \tag{39}\\
y^{\prime}
\end{array}\right]=\kappa(\alpha+\beta)^{-1}\left[\begin{array}{l}
x \\
y
\end{array}\right]
$$

and

$$
\begin{equation*}
\kappa=\sqrt{I+\left(2 \alpha \Delta^{-1}\right)^{-2}} \alpha=\alpha \sqrt{I+\left(2 \Delta^{-1} \alpha\right)^{-2}} \tag{40}
\end{equation*}
$$

Since $\left[\begin{array}{ll}x & y\end{array}\right]^{t} \sim \mathcal{N}(0, \alpha+\beta)$, then, from second and third equations in (39), we obtain $\left[\begin{array}{ll}x^{\prime} & y^{\prime}\end{array}\right]^{t} \sim \mathcal{N}\left(0, \kappa(\alpha+\beta)^{-1} \kappa\right)=\mathcal{N}\left(0, \gamma^{\prime}\right)$. By denoting $p_{\gamma^{\prime}}\left(x^{\prime}, y^{\prime}\right)$, the density of this normal distribution, we can equivalently rewrite the ensemble $\mathcal{E}^{\prime}$ as $\mathcal{E}^{\prime}=\left\{p_{\gamma^{\prime}}\left(x^{\prime}, y^{\prime}\right)\right.$, $\left.\rho_{\alpha^{\prime}}\left(x^{\prime}, y^{\prime}\right)\right\}$ with the average state $\rho_{\alpha}, \alpha=\alpha^{\prime}+\gamma^{\prime}$. Then, HGM is equivalent to the statement

$$
A\left(\mathcal{E}^{\prime}\right)=C(M ; \alpha)
$$

where the values of $C(M ; \alpha)$ are given in Table 1; however, they should be reexpressed in terms of the ensemble parameters $\gamma^{\prime}, \alpha^{\prime}$. In Reference [25], we treated the case C in multimode situation, establishing that the optimal measurement is Gaussian, and described it. Here, we will discuss the case L ( R is similar) and show that, for large $\beta_{p}$ (including $\left.\beta_{p}=+\infty\right)$, the HGM is equivalent to the following: the value of the accessible information

$$
\begin{equation*}
A\left(\mathcal{E}^{\prime}\right)=C(M ; \alpha)=\frac{1}{2} \log \frac{\alpha_{q}+\beta_{q}}{\frac{1}{4 \alpha_{p}}+\beta_{q}} \tag{41}
\end{equation*}
$$

is attained on the sharp position measurement $M_{0}^{\prime}(d \xi)=|\xi\rangle\langle\xi| d \xi$ (in fact, this refers to the whole domain $\mathrm{L}: \frac{1}{2} \sqrt{\frac{\beta_{q}}{\beta_{p}}}<\frac{1}{4 \alpha_{p}}$, which, however, has rather cumbersome description in the new variables $\gamma^{\prime}, \alpha^{\prime}$, cf. Reference [25]).

In the one mode case we are considering, the matrix $\alpha$ is given by (23), $\beta$ - by (22), and $\Delta=\left[\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right]$, so that $\left(2 \Delta^{-1} \alpha\right)^{2}=-\left(4 \alpha_{q} \alpha_{p}\right) I$. Computations according to (39) and (40) give

$$
\alpha^{\prime}=\left[\begin{array}{cc}
\alpha_{q}^{\prime} & 0  \tag{42}\\
0 & \alpha_{p}^{\prime}
\end{array}\right]=\left[\begin{array}{cc}
\frac{\alpha_{q}\left(\beta_{q}+1 /\left(4 \alpha_{p}\right)\right)}{\alpha_{q}+\beta_{q}} & 0 \\
0 & \frac{\alpha_{p}\left(\beta_{p}+1 /\left(4 \alpha_{q}\right)\right)}{\alpha_{p}+\beta_{p}}
\end{array}\right] .
$$

But under the sharp position measurement $M_{0}^{\prime}(d \xi)=|\xi\rangle\langle\xi| d \xi$, one has (in the formulas below, $p(\xi)=\mathcal{N}(m, \alpha)$ means that $p(\xi)$ is Gaussian probability density with mean $m$ and variance $\alpha$ ):

$$
p\left(\xi \mid x^{\prime}, y^{\prime}\right)=\langle\xi| \rho_{\alpha^{\prime}}\left(x^{\prime}, y^{\prime}\right)|\xi\rangle=\mathcal{N}\left(x^{\prime}, \alpha_{q}^{\prime}\right)
$$

while $\langle\xi| \rho_{\alpha}|\xi\rangle=\mathcal{N}\left(0, \alpha_{q}\right)$ ( note that $\bar{\rho}_{\mathcal{E}^{\prime}}=\bar{\rho}_{\mathcal{E}}=\rho_{\alpha}$ ), and

$$
\begin{align*}
I\left(\mathcal{E}^{\prime}, M_{0}^{\prime}\right) & =\frac{1}{2}\left[\log \left(\alpha_{q}^{\prime}+\gamma_{q}^{\prime}\right)-\log \alpha_{q}^{\prime}\right] \\
& =\frac{1}{2}\left[\log \alpha_{q}-\log \frac{\alpha_{q}\left(\beta_{q}+1 / 4 \alpha_{p}\right)}{\left(\alpha_{q}+\beta_{q}\right)}\right] \\
& =\frac{1}{2} \log \frac{\left(\alpha_{q}+\beta_{q}\right)}{\left(\beta_{q}+1 / 4 \alpha_{p}\right)} \tag{43}
\end{align*}
$$

which is identical to the expression in (41).
In the case of the position measurement channel $M$ corresponding to POVM (29) $\left(\beta_{p}=+\infty\right)$, we have $\alpha_{p}^{\prime}=\alpha_{p}$; otherwise, the argument is essentially the same. Thus, we obtain that the HGM concerning $e_{M}(\rho)$ in case L is equivalent to the following:

The accessible information of a Gaussian ensemble $\mathcal{E}^{\prime}=\left\{p^{\prime}(x), \rho^{\prime}(x)\right\}$, where

$$
p^{\prime}(x)=\mathcal{N}\left(0, \gamma_{q}^{\prime}\right), \quad \rho^{\prime}(x)=D(x, 0) \rho_{\alpha^{\prime}} D(x, 0)^{*},
$$

is given by the expression (43) and attained on the sharp position measurement $M_{0}^{\prime}(d x)=|\xi\rangle\langle\xi| d \xi$.

## 6. Discussion

In this paper, we investigated the classical capacity problem for Gaussian measurement channels. We established Gaussianity of the average state of the optimal ensemble in full generality and discussed the Hypothesis of Gaussian Maximizers concerning the detailed structure of the ensemble. Gaussian systems form the backbone of information theory with continuous variables, both in the classical and in the quantum case. Starting from them, other, non-linear models can be constructed and investigated. Therefore, the quantum Gaussian models must be studied exhaustively. Despite the progress made, there are still intriguing gaps along this way. A major problem remains the proof (or refutation) of the hypothesis of Gaussian optimizers for various entropy characteristics of quantum Gaussian systems and channels. So far, the proof of this hypothesis in special cases required tricky and special constructions, such as in the path-breaking paper [7] concerning gauge-covariant channels, or in Section 3 of the present work concerning general Gaussian measurement channels. It seems plausible that quantum Gaussian systems may have some as yet undiscovered structural property, from which a proof of this hypothesis in its maximum generality would follow in a natural way.
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## Appendix A. Case L in Tables 1 and 2

By taking the Gaussian ensemble parameters in (28) as

$$
\begin{equation*}
\delta=1 /\left(4 \alpha_{p}\right), \quad \gamma_{p}=0, \quad \gamma_{q}=\alpha_{q}-1 /\left(4 \alpha_{p}\right) \tag{A1}
\end{equation*}
$$

we get the hypothetic value

$$
\begin{equation*}
e_{M}\left(\rho_{\alpha}\right)=\frac{1}{2} \log \left(\frac{1}{4 \alpha_{p}}+\beta_{q}\right)\left(\alpha_{p}+\beta_{p}\right)+c \tag{A2}
\end{equation*}
$$

hence taking into account (26),

$$
\begin{equation*}
C_{G a u s s}(M ; \alpha)=h_{M}\left(\rho_{\alpha}\right)-e_{M}\left(\rho_{\alpha}\right)=\frac{1}{2} \log \frac{\alpha_{q}+\beta_{q}}{\frac{1}{4 \alpha_{p}}+\beta_{q}} . \tag{A3}
\end{equation*}
$$

The Gaussian constrained capacity is

$$
\begin{align*}
C_{G a u s s}(M, H, E) & =\max _{\alpha_{q}+\alpha_{q} \leq 2 E} \frac{1}{2}\left[\log \left(\alpha_{q}+\beta_{q}\right)-\log \left(1 /\left(4 \alpha_{p}\right)+\beta_{q}\right)\right]  \tag{A4}\\
& =\max _{\alpha_{p}} \frac{1}{2}\left[\log \left(2 E-\alpha_{p}+\beta_{q}\right)-\log \left(1 /\left(4 \alpha_{p}\right)+\beta_{q}\right)\right]
\end{align*}
$$

where, in the second line, we took the maximal value $\alpha_{q}=2 E-\alpha_{p}$. Differentiating, we obtain the equation for the optimal value $\alpha_{p}$ :

$$
4 \beta_{q} \alpha_{p}^{2}+2 \alpha_{p}-\left(2 E+\beta_{q}\right)=0
$$

the positive solution of which is

$$
\begin{equation*}
\alpha_{p}=\frac{1}{4 \beta_{q}}\left(\sqrt{1+8 E \beta_{q}+4 \beta_{q}^{2}}-1\right), \tag{A5}
\end{equation*}
$$

whence

$$
\begin{equation*}
C_{G a u s s}(M, H, E)=\log \left(\frac{\sqrt{1+8 E \beta_{q}+4 \beta_{q}^{2}}-1}{2 \beta_{q}}\right) \tag{A6}
\end{equation*}
$$

The parameters of the optimal Gaussian ensemble are obtained by substituting the value (A5) into (A1) with $\alpha_{q}=2 E-\alpha_{p}$.

The above derivation concerns the measurement (21) $\left(\beta_{p}<\infty\right)$. The case of the measurement (29) ( $\beta_{p}=+\infty$ ) is treated similarly, with (A2), (26) replaced by (32), (31). Notably, in this case, the expression (A6) coincides with the one obtained in Reference [13] by optimizing the information from applying sharp position measurement to noisy optimally squeezed states (the author is indebted to M. J. W. Hall for this observation).
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#### Abstract

In quantum information science, it is very important to solve the eigenvalue problem of the Gram matrix for quantum signals. This allows various quantities to be calculated, such as the error probability, mutual information, channel capacity, and the upper and lower bounds of the reliability function. Solving the eigenvalue problem also provides a matrix representation of quantum signals, which is useful for simulating quantum systems. In the case of symmetric signals, analytic solutions to the eigenvalue problem of the Gram matrix have been obtained, and efficient computations are possible. However, for asymmetric signals, there is no analytic solution and universal numerical algorithms that must be used, rendering the computations inefficient. Recently, we have shown that, for asymmetric signals such as amplitude-shift keying coherent-state signals, the Gram matrix eigenvalue problem can be simplified by exploiting its partial symmetry. In this paper, we clarify a method for simplifying the eigenvalue problem of the Gram matrix for quadrature amplitude modulation (QAM) signals, which are extremely important for applications in quantum communication and quantum ciphers. The results presented in this paper are applicable to ordinary QAM signals as well as modified QAM signals, which enhance the security of quantum cryptography.


Keywords: quantum communication; quantum cipher; quadrature amplitude modulation (QAM); coherent state; Gram matrix; square-root measurement (SRM)

## 1. Introduction

The efficient computations and evaluations of quantities such as the error probability, mutual information, channel capacity, and reliability function are extremely important in quantum communication, quantum radar, and quantum cipher systems [1-5]. The computation of these quantities is essential not only for evaluating the reliability of quantum communication and the sensitivity of quantum radar but also for guaranteeing the security of quantum cryptography. In particular, because the security of a quantum stream cipher relies on the difference between the quantum optimum receiving capabilities of the legitimate receiver and the eavesdropper, it is essential to evaluate the optimum quantum receiver performance of the eavesdropper to guarantee security [6,7]. In quantum stream ciphers, the number of signals usually runs to several hundreds or thousands [8,9]. However, recent experiments have shown that some cases may contain millions or even billions of signals [10,11].

The eigenvalues and eigenvectors of the Gram matrix are very useful for computing various quantities that evaluate system performance. By solving the eigenvalue problem of the Gram matrix and finding its square root, the channel matrix given by the so-called square-root measurement (SRM) [12-16] can be computed. This implies that the error probability and mutual information using SRM can be directly calculated. SRM is asymptotically optimal for any quantum state signals with respect to minimizing the error probability, and
it is used in the proof of the quantum channel coding theorem [14]. Moreover, SRM is strictly optimal for symmetric pure-state signals with uniform a priori probabilities [12-15,17-19]. Actually, SRM is also strictly optimal for some asymmetric pure-state signals with not necessarily uniform a priori probabilities [20]. As each component of the square root of the Gram matrix corresponds to the inner product of a signal quantum state and a measurement state of the SRM, a matrix representation of the signal quantum state can be obtained when the signal quantum states are linearly independent [21]. This representation is known to be useful for analyzing quantum systems (e.g., [21]). Furthermore, even if the quantum state is a vector in an infinite-dimensional Hilbert space, such as a coherent state or squeezed state, the matrix form allows numerical calculations to be performed because it provides a representation in a finite-dimensional subspace (e.g., [22]). Because the Gram matrix is a matrix representation of the density operator of the quantum information source, the Holevo capacity [14] and the upper and lower bounds of the reliability function [23,24] can be directly calculated by using its eigenvalues.

In general, the Gram matrix is $M \times M$ for $M$-ary pure-state signals. Therefore, if we use a universal numerical algorithm to compute the eigenvalues and eigenvectors of the Gram matrix, the computation is hard when $M$ is large. However, if the signals are symmetric, the analytic solutions of the Gram matrix eigenvalues and eigenvectors can be obtained by using well-known operations in linear algebra. In addition, by using the character [25] of a group, analytic solutions [26] can be obtained for narrow-sense group covariant signals [27], which are a generalization of symmetric signals. Narrow-sense group covariant signals are important in applications such as phase-shift keying (PSK) coherent-state signals and coded symmetric signals. Unfortunately, however, several important asymmetric signals are not narrow-sense group covariant, such as amplitude-shift keying (ASK) coherentstate signals and quadrature amplitude modulation (QAM) coherent-state signals [27]. QAM coherent-state signals are extremely important for quantum communication [28] and quantum ciphers [29]; moreover, QAM signals almost achieve the quantum channel capacity under energy constraints [30].

Recently, we showed that the eigenvalue problem of the Gram matrix can be simplified by using its partial symmetry for ASK coherent-state signals and amplitude-modulated phase-modulated (AMPM) signals, which belong to a class of asymmetric signals [31-33]. In this paper, we show that the eigenvalue problem of the Gram matrix can also be simplified by using its partial symmetry for QAM signals, which are more important for applications than ASK and AMPM signals. The method in this paper is applicable to ordinary QAM signals as well as modified QAM signals, which enhance the security of quantum stream ciphers [29]. Note that the signals considered in this paper belong to a class of asymmetric signals defined in Ref. [20], where the class is referred to as "the multiple constellations of geometrical uniform symmetry (GUS) state". The results of this paper are closely related to Ref. [20].

The remainder of this paper is organized as follows. In Section 2, we introduce some preliminaries and basic theory. First, we define quantum signals and measurements, and then we explain various quantities such as the error probability, mutual information, and Holevo capacity. Next, we introduce the Gram matrix, SRM, and symmetric signals, which are the subject of this paper. In Section 3, we present the main results. For the eigenvalue problem of the Gram matrix of $M=4 m$ QAM signals, we show that the size of the problem can be reduced by using the partial symmetry of the signals. In Section 4, we show examples for the simplest case of $m=2$ and provide specific forms of eigenvalues and eigenvectors for the smaller matrices than the Gram matrix. In Section 5, we provide numerical experiments as examples of applications for the main result. Finally, in Section 6, we summarize the conclusions to this study.

## 2. Basic Theory

### 2.1. Quantum Signals and Measurements

Let $\mathcal{H}$ be the Hilbert space of a quantum system. The set of $M$-ary pure-state signals is represented by the following:

$$
\begin{equation*}
\mathcal{S}=\left\{\left|\psi_{i}\right\rangle \in \mathcal{H} \mid i=1,2, \ldots, M\right\} \tag{1}
\end{equation*}
$$

where $\left\langle\psi_{i} \mid \psi_{i}\right\rangle=1$. Let $\xi_{i}$ be the a priori probability of state $\left|\psi_{i}\right\rangle$. Then, the pair $(\mathcal{S}, \xi)$ is referred to as a quantum information source or a quantum ensemble.

In general, a quantum measurement is mathematically described by a positive operatorvalued measure (POVM). The POVM is described as follows:

$$
\begin{equation*}
\Pi=\left\{\hat{\Pi}_{j} \mid j=1,2, \ldots, M\right\} \tag{2}
\end{equation*}
$$

where $\hat{\Pi}$ is a Hermitian operator on $\mathcal{H}$ satisfying the following.

$$
\hat{\Pi} \geq 0, \quad \sum_{j=1}^{M} \hat{\Pi}=\hat{I} .
$$

Here, $\hat{I}$ is the identity operator on $\mathcal{H}$. Although POVM is a mathematical representation of a quantum measurement, it may be called a quantum measurement. The conditional probability that the result $j$ is obtained when performing the measurement $\Pi$ on quantum state $\left|\psi_{i}\right\rangle$ is as follows.

$$
\begin{equation*}
P(j \mid i)=\operatorname{Tr}\left(\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right| \hat{\Pi}_{j}\right) . \tag{3}
\end{equation*}
$$

### 2.2. Error Probability, Mutual Information, and Holevo Capacity

Suppose we measure the quantum information source $(\mathcal{S}, \xi)$ by a POVM $\Pi$. Using Equation (3), the average error probability is defined as follows:

$$
\begin{equation*}
P_{\mathrm{e}}=\sum_{i=1}^{M} \xi_{i} \sum_{j \neq i} P(j \mid i)=1-\sum_{i=1}^{M} \xi_{i} P(i \mid i) \tag{4}
\end{equation*}
$$

which is also simply called the error probability. Then, the following is the case:

$$
\begin{equation*}
P_{\mathrm{e}}^{(\mathrm{opt})}=\min _{\Pi} P_{\mathrm{e}} \tag{5}
\end{equation*}
$$

and it is referred to as the minimum error probability and the set $\Pi$ that attains $P_{\mathrm{e}}^{(\mathrm{opt})}$ is called the optimum POVM. The mutual information is defined as follows:

$$
\begin{equation*}
I(\mathcal{S}, \xi)=\sum_{i=1}^{M} \xi_{i} \sum_{j=1}^{M} P(j \mid i) \log _{2}\left[\frac{P(j \mid i)}{\sum_{k=1}^{M} \xi_{k} P(j \mid k)}\right] \tag{6}
\end{equation*}
$$

and its maximization with respect to quantum measurements is the following:

$$
\begin{equation*}
I_{\mathrm{acc}}=\max _{\Pi} I(\mathcal{S}, \tilde{\xi}), \tag{7}
\end{equation*}
$$

which is called accessible information. For $(\mathcal{S}, \xi)$, the following is the case:

$$
\begin{equation*}
\hat{\rho}=\sum_{i=1}^{M} \xi_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right| \tag{8}
\end{equation*}
$$

and it is called the density operator of the quantum information source. Using the density operator, we define von Neumann entropy as follows.

$$
\begin{equation*}
\chi(\tilde{\xi})=-\operatorname{Tr}\left(\hat{\rho} \log _{2} \hat{\rho}\right) . \tag{9}
\end{equation*}
$$

When the signals are pure states, the maximization of $\chi(\xi)$ with respect to $\xi$ is the so-called Holevo capacity.

$$
\begin{equation*}
C=\max _{\xi} \chi(\xi) \tag{10}
\end{equation*}
$$

Let $\lambda_{j}$ be the eigenvalues of $\hat{\rho}$ corresponding to the $\xi$ that attains $C$. Then, the Holevo capacity can be calculated as follows.

$$
\begin{equation*}
C=-\sum_{j} \lambda_{j} \log _{2} \lambda_{j} \tag{11}
\end{equation*}
$$

The error probability and mutual information and their optimal values are calculated using the conditional probability (3), while the Holevo capacity uses the density operator (8) of the quantum information source.

### 2.3. Gram Matrix

For an $M$-ary pure-state signal set $\mathcal{S}=\left\{\left|\psi_{i}\right\rangle \mid i=1,2, \ldots, M\right\}$, the Gram matrix $\Gamma$ is defined as follows.

$$
\Gamma=\left[\begin{array}{cccc}
\left\langle\psi_{1} \mid \psi_{1}\right\rangle & \left\langle\psi_{1} \mid \psi_{2}\right\rangle & \cdots & \left\langle\psi_{1} \mid \psi_{M}\right\rangle  \tag{12}\\
\left\langle\psi_{2} \mid \psi_{1}\right\rangle & \left\langle\psi_{2} \mid \psi_{2}\right\rangle & \cdots & \left\langle\psi_{2} \mid \psi_{M}\right\rangle \\
\vdots & \vdots & \ddots & \vdots \\
\left\langle\psi_{M} \mid \psi_{1}\right\rangle & \left\langle\psi_{M} \mid \psi_{2}\right\rangle & \cdots & \left\langle\psi_{M} \mid \psi_{M}\right\rangle
\end{array}\right] .
$$

The Gram matrix is an $M \times M$ matrix in which the $(i, j)$-th element is the inner product $\left\langle\psi_{i} \mid \psi_{j}\right\rangle$ between quantum state signals (Note that the Gram matrix is sometimes defined by using the inner products between weighted quantum state signals $[20,34])$. By definition, the Gram matrix is Hermitian; moreover, it is non-negative [35]. Because the norm of the quantum state vector is unity, so are all diagonal components of the Gram matrix, and the sum of the diagonal components is $M$. The Gram matrix is very useful in the theoretical treatment of $M$-ary pure-state signal systems. First, for a quantum information source $\left(\mathcal{S},\left\{\frac{1}{M}\right\}\right)$ for which its a priori probabilities are uniform, $\frac{1}{M} \Gamma$ is a matrix representation of its density operator. That is, $\hat{\rho}$ and $\frac{1}{M} \Gamma$ are isomorphic.

$$
\begin{equation*}
\hat{\rho} \cong \frac{1}{M} \Gamma . \tag{13}
\end{equation*}
$$

In this case, the eigenvalues of the Gram matrix and those of the density operator are identical, and the von Neumann entropy can be calculated using the eigenvalues of the Gram matrix. For symmetric signals, the Holevo capacity can be calculated directly from the eigenvalues of the Gram matrix, because the Holevo capacity is attained with uniform a priori probabilities [36]. A similar statement can be made for the upper and lower bounds of the quantum reliability function $[37,38]$. Furthermore, the Gram matrix is closely related to the theory of SRM, as described below.

### 2.4. Square-Root Measurement

The SRM is a quantum measurement defined using the quantum states that are being transmitted. For a set of $M$-ary pure-state signals $\mathcal{S}=\left\{\left|\psi_{i}\right\rangle \mid i=1,2, \ldots, M\right\}$, the POVM of the SRM $\left\{\hat{\Pi}_{j}^{(\mathrm{SRM})} \mid j=1,2, \ldots, M\right\}$ is defined as follows:

$$
\begin{gather*}
\hat{\Pi}_{j}^{(\mathrm{SRM})}=\left|\mu_{j}\right\rangle\left\langle\mu_{j}\right|,  \tag{14}\\
\left|\mu_{j}\right\rangle=\hat{\Psi}^{-\frac{1}{2}}\left|\psi_{j}\right\rangle,  \tag{15}\\
\hat{\Psi}=\sum_{i=1}^{M}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|, \tag{16}
\end{gather*}
$$

where vector $\left|\mu_{j}\right\rangle$ is the measurement state or measurement quantum state (e.g., [4]). For linearly independent signal systems, the set of measurement quantum states $\left\{\left|\mu_{j}\right\rangle\right\}$ is an orthonormal system and is an orthonormal basis of the space spanned by signal quantum states [34]. Although SRM appeared in papers in the 1970s (e.g., Belavkin [12] and earlier papers by Holevo), the name SRM has only been used since 1996, when Hausladen et al. presented the quantum channel coding theorem [14]. They proved that the inner product between quantum states $\left|\psi_{i}\right\rangle$ and $\left|\mu_{j}\right\rangle$ in Equation (15) is equal to the $(i, j)$-th element of the square root of the Gram matrix, $\Gamma$, and called this the "square-root" measurement. Specifically, they showed the following.

$$
\begin{equation*}
\left\langle\psi_{i} \mid \mu_{j}\right\rangle=\left(\Gamma^{\frac{1}{2}}\right)_{i, j} \tag{17}
\end{equation*}
$$

The existence of $\Gamma^{\frac{1}{2}}$ is always guaranteed because the Gram matrix is non-negative and Hermitian, as mentioned above. Therefore, Equation (17) denotes a component of the matrix representation of the signal quantum state $\left|\psi_{i}\right\rangle$ using the orthonormal basis $\left\{\left|\mu_{j}\right\rangle\right\}$. Thus, as the signal quantum state can be represented in matrix form based on the squareroot of the Gram matrix, computing $\Gamma^{\frac{1}{2}}$ is very useful for simulating systems such as quantum communication, quantum radar, and quantum ciphers. From Equation (3), we have the following.

$$
\begin{align*}
P(j \mid i) & =\operatorname{Tr}\left(\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right| \hat{\Pi}_{j}^{(\mathrm{SRM})}\right)=\operatorname{Tr}\left(\left|\psi_{i}\right\rangle\left\langle\psi_{i} \mid \mu_{j}\right\rangle\left\langle\mu_{j}\right|\right) \\
& =\left|\left\langle\psi_{i} \mid \mu_{j}\right\rangle\right|^{2}=\left|\left(\Gamma^{\frac{1}{2}}\right)_{i, j}\right|^{2} \tag{18}
\end{align*}
$$

Because the matrix in which the $(i, j)$-th elements are equal to $P(j \mid i)$ is the channel matrix and obtaining $P(j \mid i)$ allows the error probability and mutual information to be calculated using Equations (4) and (6). Therefore, if the square root of the Gram matrix can be computed efficiently, it is easy to compute the error probability and mutual information when SRM is applied. In general, the square root of a matrix can be computed using its eigenvalues and eigenvectors. Thus, being able to efficiently compute the eigenvalues and eigenvectors of a Gram matrix is extremely important.

### 2.5. Coherent-State Signals

Coherent states are the most fundamental optical quantum states used in macroscopic quantum communication or quantum ciphers. They are the stable states of light that can be realized by an ideal laser. The coherent state $|\alpha\rangle$ with the complex amplitude $\alpha$ is given by the following:

$$
\begin{equation*}
|\alpha\rangle=\exp \left(-\frac{|\alpha|^{2}}{2}\right) \sum_{n=0}^{\infty} \frac{\alpha^{n}}{\sqrt{n!}}|n\rangle \tag{19}
\end{equation*}
$$

where $|n\rangle$ is the photon number state, and $n$ is the number of photons. The inner product between two coherent states $|\alpha\rangle$ and $|\beta\rangle$ is as follows:

$$
\begin{equation*}
\langle\alpha \mid \beta\rangle=\exp \left(\alpha^{*} \beta-\frac{|\alpha|^{2}}{2}-\frac{|\beta|^{2}}{2}\right) \tag{20}
\end{equation*}
$$

where * denotes complex conjugation. If $\alpha$ and $\beta$ are both real numbers, the value of $\langle\alpha \mid \beta\rangle$ is real. In this paper, we assume that the signal quantum state is a coherent state.

Note that the coherent state is completely characterized by its complex amplitude $\alpha$, as shown in Equation (19). A complex number $\alpha$ is graphically described by a point on the complex plane, and so a coherent state signal is also described by a point on the complex plane. In this case, the complex plane is often called the phase plane.

### 2.6. Symmetric Signals

In the field of quantum information science, Davies defined a group covariant signal [39] with symmetry corresponding to the symmetry of the group, which is sometimes simply called a symmetric signal. Although Davies' definition of group covariant signals applies to a broader class of signals than the pure-state signals treated in this paper, we adopt the following narrow definition of group covariant signals [27], which is applicable only to simpler pure-state signals.

Definition 1 (Narrow-sense group covariant signals [27]). Let ( $G$; ○) be a finite group with the operation $\circ$. A set $\left\{\left|\psi_{i}\right\rangle \mid i \in G\right\}$ of quantum state signals is called (narrow-sense) group covariant with respect to the group $(G ; \circ)$ if the following is the case:

$$
\begin{equation*}
\forall i, k \in G, \exists \hat{U}_{k}, \quad \hat{U}_{k}\left|\psi_{i}\right\rangle=\left|\psi_{k \circ i}\right\rangle \tag{21}
\end{equation*}
$$

where $\hat{U}_{k}$ is a unitary operator.
Narrow-sense group covariant signals have the following necessary and sufficient conditions.

Proposition 1 (Necessary and sufficient conditions for narrow-sense group covariant signals [27]). A set of quantum state signals $\left\{\left|\psi_{i}\right\rangle \mid i \in G\right\}$ is narrow-sense group covariant with respect to $(G ; \circ)$ if and only if the following is the case.

$$
\begin{equation*}
\forall i, j, k \in G,\left\langle\psi_{k \circ i} \mid \psi_{k \circ j}\right\rangle=\left\langle\psi_{i} \mid \psi_{j}\right\rangle \tag{22}
\end{equation*}
$$

From this proposition, we can easily show that signals such as arbitrary binary purestate signals and arbitrary $M$-ary PSK coherent-state signals are narrow-sense group covariant. In addition, for narrow-sense group covariant signals, analytic solutions for the eigenvalues and eigenvectors of the Gram matrix have been presented, indicating that narrow-sense group covariant signals are very useful for communication and cipher systems. In this study, we apply this knowledge to QAM signals that are not group-covariant.

## 3. Eigenvalues and Eigenvectors of $M=4 m$-ary QAM Signals and Their Gram Matrix

In this section, we consider the eigenvalues and eigenvectors of the Gram matrix corresponding to $M=4 m$-ary QAM signals. First, $M=4 m$-ary QAM signals are defined and the corresponding Gram matrix is explained. Next, we state that the Gram matrix can be block-partitioned and clarify that it has the structure of the sum of tensor products. Finally, we show that the scale of the computation can be reduced.

### 3.1. 4m-ary QAM Signals

This subsection describes the $4 m$-ary QAM signals treated in this paper. QAM is a major modulation scheme used in digital communication, such as for coherent optical
communication [40], and QAM signals are important for applications in quantum technologies such as quantum communication and quantum ciphers. Ordinary QAM signals are placed in a square lattice on the phase plane. As an example, Figure 1a shows the signal constellation of 256QAM on the phase plane. In quantum ciphers, modified QAM signals in which signals near the origin are removed have been proposed for higher security [29]. As an example, Figure 1b shows the signal constellation of the modified 156QAM on the phase plane. For 256QAM signals, the number of signals is $M=4 m=256$ and $m=64=8^{2}$, while for modified 156QAM signals, it is $M=4 m=156$ and $m=39$.

(a)

(b)

Figure 1. Examples of QAM signals presented in [29]. (a) 256QAM. (b) Modified 156QAM.
In this paper, we consider the signals defined below, which include both the ordinary QAM of Figure 1a and the modified QAM of Figure 1b, and we call them QAM signals.

Definition 2 (4m-ary QAM Signals). Let $\left\{\beta_{1}, \beta_{2}, \ldots, \beta_{m}\right\}$ be any m-ary set of complex amplitudes for which its arguments lie in the range $0<\varphi<\frac{\pi}{2}$. That is, the complex amplitudes correspond to points in the first quadrant. Here, $\beta_{k} \neq 0(k=1,2, \ldots, m)$ and $\beta_{k} \neq \beta_{k^{\prime}}\left(k \neq k^{\prime}\right)$ are assumed. For each $\beta_{k}$, let $\alpha_{k}^{(1)}=\beta_{k}, \alpha_{k}^{(2)}=\mathbf{i} \beta_{k}, \alpha_{k}^{(3)}=-\beta_{k}$, and $\alpha_{k}^{(4)}=-\mathbf{i} \beta_{k}$, where $\mathbf{i}=\sqrt{-1}$. Then, we call the following set of coherent states " $4 m$-ary QAM coherent-state signals" (4m-ary QAM signals for short):

$$
\begin{equation*}
\mathcal{S}=\bigcup_{k=1}^{m} \mathcal{S}_{k} \tag{23}
\end{equation*}
$$

where $\mathcal{S}_{k}$ are sets of coherent states defined as follows.

$$
\begin{equation*}
\mathcal{S}_{k}=\left\{\left|\alpha_{k}^{(i)}\right\rangle \mid i=1,2,3,4\right\} . \tag{24}
\end{equation*}
$$

The rotation operator [4] that rotates the phase by an angle $\theta$ in the phase plane is represented as follows:

$$
\begin{equation*}
\hat{U}(\theta)=\exp \left[\mathbf{i} \theta \hat{a}^{\dagger} \hat{a}\right], \tag{25}
\end{equation*}
$$

where $\hat{a}$ and $\hat{a}^{\dagger}$ are photon annihilation and creation operators, respectively. Rewriting $\hat{U}\left(\theta=\frac{\pi}{2}\right)$ as simply $\hat{U}, \mathcal{S}_{k}$ becomes the following.

$$
\begin{equation*}
\mathcal{S}_{k}=\left\{\left|\alpha_{k}^{(1)}\right\rangle, \hat{U}\left|\alpha_{k}^{(1)}\right\rangle, \hat{U}^{2}\left|\alpha_{k}^{(1)}\right\rangle, \hat{U}^{3}\left|\alpha_{k}^{(1)}\right\rangle\right\}=\left\{\left|\beta_{k}\right\rangle, \hat{U}\left|\beta_{k}\right\rangle, \hat{U}^{2}\left|\beta_{k}\right\rangle, \hat{U}^{3}\left|\beta_{k}\right\rangle\right\} \tag{26}
\end{equation*}
$$

Here, we have the following.

$$
\begin{equation*}
\hat{U}^{4}=\hat{U}^{0}=\hat{I} . \tag{27}
\end{equation*}
$$

The $4 m$-ary QAM signals defined above obviously include both ordinary QAM signals (e.g., Figure 1a) and modified QAM signals (e.g., Figure 1b). Although 4m-ary QAM signals are not symmetric signals, each subset $\mathcal{S}_{k}$ is symmetric, group covariant, and geometrical uniform symmetric (GUS). Moreover, we should mention that $4 m$-ary QAM signals in Definition 2 satisfy the definition of the multiple constellations of GUS state [20], which is a particularization of the concept of compound geometrical uniform (CGU) states [41]. Hence, $4 m$-ary QAM signals are practical examples of the multiple constellations of GUS state and CGU states. The following results are also applicable when considering non-coherent states $\left|\psi_{k}\right\rangle$, such as squeezed states, instead of $\left|\beta_{k}\right\rangle$ in Equation (26).

### 3.2. Gram Matrix of $4 m$-ary QAM Signals

As shown in Equation (23), 4m-ary QAM signals are partitioned into $m$ subsets $\mathcal{S}_{k}(k=1,2, \ldots, m)$. Let $\Gamma_{k, l}^{(4)}$ be the $4 \times 4$ matrix for which its entries are the inner product between two signals, where one of the two signals is chosen from the subset $\mathcal{S}_{k}$, and the other is chosen from the subset $\mathcal{S}_{l}$. Then, the Gram matrix of the $4 m$-ary QAM signals can be represented in block-partitioned form as follows.

$$
\Gamma=\left[\begin{array}{cccc}
\Gamma_{1,1}^{(4)} & \Gamma_{1,2}^{(4)} & \cdots & \Gamma_{1, m}^{(4)}  \tag{28}\\
\Gamma_{2,1}^{(4)} & \Gamma_{2,2}^{(4)} & \cdots & \Gamma_{2, m}^{(4)} \\
\vdots & \vdots & \ddots & \vdots \\
\Gamma_{m, 1}^{(4)} & \Gamma_{m, 2}^{(4)} & \cdots & \Gamma_{m, m}^{(4)}
\end{array}\right] .
$$

From Equation (26), the $(i, j)$-th element of $\Gamma_{k, l}^{(4)}$ is as follows.

$$
\begin{equation*}
\left(\Gamma_{k, l}^{(4)}\right)_{i, j}=\left\langle\alpha_{k}^{(1)}\right|\left(\hat{U}^{i-1}\right)^{\dagger} \hat{U}^{j-1}\left|\alpha_{l}^{(1)}\right\rangle=\left\langle\alpha_{k}^{(1)}\right| \hat{U}^{j-i}\left|\alpha_{l}^{(1)}\right\rangle=\left\langle\beta_{k}\right| \hat{U}^{j-i}\left|\beta_{l}\right\rangle . \tag{29}
\end{equation*}
$$

This implies that $\Gamma_{k, l}^{(4)}$ is cyclic.
Denoting the components of the first row of $\Gamma_{k, l}^{(4)}$ as $a_{k, l}, b_{k, l}, c_{k, l}$ and $d_{k, l}$, the submatrix $\Gamma_{k, l}^{(4)}$ is described as follows:

$$
\Gamma_{k, l}^{(4)}=\left[\begin{array}{llll}
a_{k, l} & b_{k, l} & c_{k, l} & d_{k, l}  \tag{30}\\
d_{k, l} & a_{k, l} & b_{k, l} & c_{k, l} \\
c_{k, l} & d_{k, l} & a_{k, l} & b_{k, l} \\
b_{k, l} & c_{k, l} & d_{k, l} & a_{k, l}
\end{array}\right],
$$

where the following is the case.

$$
\begin{aligned}
a_{k, l} & =\left\langle\beta_{k} \mid \beta_{l}\right\rangle \\
b_{k, l} & =\left\langle\beta_{k}\right| \hat{U}\left|\beta_{l}\right\rangle=\left\langle\beta_{k} \mid \mathbf{i} \beta_{l}\right\rangle \\
c_{k, l} & =\left\langle\beta_{k}\right| \hat{U}^{2}\left|\beta_{l}\right\rangle=\left\langle\beta_{k} \mid-\beta_{l}\right\rangle \\
d_{k, l} & =\left\langle\beta_{k}\right| \hat{U}^{3}\left|\beta_{l}\right\rangle=\left\langle\beta_{k} \mid-\mathbf{i} \beta_{l}\right\rangle
\end{aligned}
$$

### 3.3. Decomposition of Submatrices

Here, we consider the common properties of each $\Gamma_{k, l}^{(4)}$ by performing a spectral decomposition of each submatrix $\Gamma_{k, l}^{(4)}$ introduced in the previous section. Because $\Gamma_{k, l}^{(4)}$
is cyclic according to Equation (30), the analytic expressions of its eigenvalues $\lambda_{i}^{(k, l)}$ and eigenvectors $\lambda_{i}(i=1,2,3,4)$ are well known. The expressions are as follows.

$$
\begin{gathered}
\lambda_{1}^{(k, l)}=a_{k, l}+b_{k, l}+c_{k, l}+d_{k, l} \\
\lambda_{2}^{(k, l)}=a_{k, l}-b_{k, l}+c_{k, l}-d_{k, l} \\
\lambda_{3}^{(k, l)}=a_{k, l}+\mathbf{i} b_{k, l}-c_{k, l}-\mathbf{i} d_{k, l} \\
\lambda_{4}^{(k, l)}=a_{k, l}-\mathbf{i} b_{k, l}-c_{k, l}+\mathbf{i} d_{k, l} \\
\lambda_{\mathbf{1}}=\frac{1}{2}\left[\begin{array}{l}
1 \\
1 \\
1 \\
1
\end{array}\right], \lambda_{\mathbf{2}}=\frac{1}{2}\left[\begin{array}{c}
1 \\
-1 \\
1 \\
-1
\end{array}\right], \lambda_{\mathbf{3}}=\frac{1}{2}\left[\begin{array}{c}
1 \\
\mathbf{i} \\
-1 \\
-\mathbf{i}
\end{array}\right], \lambda_{\mathbf{4}}=\frac{1}{2}\left[\begin{array}{c}
1 \\
-\mathbf{i} \\
-1 \\
\mathbf{i}
\end{array}\right] .
\end{gathered}
$$

As eigenvectors $\left\{\boldsymbol{\lambda}_{1}, \boldsymbol{\lambda}_{2}, \boldsymbol{\lambda}_{3}, \boldsymbol{\lambda}_{4}\right\}$ are orthonormal, $\Gamma_{k, l}^{(4)}$ can be spectrally decomposed as follows:

$$
\begin{equation*}
\Gamma_{k, l}^{(4)}=\sum_{i=1}^{4} \lambda_{i}^{(k, l)} \lambda_{i} \lambda_{i}^{\mathrm{H}} \tag{31}
\end{equation*}
$$

where $\lambda_{i}^{\mathrm{H}}$ denotes the conjugate transpose of $\lambda_{i}$.

### 3.4. Decomposition of Gram Matrix

In this subsection, we decompose the Gram matrix $\Gamma$ into a sum of tensor products using the spectral decomposition of submatrices $\Gamma_{k, l}^{(4)}$. All $\Gamma_{k, l}^{(4)}$ have common eigenvectors independent of $k$ and $l$. Substituting Equation (31) into Equation (28), we obtain the following:

$$
\begin{align*}
\Gamma & =\left[\begin{array}{cccc}
\Gamma_{1,1}^{(4)} & \Gamma_{1,2}^{(4)} & \cdots & \Gamma_{1, m}^{(4)} \\
\Gamma_{2,1}^{(4)} & \Gamma_{2,2}^{(4)} & \cdots & \Gamma_{2, m}^{(4)} \\
\vdots & \vdots & \ddots & \vdots \\
\Gamma_{m, 1}^{(4)} & \Gamma_{m, 2}^{(4)} & \cdots & \Gamma_{m, m}^{(4)}
\end{array}\right] \\
& =\sum_{i=1}^{4}\left[\begin{array}{cccc}
\lambda_{i}^{(1,1)} & \lambda_{i}^{(1,2)} & \cdots & \lambda_{i}^{(1, m)} \\
\lambda_{i}^{(2,1)} & \lambda_{i}^{(2,2)} & \cdots & \lambda_{i}^{(2, m)} \\
\vdots & \vdots & \ddots & \vdots \\
\lambda_{i}^{(m, 1)} & \lambda_{i}^{(m, 2)} & \cdots & \lambda_{i}^{(m, m)}
\end{array}\right] \otimes \lambda_{i} \lambda_{i}^{\mathrm{H}} \\
& =\sum_{i=1}^{4} A_{i} \otimes \lambda_{i} \lambda_{i}^{\mathrm{H}} \tag{32}
\end{align*}
$$

where the following is the case.

$$
A_{i}=\left[\begin{array}{cccc}
\lambda_{i}^{(1,1)} & \lambda_{i}^{(1,2)} & \cdots & \lambda_{i}^{(1, m)}  \tag{33}\\
\lambda_{i}^{(2,1)} & \lambda_{i}^{(2,2)} & \cdots & \lambda_{i}^{(2, m)} \\
\vdots & \vdots & \ddots & \vdots \\
\lambda_{i}^{(m, 1)} & \lambda_{i}^{(m, 2)} & \cdots & \lambda_{i}^{(m, m)}
\end{array}\right] .
$$

In the following, we show that each matrix $A_{i}$ consisting of the eigenvalues of $\Gamma_{k, l}^{(4)}$ is Hermitian. As $\Gamma$ is the Gram matrix (and is therefore Hermitian), its submatrices satisfy the following.

$$
\begin{equation*}
\left(\Gamma_{k, l}^{(4)}\right)^{\mathrm{H}}=\Gamma_{l, k}^{(4)} \tag{34}
\end{equation*}
$$

From Equation (31), we have the following:

$$
\begin{equation*}
\left(\Gamma_{k, l}^{(4)}\right)^{\mathrm{H}}=\sum_{i=1}^{4}\left(\lambda_{i}^{(k, l)}\right)^{*} \lambda_{i} \lambda_{i}{ }^{\mathrm{H}} \tag{35}
\end{equation*}
$$

and from Equation (34), it coincides with the following.

$$
\begin{equation*}
\Gamma_{l, k}^{(4)}=\sum_{i=1}^{4} \lambda_{i}^{(l, k)} \lambda_{i} \lambda_{i}^{\mathrm{H}} \tag{36}
\end{equation*}
$$

Thus, we have

$$
\begin{equation*}
\left(\lambda_{i}^{(k, l)}\right)^{*}=\lambda_{i}^{(l, k)} \tag{37}
\end{equation*}
$$

Hence, all $A_{i}$ of Equation (33) are Hermitian.

$$
\begin{equation*}
A_{i}{ }^{\mathrm{H}}=A_{i}, \quad i \in\{1,2,3,4\} \tag{38}
\end{equation*}
$$

Therefore, each $A_{i}$ is spectrally decomposable. Let $a_{j}^{(i)}$ and $\boldsymbol{a}_{j}^{(i)}$ be the eigenvalues and corresponding orthonormalized eigenvectors of $A_{i}$. Then, the spectral decomposition form of $A_{i}$ is as follows.

$$
\begin{equation*}
A_{i}=\sum_{j=1}^{m} a_{j}^{(i)} \boldsymbol{a}_{j}^{(i)} \boldsymbol{a}_{j}^{(i)^{\mathrm{H}}} \tag{39}
\end{equation*}
$$

Substituting this into Equation (32), we obtain the following.

$$
\begin{equation*}
\Gamma=\sum_{i=1}^{4} \sum_{j=1}^{m} a_{j}^{(i)} \boldsymbol{a}_{j}^{(i)} \boldsymbol{a}_{j}^{(i)^{\mathrm{H}}} \otimes \boldsymbol{\lambda}_{i} \boldsymbol{\lambda}_{i}{ }^{\mathrm{H}} \tag{40}
\end{equation*}
$$

### 3.5. Eigenvalues and Eigenvectors of Gram Matrix

In this subsection, we derive the eigenvalues and eigenvectors from the decomposition form (40) of the Gram matrix $\Gamma$. Because both $\left\{a_{j}^{(i)}\right\}$ and $\left\{\lambda_{i}\right\}$ are orthonormal, we have the following:

$$
\Gamma\left(\boldsymbol{a}_{j}^{(i)} \otimes \boldsymbol{\lambda}_{i}\right)=a_{j}^{(i)}\left(\boldsymbol{a}_{j}^{(i)} \otimes \boldsymbol{\lambda}_{i}\right) \quad(j=1, \ldots, m, i=1,2,3,4)
$$

and the eigenvalues and eigenvectors of the Gram matrix $\Gamma$ of $M=4 m$-ary QAM signals are listed in Table 1.

Therefore, to compute the eigenvalues and eigenvectors of the $4 m \times 4 m$ matrix $\Gamma$, it is sufficient to consider the eigenvalue problem of the smaller matrices $A_{i}(i=1,2,3,4)$.

### 3.6. Relation of the Results in the Relevant Literature

In this subsection, we consider the relation between the results in this paper and those in Ref. [20]. As examples of the multiple constellations of GUS state, the new signals were introduced [20]. They are called a double quantum binary phase shift keying (BPSK) and a double quantum pulse position modulation (PPM). As mentioned in Section 3.1, $4 m$-ary

QAM signals also belong to the class of the multiple constellations of GUS state. The signals are not new, but they are rather traditional, and they are well known to be useful. Therefore, it is worth noticing that the results in Ref. [20] are also applicable to $4 m$-ary QAM signals. The most significant result is the optimality of SRM. That is, SRM can be an optimal measurement for $4 m$-ary QAM signals with certain a priori probabilities. Furthermore, various results had been obtained in Ref. [20] while they had shown the optimality of SRM. They provided the block-partitioned form of the Gram matrix and showed that each submatrix is diagonalizable by the Fourier matrix. These results correspond to the results in Sections 3.2 and 3.3. Then, they considered a transformation of the matrix block-partitioned by diagonal submatrices into a block diagonal matrix. This result is closely related to the result in Section 3.4. Although they had not mentioned the eigenvalues and eigenvectors, one may connect their discussion for the square-root of the Gram matrix to the results in this section. We would like to emphasize here a reduction in computational costs, whereas they did not explicitly state a reduction.

Table 1. Eigenvalues and eigenvectors of $\Gamma(j=1, \ldots, m)$.

| Eigenvalues | Eigenvectors |
| :---: | :---: |
| $a_{j}^{(1)}$ | $a_{j}^{(1)} \otimes \lambda_{1}$ |
| $a_{j}^{(2)}$ | $a_{j}^{(2)} \otimes \lambda_{2}$ |
| $a_{j}^{(3)}$ | $a_{j}^{(3)} \otimes \lambda_{3}$ |
| $a_{j}^{(4)}$ | $a_{j}^{(4)} \otimes \lambda_{4}$ |

## 4. Examples for the Case of $m=2$

Here, we consider the simplest case of $m=2$ as examples.

### 4.1. Submatrices $A_{i}$

From Equation (33), each $A_{i}$ consists of the eigenvalues $\lambda_{i}^{(k, l)}$ of $\Gamma_{(k, l)}^{(4)}$. Since $\lambda_{i}^{(k, l)}$ is a weighted sum of the inner products $\left\langle\beta_{k} \mid \beta_{l}\right\rangle,\left\langle\beta_{k} \mid \mathbf{i} \beta_{l}\right\rangle,\left\langle\beta_{k} \mid-\beta_{l}\right\rangle$, and $\left\langle\beta_{k} \mid-\mathbf{i} \beta_{l}\right\rangle$, it is convenient to describe the forms of the inner product for coherent states by using Equation (20):

$$
\langle\alpha \mid \pm \beta\rangle=e^{ \pm \alpha^{*} \beta} e^{-\frac{|\alpha|^{2}}{2}-\frac{|\beta|^{2}}{2}}, \quad\langle\alpha \mid \pm \mathbf{i} \beta\rangle=e^{ \pm \mathbf{i} \alpha^{*} \beta} e^{-\frac{|\alpha|^{2}}{2}-\frac{|\beta|^{2}}{2}},
$$

where we set $\alpha=\beta_{k}$ and $\beta=\beta_{l}$. Using the above forms, we have the following:

$$
\begin{align*}
\lambda_{1}^{(k, l)} & =\langle\alpha \mid \beta\rangle+\langle\alpha \mid \mathbf{i} \beta\rangle+\langle\alpha \mid-\beta\rangle+\langle\alpha \mid-\mathbf{i} \beta\rangle \\
& =\left(e^{\alpha^{*} \beta}+e^{\mathbf{i} \alpha^{*} \beta}+e^{-\alpha^{*} \beta}+e^{-\mathbf{i} \alpha^{*} \beta}\right) e^{-\frac{|\alpha|^{2}}{2}-\frac{|\beta|^{2}}{2}}  \tag{41}\\
& =2\left\{\cosh \left(\alpha^{*} \beta\right)+\cos \left(\alpha^{*} \beta\right)\right\} e^{-\frac{|\alpha|^{2}}{2}-\frac{|\beta|^{2}}{2}}, \\
\lambda_{2}^{(k, l)} & =\langle\alpha \mid \beta\rangle-\langle\alpha \mid \mathbf{i} \beta\rangle+\langle\alpha \mid-\beta\rangle-\langle\alpha \mid-\mathbf{i} \beta\rangle \\
& =2\left\{\cosh \left(\alpha^{*} \beta\right)-\cos \left(\alpha^{*} \beta\right)\right\} e^{-\frac{|\alpha|^{2}}{2}-\frac{|\beta|^{2}}{2},}  \tag{42}\\
\lambda_{3}^{(k, l)} & =\langle\alpha \mid \beta\rangle+\mathbf{i}\langle\alpha \mid \mathbf{i} \beta\rangle-\langle\alpha \mid-\beta\rangle-\mathbf{i}\langle\alpha \mid-\mathbf{i} \beta\rangle \\
& =2\left\{\sinh \left(\alpha^{*} \beta\right)-\sin \left(\alpha^{*} \beta\right)\right\} e^{-\frac{|\alpha|^{2}}{2}-\frac{|\beta|^{2}}{2}},  \tag{43}\\
\lambda_{4}^{(k, l)} & =\langle\alpha \mid \beta\rangle-\mathbf{i}\langle\alpha \mid \mathbf{i} \beta\rangle-\langle\alpha \mid-\beta\rangle+\mathbf{i}\langle\alpha \mid-\mathbf{i} \beta\rangle \\
& =2\left\{\sinh \left(\alpha^{*} \beta\right)+\sin \left(\alpha^{*} \beta\right)\right\} e^{-\frac{|\alpha|^{2}}{2}-\frac{|\beta|^{2}}{2}}, \tag{44}
\end{align*}
$$

where we write the following.

$$
\begin{aligned}
& \frac{e^{x}+e^{-x}}{2}=\cosh (x), \quad \frac{e^{\mathrm{i} x}+e^{-\mathrm{i} x}}{2}=\cos (x) \\
& \frac{e^{x}-e^{-x}}{2}=\sinh (x), \quad \frac{e^{\mathrm{i} x}-e^{-\mathbf{i} x}}{2 \mathbf{i}}=\sin (x)
\end{aligned}
$$

From Equations (41)-(44), we obtain for the case of $m=2$ :

$$
\begin{align*}
& A_{1}=\left[\begin{array}{ll}
\cosh \left(\left|\beta_{1}\right|^{2}\right)+\cos \left(\left|\beta_{1}\right|^{2}\right) & \cosh \left(\beta_{1}^{*} \beta_{2}\right)+\cos \left(\beta_{1}^{*} \beta_{2}\right) \\
\cosh \left(\beta_{2}^{*} \beta_{1}\right)+\cos \left(\beta_{2}^{*} \beta_{1}\right) & \cosh \left(\left|\beta_{2}\right|^{2}\right)+\cos \left(\left|\beta_{2}\right|^{2}\right)
\end{array}\right] \circ(2 X),  \tag{45}\\
& A_{2}=\left[\begin{array}{ll}
\cosh \left(\left|\beta_{1}\right|^{2}\right)-\cos \left(\left|\beta_{1}\right|^{2}\right) & \cosh \left(\beta_{1}^{*} \beta_{2}\right)-\cos \left(\beta_{1}^{*} \beta_{2}\right) \\
\cosh \left(\beta_{2}^{*} \beta_{1}\right)-\cos \left(\beta_{2}^{*} \beta_{1}\right) & \cosh \left(\left|\beta_{2}\right|^{2}\right)-\cos \left(\left|\beta_{2}\right|^{2}\right)
\end{array}\right] \circ(2 X),  \tag{46}\\
& A_{3}=\left[\begin{array}{ll}
\sinh \left(\left|\beta_{1}\right|^{2}\right)-\sin \left(\left|\beta_{1}\right|^{2}\right) & \sinh \left(\beta_{1}^{*} \beta_{2}\right)-\sin \left(\beta_{1}^{*} \beta_{2}\right) \\
\sinh \left(\beta_{2}^{*} \beta_{1}\right)-\sin \left(\beta_{2}^{*} \beta_{1}\right) & \sinh \left(\left|\beta_{2}\right|^{2}\right)-\sin \left(\left|\beta_{2}\right|^{2}\right)
\end{array}\right] \circ(2 X),  \tag{47}\\
& A_{4}=\left[\begin{array}{ll}
\sinh \left(\left|\beta_{1}\right|^{2}\right)+\sin \left(\left|\beta_{1}\right|^{2}\right) & \sinh \left(\beta_{1}^{*} \beta_{2}\right)+\sin \left(\beta_{1}^{*} \beta_{2}\right) \\
\sinh \left(\beta_{2}^{*} \beta_{1}\right)+\sin \left(\beta_{2}^{*} \beta_{1}\right) & \sinh \left(\left|\beta_{2}\right|^{2}\right)+\sin \left(\left|\beta_{2}\right|^{2}\right)
\end{array}\right] \circ(2 X), \tag{48}
\end{align*}
$$

where $\circ$ denotes the Hadamard product, and the following is the case.

$$
X=\left[\begin{array}{cc}
e^{-\left|\beta_{1}\right|^{2}} & e^{-\frac{\left|\beta_{1}\right|^{2}}{2}-\frac{\left|\beta_{2}\right|^{2}}{2}}  \tag{49}\\
e^{-\frac{\left|\beta_{1}\right|^{2}}{2}-\frac{\left|\beta_{2}\right|^{2}}{2}} & e^{-\left|\beta_{2}\right|^{2}}
\end{array}\right]
$$

The remaining task is to calculate the eigenvalues and eigenvectors of the $2 \times 2$ matrices $A_{1} \sim A_{4}$. Although it is possible to calculate eigenvalues and eigenvectors of a $2 \times 2$ matrix, the general form may be slightly complicated. In the following, we consider simple two cases.

### 4.2. Case of $\left|\beta_{1}\right|=\left|\beta_{2}\right|=\gamma$

This case corresponds to phase-mismatching PSK signals. The signals are similar to the double quantum BPSK with a misalignment or a systematic bias error in the angle defining one of the two constellations [20]. Note that the number of signals is different. In this case, from the following:

$$
X=\left[\begin{array}{ll}
e^{-\gamma^{2}} & e^{-\gamma^{2}} \\
e^{-\gamma^{2}} & e^{-\gamma^{2}}
\end{array}\right]
$$

" $\circ(2 X)$ " in Equations (45)-(48) becomes simply a scalar product " $\times\left(2 e^{-\gamma^{2}}\right)$ ". Therefore, each $A_{i}$ has the following form:

$$
\left[\begin{array}{cc}
a & b \\
b^{*} & a
\end{array}\right]
$$

where $a$ is a real number and $b$ is a complex number. The eigenvalues and the corresponding orthonormal eigenvectors of the above form are the following:

$$
a \pm|b|, \quad \frac{1}{\sqrt{2}}\left[\begin{array}{c}
1  \tag{50}\\
\pm e^{-\mathbf{i} \mu}
\end{array}\right]
$$

where $\mu=\arg (b)$. Therefore, the eigenvalues of $A_{i}$ are as follows:

$$
\begin{align*}
& a_{1}^{(1)}=2 e^{-\gamma^{2}}\left\{\cosh \left(\gamma^{2}\right)+\cos \left(\gamma^{2}\right)+|\cosh (\delta)+\cos (\delta)|\right\},  \tag{51}\\
& a_{2}^{(1)}=2 e^{-\gamma^{2}}\left\{\cosh \left(\gamma^{2}\right)+\cos \left(\gamma^{2}\right)-|\cosh (\delta)+\cos (\delta)|\right\},  \tag{52}\\
& a_{1}^{(2)}=2 e^{-\gamma^{2}}\left\{\cosh \left(\gamma^{2}\right)-\cos \left(\gamma^{2}\right)+|\cosh (\delta)-\cos (\delta)|\right\},  \tag{53}\\
& a_{2}^{(2)}=2 e^{-\gamma^{2}}\left\{\cosh \left(\gamma^{2}\right)-\cos \left(\gamma^{2}\right)-|\cosh (\delta)-\cos (\delta)|\right\},  \tag{54}\\
& a_{1}^{(3)}=2 e^{-\gamma^{2}}\left\{\sinh \left(\gamma^{2}\right)-\sin \left(\gamma^{2}\right)+|\sinh (\delta)-\sin (\delta)|\right\},  \tag{55}\\
& a_{2}^{(3)}=2 e^{-\gamma^{2}}\left\{\sinh \left(\gamma^{2}\right)-\sin \left(\gamma^{2}\right)-|\sinh (\delta)-\sin (\delta)|\right\},  \tag{56}\\
& a_{1}^{(4)}=2 e^{-\gamma^{2}}\left\{\sinh \left(\gamma^{2}\right)+\sin \left(\gamma^{2}\right)+|\sinh (\delta)+\sin (\delta)|\right\},  \tag{57}\\
& a_{2}^{(4)}=2 e^{-\gamma^{2}}\left\{\sinh \left(\gamma^{2}\right)+\sin \left(\gamma^{2}\right)-|\sinh (\delta)+\sin (\delta)|\right\}, \tag{58}
\end{align*}
$$

where we set $\beta_{1}=\gamma e^{\nu_{1}}, \beta_{2}=\gamma e^{\nu_{2}}, \beta_{1}^{*} \beta_{2}=\gamma^{2} e^{\mathbf{i}\left(v_{2}-v_{1}\right)}=\delta$.
The eigenvectors of $A_{i}$ are as follows:

$$
a_{1}^{(i)}=\frac{1}{\sqrt{2}}\left[\begin{array}{c}
1  \tag{59}\\
e^{-\mathbf{i} \mu_{i}}
\end{array}\right], \quad a_{2}^{(i)}=\frac{1}{\sqrt{2}}\left[\begin{array}{c}
1 \\
-e^{-\mathbf{i} \mu_{i}}
\end{array}\right], \quad(i=1,2,3,4)
$$

where the following is the case.

$$
\begin{array}{ll}
\mu_{1}=\arg (\cosh (\delta)+\cos (\delta)), & \mu_{2}=\arg (\cosh (\delta)-\cos (\delta)), \\
\mu_{3}=\arg (\sinh (\delta)-\sin (\delta)), & \mu_{4}=\arg (\sinh (\delta)+\sin (\delta)) .
\end{array}
$$

### 4.3. Case of $\arg \left(\beta_{1}\right)=\arg \left(\beta_{2}\right)=v$

The signals in this case are similar to the four-pulse amplitude modulation (PAM) [20]. Note that the number of signals is eight in this case, but four for the 4-PAM. In this case, the form of $A_{i}$ is as follows:

$$
\left[\begin{array}{ll}
a & b  \tag{60}\\
b & c
\end{array}\right]
$$

where $a, b$, and $c$ are real numbers. The eigenvalues of the matrix with this form are as follows:

$$
\begin{equation*}
\frac{1}{2}\left(a+c \pm \sqrt{(a-c)^{2}+4 b^{2}}\right) \tag{61}
\end{equation*}
$$

and the corresponding orthogonal eigenvectors are the following.

$$
\left[\begin{array}{c}
a-c \pm \sqrt{(a-c)^{2}+4 b^{2}}  \tag{62}\\
2 b
\end{array}\right]
$$

We obtain the orthonormal eigenvectors by normalizing them. Using the above equations, we can obtain the explicit forms of $a_{1}^{(1)} \sim a_{2}^{(4)}$ and $a_{1}^{(1)} \sim a_{2}^{(4)}$ as the same manner in Section 4.2.

## 5. Numerical Experiments

Here, we provide numerical experiments as examples of application for the results in Section 3. We consider 16QAM signals (the case of $m=4$ ) in this section. Set $\beta_{1}=(1+\mathbf{i}) \alpha$,
$\beta_{2}=(3+\mathbf{i}) \alpha, \beta_{3}=(3+3 \mathbf{i}) \alpha, \beta_{4}=(1+3 \mathbf{i}) \alpha$. The average number of photons of 16QAM coherent-state signals is as follows:

$$
\frac{1}{4}\left(|(1+\mathbf{i}) \alpha|^{2}+|(3+\mathbf{i}) \alpha|^{2}+|(3+3 \mathbf{i}) \alpha|^{2}+|(1+3 \mathbf{i}) \alpha|^{2}\right)=10|\alpha|^{2}
$$

and it is proportional to $|\alpha|^{2}$. Hence, in the following, we show numerical results of some quantities with respect to $|\alpha|^{2}$.

### 5.1. Von Neumann Entropy

First, we consider the von Neumann entropy, which is calculated by using eigenvalues of the Gram matrix. Since the Holevo capacity is the maximization of the von Neumann entropy with respect to a priori probabilities, the von Neumann entropy is a lower bound on the capacity. Let $\hat{\rho}$ be the density operator of 16QAM signals. Then, the von Neumann entropy (9) is calculated by the eigenvalues of $\hat{\rho}$ as follows.

$$
\chi=-\sum_{j=1}^{16} \lambda_{j} \log _{2} \lambda_{j}
$$

Each $\lambda_{j}$ is equal to an eigenvalue of $\frac{1}{16} \Gamma$ from Equation (13). According to the results in Section 3, the following is the case:

$$
\begin{aligned}
\chi & =-\sum_{i=1}^{4} \sum_{j=1}^{4}\left(\frac{1}{16} a_{j}^{(i)}\right) \log _{2}\left(\frac{1}{16} a_{j}^{(i)}\right)=-\frac{1}{16} \sum_{i=1}^{4} \sum_{j=1}^{4} a_{j}^{(i)}\left(\log _{2} a_{j}^{(i)}-\log _{2} 16\right) \\
& =4-\frac{1}{16} \sum_{i=1}^{4} \sum_{j=1}^{4} a_{j}^{(i)} \log _{2} a_{j}^{(i)}
\end{aligned}
$$

where $a_{j}^{(i)}$ are eigenvalues of the matrices $A_{i}$ described in Section 3, and we numerically calculate $a_{j}^{(i)}$. Note that we only need numerical calculation of eigenvalues for smaller matrices $A_{i}$ than the original Gram matrix $\Gamma$.

Figure 2 shows the von Neumann entropy of 16QAM signals with respect to $|\alpha|^{2}$. The blue line is drawn by using the results in Section 3, while the red dots are plotted by using direct calculation of eigenvalues for the Gram matrix. From Figure 2, we can confirm that both results are identical.


Figure 2. von Neumann entropy of 16QAM signals with respect to $|\alpha|^{2}$. The blue line is drawn by using the results in Section 3, while the red dots are plotted by using direct calculation of eigenvalues for the Gram matrix.

### 5.2. Error Probability

Now, we consider the error probability by using the SRM. To compute the error probability, both eigenvalues and eigenvectors of the Gram matrix are needed. As explained in Section 2, the error probability is as follows.

$$
P_{\mathrm{e}}=1-\frac{1}{16} \sum_{i=1}^{16} P(i \mid i)=1-\frac{1}{16} \sum_{i=1}^{16}\left|\left(\Gamma^{\frac{1}{2}}\right)_{i, i}\right|^{2}
$$

From Equation (40), we have the following.

$$
\Gamma^{\frac{1}{2}}=\sum_{i=1}^{4} \sum_{j=1}^{4} \sqrt{a_{j}^{(i)}} \boldsymbol{a}_{j}^{(i)} \boldsymbol{a}_{j}^{(i)^{\mathrm{H}}} \otimes \boldsymbol{\lambda}_{i} \boldsymbol{\lambda}_{i}^{\mathrm{H}}
$$

Then, numerically calculating the eigenvalues $a_{j}^{(i)}$ and the eigenvectors $a_{j}^{(i)}$ for matrices $A_{i}$, and substituting them into the above equation, we obtain the error probability.

Figure 3 shows the error probability of 16QAM signals with respect to $|\alpha|^{2}$. The blue line and the red dots have the same meaning as in Figure 2. From Figure 3, we can confirm that both results are identical.


Figure 3. Error probability of 16QAM signals with respect to $|\alpha|^{2}$. The blue line is drawn by using the results in Section 3, while the red dots are plotted by using direct calculation of the matrix square-root for the Gram matrix.

## 6. Conclusions

In this paper, we have described the simplification of the Gram matrix eigenvalue problem for QAM coherent-state signals and shown that the scale of the computation can be reduced. As explained in Section 2, by solving the eigenvalue problem of the Gram matrix, it is possible to calculate quantities such as the error probability, mutual information, Holevo capacity, and the upper and lower bounds of the reliability function, which are important for evaluating the performance of quantum communication, quantum radar, and the security of quantum cryptography. The QAM signals treated in this study are very versatile, being applicable not only to ordinary QAM signals but also to any signals generated by rotation in the first quadrant of the phase plane. The quantum state used is typically but not necessarily the coherent state. In fact, the QAM signals defined in this paper belong to the class of the multiple constellations of GUS [20] and CGU states [41]. Therefore, the results in the literature are also applicable to QAM signals. Moreover, some results in Ref. [20] are closely related to the results in this paper, as explained in Section 3.6.

The most significant challenge for the future is the further simplification of the eigenvalue problem of the Gram matrix. For this purpose, the regularity of the signal constellation in the first quadrant of the phase plane should be taken into account. Therefore, carefully determining the order of signals in the first quadrant is important, even if they are
the same signals. Another challenge is to apply the methods of this study to actual problems, whereas we have shown simple examples for 16QAM. For this purpose, the combined use of numerical algorithms (e.g., [42]) for the matrix calculations should be considered.
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## Abbreviations

The following abbreviations are used in this manuscript:
SRM Square-root measurement;
PSK Phase shift keying;
ASK Amplitude shift keying;
QAM Quadrature amplitude modulation;
AMPM Amplitude-modulated phase-modulated;
POVM Positive operator-valued measure.
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## 1. Introduction

Entanglement [1] is an important phenomenon for quantum protocols. Entanglement is a nonlocal correlation that works with multiple quantum systems. This correlation can be maintained regardless of the distance between these multiple quantum systems. The quantum cryptographic protocol called E91 [2], quantum superdense coding [3], and quantum teleportation [4], which were all proposed in the 1990s, are well known as quantum communication protocols that apply entanglement. In addition, quantum illumination [5] and quantum reading [6], which are quantum metrology protocols based on entanglement and were proposed around 2010, have also been attracting increasing attention in recent years.

Many of the quantum communication protocols described above that use entanglement belong to the class of symmetric communication systems. Symmetric communication systems have the same transmission capability, regardless of the direction of communication. In contrast, asymmetric communication systems have different transmission capabilities that depend on the direction of communication (e.g., $[7,8]$ ). The differences in transmission capability in this case are caused by the differences between the physical resources that can be used on the two sides of the communication process. However, as far as we know, there are no asymmetric communication systems which essentially utilize quantum mechanical phenomena such as entanglement. With this in mind, we define the following: asymmetric systems using quantum and classical communication protocols are called asymmetric quantum communication (AQC) systems and asymmetric classical communication (ACC) systems, respectively. In this paper, we consider the quantum communication protocols with entanglement. Typical examples of ACC systems include terrestrial-to-satellite communications, communication between a mobile device and a cellular base station, and communication between an Internet of Things (IoT) device and an IoT base station. For example, in an IoT-based ACC system, there is a major difference
between the transmission capabilities of a small battery-driven IoT device-where the battery is replaced once every few years and the microprocessor unit can only perform simple calculation processes-and that of a base station with an abundant power supply and high processing capacity. In this work, the side with the low transmission capability, e.g., satellites, mobile phones, and IoT devices, is called Alice, and the side with the high transmission capability, e.g., ground base stations, mobile phone base stations, and IoT base stations, is called Bob. Taking an IoT-based ACC system as an example, the usage scenario of that is considered as a simple model in this paper follows: (1) Bob (the IoT base station) tells Alice (the IoT device) whether to sense the physical environment; (2) if yes, Alice senses the physical environment and transmits the corresponding data to Bob. In general, information leakage is prone to occur in the channel of (2), and the system must perform some communication protocols, such as lightweight cryptography. One of the security problems for the asymmetric communication system can be described as follows: the low processing capacity struggles to always provide a high security level for the data transmitted from such an IoT device, because the frequency of upgrading the device may be low and the development of code breaking technique is fast. We aimed to develop a new AQC system to improve the reliability and security of communications from Alice to Bob, and also to reduce Alice's energy costs by introducing entanglement into the asymmetric communication system. This paper represents the first step in this research.

To develop the required AQC system, it will be necessary to clarify the effects of deterioration of the quantum effects in the various channels with respect to the entangled state. Reference [9] dealt with the quantum channel discrimination problem using beam splitters with reflectivities of $R_{0}$ and $R_{1}\left(0 \leq R_{0}<R_{1} \leq 1\right)$. In this channel model, a quantum state source (i.e., a light source) produces an entangled state, and these two modes are labeled S (signal mode: mode S) and A (ancilla mode: mode A). Light corresponding to mode S is directed toward one beam splitter with a reflectivity of either $R_{0}$ or $R_{1}$; the subsequently reflected light is then collected using a detector. The other beam, which corresponds to mode A, is sent to the detector directly. The detector then distinguishes the two channels that correspond to $R_{0}$ and $R_{1}$ by performing optimum quantum measurements (i.e., joint measurements) of the two light beams. In reference [9], the Einstein-Podolsky-Rosen (EPR) state, which consists of the $m$-fold tensor product of the two-mode squeezed vacuum state (TSVS) [10], was used as the light source, and the performance with regard to the error probability when using the EPR state was evaluated using its upper bound, which is defined by the Chernoff bound [11], and the lower bound, which is defined by the fidelity. As a result, it was found that the lower bound on the error probability when using the EPR state may almost reach the universal lower bound. In fact, if we consider that the communication system is used in such a manner that Alice operates the two beam splitters to transmit binary information to Bob based on differences in reflectivity (i.e., the differences in the amplitudes of the reflected light beams when subjected to different energy attenuation levels), the model in reference [9] would be an amplitude shift keying (ASK)-type AQC system. Therefore, it can be said that the work in this paper uses the same model for a different purpose to that of reference [9].

When considering aspects of the communication performance, it is necessary to perform instantaneous performance evaluations, but not using the Chernoff bound that corresponds to the case in which $m$-shot optical pulses are applied; instead, the error probability when a one-shot optical pulse is used here. In this case, the TSVS, i.e., the EPR state when $m=1$, is considered, rather than the EPR state. In addition, there is a quasi-Bell state [12] that is constructed using nonorthogonal quantum states such as coherent states, but it becomes the maximum entangled state (maximum quasi-Bell state). It has been shown that the attenuation resistance of this state is strong, depending on application protocols, and it has been studied actively (e.g., [13,14]) since the publication of reference [12]. In addition, study of the application of a quasi-Bell state that is not the maximum entangled state (i.e., a non-maximum quasi-Bell state) has advanced, and it has been reported that the non-maximum quasi-Bell state is superior to the maximum quasi-Bell state for use in certain protocols, such as quantum teleportation [15]. In particular, it was recently clarified
that the quasi-Bell state is superior to both the TSVS and conventional laser radar in terms of its performance for quantum illumination with attenuation (i.e., the model used in this paper with $R_{0}=0$ ) [16-19].

Based on the discussion above, we aim to clarify Bob's communication performance based on the error probability criterion as a first step toward development of an ASK-type AQC system (hereinafter referred to simply as the AQC system). Specifically, by using the Schrödinger picture to describe the time evolution of both the quasi-Bell state and the TSVS, we evaluate and compare the error probabilities that occur when using these states, and thus consider the basic characteristics, i.e., the error performance, of the AQC system. We also compare these results with the error probability characteristics of an ACC system which was constructed using a coherent state source and an optimum classical measurement approach, along with the universal lower bound on the error probability when the use of any multimode quantum state is allowed. As the main results of this analysis, we derive an analytical expression for the error probability of the AQC system when using the quasi-Bell state. Then, by investigating the numerical characteristics of the system using this analytical expression with various reflectivities and the average number of photons, we demonstrate that the AQC system using the quasi-Bell state is not only always superior to the ACC system, but also is asymptotically superior to the same AQC system using the TSVS. Additionally, in contrast to reference [9], which shows that using the EPR state asymptotically outperforms using the coherent state, this paper shows that the ACC system asymptotically outperforms the AQC system when using the TSVS. Finally, we show that the AQC system using the quasi-Bell state may almost reach the universal lower bound on the error probability, unlike the AQC system using the TSVS.

The rest of this paper is organized as follows. Section 2 describes the TSVS, the quasiBell state, and the ACC system. Section 3 describes the model of the AQC system when using the entangled states, and also provides a description of Bob's received quantum states in the AQC system. Section 4 presents an analytical expression for the error probability of the AQC system when using the quasi-Bell state. In Section 5, by using the analytical expression obtained in Section 4, the system error performance is given and is compared numerically with the error probabilities of both the ACC system and the AQC system when using the TSVS and the universal lower bound on the error probability.

## 2. Basic Theory

### 2.1. Quantum State

The state of a quantum system (i.e., the quantum state $\rho$ ) is expressed using a density operator. This density operator is a nonnegative Hermitian operator on Hilbert space and satisfies

$$
\begin{equation*}
\rho \geq 0, \operatorname{Tr} \rho=1 \tag{1}
\end{equation*}
$$

Originally, $\rho$ was called the density operator of the quantum state, but it has become customary for $\rho$ also to be called a quantum state.

### 2.2. Photon Number State

The most typical quantum state of light is the photon number state $|n\rangle$, which represents a state in which the number of photons is $n$, and it forms the following orthonormal basis:

$$
\begin{equation*}
\sum_{n=0}^{\infty}|n\rangle\langle n|=\mathbb{I},\langle n \mid m\rangle=\delta_{m n}, \tag{2}
\end{equation*}
$$

where $\mathbb{I}$ is the identity operator on Hilbert space, and $\delta_{m n}$ is the Kronecker delta.

### 2.3. Coherent State

This paper considers a quasi-Bell state that has been constructed using coherent states that are nonorthogonal quantum states. The coherent state is known as the most
fundamental quantum state of light, and this state is very important because it can be realized approximately using laser light. The coherent state is expressed as

$$
\begin{equation*}
|\alpha\rangle=\sum_{n=0}^{\infty} \frac{\alpha^{n}}{\sqrt{n!}} \mathrm{e}^{-\frac{1}{2}|\alpha|^{2}}|n\rangle \tag{3}
\end{equation*}
$$

where $\alpha$ is the complex amplitude of the coherent state, and the average number of photons of the state is $\langle n\rangle_{\text {Coh }}=|\alpha|^{2}$.

The inner product of the two coherent states corresponding to the amplitudes $\alpha$ and $\beta$ is

$$
\begin{equation*}
\langle\alpha \mid \beta\rangle=\mathrm{e}^{\alpha^{*} \beta-\frac{|\alpha|^{2}}{2}-\frac{|\beta|^{2}}{2}} . \tag{4}
\end{equation*}
$$

If both $\alpha$ and $\beta$ are real numbers, then the value of $\langle\alpha \mid \beta\rangle$ is also a real number. In addition, the coherent state that is reflected from a beam splitter with reflectivity $R$ is subjected to energy attenuation, causing it to become another coherent state, represented by $|\sqrt{R} \alpha\rangle$.

### 2.4. Quasi-Bell State

The quasi-Bell state [12] is an entangled state that is constructed using nonorthogonal quantum states but has maximum entanglement. The two modes of the quasi-Bell state can be labeled S and A. In this paper, we use two coherent states as the nonorthogonal quantum states, where the coherent states with amplitudes $\alpha$ and $\beta$ are denoted by $|\alpha\rangle$ and $|\beta\rangle$. The quasi-Bell states are represented as the quantum states of the composite system SA as follows:

$$
\begin{align*}
\left|\Psi_{1}\right\rangle_{\mathrm{SA}} & =h_{1}\left(|\alpha\rangle_{\mathrm{S}}|\beta\rangle_{\mathrm{A}}+|-\alpha\rangle_{\mathrm{S}}|-\beta\rangle_{\mathrm{A}}\right)  \tag{5}\\
\left|\Psi_{2}\right\rangle_{\mathrm{SA}} & =h_{2}\left(|\alpha\rangle_{\mathrm{S}}|\beta\rangle_{\mathrm{A}}-|-\alpha\rangle_{\mathrm{S}}|-\beta\rangle_{\mathrm{A}}\right),  \tag{6}\\
\left|\Psi_{3}\right\rangle_{\mathrm{SA}} & =h_{3}\left(|\alpha\rangle_{\mathrm{S}}|-\beta\rangle_{\mathrm{A}}+|-\alpha\rangle_{\mathrm{S}}|\beta\rangle_{\mathrm{A}}\right),  \tag{7}\\
\left|\Psi_{4}\right\rangle_{\mathrm{SA}} & =h_{4}\left(|\alpha\rangle_{\mathrm{S}}|-\beta\rangle_{\mathrm{A}}-|-\alpha\rangle_{\mathrm{S}}|\beta\rangle_{\mathrm{A}}\right), \tag{8}
\end{align*}
$$

where

$$
\begin{align*}
& h_{1}=h_{3}=\frac{1}{\sqrt{2\left(1+\kappa_{\mathrm{S}} \kappa_{\mathrm{A}}\right)}}  \tag{9}\\
& h_{2}=h_{4}=\frac{1}{\sqrt{2\left(1-\kappa_{\mathrm{S}} \kappa_{\mathrm{A}}\right)}}  \tag{10}\\
& \kappa_{\mathrm{S}}=\langle\alpha \mid-\alpha\rangle=\langle-\alpha \mid \alpha\rangle=\mathrm{e}^{-2|\alpha|^{2}}  \tag{11}\\
& \kappa_{\mathrm{A}}=\langle\beta \mid-\beta\rangle=\langle-\beta \mid \beta\rangle=\mathrm{e}^{-2|\beta|^{2}} \tag{12}
\end{align*}
$$

and $\alpha$ and $\beta$ are nonnegative real numbers.
$\left|\Psi_{2}\right\rangle_{\text {SA }}$ has the maximum entanglement, and the amount of entanglement is 1 ebit when $\alpha=\beta$. Therefore, we treat $\left|\Psi_{2}\right\rangle_{\text {SA }}$ with $\alpha=\beta$ as the maximum quasi-Bell state in this paper. The average number of photons in mode $S$ is $\langle n\rangle_{\text {Max }}=|\alpha|^{2} \operatorname{coth}\left(2|\alpha|^{2}\right)$, and the minimum average number of photons is 0.5 because $\langle n\rangle_{\text {Max }} \rightarrow 0.5$ when $\alpha \rightarrow 0$. Additionally, we treat $\left|\Psi_{1}\right\rangle_{\text {SA }}$ with $\alpha=\beta$ as the non-maximum quasi-Bell state in this paper. Note that the amount of entanglement in this case is smaller than 1 ebit. The average number of photons in mode $S$ is $\langle n\rangle_{\text {NonMax }}=|\alpha|^{2} \tanh \left(2|\alpha|^{2}\right)$, and the minimum average number of photons is 0 because $\langle n\rangle_{\text {NonMax }} \rightarrow 0$ when $\alpha \rightarrow 0$.

### 2.5. TSVS

In reference [9], an $m$-fold tensor product of the following TSVS was used as an EPR state:

$$
\begin{equation*}
|\psi\rangle_{\mathrm{SA}}=\sum_{n=0}^{\infty} \sqrt{\frac{N_{\mathrm{S}}^{n}}{\left(N_{\mathrm{S}}+1\right)^{n+1}}}|n\rangle_{\mathrm{S}}|n\rangle_{\mathrm{A}}, \tag{13}
\end{equation*}
$$

where $\langle n\rangle_{\mathrm{TSVS}}=N_{\mathrm{S}}$ represents the average number of photons in mode S . In this paper, we set $m=1$ and analyze the TSVS.

The TSVS is one of the most important entangled states and has been discussed in numerous studies as a basic quantum state in both quantum illumination [20] and quantum reading [6] protocols. In particular, the amount of entanglement of the TSVS, which is given by

$$
\begin{equation*}
E_{\mathrm{TSVS}}=\left(N_{\mathrm{S}}+1\right) \log _{2}\left(N_{\mathrm{S}}+1\right)-N_{\mathrm{S}} \log _{2} N_{\mathrm{S}} \tag{14}
\end{equation*}
$$

can exceed 1 ebit. A larger average number of photons causes a greater amount of entanglement because $\lim _{N_{S} \rightarrow \infty} E_{\mathrm{TSVS}}=\infty$.

### 2.6. Asymmetric Classical Communication

In this paper, we also compare the proposed system with an ACC system that has no mode A-mode A can be considered to be the vacuum state $|0\rangle_{\mathrm{A}}$ in an AQC system without entanglement. Here, the coherent state $|\alpha\rangle$ is prepared by Bob as the light source and is directed toward one of the two beam splitters operated by Alice. By switching the two beam splitters with their reflectivities of $R_{0}$ and $R_{1}\left(R_{0}<R_{1}\right)$, Alice encodes binary information using the different reflectivities. The reflected light collected by Bob thus becomes the binary coherent state signal $\left\{\left|\sqrt{R_{0}} \alpha\right\rangle,\left|\sqrt{R_{1}} \alpha\right\rangle\right\}$, and this can be considered to be an ASK modulation scheme. Assuming that the binary signal has equal a priori probabilities and that the measurement in Bob's detector, which we call an optimum classical receiver, is a homodyne measurement, the error probability for Bob is then given as follows:

$$
\begin{equation*}
P_{\mathrm{e}}^{(\text {Hom })}=\frac{1}{2}\left\{1+\operatorname{erf}\left(\frac{\sqrt{R_{0}|\alpha|^{2}}-\sqrt{R_{1}|\alpha|^{2}}}{\sqrt{2}}\right)\right\} . \tag{15}
\end{equation*}
$$

## 3. Model of an ASK-Type AQC System

In this section, we describe the model of the AQC system that is constructed using the entangled states and the description of Bob's received quantum states in the AQC system.

A diagram of the model of the AQC system using the entangled state is shown in Figure 1. Binary information is sent from Alice to Bob. The dashed and solid arrows in the figure represent mode $S$ and mode $A$ of the entangled state, respectively. The AQC system protocol is given as follows:

## Protocol of an AQC system (Figure 1).

1. Bob (receiver) inputs the light corresponding to mode A directly into their detector.
2. Bob radiates the light corresponding to mode $S$ toward one of the two beam splitters operated by Alice (sender); Alice then switches the two beam splitters with reflectivities of $R_{0}$ and $R_{1}\left(R_{0}<R_{1}\right)$ to encode the binary information.
3. The subsequently reflected light with reflectivity of either $R_{0}$ or $R_{1}$ is then collected by Bob's detector.
4. Bob decodes the binary information received at their detector by performing an optimum quantum measurement, i.e., a joint measurement of both light beams.


Figure 1. Protocol of an amplitude shift keying-type asymmetric quantum communication system.
In this paper, we use the same model for a different purpose than that of reference [9], and therefore must first clarify the differences in this case when compared with the basic characteristics presented in [9]. We focus on investigation of Bob's error performance as the basic characteristic of the ASK-type AQC system. In addition, the AQC system is characterized as an "ASK-type" system because Alice encodes information using different reflectivities, i.e., the differences in the amplitude of the reflected light corresponding to mode S .

### 3.1. Description of Received Quantum State

In this section, we describe the received quantum state corresponding to each entangled state. However, based on consideration of the prospect of the discussion, we analyze the quasi-Bell state using a Stinespring representation, and analyze the TSVS using a Kraus representation. Note that the light that corresponds to mode A is assumed to pass through an ideal channel because it is propagating inside Bob.

### 3.1.1. Quasi-Bell State with Stinespring Representation

When a Stinespring representation is used, the loss incurred by an attenuated channel can be expressed using the interaction with the vacuum field as an environment mode E. In other words, the unitary evolution of the composite system SE can be described by applying the unitary operator $\mathbb{U}_{\mathrm{SE}}^{(\eta)}$ to the SE , where the results represent the interaction between modes S and E :

$$
\begin{align*}
\mathbb{U}_{\mathrm{SE}}^{(\eta)}|\alpha\rangle_{\mathrm{S}}|0\rangle_{\mathrm{E}} & =|\sqrt{\eta} \alpha\rangle_{\mathrm{S}}|\sqrt{1-\eta} \alpha\rangle_{\mathrm{E}}  \tag{16}\\
\mathbb{U}_{\mathrm{SE}}^{(\eta)}|-\alpha\rangle_{\mathrm{S}}|0\rangle_{\mathrm{E}} & =|-\sqrt{\eta} \alpha\rangle_{\mathrm{S}}|-\sqrt{1-\eta} \alpha\rangle_{\mathrm{E}} \tag{17}
\end{align*}
$$

where $\eta$ is the energy transmissivity. The reduced state of the composite system SAE on SA, i.e., the received quantum state, can be acquired by performing a partial trace over mode E , because only the composite system SA is actually measured by the detector.

For the case where $\mathbf{b} \in\{0,1\}$, we now consider the received quantum states $\Psi_{\mathrm{SA}}^{(\mathrm{b})}$ when the binary information that was recorded using the reflectivities $R_{\mathrm{b}}$ is denoted by " 0 " and " 1 ". Suppose that the transmitted quantum state at the light source is the maximum quasi-Bell state. Then, the received quantum state $\Psi_{\text {SA }}^{(\mathrm{b})}$ can be represented by

$$
\begin{equation*}
\Psi_{\mathrm{SA}}^{(\mathrm{b})}=\operatorname{Tr}_{\mathrm{E}}\left\{\left(\mathbb{U}_{\mathrm{SE}}^{\left(R_{\mathrm{b}}\right)} \otimes \mathbb{I}_{\mathrm{A}}\right)\left(\left|\Psi_{2}\right\rangle_{\mathrm{SA}}\left\langle\Psi_{2}\right| \otimes|0\rangle_{\mathrm{E}}\langle 0|\right)\left(\mathbb{U}_{\mathrm{SE}}^{\left(R_{\mathrm{b}}\right)} \otimes \mathbb{I}_{\mathrm{A}}\right)^{\dagger}\right\} \tag{18}
\end{equation*}
$$

The same supposition can be applied to the non-maximum quasi-Bell state.

### 3.1.2. TSVS with Kraus Representation

In the TSVS case, a Kraus representation is used to express the attenuation channel. This Kraus representation allows us to describe the relationship between the transmitted and received quantum states, and can be expressed without use of an external system, unlike the Stinespring representation. If the transmitted and received quantum states are $\rho^{(\mathrm{in})}$ and $\rho^{(\mathrm{out})}$, respectively, then the Kraus representation of the attenuation channel is given as follows:

$$
\begin{equation*}
\rho^{(\text {out })}=\sum_{k=0}^{\infty} \mathbb{E}_{k}^{(\eta)} \rho^{(\mathrm{in})} \mathbb{E}_{k}^{(\eta)^{\dagger}} \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbb{E}_{k}^{(\eta)}=\sum_{n} \sqrt{\binom{n}{k}} \sqrt{\eta^{n-k}(1-\eta)^{k}}|n-k\rangle\langle n| \tag{20}
\end{equation*}
$$

is the Kraus operator [21] for the attenuation channel with respect to the energy transmissivity $\eta$.

For the case where $\mathrm{b} \in\{0,1\}$, we now consider the received quantum states $\psi_{\mathrm{SA}}^{(\mathrm{b})}$ when the binary information recorded using the reflectivities $R_{\mathrm{b}}$ is denoted by " 0 " and " 1 ". The received quantum state $\psi_{\mathrm{SA}}^{(\mathrm{b})}$ can then be represented by

$$
\begin{equation*}
\psi_{\mathrm{SA}}^{(\mathrm{b})}=\sum_{k=0}^{\infty}\left\{\left(\mathbb{E}_{k}^{\left(R_{\mathrm{b}}\right)}\right)_{\mathrm{S}} \otimes \mathbb{I}_{\mathrm{A}}\right\}|\psi\rangle_{\mathrm{SA}}\langle\psi|\left\{\left(\mathbb{E}_{k}^{\left(R_{\mathrm{b}}\right)}\right)_{\mathrm{S}} \otimes \mathbb{I}_{\mathrm{A}}\right\}^{+} \tag{21}
\end{equation*}
$$

### 3.2. Error Probability Determined by Optimum Quantum Measurement

The error probability is an important performance evaluation index for communication systems. In this paper, it is assumed that Bob has no information about the a priori probabilities $\xi_{\mathrm{b}} \in\left\{\xi_{0}, \xi_{1}\right\}$ that correspond to the binary information $\mathrm{b} \in\{0,1\}$. If the $a$ priori probabilities of the quantum states are unknown, it is known that use of the Bayes decision criterion with equal a priori probabilities under the quantum minimax criterion is the optimum approach from quantum detection theory [22]. If we suppose that the received quantum states are $\rho_{\mathrm{SA}}^{(0)}$ and $\rho_{\mathrm{SA}}^{(1)}$, and that the corresponding a priori probabilities are equal, i.e., $\xi_{0}=\xi_{1}=1 / 2$, then the error probability given by the optimum quantum measurement [23] is

$$
\begin{equation*}
P_{\mathrm{e}}=\frac{1}{2}\left(1-\sum_{\lambda_{i}>0} \lambda_{i}\right) \tag{22}
\end{equation*}
$$

where $\left\{\lambda_{i}\right\}$ are the eigenvalues of $\rho_{\mathrm{SA}}^{(0)}-\rho_{\mathrm{SA}}^{(1)}$.

## 4. Derivation of Analytical Expression for the Error Probability of the Quasi-Bell State

In this section, we derive an analytical expression for the error probability of the AQC system when using the quasi-Bell state. As an example of the quasi-Bell state, we consider
the case where the maximum quasi-Bell state is used. To calculate the error probability of given by Equation (22), it is necessary to obtain eigenvalues for the difference between the two received quantum states $\Psi_{S A}^{(0)}-\Psi_{S A}^{(1)}$. The coherent state is represented using either an infinite dimensional vector or an infinite matrix (i.e., the density operator). The maximum quasi-Bell state used here is constructed from the coherent states, and its density operator is thus infinite. The eigenvalues of $\Psi_{S A}^{(0)}-\Psi_{S A}^{(1)}$ also take the form of an infinite matrix and are generally difficult to calculate. However, in this paper, we find that the received quantum states $\Psi_{S A}^{(0)}$ and $\Psi_{S A}^{(1)}$ can be represented by an $8 \times 8$ matrix when a special orthonormal basis is used. Additionally, by deriving the eigenvalues for the $8 \times 8$ matrix of $\Psi_{S A}^{(0)}-\Psi_{S A}^{(1)}$, we can also derive an analytical expression for the error probability of the AQC system using the quasi-Bell state.

There are four steps that must be considered in the derivation of this analytical expression. Each step is explained individually below.

### 4.1. Step 1: Representation of the Received Quantum States by an $8 \times 8$ Matrix

First, if we focus on mode A in the received quantum states $\Psi_{S A}^{(0)}$ and $\Psi_{S A}^{(1)}$, we can see that the mode is constructed using the two coherent states $\left\{| \pm \alpha\rangle_{\mathrm{A}}\right\}$. In the twodimensional subspace of a Hilbert space that is spanned by $\{| \pm \alpha\rangle\}$, the orthonormal basis $\left\{\left|\omega_{0}\right\rangle,\left|\omega_{1}\right\rangle\right\}$ used in references [24,25] is the measurement state of the square-root measurement (SRM) [26], which is often applied to the representation of the numerical vector of the quasi-Bell state and to the representation of its density operator. It is known that this approach improves the prospects of the discussion (e.g., [27]). The SRM for $\left\{| \pm \alpha\rangle_{\mathrm{A}}\right\}$ is an optimum quantum measurement that minimizes the error probability, and use of these measurement states means that $\left\{| \pm \alpha\rangle_{\mathrm{A}}\right\}$ can be expressed as:

$$
\begin{equation*}
| \pm \alpha\rangle_{\mathrm{A}}=\frac{1}{\varepsilon_{+}-\varepsilon_{-}}\left(\sqrt{\varepsilon_{ \pm}}\left|\omega_{0}\right\rangle_{\mathrm{A}}-\sqrt{\varepsilon_{\mp}}\left|\omega_{1}\right\rangle_{\mathrm{A}}\right) \tag{23}
\end{equation*}
$$

Therefore, $\left\{| \pm \alpha\rangle_{\mathrm{A}}\right\}$ can be represented by a two-dimensional vector, as follows:

$$
| \pm \alpha\rangle_{\mathrm{A}}=\frac{1}{\varepsilon_{+}-\varepsilon_{-}}\left[\begin{array}{c}
\sqrt{\varepsilon_{ \pm}}  \tag{24}\\
-\sqrt{\varepsilon_{\mp}}
\end{array}\right],
$$

where $\kappa_{\mathrm{A}}=\kappa_{\mathrm{S}}=: \kappa$ and $\varepsilon_{ \pm}$is given as follows:

$$
\begin{equation*}
\varepsilon_{ \pm}=\frac{1 \pm \sqrt{1-\kappa^{2}}}{2\left(1-\kappa^{2}\right)} \tag{25}
\end{equation*}
$$

Next, if we focus on mode A in the received quantum states $\Psi_{\mathrm{SA}}^{(0)}$ and $\Psi_{\mathrm{SA}}^{(1)}$, we can see that the mode is constructed using the following four coherent states: $\left\{\left|-\sqrt{R_{1}} \alpha\right\rangle_{\mathrm{S}},\left|-\sqrt{R_{0}} \alpha\right\rangle_{\mathrm{S}}\right.$, $\left.\left|\sqrt{R_{0}} \alpha\right\rangle_{\mathrm{S}},\left|\sqrt{R_{1}} \alpha\right\rangle_{\mathrm{S}}\right\}\left(=:\left\{\left|\alpha_{0}\right\rangle,\left|\alpha_{1}\right\rangle,\left|\alpha_{2}\right\rangle,\left|\alpha_{3}\right\rangle\right\}\right)$. In the four-dimensional subspace of a Hilbert space that is spanned by these coherent states, we also consider the measurement state of the SRM to be an orthonormal basis. The representation of a four-dimensional vector of these coherent states in the four-dimensional subspace can be obtained immediately from the square root of their Gram matrix. In general, the Gram matrix for $\left\{\left|\alpha_{0}\right\rangle,\left|\alpha_{1}\right\rangle,\left|\alpha_{2}\right\rangle,\left|\alpha_{3}\right\rangle\right\}$ is constructed as follows [28]:

$$
\left[\begin{array}{llll}
\left\langle\alpha_{0} \mid \alpha_{0}\right\rangle & \left\langle\alpha_{0} \mid \alpha_{1}\right\rangle & \left\langle\alpha_{0} \mid \alpha_{2}\right\rangle & \left\langle\alpha_{0} \mid \alpha_{3}\right\rangle  \tag{26}\\
\left\langle\alpha_{1} \mid \alpha_{0}\right\rangle & \left\langle\alpha_{1} \mid \alpha_{1}\right\rangle & \left\langle\alpha_{1} \mid \alpha_{2}\right\rangle & \left\langle\alpha_{1} \mid \alpha_{3}\right\rangle \\
\left\langle\alpha_{2} \mid \alpha_{0}\right\rangle & \left\langle\alpha_{2} \mid \alpha_{1}\right\rangle & \left\langle\alpha_{2} \mid \alpha_{2}\right\rangle & \left\langle\alpha_{2} \mid \alpha_{3}\right\rangle \\
\left\langle\alpha_{3} \mid \alpha_{0}\right\rangle & \left\langle\alpha_{3} \mid \alpha_{1}\right\rangle & \left\langle\alpha_{3} \mid \alpha_{2}\right\rangle & \left\langle\alpha_{3} \mid \alpha_{3}\right\rangle
\end{array}\right]=\left[\begin{array}{llll}
1 & b & c & d \\
b & 1 & a & c \\
c & a & 1 & b \\
d & c & b & 1
\end{array}\right]
$$

where

$$
a=\mathrm{e}^{-2 R_{0}|\alpha|^{2}}, \quad b=\mathrm{e}^{\sqrt{R_{0} R_{1}}|\alpha|^{2}-\frac{1}{2}|\alpha|^{2}\left(R_{0}+R_{1}\right)},
$$

$$
\begin{equation*}
c=\mathrm{e}^{-\sqrt{R_{0} R_{1}}|\alpha|^{2}-\frac{1}{2}|\alpha|^{2}\left(R_{0}+R_{1}\right)}, \quad d=\mathrm{e}^{-2 R_{1}|\alpha|^{2}} . \tag{27}
\end{equation*}
$$

However, because the representation of the square root of the Gram matrix is complicated, the method described in references [29-31] is applied in this paper. In references [29-31], the order of these coherent states was rearranged to be $\left\{\left|-\sqrt{R_{0}} \alpha\right\rangle_{\mathrm{S}},\left|\sqrt{R_{0}} \alpha\right\rangle_{\mathrm{S}},\left|-\sqrt{R_{1}} \alpha\right\rangle_{\mathrm{S}}\right.$, $\left|\sqrt{R_{1}} \alpha\right\rangle_{\mathrm{S}}\left(=:\left\{\left|\alpha_{0}^{\prime}\right\rangle,\left|\alpha_{1}^{\prime}\right\rangle,\left|\alpha_{2}^{\prime}\right\rangle,\left|\alpha_{3}^{\prime}\right\rangle\right)\right\}$ to take advantage of the partial symmetry of the coherent state signal, and the Gram matrix $\Gamma$ then became as follows:

$$
\Gamma=\left[\begin{array}{llll}
\left\langle\alpha_{0}^{\prime} \mid \alpha_{0}^{\prime}\right\rangle & \left\langle\alpha_{0}^{\prime} \mid \alpha_{1}^{\prime}\right\rangle & \left\langle\alpha_{0}^{\prime} \mid \alpha_{2}^{\prime}\right\rangle & \left\langle\alpha_{0}^{\prime} \mid \alpha_{3}^{\prime}\right\rangle  \tag{28}\\
\left\langle\alpha_{1}^{\prime} \mid \alpha_{0}^{\prime}\right\rangle & \left\langle\alpha_{1}^{\prime} \mid \alpha_{1}^{\prime}\right\rangle & \left\langle\alpha_{1}^{\prime} \mid \alpha_{2}^{\prime}\right\rangle & \left\langle\alpha_{1}^{\prime} \mid \alpha_{3}^{\prime}\right\rangle \\
\left\langle\alpha_{2}^{\prime} \mid \alpha_{0}^{\prime}\right\rangle & \left\langle\alpha_{2}^{\prime} \mid \alpha_{1}^{\prime}\right\rangle & \left\langle\alpha_{2}^{\prime} \mid \alpha_{2}^{\prime}\right\rangle & \left\langle\alpha_{2}^{\prime} \mid \alpha_{3}^{\prime}\right\rangle \\
\left\langle\alpha_{3}^{\prime} \mid \alpha_{0}^{\prime}\right\rangle & \left\langle\alpha_{3}^{\prime} \mid \alpha_{1}^{\prime}\right\rangle & \left\langle\alpha_{3}^{\prime} \mid \alpha_{2}^{\prime}\right\rangle & \left\langle\alpha_{3}^{\prime} \mid \alpha_{3}^{\prime}\right\rangle
\end{array}\right]=\left[\begin{array}{cccc}
1 & a & b & c \\
a & 1 & c & b \\
b & c & 1 & d \\
c & b & d & 1
\end{array}\right] .
$$

Through observation of $\Gamma$, we found that it can be divided into four blocks using a $2 \times 2$ real symmetric matrix with the common structure of

$$
M^{(2)}(u, v)=\left[\begin{array}{ll}
u & v  \tag{29}\\
v & u
\end{array}\right]
$$

The eigenvalues and corresponding orthonormal eigenvectors of $M^{(2)}(u, v)$ are given by

$$
\begin{equation*}
x_{1}=u+v, \quad x_{2}=u-v \tag{30}
\end{equation*}
$$

and

$$
\left|x_{1}\right\rangle=\frac{1}{\sqrt{2}}\left[\begin{array}{l}
1  \tag{31}\\
1
\end{array}\right], \quad\left|x_{2}\right\rangle=\frac{1}{\sqrt{2}}\left[\begin{array}{c}
1 \\
-1
\end{array}\right]
$$

respectively (Although $\left|x_{1}\right\rangle$ and $\left|x_{2}\right\rangle$ are not vectors in the Hilbert space of a quantum system, and in fact are numerical vectors, we use Dirac's notation for convenience). We then obtain the spectral decomposition form of $M^{(2)}(u, v)$, which is expressed as

$$
\begin{equation*}
M^{(2)}(u, v)=(u+v)\left|x_{1}\right\rangle\left\langle x_{1}\right|+(u-v)\left|x_{2}\right\rangle\left\langle x_{2}\right| \tag{32}
\end{equation*}
$$

Using $M^{(2)}(u, v), \Gamma$ can then be divided into blocks, as follows:

$$
\Gamma=\left[\begin{array}{ll}
M^{(2)}(1, a) & M^{(2)}(b, c)  \tag{33}\\
M^{(2)}(b, c) & M^{(2)}(1, d)
\end{array}\right]
$$

By substituting the spectral decomposition form into the equation above, we obtain

$$
\begin{equation*}
\Gamma=M^{(+)} \otimes\left|x_{1}\right\rangle\left\langle x_{1}\right|+M^{(-)} \otimes\left|x_{2}\right\rangle\left\langle x_{2}\right| \tag{34}
\end{equation*}
$$

where

$$
M^{(+)}=\left[\begin{array}{ll}
1+a & b+c  \tag{35}\\
b+c & 1+d
\end{array}\right], \quad M^{(-)}=\left[\begin{array}{ll}
1-a & b-c \\
b-c & 1-d
\end{array}\right] .
$$

Both $M^{(+)}$and $M^{(-)}$have the common structure of

$$
M^{( \pm)}=\left[\begin{array}{ll}
p & q  \tag{36}\\
q & r
\end{array}\right]
$$

and the eigenvalues $\lambda_{ \pm}(p, q, r)$ and the corresponding orthonormal eigenvectors $\left|\lambda_{ \pm}(p, q, r)\right\rangle$ of this structure can be expressed as:

$$
\begin{equation*}
\lambda_{ \pm}(p, q, r)=\frac{1}{2}\left(p+r \pm \sqrt{(p-r)^{2}+4 q^{2}}\right) \tag{37}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\lambda_{ \pm}(p, q, r)\right\rangle=\frac{\left|\lambda_{ \pm}^{\prime}(p, q, r)\right\rangle}{\sqrt{\left\langle\lambda_{ \pm}^{\prime}(p, q, r) \mid \lambda_{ \pm}^{\prime}(p, q, r)\right\rangle}} \tag{38}
\end{equation*}
$$

respectively, where

$$
\left|\lambda_{ \pm}^{\prime}(p, q, r)\right\rangle=\left[\begin{array}{c}
p-r \pm \sqrt{(p-r)^{2}+4 q^{2}}  \tag{39}\\
2 q
\end{array}\right]
$$

Based on the derivation above, the analytical expressions for the eigenvalues $\left\{\lambda_{i}\right\}$ and the corresponding orthonormal eigenvectors $\left\{\lambda_{i}\right\}$ of $\Gamma$ can be expressed as

$$
\begin{align*}
& \lambda_{1}=\lambda_{+}(1+a, b+c, 1+d)  \tag{40}\\
& \lambda_{2}=\lambda_{-}(1+a, b+c, 1+d)  \tag{41}\\
& \lambda_{3}=\lambda_{+}(1-a, b-c, 1-d)  \tag{42}\\
& \lambda_{4}=\lambda_{-}(1-a, b-c, 1-d) \tag{43}
\end{align*}
$$

and

$$
\begin{align*}
& \left|\lambda_{1}\right\rangle=\left|\lambda_{+}(1+a, b+c, 1+d)\right\rangle \otimes\left|x_{1}\right\rangle,  \tag{44}\\
& \left|\lambda_{2}\right\rangle=\left|\lambda_{-}(1+a, b+c, 1+d)\right\rangle \otimes\left|x_{1}\right\rangle,  \tag{45}\\
& \left|\lambda_{3}\right\rangle=\left|\lambda_{+}(1-a, b-c, 1-d)\right\rangle \otimes\left|x_{2}\right\rangle,  \tag{46}\\
& \left|\lambda_{4}\right\rangle=\left|\lambda_{-}(1-a, b-c, 1-d)\right\rangle \otimes\left|x_{2}\right\rangle, \tag{47}
\end{align*}
$$

respectively. Therefore, the spectral decomposition form of $\Gamma$ is given as follows:

$$
\begin{equation*}
\Gamma=\sum_{i=1}^{4} \lambda_{i}\left|\lambda_{i}\right\rangle\left\langle\lambda_{i}\right| \tag{48}
\end{equation*}
$$

Here, $\left\{\left|\lambda_{i}\right\rangle\right\}$ forms an orthonormal basis, which means that the square root of the Gram matrix, $\Gamma^{\frac{1}{2}}$, can be derived immediately as:

$$
\Gamma^{\frac{1}{2}}=\sum_{i=1}^{4} \sqrt{\lambda_{i}}\left|\lambda_{i}\right\rangle\left\langle\lambda_{i}\right|=\left[\begin{array}{llll}
\gamma_{11}^{(+)} & \gamma_{11}^{(-)} & \gamma_{13}^{(+)} & \gamma_{13}^{(-)}  \tag{49}\\
\gamma_{11}^{(-)} & \gamma_{11}^{(+)} & \gamma_{13}^{(-)} & \gamma_{13}^{(+)} \\
\gamma_{13}^{(+)} & \gamma_{13}^{(-)} & \gamma_{33}^{(+)} & \gamma_{33}^{(-)} \\
\gamma_{13}^{(-)} & \gamma_{13}^{(+)} & \gamma_{33}^{(-)} & \gamma_{33}^{(+)}
\end{array}\right]
$$

where each element of the $4 \times 4$ matrix $\Gamma^{\frac{1}{2}}$ can be obtained directly via substitution of Equations (40)-(47) into $\sum_{i=1}^{4} \sqrt{\lambda_{i}}\left|\lambda_{i}\right\rangle\left\langle\lambda_{i}\right|$. See Appendix A for details. The four-dimensional vector representation of $\left\{\left|-\sqrt{R_{0}} \alpha\right\rangle_{\mathrm{S}},\left|\sqrt{R_{0}} \alpha\right\rangle_{\mathrm{S}},\left|-\sqrt{R_{1}} \alpha\right\rangle_{\mathrm{S}},\left|\sqrt{R_{1}} \alpha\right\rangle_{\mathrm{S}}\right\}$ is given as follows:

$$
\begin{align*}
& \left|-\sqrt{R_{0}} \alpha\right\rangle_{\mathrm{S}}=\left[\begin{array}{l}
\gamma_{11}^{(+)} \\
\gamma_{11}^{(-)} \\
\gamma_{13}^{(+)} \\
\gamma_{13}^{(-)}
\end{array}\right],\left|\sqrt{R_{0}} \alpha\right\rangle_{\mathrm{S}}=\left[\begin{array}{l}
\gamma_{11}^{(-)} \\
\gamma_{11}^{(+)} \\
\gamma_{13}^{(-)} \\
\gamma_{13}^{(+)}
\end{array}\right], \\
& \left|-\sqrt{R_{1}} \alpha\right\rangle_{\mathrm{S}}=\left[\begin{array}{l}
\gamma_{13}^{(+)} \\
\gamma_{13}^{(-)} \\
\gamma_{33}^{(+)} \\
\gamma_{33}^{(-)}
\end{array}\right],\left|\sqrt{R_{1}} \alpha\right\rangle_{\mathrm{S}}=\left[\begin{array}{l}
\gamma_{13}^{(-)} \\
\gamma_{13}^{(+)} \\
\gamma_{33}^{(-)} \\
\gamma_{33}^{(+)}
\end{array}\right] . \tag{50}
\end{align*}
$$

Finally, by substituting Equations (24) and (50) into Equation (18), we obtain

$$
\begin{align*}
\Psi_{\mathrm{SA}}^{(\mathrm{b})}= & \operatorname{Tr}_{\mathrm{E}}\left\{\left(\mathbb{U}_{\mathrm{SE}}^{\left(R_{\mathrm{b}}\right)} \otimes \mathbb{I}_{\mathrm{A}}\right)\left(\left|\Psi_{2}\right\rangle_{\mathrm{SA}}\left\langle\Psi_{2}\right| \otimes|0\rangle_{\mathrm{E}}\langle 0|\right)\left(\mathbb{U}_{\mathrm{SE}}^{\left(R_{\mathrm{b}}\right)} \otimes \mathbb{I}_{\mathrm{A}}\right)^{+}\right\} \\
= & h_{2}^{2}\left(\left|\sqrt{R_{\mathrm{b}}} \alpha\right\rangle_{\mathrm{S}}\left\langle\sqrt{R_{\mathrm{b}}} \alpha\right| \otimes|\alpha\rangle_{\mathrm{A}}\langle\alpha|-L_{\mathrm{b}}\left|\sqrt{R_{\mathrm{b}}} \alpha\right\rangle_{\mathrm{S}}\left\langle-\sqrt{R_{\mathrm{b}}} \alpha\right| \otimes|\alpha\rangle_{\mathrm{A}}\langle-\alpha|\right.  \tag{51}\\
& \left.-L_{\mathrm{b}}\left|-\sqrt{R_{\mathrm{b}}} \alpha\right\rangle_{\mathrm{S}}\left\langle\sqrt{R_{\mathrm{b}}} \alpha\right| \otimes|-\alpha\rangle_{\mathrm{A}}\langle\alpha|+\left|-\sqrt{R_{\mathrm{b}}} \alpha\right\rangle_{\mathrm{S}}\left\langle-\sqrt{R_{\mathrm{b}}} \alpha\right| \otimes|-\alpha\rangle_{\mathrm{A}}\langle-\alpha|\right),
\end{align*}
$$

where $L_{\mathrm{b}}=\mathrm{e}^{-2\left(1-R_{\mathrm{b}}\right)|\alpha|^{2}}$, and by taking the difference between the two received quantum states, $\Psi_{\mathrm{SA}}^{(0)}-\Psi_{\mathrm{SA}}^{(1)}(=: U)$, we then obtain an $8 \times 8$ matrix that can be expressed as:

$$
U=\Psi_{\mathrm{SA}}^{(0)}-\Psi_{\mathrm{SA}}^{(1)}=\left[\begin{array}{cccccccc}
A & B & C & D & G & H & I & J  \tag{52}\\
B & E & F & C & K & L & M & N \\
C & F & E & B & N & M & L & K \\
D & C & B & A & J & I & H & G \\
G & K & N & J & O & P & Q & R \\
H & L & M & I & P & S & T & Q \\
I & M & L & H & Q & T & S & P \\
J & N & K & G & R & Q & P & O
\end{array}\right] .
$$

The $8 \times 8$ matrix $U$ is a real symmetric matrix, and each element of this matrix can be obtained directly by substituting Equations (24) and (50) into Equation (52) and then taking the difference between $\Psi_{S A}^{(0)}$ and $\Psi_{S A}^{(1)}$. See Appendix B for details of this procedure.

### 4.2. Step 2: Similar Transformation of $8 \times 8$ Matrix

Next, we consider the derivation of the eigenvalues of the $8 \times 8$ real symmetric matrix $U$. In this paper, we derive the eigenvalues for the $8 \times 8$ real symmetry matrix $U$ by using its symmetrical structure, although there is no general solution for the eigenvalues of a square matrix with an order of five or more because of the Abel-Ruffini theorem. To use the symmetrical structure of $U$, we must first convert $U$ into a more tractable form.

When the eigenvalues of $U$ and $U^{\prime}$ become equal when $U$ is converted into $V^{-1} U V:=U^{\prime}$ using a regular matrix $V$; this is known as similarity transformation. Here, if such a similarity transformation of $U$ is performed using the regular matrix

$$
V=V^{-1}=\left[\begin{array}{llllllll}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{53}\\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

we then obtain the matrix $U^{\prime}$ after the similarity transformation as follows:

$$
U^{\prime}=V^{-1} U V=\left[\begin{array}{cccccccc}
A & D & C & B & I & H & G & J  \tag{54}\\
D & A & B & C & H & I & J & G \\
C & B & E & F & L & M & N & K \\
B & C & F & E & M & L & K & N \\
I & H & L & M & S & T & Q & P \\
H & I & M & L & T & S & P & Q \\
G & J & N & K & Q & P & O & R \\
J & G & K & N & P & Q & R & O
\end{array}\right] .
$$

### 4.3. Step 3: Spectral Decomposition Form of the $8 \times 8$ Matrix

Through observation of $U^{\prime}$, we see that this matrix can be divided into 16 blocks using the $2 \times 2$ real symmetric matrix (29). We perform a spectral decomposition operation on $U^{\prime}$ in the same manner as Equation (34), and we then obtain

$$
\begin{equation*}
U^{\prime}=U^{(+)} \otimes\left|x_{1}\right\rangle\left\langle x_{1}\right|+U^{(-)} \otimes\left|x_{2}\right\rangle\left\langle x_{2}\right| \tag{55}
\end{equation*}
$$

where

$$
\begin{align*}
& U^{(+)}=\left[\begin{array}{cccc}
A+D & C+B & I+H & G+J \\
C+B & E+F & L+M & N+K \\
I+H & L+M & S+T & Q+P \\
G+J & N+K & Q+P & O+R
\end{array}\right], \\
& U^{(-)}=\left[\begin{array}{cccc}
A-D & C-B & I-H & G-J \\
C-B & E-F & L-M & N-K \\
I-H & L-M & S-T & Q-P \\
G-J & N-K & Q-P & O-R
\end{array}\right] \tag{56}
\end{align*}
$$

are also real symmetric matrices. Let the eigenvalues and eigenvectors of $U^{(+)}$and $U^{(-)}$be written as $\left\{\tau_{i}^{(+)}\right\},\left\{\tau_{i}^{(-)}\right\}$and $\left\{\left|\tau_{i}^{(+)}\right\rangle\right\},\left\{\left|\tau_{i}^{(-)}\right\rangle\right\}$, respectively; then, we obtain:

$$
\begin{equation*}
U^{(+)}=\sum_{i=1}^{4} \tau_{i}^{(+)}\left|\tau_{i}^{(+)}\right\rangle\left\langle\tau_{i}^{(+)}\right|, \quad U^{(-)}=\sum_{i=1}^{4} \tau_{i}^{(-)}\left|\tau_{i}^{(-)}\right\rangle\left\langle\tau_{i}^{(-)}\right| \tag{57}
\end{equation*}
$$

because any real symmetric matrix can be spectrally decomposed. Substitution of these expressions into $U^{\prime}$ allows the spectral decomposition form of $U^{\prime}$ to be expressed as

$$
\begin{equation*}
U^{\prime}=\sum_{i=1}^{4} \tau_{i}^{(+)}\left|\tau_{i}^{(+)}\right\rangle\left\langle\tau_{i}^{(+)}\right| \otimes\left|x_{1}\right\rangle\left\langle x_{1}\right|+\sum_{i=1}^{4} \tau_{i}^{(-)}\left|\tau_{i}^{(-)}\right\rangle\left\langle\tau_{i}^{(-)}\right| \otimes\left|x_{2}\right\rangle\left\langle x_{2}\right| \tag{58}
\end{equation*}
$$

where the eigenvalues of $U^{\prime}$ are given as follows:

$$
\begin{equation*}
\tau_{i}^{(+)}, \quad \tau_{i}^{(-)}, \quad i=\{1,2,3,4\} \tag{59}
\end{equation*}
$$

### 4.4. Step 4: Eigenvalues of $4 \times 4$ Matrix

To determine the eigenvalues given by Equation (59), we must find the eigenvalues $\left\{\tau_{i}^{(+)}\right\}$and $\left\{\tau_{i}^{(-)}\right\}$of the $4 \times 4$ real symmetric matrices $U^{(+)}$and $U^{(-)}$. All these eigenvalues must be real numbers because $U^{(+)}$and $U^{(-)}$are real symmetric matrices. The eigenvalues for $U^{(+)}$and $U^{(-)}$can be derived as follows.

The eigenvalues $\left\{\tau_{i}^{(+)}\right\}$for the $4 \times 4$ real symmetric matrix $U^{(+)}$are the solutions to the eigenvalue equation $\operatorname{det}\left(U^{(+)}-\tau_{i}^{(+)} \mathrm{I}\right)=0$, where I is the identity matrix. We have

$$
\begin{equation*}
\operatorname{det}\left(U^{(+)}-\tau_{i}^{(+)} \mathrm{I}\right)=\tau_{i}^{(+)^{2}}\left(\tau_{i}^{(+)^{2}}+\mathcal{A} \tau_{i}^{(+)}+\mathcal{B}\right)=0 \tag{60}
\end{equation*}
$$

where $U_{i j}^{(+)}$is element $(i, j)$ of $U^{(+)}$, and

$$
\begin{align*}
\mathcal{A}= & -U_{11}^{(+)}-U_{22}^{(+)}-U_{33}^{(+)}-U_{44}^{(+)} \\
= & -\frac{\left(L_{0}+1\right)(a \kappa-1)+\left(1+L_{1}\right)(1-d \kappa)}{2\left(\kappa^{2}-1\right)}  \tag{61}\\
\mathcal{B}= & -U_{12}^{(+)^{2}}-U_{13}^{(+)^{2}}-U_{14}^{(+)^{2}}+U_{11}^{(+)} U_{22}^{(+)}-U_{23}^{(+)^{2}}-U_{24}^{(+)^{2}}+U_{11}^{(+)} U_{33}^{(+)} \\
& +U_{22}^{(+)} U_{33}^{(+)}-U_{34}^{(+)^{2}}+U_{11}^{(+)} U_{44}^{(+)}+U_{22}^{(+)} U_{44}^{(+)}+U_{33}^{(+)} U_{44}^{(+)} \\
= & -\frac{\left(L_{0}+1\right)\left(L_{1}+1\right)\left\{(a \kappa-1)(d \kappa-1)-(b-c \kappa)^{2}\right\}}{4\left(\kappa^{2}-1\right)^{2}} \tag{62}
\end{align*}
$$

We confirm directly that two of the eigenvalues $\left\{\tau_{i}^{(+)}\right\}$are 0 , and let $\tau_{3}^{(+)}=\tau_{4}^{(+)}=0$. To determine the signs of the other eigenvalues $\tau_{1}^{(+)}$and $\tau_{2}^{(+)}$for $\tau_{i}^{(+)^{2}}+\mathcal{A} \tau_{i}^{(+)}+\mathcal{B}=0$, we prove that $\tau_{1}^{(+)} \tau_{2}^{(+)}=\mathcal{B}<0$ (see Appendix $C$ for this proof), and we then know that these two eigenvalues have opposite signs: $\tau_{1}^{(+)}=\frac{-\mathcal{A}+\sqrt{\mathcal{A}^{2}-4 \mathcal{B}}}{2}>0$, and $\tau_{2}^{(+)}=\frac{-\mathcal{A}-\sqrt{\mathcal{A}^{2}-4 \mathcal{B}}}{2}<0$. Note that the corresponding eigenvalues $\left\{\tau_{i}^{(-)}\right\}$for $U^{(-)}$can be obtained in the same manner.

### 4.5. Derivation of Analytical Expression

The eigenvalues $\left\{\tau_{i}^{(+)}\right\} \cup\left\{\tau_{i}^{(-)}\right\}$of $U^{\prime}$ (i.e., $U$ ) that were obtained from the analysis above can be substituted into Equation (22). Here, it can be confirmed that $\tau_{1}^{(+)}, \tau_{1}^{(-)}>0$, and thus the error probability $P_{\mathrm{e}}^{(\mathrm{Max})}$ of the AQC system when using the maximum quasiBell state is finally given as follows:

$$
\begin{align*}
P_{\mathrm{e}}^{(\operatorname{Max})} & =\frac{1}{2}\left\{1-\frac{1}{2}\left(\sqrt{\Lambda_{\mathrm{M}}^{(+)^{2}}-4 \Xi_{\mathrm{M}}^{(+)}}-\Lambda_{\mathrm{M}}^{(+)}\right)-\frac{1}{2}\left(\sqrt{\Lambda_{\mathrm{M}}^{(-)^{2}}-4 \Xi_{\mathrm{M}}^{(-)}}-\Lambda_{\mathrm{M}}^{(-)}\right)\right\}  \tag{63}\\
\Lambda_{\mathrm{M}}^{( \pm)} & =-\frac{\left(L_{0} \pm 1\right)(a \kappa \mp 1)+\left(1 \pm L_{1}\right)(1 \mp d \kappa)}{2\left(\kappa^{2}-1\right)}  \tag{64}\\
\Xi_{\mathrm{M}}^{( \pm)} & =-\frac{\left(L_{0} \pm 1\right)\left(L_{1} \pm 1\right)\left\{(a \kappa \mp 1)(d \kappa \mp 1)-(b \mp c \kappa)^{2}\right\}}{4\left(\kappa^{2}-1\right)^{2}} \tag{65}
\end{align*}
$$

The error probability $P_{\mathrm{e}}^{(\text {NonMax })}$ for the AQC system when using the non-maximum quasi-Bell state can also be obtained using steps 1 to 4 as per the case for the maximum quasi-Bell state. As a result, the corresponding probability is given by:

$$
\begin{align*}
P_{\mathrm{e}}^{(\text {NonMax })} & =\frac{1}{2}\left\{1-\frac{1}{2}\left(\sqrt{\Lambda_{\mathrm{N}}^{(+)^{2}}-4 \Xi_{\mathrm{N}}^{(+)}}-\Lambda_{\mathrm{N}}^{(+)}\right)-\frac{1}{2}\left(\sqrt{\Lambda_{\mathrm{N}}^{(-)^{2}}-4 \Xi_{\mathrm{N}}^{(-)}}-\Lambda_{\mathrm{N}}^{(-)}\right)\right\}  \tag{66}\\
\Lambda_{\mathrm{N}}^{( \pm)} & =-\frac{\left(L_{0} \mp 1\right)(a \kappa \mp 1)-\left(1 \mp L_{1}\right)(1 \mp d \kappa)}{2\left(\kappa^{2}+1\right)}  \tag{67}\\
\Xi_{\mathrm{N}}^{( \pm)} & =-\frac{\left(L_{0} \mp 1\right)\left(L_{1} \mp 1\right)\left\{(a \kappa \mp 1)(d \kappa \mp 1)-(b \mp c \kappa)^{2}\right\}}{4\left(\kappa^{2}+1\right)^{2}} \tag{68}
\end{align*}
$$

where

$$
\begin{array}{ll}
a=\mathrm{e}^{-2 R_{0}|\alpha|^{2}}, \quad b=\mathrm{e}^{\sqrt{R_{0} R_{1}}|\alpha|^{2}-\frac{1}{2}|\alpha|^{2}\left(R_{0}+R_{1}\right)}, \quad c=\mathrm{e}^{-\sqrt{R_{0} R_{1}|\alpha|^{2}-\frac{1}{2}|\alpha|^{2}\left(R_{0}+R_{1}\right)},} \\
d=\mathrm{e}^{-2 R_{1}|\alpha|^{2}}, \quad \kappa=\mathrm{e}^{-2|\alpha|^{2}}, \quad L_{0}=\mathrm{e}^{-2\left(1-R_{0}\right)|\alpha|^{2}}, \quad L_{1}=\mathrm{e}^{-2\left(1-R_{1}\right)|\alpha|^{2}} \tag{69}
\end{array}
$$

## 5. Error Performance

In this section, we present the results that were obtained numerically when using the error probability (15) for the ACC system and the analytical expression for the error probabilities (63) and (66) for the AQC system when using the quasi-Bell states. When
using the TSVS, the calculation of the error probability $P_{\mathrm{e}}^{(\mathrm{TSVS})}$ in the case in which the average number of photons is small $\left(\langle n\rangle_{\mathrm{TSVS}} \leq 5\right)$ is performed based on the conventional numerical calculation method, i.e., using an equation that approximates Equation (13) to a finite value of $n$. In other words, as described in references [32,33], the calculation should be performed after suitable truncation of the Hilbert space by taking both the average number of photons and the order of the error probability into consideration. However, in the case where the average number of photons is large (i.e., $\langle n\rangle_{\text {TSVS }}>5$ ), it is difficult to treat the eigenvalue problem in Equation (22) numerically because the dimensions of the received quantum state (i.e., its density operator) are large. Therefore, the AQC system's performance is evaluated using the upper bound $P_{\mathrm{UB}}^{(\mathrm{TSVS})}$ and the lower bound $P_{\mathrm{LB}}^{(\mathrm{TSVS})}$ on the error probability $P_{\mathrm{e}}^{(\mathrm{TSVS})}$ given in reference [9] when the TSVS is used, as follows:

$$
\begin{align*}
& P_{\mathrm{LB}}^{(\mathrm{TSVS})}=\frac{1}{2}\left[1-\sqrt{1-\left\{\left(1-\sqrt{R_{0} R_{1}}-\sqrt{\left(1-R_{0}\right)\left(1-R_{1}\right)}\right) N_{\mathrm{S}}+1\right\}^{-2}}\right]  \tag{70}\\
& P_{\mathrm{UB}}^{(\mathrm{TSVS})}= \begin{cases}\frac{1}{2}\left\{\left(1-\sqrt{R_{0}}\right) N_{\mathrm{S}}+1\right\}^{-2} & \left(R_{1}=1\right) \\
\frac{1}{2}\left(\Sigma \sigma^{z}-\Theta \theta^{z}\right)^{-1} & \left(R_{1} \neq 1\right)^{\prime}\end{cases} \tag{71}
\end{align*}
$$

where

$$
\begin{align*}
\sigma & =\frac{\left(1-R_{0}\right) N_{\mathrm{S}}+1}{\left(1-R_{1}\right) N_{\mathrm{S}}+1}  \tag{72}\\
\theta & =\frac{1-R_{0}}{1-R_{1}},  \tag{73}\\
\Sigma & =\frac{\left\{\left(1-\sqrt{R_{0} R_{1}}\right) N_{\mathrm{S}}+1\right\}^{2}}{\left(1-R_{0}\right) N_{\mathrm{S}}+1},  \tag{74}\\
\Theta & =\left(1-R_{1}\right) N_{\mathrm{S}},  \tag{75}\\
z & = \begin{cases}0 & \left((\Sigma-\Theta)^{-2}\left(\ln \theta^{\Theta}-\ln \sigma^{\Sigma}\right) \geq 0\right) \\
1 & \left((\Sigma-\Theta)^{-2}\left(\ln \theta^{\Theta}-\ln \sigma^{\Sigma}\right)<0\right)\end{cases} \tag{76}
\end{align*}
$$

This paper also provides a comparison with the universal lower bound $P_{\mathrm{U}-\mathrm{LB}}$ on error probability given in reference [9] when the use of any multimode pure input state is permitted, as follows:

$$
\begin{equation*}
P_{\mathrm{U}-\mathrm{LB}}=\frac{1}{2}\left\{1-\sqrt{1-\left(\sqrt{R_{0} R_{1}}+\sqrt{\left(1-R_{0}\right)\left(1-R_{1}\right)}\right)^{2 N_{\mathrm{S}}^{\prime}}}\right\} \tag{77}
\end{equation*}
$$

where $\langle n\rangle_{\mathrm{U}-\mathrm{LB}}=N_{\mathrm{S}}^{\prime}$ is the average number of photons in mode S .

### 5.1. Performance Comparison of Use of Maximum and Non-Maximum Quasi-Bell States

Figure 2 plots the error probabilities for the AQC system versus the reflectivities $R_{0}$ and $R_{1}\left(R_{0}<R_{1}\right)$, which are changed from 0 to 1 when the transmitted average number of photons in the maximum and non-maximum quasi-Bell states is fixed at $\langle n\rangle_{\text {Max }}=\langle n\rangle_{\text {NonMax }}=1$. The error probability when the maximum quasi-Bell state is used is represented by the green curved surface, and the error probability when the non-maximum quasi-Bell state is used is represented by the orange curved surface.

Figure 2 shows that the error probability $P_{\mathrm{e}}^{(\mathrm{Max})}$ when the maximum quasi-Bell state is used tends to decrease when $R_{1}-R_{0}$ increases. In particular, the figure shows reasonable results that confirm that the maximum error probability is achieved when $R_{0} \approx R_{1}$, and that the minimum error probability is achieved when $R_{0}=0$ and $R_{1}=1$. Comparison of the error probabilities of the AQC system when using the maximum and non-maximum
quasi-Bell states shows that the maximum quasi-Bell state is superior in most cases, but there is no significant difference between the two cases. Furthermore, use of the maximum quasi-Bell state does not always provide superior results, because the AQC system using the non-maximum quasi-Bell state is superior to the corresponding system using the maximum quasi-Bell state in the extreme case in which $R_{1}-R_{0}$ is very small and $R_{0} \approx 1$ or $R_{0} \approx 0$. The details can be seen in Figure 3 regarding the contour plot of the ratio, $P_{\mathrm{e}}^{(\text {NonMax })} / P_{\mathrm{e}}^{(\mathrm{Max})}$, of the error probability when using the non-maximum state to that when using the maximum quasi-Bell state. Figure 3 shows that the ratio is between 1 and 1.1 in most cases, but the ratio may be less than 1 in the extreme case.


Figure 2. Error probability characteristics with respect to the reflectivities $\left\{R_{0}, R_{1}\right\}$ when using the maximum quasi-Bell state (green curved surface) and the non-maximum quasi-Bell state (orange curved surface). The average number of photons is fixed at 1 .


Figure 3. Contour plot of the ratio of the error probability when using the non-maximum quasi-Bell state $\left(P_{\mathrm{e}}^{(\text {NonMax })}\right)$ to that when using the maximum quasi-Bell state $\left(P_{\mathrm{e}}^{(\text {Max })}\right)$. The average number of photons is fixed at 1 .

Actually, there are several studies comparing the performance between the maximum and non-maximum quasi-Bell states, such as quantum teleportation [15], quantum superdense coding [34], quantum reading [33], and quantum illumination [18,19]. Reference [15] showed that the non-maximum quasi-Bell state offers an advantage over the maximum quasi-Bell state at small coherent amplitudes, and may offer more resistance to attenuation than the maximum quasi-Bell state. References $[18,19,33,34]$ showed that the non-maximum quasi-Bell state offers more resistance to attenuation and phase noise than the maximum quasi-Bell state, in some special cases, and the result of this paper is one more piece of evidence in terms of that. That evidence also reveals a fact that the maximum quasi-Bell state offers better performance than the non-maximum quasi-Bell state in ideal cases, such as cases with large coherent amplitudes or environments without noise, but the opposite may be true in some unideal cases. Therefore, for some applications using the quasi-Bell state at small coherent amplitudes or environments with noise, the non-maximum quasi-Bell state which offers more resistance to noise may play an important role. We must be careful not to
dismiss the value of using the non-maximum quasi-Bell state, although the reason in terms of its superiority has not yet been elucidated. We consider the issue to be an interesting topic that has value as a future subject.

### 5.2. Performance Comparison Using Each Quantum State

Figure $4 \mathrm{a}, \mathrm{c}, \mathrm{e}, \mathrm{g}$ shows the error probabilities obtained when the average number of photons $\langle n\rangle\left(:=\langle n\rangle_{\mathrm{U}-\mathrm{LB}}=\langle n\rangle_{\mathrm{TSVS}}=\langle n\rangle_{\mathrm{Max}}=\langle n\rangle_{\text {NonMax }}=\langle n\rangle_{\text {Coh }}\right)$, which is regarded as the signal energy, is varied from 0.5 to 5 for the AQC system when using the TSVS, the maximum quasi-Bell state, and the non-maximum quasi-Bell state, and the ACC system using the coherent state, for which the reflectivities $\left\{R_{0}, R_{1}\right\}$ were fixed at $\{0.5,1\},\{0.3,0.6\},\{0.2,0.8\}$, and $\{0,0.3\}$, respectively. The pink chain line represents the error probability $P_{\mathrm{e}}^{(\mathrm{Hom})}$ for the ACC system, and the blue and orange dotted lines represent the error probabilities $P_{\mathrm{e}}^{(\mathrm{Max})}$ and $P_{\mathrm{e}}^{(\mathrm{NonMax})}$ for the AQC system when using the maximum and non-maximum quasi-Bell states, respectively. The black dashed line represents the error probability $P_{\mathrm{e}}^{(\mathrm{TSVS})}$ for the AQC system when using the TSVS, and the green and red dashed lines represent the upper bound $P_{\mathrm{UB}}^{(\mathrm{TSVS})}$ and the lower bound $P_{\mathrm{LB}}^{(\mathrm{TSVS})}$, respectively, for $P_{\mathrm{e}}^{(\mathrm{TSVS})}$. The gray solid line represents the universal lower bound on the error probability, $P_{\mathrm{U}-\mathrm{LB}}$. The horizontal axis represents the average number of photons, and the vertical axis represents the error probability in each case. The minimum average number of photons that can be considered is 0.5 because the minimum average number of photons in the maximum quasi-Bell state is $\langle n\rangle_{\text {Max }}=0.5$, and cases smaller than that are not defined. If the average number of photons is greater than 5 , it then becomes difficult to calculate the error probability $P_{\mathrm{e}}^{(\mathrm{TSVS})}$; therefore, only the upper bound $P_{\mathrm{UB}}^{(\mathrm{TSVS})}$ and the lower bound $P_{\text {LB }}^{(\text {TSVS })}$ are used for the evaluation of this probability. Figure $4 \mathbf{b}, \mathrm{~d}, \mathrm{f}, \mathrm{h}$ shows the error performances corresponding to those shown in Figure $4 \mathrm{a}, \mathrm{c}, \mathrm{e}, \mathrm{g}$, respectively, when the average number of photons $\langle n\rangle$ is increased from 0.5 to 100 .

These figures confirm that the AQC system using the quasi-Bell state always maintains a clear performance advantage over the ACC system, despite increases in the average number of photons $\langle n\rangle$. Although the error probability of the AQC system when using the quasi-Bell state is similar to that of the ACC system, in that it decreases exponentially in tandem with the increase in $\langle n\rangle$, the AQC system can achieve the same error probability when using only half of the average number of photons used by the ACC system. Conversely, Figure $4 b, d, f, h$ shows the error probability for the AQC system using the TSVS approaches that of the ACC system with increasing $\langle n\rangle$. In particular, as shown in Figure 4 f , the ACC system provides superior performance to the AQC system using the TSVS when $\langle n\rangle>35$. Figure $4 \mathrm{~g}, \mathrm{~h}$ shows that the performance of the ACC system exceeds that of the AQC system using the TSVS when the average number of photons is smaller, i.e., when $\langle n\rangle \approx 5$. This is contrary to the results presented in reference [9], which indicated that the performance obtained when using the $m$-shot EPR state exceeds that of the coherent state as the average number of photons increases, and this performance is considered to be a characteristic unique to the one-shot pulse case. Consideration of these figures together with Figure 4b,d shows that the ACC system exceeds the performance of the AQC system using the TSVS with smaller average number of photons when $R_{0}$ is small or when $R_{1}-R_{0}$ is large. Otherwise, the latter system can maintain its performance superiority over the former within the range of the small average number of photons. In addition, as shown in Figure 4 f , the AQC system using the quasi-Bell state demonstrates superior performance to the same system using the TSVS when $\langle n\rangle>10$. Figure 4 g ,h shows that the AQC system using the quasi-Bell state has an error probability that is the same as or lower than that of the system using the TSVS. Consideration of these figures together with Figure $4 \mathrm{~b}, \mathrm{~d}$ shows that the performance of the AQC system using the quasi-Bell state exceeds that of the system using the TSVS with smaller average number of photons when $R_{0}$ is small or when $R_{1}-R_{0}$ is large. Otherwise, the former system requires a larger average number of photons to surpass the performance of the latter.

(a) $R_{0}=0.5, R_{1}=1,\langle n\rangle \leq 5$.

(c) $R_{0}=0.3, R_{1}=0.6,\langle n\rangle \leq 5$.

(e) $R_{0}=0.2, R_{1}=0.8,\langle n\rangle \leq 5$.

(g) $R_{0}=0, R_{1}=0.3,\langle n\rangle \leq 5$.

(b) $R_{0}=0.5, R_{1}=1,\langle n\rangle \leq 100$.

(d) $R_{0}=0.3, R_{1}=0.6,\langle n\rangle \leq 100$.

(f) $R_{0}=0.2, R_{1}=0.8,\langle n\rangle \leq 100$.

(h) $R_{0}=0, R_{1}=0.3,\langle n\rangle \leq 100$.

Figure 4. Error probabilities with respect to the average number of photons $\langle n\rangle$ when using the coherent state (denoted by Coherent), the maximum quasi-Bell state (denoted by Max Quasi-Bell), the non-maximum quasi-Bell state (denoted by NonMax Quasi-Bell), and the two-mode squeezed vacuum state (denoted by TSVS) with reflectivities $\left\{R_{0}, R_{1}\right\}=\{0.5,1\},\{0.3,0.6\},\{0.2,0.8\},\{0,0.3\}$. $\langle n\rangle$ ranges up to either 5 or 100. Universal LB, TSVS UB, and TSVS LB present the universal lower bound on the error probability, the upper bound on the error probability for the TSVS case, and the lower bound on the error probability for the TSVS case, respectively.

### 5.3. Performance Comparison with Universal Lower Bound

Finally, we consider a performance comparison with the universal lower bound on the error probability. For example, when the average number of photons is small, the AQC system using the TSVS almost reaches the universal lower bound, as illustrated in Figure 4c. However, as Figure 4d shows, the gap between the lower bound on the error probability for the TSVS and the universal lower bound increases when the average number of photons increases. This differs from the results reported in reference [9], which stated that when the $m$-shot EPR state is used, the universal lower bound is almost always reached, and this is considered to be a characteristic unique to the one-shot pulse case. The characteristics of Figure $4 b, f, h$ become more outstanding and the gap between the lower bound on the error probability for the TSVS and the universal lower bound increases rapidly as the average number of photons increases. In addition, Figure 4 b shows that gap between the error probability for the AQC system using the quasi-Bell state and the universal lower bound may also increase rapidly in the same manner as the TSVS. However, Figure 4f shows that the error probability of the AQC system using the quasi-Bell state differs from that of the system using the TSVS in that the gap with respect to the universal lower bound only increases slowly as the average number of photons increases. Furthermore, as shown in Figure 4h, the error probability for the AQC system using the quasi-Bell state almost reaches the universal lower bound even when the average number of photons increases in the case where both $R_{0}$ and $R_{1}$ are small.

To see these details of this characteristics in greater detail, Figure 5 shows the error performance when $\left\{R_{0}, R_{1}\right\}=\{0,0.08\},\{0,0.03\}$ in addition to that when $\left\{R_{0}, R_{1}\right\}=\{0,0.3\}$. As shown in Figure 5, $R_{0}$ is fixed at 0 , and as $R_{1}$ decreases, the error probability for the AQC system using the quasi-Bell state becomes closer to the universal lower bound. To clearly demonstrate the trend of the gap between the error probability when using the quasi-Bell state and the universal lower bound, Figure 6 shows the ratio $P_{\mathrm{U}-\mathrm{LB}} / P_{\mathrm{e}}^{(\mathrm{Max})}$ with respect to $R_{1}$ when fixing $R_{0}$ at 0 . (Note the special case where the maximum quasi-Bell state becomes a Bell state when $\langle n\rangle_{\text {Max }}=0.5$ [13].) As is evident in Figure 6, the ratio approaches 1 as $R_{1}$ decreases in spite of increasing $\langle n\rangle$. This performance characteristic makes it possible to use the quasi-Bell state to almost reach the universal lower bound in the AQC system, even if severe attenuation-where energy attenuation in the channel can be considered to be included in $R_{1}$-occurs in an ultra-long distance channel. (If energy attenuation associated with energy transmissivity $\eta$ occurs in the channel, then just substitute $\eta R_{\mathrm{b}}$ into $R_{\mathrm{b}}$ in the results. For an example, Figure 4c expresses the error performance when $R_{0}=0.3, R_{1}=0.6$, and $\eta=1$; and when $R_{0}=0.5, R_{1}=0.75$, and $\eta=0.8$.)


Figure 5. Error probabilities with respect to the average number of photons $\langle n\rangle$ when using the maximum quasi-Bell state (denoted by Max Quasi-Bell), the non-maximum quasi-Bell state (denoted by NonMax Quasi-Bell), and the two-mode squeezed vacuum state (denoted by TSVS) with reflectivities of $\left\{R_{0}, R_{1}\right\}=\{0,0.3\},\{0,0.08\},\{0,0.03\}$. $\langle n\rangle$ ranges up to 100 . Universal LB and TSVS LB represent the universal lower bound on the error probability and the lower bound on the error probability for TSVS, respectively.


Figure 6. Ratio of the universal lower bound on the error probability to the error probability when using the maximum quasi-Bell state with respect to reflectivity $R_{1}$, where $R_{0}$ is fixed at 0 .

## 6. Conclusions

In this paper, we have proposed an ASK-type AQC system as a step toward development of a new asymmetric communication system. In this AQC system, Bob, who has a high transmission capability, transmits one of the entangled light beams, which acts as a communication medium, to Alice, who has a low transmission capability; Alice operates on the light beam to encode the information that she wants to send to Bob, and then sends the light beam back to Bob. Bob then decodes the information received from Alice by performing an optimum quantum measurement (i.e., a joint measurement) of the other entangled light beam and the light beam that returned from Alice.

As a first step toward evaluation of the system performance, we focused on the communication performance from Alice to Bob, and investigated the basic performance characteristics based on the error probability criterion. First, using the quasi-Bell state as the light source, we derived an analytical expression for the error probability by using an $8 \times 8$ matrix representation to express the density operators of the two received quantum states affected by the reflectivities $\left\{R_{0}, R_{1}\right\}$, which corresponded to the binary information that Alice wants to send. Then, using this analytical expression, we compared the superior performances of the AQC systems using the TSVS, the maximum quasi-Bell state, and the non-maximum quasi-Bell state with that of the asymmetric classical communication (ACC) system in terms of their error probabilities. As a result, it was clarified that the error probabilities of the AQC systems using the maximum and non-maximum quasi-Bell states differed only slightly. In addition, the error probability of the AQC system using the quasi-Bell state is always lower than that of the ACC system, regardless of the reflectivity setting, and the AQC system using the quasi-Bell state also shows a clear performance advantage over the system using the TSVS when a sufficiently large average number of photons is used. In fact, as described in Section 2, when the average number of photons is large, the amount of entanglement of the TSVS is overwhelmingly greater than that of the quasi-Bell state, but the results in this paper show that the performance of the AQC system using the quasi-Bell state is overwhelmingly better than that of the same system using the TSVS. Therefore, the performance of the AQC system should be determined by selecting a type of entangled state that is suitable for the system, rather than by considering the amount of entanglement. The conclusion above is strengthened by the fact that the performance of the ACC system surpassed that of the AQC system using the TSVS when the average number of photons was sufficiently large. What causes quasi-Bell state to work better than the TSVS? Unfortunately, as far as we know, there are no studies in terms of the comparison between the quasi-Bell state and the TSVS, except for references $[18,19]$, although the reason for the superiority of the quasi-Bell state and some related potential properties of that have not been elucidated. These studies also reveal the fact that there
are some entanglement-based systems or protocols that require a suitable entangled state rather than a large amount of entanglement to improve its performance. Additionally, we believe the advantage of the quasi-Bell state over the TSVS comes from the robustness of coherent states against attenuation. However, a perfect explanation is not yet available. We consider the issue to be a very challenging topic that has value as a future subject. Getting back to the main topic, when $R_{0}$ is small or when $R_{1}-R_{0}$ is large, the AQC system using the quasi-Bell states shows a clear advantage when only a small average number of photons is used. In particular, when $R_{0}=0$, the AQC system using the quasi-Bell state has the same or a lower error probability than the corresponding system using the TSVS. However, when $R_{1}=1$, a large average number of photons is required to enable the AQC system using the quasi-Bell state to exceed the performance of the system using the TSVS. Finally, we compared the error probability for the AQC system using the quasi-Bell state, the lower bound on the error probability for the AQC system using the TSVS, and the universal lower bound on the error probability, and found that performance closer to the universal lower bound was achieved using the quasi-Bell state when compared with the system with TSVS in the case when $R_{0}$ and $R_{1}$ are very small. As a result, it is expected that the AQC system using the quasi-Bell state will be applicable even in ultra-long distance channels, in which severe attenuation can occur.

In this paper, we evaluated the performance based on the error probability results for the AQC system and clarified the basic performance characteristics. In fact, if an eavesdropper Eve was present between Alice and Bob, one of the simplest attack methods for Eve would be to intercept the light corresponding to mode S, which is reflected from Alice. However, Eve cannot access the light corresponding to mode A, which remains inside Bob, and thus there would be a difference in reception performance between Eve and Bob. This reception performance difference creates the security of the AQC system. In addition, the AQC system discussed in this paper is expected to have various security applications, e.g., quantum cryptographic conferencing [35]. Future work will include security evaluation of this system, including the case of information leakage when an eavesdropper is present, and security enhancement for this system by performing some quantum communication protocols.
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## Abbreviations

The following abbreviations are used in this manuscript:

| AQC | Asymmetric quantum communication |
| :--- | :--- |
| ACC | Asymmetric classical communication |
| IoT | Internet of Things |
| EPR state | Einstein-Podolsky-Rosen state |
| TSVS | Two-mode squeezed vacuum state |
| ASK | Amplitude shift keying |
| Max Quasi-Bell | Maximum quasi-Bell state |
| NonMax Quasi-Bell | Non-maximum quasi-Bell state |
| Coherent | Coherent state |
| LB | Lower bound |
| UB | Upper bound |
| U-LB or Universal LB | Universal lower bound |

## Appendix A

The elements $\left\{\gamma_{11}^{( \pm)}, \gamma_{13}^{( \pm)}, \gamma_{33}^{( \pm)}\right\}$of $\Gamma^{\frac{1}{2}}$ are given as follows:

$$
\begin{align*}
\gamma_{11}^{( \pm)}= & \sum_{i=0}^{1} \frac{\sqrt{(-1)^{i} e_{+}+a+d+2}\left\{(-1)^{i} e_{+}+a-d\right\}^{2}}{2 \sqrt{2}\left[\left\{(-1)^{i} e_{+}+a-d\right\}^{2}+4(b+c)^{2}\right]} \\
& \pm \sum_{j=0}^{1} \frac{\sqrt{(-1)^{j} e_{-}-a-d+2}\left\{(-1)^{j} e_{-}-a+d\right\}^{2}}{2 \sqrt{2}\left[\left\{(-1)^{j} e_{-}-a+d\right\}^{2}+4(b-c)^{2}\right]}  \tag{A1}\\
\gamma_{13}^{( \pm)}= & \sum_{i=0}^{1} \frac{(b+c) \sqrt{(-1)^{i} e_{+}+a+d+2}\left\{(-1)^{i} e_{+}+a-d\right\}}{\sqrt{2}\left[\left\{(-1)^{i} e_{+}+a-d\right\}^{2}+4(b+c)^{2}\right]} \\
& \pm \sum_{j=0}^{1} \frac{(b-c) \sqrt{(-1)^{j} e_{-}-a-d+2}\left\{(-1)^{j} e_{-}-a+d\right\}}{\sqrt{2}\left[\left\{(-1)^{j} e_{-}-a+d\right\}^{2}+4(b-c)^{2}\right]}  \tag{A2}\\
\gamma_{33}^{( \pm)}= & \sum_{i=0}^{1} \frac{\sqrt{2}(b+c)^{2} \sqrt{(-1)^{i} e_{+}+a+d+2}}{\left\{(-1)^{i} e_{+}+a-d\right\}^{2}+4(b+c)^{2}} \\
& \pm \sum_{j=0}^{1} \frac{\sqrt{2}(b-c)^{2} \sqrt{(-1)^{j} e_{-}-a-d+2}}{\left\{(-1)^{j} e_{-}-a+d\right\}^{2}+4(b-c)^{2}}  \tag{A3}\\
e_{ \pm}= & \sqrt{( \pm a \mp d)^{2}+4(b \pm c)^{2}} \tag{A4}
\end{align*}
$$

## Appendix B

The elements $\{A, \ldots, T\}$ of $U$ are given as follows:

$$
\begin{align*}
& A= \sqrt{\varepsilon_{-}} \sqrt{\varepsilon_{+}}\left(\gamma_{13}^{(-)} \gamma_{13}^{(+)} L_{1}-\gamma_{11}^{(-)} \gamma_{11}^{(+)} L_{0}\right)+\frac{1}{2} \varepsilon_{+}\left(\gamma_{11}^{(-)}-\gamma_{13}^{(-)}\right)\left(\gamma_{11}^{(-)}+\gamma_{13}^{(-)}\right) \\
&+\frac{1}{2} \varepsilon_{-}\left(\gamma_{11}^{(+)}-\gamma_{13}^{(+)}\right)\left(\gamma_{11}^{(+)}+\gamma_{13}^{(+)}\right),  \tag{A5}\\
& B=\frac{1}{2}\left\{\sqrt{\varepsilon_{-}} \sqrt{\varepsilon_{+}}\left(-\gamma_{11}^{(-)^{2}}-\gamma_{11}^{(+)^{2}}+\gamma_{13}^{(-)^{2}}+\gamma_{13}^{(+)^{2}}\right)\right. \\
&\left.+\left(\varepsilon_{-}+\varepsilon_{+}\right)\left(\gamma_{11}^{(-)} \gamma_{11}^{(+)} L_{0}-\gamma_{13}^{(-)} \gamma_{13}^{(+)} L_{1}\right)\right\},  \tag{A6}\\
& C=\frac{1}{2}\left[\sqrt{\varepsilon_{-}} \sqrt{\varepsilon_{+}}\left\{L_{1}\left(\gamma_{13}^{(-)^{2}}+\gamma_{13}^{(+)^{2}}\right)-L_{0}\left(\gamma_{11}^{(-)^{2}}+\gamma_{11}^{(+)^{2}}\right)\right\}\right. \\
&\left.+\left(\varepsilon_{-}+\varepsilon_{+}\right)\left(\gamma_{11}^{(-)} \gamma_{11}^{(+)}-\gamma_{13}^{(-)} \gamma_{13}^{(+)}\right)\right],  \tag{A7}\\
& D=\frac{1}{2} L_{0}\left(\gamma_{11}^{(-)^{2}}{ }_{\varepsilon_{+}}+\gamma_{11}^{\left.(+)^{2} \varepsilon_{-}\right)+\sqrt{\varepsilon_{-}} \sqrt{\varepsilon_{+}}\left(\gamma_{13}^{(-)} \gamma_{13}^{(+)}-\gamma_{11}^{(-)} \gamma_{11}^{(+)}\right)}\right.
\end{align*}
$$

$$
\begin{align*}
& -\frac{1}{2} L_{1}\left(\gamma_{13}^{(-)^{2}} \varepsilon_{+}+\gamma_{13}^{(+)^{2}} \varepsilon_{-}\right),  \tag{A8}\\
& E=\sqrt{\varepsilon_{-}} \sqrt{\varepsilon_{+}}\left(\gamma_{13}^{(-)} \gamma_{13}^{(+)} L_{1}-\gamma_{11}^{(-)} \gamma_{11}^{(+)} L_{0}\right)+\frac{1}{2} \varepsilon_{-}\left(\gamma_{11}^{(-)}-\gamma_{13}^{(-)}\right)\left(\gamma_{11}^{(-)}+\gamma_{13}^{(-)}\right) \\
& +\frac{1}{2} \varepsilon_{+}\left(\gamma_{11}^{(+)}-\gamma_{13}^{(+)}\right)\left(\gamma_{11}^{(+)}+\gamma_{13}^{(+)}\right),  \tag{A9}\\
& F=\frac{1}{2} L_{0}\left(\gamma_{11}^{(-)^{2}} \varepsilon_{-}+\gamma_{11}^{(+)^{2}} \varepsilon_{+}\right)+\sqrt{\varepsilon_{-}} \sqrt{\varepsilon_{+}}\left(\gamma_{13}^{(-)} \gamma_{13}^{(+)}-\gamma_{11}^{(-)} \gamma_{11}^{(+)}\right) \\
& -\frac{1}{2} L_{1}\left(\gamma_{13}^{(-)^{2}} \varepsilon_{-}+\gamma_{13}^{(+)^{2}} \varepsilon_{+}\right),  \tag{A10}\\
& G=\frac{1}{2}\left[\sqrt{\varepsilon_{-}} \sqrt{\varepsilon_{+}}\left\{L_{1}\left(\gamma_{13}^{(-)} \gamma_{33}^{(+)}+\gamma_{13}^{(+)} \gamma_{33}^{(-)}\right)-L_{0}\left(\gamma_{11}^{(-)} \gamma_{13}^{(+)}+\gamma_{11}^{(+)} \gamma_{13}^{(-)}\right)\right\}\right. \\
& \left.+\gamma_{13}^{(-)} \varepsilon_{+}\left(\gamma_{11}^{(-)}-\gamma_{33}^{(-)}\right)+\gamma_{13}^{(+)} \varepsilon_{-}\left(\gamma_{11}^{(+)}-\gamma_{33}^{(+)}\right)\right],  \tag{A11}\\
& H=\frac{1}{2}\left\{\sqrt{\varepsilon_{-}} \sqrt{\varepsilon_{+}}\left(-\gamma_{11}^{(-)} \gamma_{13}^{(-)}-\gamma_{11}^{(+)} \gamma_{13}^{(+)}+\gamma_{13}^{(-)} \gamma_{33}^{(-)}+\gamma_{13}^{(+)} \gamma_{33}^{(+)}\right)\right. \\
& \left.+L_{0}\left(\gamma_{11}^{(-)} \gamma_{13}^{(+)} \varepsilon_{+}+\gamma_{11}^{(+)} \gamma_{13}^{(-)} \varepsilon_{-}\right)-L_{1}\left(\gamma_{13}^{(-)} \gamma_{33}^{(+)} \varepsilon_{+}+\gamma_{13}^{(+)} \gamma_{33}^{(-)} \varepsilon_{-}\right)\right\},  \tag{A12}\\
& I=\frac{1}{2}\left[\sqrt{\varepsilon_{-}} \sqrt{\varepsilon_{+}}\left\{L_{1}\left(\gamma_{13}^{(-)} \gamma_{33}^{(-)}+\gamma_{13}^{(+)} \gamma_{33}^{(+)}\right)-L_{0}\left(\gamma_{11}^{(-)} \gamma_{13}^{(-)}+\gamma_{11}^{(+)} \gamma_{13}^{(+)}\right)\right\}\right. \\
& \left.+\gamma_{11}^{(-)} \gamma_{13}^{(+)} \varepsilon_{+}+\gamma_{11}^{(+)} \gamma_{13}^{(-)} \varepsilon_{-}-\gamma_{13}^{(-)} \gamma_{33}^{(+)} \varepsilon_{+}-\gamma_{13}^{(+)} \gamma_{33}^{(-)} \varepsilon_{-}\right] \text {, }  \tag{A13}\\
& J=\frac{1}{2}\left\{\sqrt{\varepsilon_{-}} \sqrt{\varepsilon_{+}}\left(-\gamma_{11}^{(-)} \gamma_{13}^{(+)}-\gamma_{11}^{(+)} \gamma_{13}^{(-)}+\gamma_{13}^{(-)} \gamma_{33}^{(+)}+\gamma_{13}^{(+)} \gamma_{33}^{(-)}\right)\right. \\
& \left.+L_{0}\left(\gamma_{11}^{(-)} \gamma_{13}^{(-)} \varepsilon_{+}+\gamma_{11}^{(+)} \gamma_{13}^{(+)} \varepsilon_{-}\right)-L_{1}\left(\gamma_{13}^{(-)} \gamma_{33}^{(-)} \varepsilon_{+}+\gamma_{13}^{(+)} \gamma_{33}^{(+)} \varepsilon_{-}\right)\right\},  \tag{A14}\\
& K=\frac{1}{2}\left\{\sqrt{\varepsilon_{-}} \sqrt{\varepsilon_{+}}\left(-\gamma_{11}^{(-)} \gamma_{13}^{(-)}-\gamma_{11}^{(+)} \gamma_{13}^{(+)}+\gamma_{13}^{(-)} \gamma_{33}^{(-)}+\gamma_{13}^{(+)} \gamma_{33}^{(+)}\right)\right. \\
& \left.+L_{0}\left(\gamma_{11}^{(-)} \gamma_{13}^{(+)} \varepsilon_{-}+\gamma_{11}^{(+)} \gamma_{13}^{(-)} \varepsilon_{+}\right)-L_{1}\left(\gamma_{13}^{(-)} \gamma_{33}^{(+)} \varepsilon_{-}+\gamma_{13}^{(+)} \gamma_{33}^{(-)} \varepsilon_{+}\right)\right\},  \tag{A15}\\
& L=\frac{1}{2}\left[\sqrt{\varepsilon_{-}} \sqrt{\varepsilon_{+}}\left\{L_{1}\left(\gamma_{13}^{(-)} \gamma_{33}^{(+)}+\gamma_{13}^{(+)} \gamma_{33}^{(-)}\right)-L_{0}\left(\gamma_{11}^{(-)} \gamma_{13}^{(+)}+\gamma_{11}^{(+)} \gamma_{13}^{(-)}\right)\right\}\right. \\
& \left.+\gamma_{13}^{(-)} \varepsilon_{-}\left(\gamma_{11}^{(-)}-\gamma_{33}^{(-)}\right)+\gamma_{13}^{(+)} \varepsilon_{+}\left(\gamma_{11}^{(+)}-\gamma_{33}^{(+)}\right)\right] \text {, }  \tag{A16}\\
& M=\frac{1}{2}\left\{\sqrt{\varepsilon_{-}} \sqrt{\varepsilon_{+}}\left(-\gamma_{11}^{(-)} \gamma_{13}^{(+)}-\gamma_{11}^{(+)} \gamma_{13}^{(-)}+\gamma_{13}^{(-)} \gamma_{33}^{(+)}+\gamma_{13}^{(+)} \gamma_{33}^{(-)}\right)\right. \\
& \left.+L_{0}\left(\gamma_{11}^{(-)} \gamma_{13}^{(-)} \varepsilon_{-}+\gamma_{11}^{(+)} \gamma_{13}^{(+)} \varepsilon_{+}\right)-L_{1}\left(\gamma_{13}^{(-)} \gamma_{33}^{(-)} \varepsilon_{-}+\gamma_{13}^{(+)} \gamma_{33}^{(+)} \varepsilon_{+}\right)\right\},  \tag{A17}\\
& N=\frac{1}{2}\left[\sqrt{\varepsilon_{-}} \sqrt{\varepsilon_{+}}\left\{L_{1}\left(\gamma_{13}^{(-)} \gamma_{33}^{(-)}+\gamma_{13}^{(+)} \gamma_{33}^{(+)}\right)-L_{0}\left(\gamma_{11}^{(-)} \gamma_{13}^{(-)}+\gamma_{11}^{(+)} \gamma_{13}^{(+)}\right)\right\}\right. \\
& \left.+\gamma_{11}^{(-)} \gamma_{13}^{(+)} \varepsilon_{-}+\gamma_{11}^{(+)} \gamma_{13}^{(-)} \varepsilon_{+}-\gamma_{13}^{(-)} \gamma_{33}^{(+)} \varepsilon_{-}-\gamma_{13}^{(+)} \gamma_{33}^{(-)} \varepsilon_{+}\right] \text {, }  \tag{A18}\\
& O=\sqrt{\varepsilon_{-}} \sqrt{\varepsilon_{+}}\left(\gamma_{33}^{(-)} \gamma_{33}^{(+)} L_{1}-\gamma_{13}^{(-)} \gamma_{13}^{(+)} L_{0}\right)+\frac{1}{2} \varepsilon_{+}\left(\gamma_{13}^{(-)}-\gamma_{33}^{(-)}\right)\left(\gamma_{13}^{(-)}+\gamma_{33}^{(-)}\right) \\
& +\frac{1}{2} \varepsilon_{-}\left(\gamma_{13}^{(+)}-\gamma_{33}^{(+)}\right)\left(\gamma_{13}^{(+)}+\gamma_{33}^{(+)}\right),  \tag{A19}\\
& P=\frac{1}{2}\left\{\sqrt{\varepsilon_{-}} \sqrt{\varepsilon_{+}}\left(-\gamma_{13}^{(-)^{2}}-\gamma_{13}^{(+)^{2}}+\gamma_{33}^{(-)^{2}}+\gamma_{33}^{(+)^{2}}\right)\right. \\
& \left.+\left(\varepsilon_{-}+\varepsilon_{+}\right)\left(\gamma_{13}^{(-)} \gamma_{13}^{(+)} L_{0}-\gamma_{33}^{(-)} \gamma_{33}^{(+)} L_{1}\right)\right\},  \tag{A20}\\
& Q=\frac{1}{2}\left[\sqrt{\varepsilon_{-}} \sqrt{\varepsilon_{+}}\left\{L_{1}\left(\gamma_{33}^{(-)^{2}}+\gamma_{33}^{(+)^{2}}\right)-L_{0}\left(\gamma_{13}^{(-)^{2}}+\gamma_{13}^{(+)^{2}}\right)\right\}\right. \\
& \left.+\left(\varepsilon_{-}+\varepsilon_{+}\right)\left(\gamma_{13}^{(-)} \gamma_{13}^{(+)}-\gamma_{33}^{(-)} \gamma_{33}^{(+)}\right)\right] \text {, } \\
& R=\frac{1}{2} L_{0}\left(\gamma_{13}^{(-)^{2}} \varepsilon_{+}+\gamma_{13}^{(+)^{2}} \varepsilon_{-}\right)+\sqrt{\varepsilon_{-}} \sqrt{\varepsilon_{+}}\left(\gamma_{33}^{(-)} \gamma_{33}^{(+)}-\gamma_{13}^{(-)} \gamma_{13}^{(+)}\right)
\end{align*}
$$

(A21)

$$
\begin{align*}
&-\frac{1}{2} L_{1}\left(\gamma_{33}^{(-)^{2}} \varepsilon_{+}+\gamma_{33}^{(+)^{2}} \varepsilon_{-}\right),  \tag{A22}\\
& S=\sqrt{\varepsilon_{-}} \sqrt{\varepsilon_{+}}\left(\gamma_{33}^{(-)} \gamma_{33}^{(+)} L_{1}-\gamma_{13}^{(-)} \gamma_{13}^{(+)} L_{0}\right)+\frac{1}{2} \varepsilon_{-}\left(\gamma_{13}^{(-)}-\gamma_{33}^{(-)}\right)\left(\gamma_{13}^{(-)}+\gamma_{33}^{(-)}\right) \\
&+\frac{1}{2} \varepsilon_{+}\left(\gamma_{13}^{(+)}-\gamma_{33}^{(+)}\right)\left(\gamma_{13}^{(+)}+\gamma_{33}^{(+)}\right),  \tag{A23}\\
& T=\frac{1}{2} L_{0}\left(\gamma_{13}^{(-)^{2}} \varepsilon_{-}+\gamma_{13}^{(+)^{2}} \varepsilon_{+}\right)+\sqrt{\varepsilon_{-}} \sqrt{\varepsilon_{+}}\left(\gamma_{33}^{(-)} \gamma_{33}^{(+)}-\gamma_{13}^{(-)} \gamma_{13}^{(+)}\right) \\
&-\frac{1}{2} L_{1}\left(\gamma_{33}^{(-)^{2}} \varepsilon_{-}+\gamma_{33}^{(+)^{2}} \varepsilon_{+}\right) . \tag{A24}
\end{align*}
$$

## Appendix C

The proof that $\mathcal{B}<0$ is presented as follows:
Proof. To prove that $\mathcal{B}=-\frac{\left(L_{0}+1\right)\left(L_{1}+1\right)\left\{(a \kappa-1)(d \kappa-1)-(b-c \kappa)^{2}\right\}}{4\left(\kappa^{2}-1\right)^{2}}<0$, it is necessary to prove that

$$
\begin{equation*}
(a \kappa-1)(d \kappa-1)-(b-c k)^{2}>0 \tag{A25}
\end{equation*}
$$

because $-\frac{\left(L_{0}+1\right)\left(L_{1}+1\right)}{4\left(\kappa^{2}-1\right)^{2}}<0$. This inequality can be rewritten as follows using a hyperbolic function:

$$
\begin{equation*}
-2 \mathrm{e}^{-|\alpha|^{2}\left(2+R_{0}+R_{1}\right)} W>0 \tag{A26}
\end{equation*}
$$

where

$$
\begin{equation*}
W=\cosh \left\{|\alpha|^{2}\left(R_{0}-R_{1}\right)\right\}-\cosh \left\{|\alpha|^{2}\left(2+R_{0}+R_{1}\right)\right\}-1+\cosh \left\{2|\alpha|^{2}\left(1+\sqrt{R_{0} R_{1}}\right)\right\} \tag{A27}
\end{equation*}
$$

We then rewrite $W$ using a sum-to-product formula and we then obtain

$$
\begin{equation*}
W=2 \sinh \left\{|\alpha|^{2}\left(1+R_{0}\right)\right\} \sinh \left\{-|\alpha|^{2}\left(1+R_{1}\right)\right\}+2 \sinh ^{2}\left\{|\alpha|^{2}\left(1+\sqrt{R_{0} R_{1}}\right)\right\} . \tag{A28}
\end{equation*}
$$

The first term on the right-hand side (RHS) is negative, and the second term on the RHS is positive because $0 \leq R_{0}<R_{1} \leq 1$. Furthermore, the absolute value of the first term is greater than that of the second term because $\left(1+R_{0}\right)\left(1+R_{1}\right)>\left(1+\sqrt{R_{0} R_{1}}\right)^{2}$, and sinh is odd and increases monotonically. Therefore, $W<0$, and thus $\mathcal{B}<0$.
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#### Abstract

Modern optical communication technology can realize a large-scale multilevel (or M-ary) optical signal. Investigating the quantum mechanical nature of such a large-scale $M$-ary optical signal is essential for a unified understanding of quantum information science and optical communication technology. This article focuses on the quantum-mechanical non-orthogonality for a collection of pure quantum states and proposes a non-orthogonality index based on the least squares error criterion in quantum detection theory. First, we define the index for linearly independent signals, and the proposed index is analyzed through numerical simulations. Next, the index is applied to a highly large-scale $M$-ary phase-shift keying (PSK) coherent state signal. Furthermore, the index is compared with the capacity of the pure state channel with the PSK signal. As a result, it is shown that a highly large-scale $M$-ary PSK coherent state signal exhibits a quantum nature even when the signal transmission power is very high. Thus, the theoretical characterization of a highly large-scale $M$-ary coherent state signal based on the proposed index will be the first step toward a better understanding of cutting-edge optical communication technologies such as the quantum stream cipher Y00.
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## 1. Introduction

In 1967-1968, Helstrom achieved a breakthrough in optical communication theory by providing a new framework with a complete quantum mechanical description of optical signals and receivers [1-3]. In addition, he successfully demonstrated the quantum limit of detection error for binary optical signals based on the Bayes and Neyman-Pearson criteria developed in the classical detection theory (e.g., $[4,5]$ ). After Helstrom's work, Yuen et al. investigated the conditions for the optimal quantum detection of general quantum states based on a linear programming method [6,7]. Furthermore, Holevo investigated the existence problem for optimal quantum detection and demonstrated the necessary and sufficient conditions for the optimal quantum detection of general quantum states [8]. These pioneering scientists opened up the field of quantum detection theory. Quantum detection theory has since been extensively developed and is a key theory for unifying quantum information science and optical communication technology.

In quantum detection theory, optical signals are mathematically expressed as quantum states of light. For pure states, error-free quantum detection is only allowed when the states are orthogonal to each other. This is a significant result of quantum detection theory. A similar result is observed from the no-cloning theorem [9-11]. The no-cloning theorem claims that perfect cloning is possible within a collection of quantum states if and only if the quantum states are orthogonal.

Recent development in experimental studies on the quantum stream cipher Y00 demonstrates that highly large-scale multilevel (or M-ary [12-14]) optical signals can be realized using advanced technologies in optical communications [15,16]. Therefore, the theoretical characterization of a large-scale collection of coherent states is essential for a unified understanding of quantum information science and optical communication technology.

Coherent states are non-orthogonal, and a collection of coherent states forms a linearly independent set. Hence, the case of linearly independent pure states is of particular interest. A collection of pure states can be almost orthogonal, moderately non-orthogonal, or almost identical states. Therefore, a quantitative measure of the degree of non-orthogonality of each collection is needed for a detailed analysis. In the case of binary pure states, the degree of non-orthogonality is usually measured through the modulus of the inner product between the two states. However, no method to quantify the degree of non-orthogonality of a collection of more than three quantum states has been developed. Therefore, this study aims to develop a quantitative measure for the non-orthogonality of a collection of many states.

For this aim, we propose an index to evaluate the non-orthogonality of a collection of linearly independent pure states based on the least squares error (LSE) criterion in quantum detection theory. We summarize the LSE criterion in Section 2 and define a non-orthogonality index in Section 3. The proposed index is analyzed through numerical simulations with randomly generated vectors in Section 4. Then, the index is applied to the M-ary phase-shift keying (PSK) coherent state signal in Section 5. Further, the capacity of a pure state channel with the PSK signal is analyzed to understand the operational meaning of the index in the same section. Finally, we give conclusions in Section 6.

## 2. LSE Criterion in Quantum Detection Theory

Let $S=\left\{\left|\psi_{m}\right\rangle: 1 \leq m \leq M\right\}$ be a collection of $M$ linearly independent pure quantum states, where each state is normalized, $\left\|\psi_{m}\right\|=1$. Then, the squared error $E(S, \beta)$ for $S$ by adapting an orthonormal basis $\beta=\left\{\left|v_{m}\right\rangle: 1 \leq m \leq M\right\}$ in vector space $\mathcal{V}$ spanned by $S$ as a measurement basis is defined as follows.

$$
\begin{equation*}
E(S, \beta)=\frac{1}{M} \sum_{m=1}^{M}\left\langle e_{m} \mid e_{m}\right\rangle \tag{1}
\end{equation*}
$$

where $\left|e_{m}\right\rangle=\left|\psi_{m}\right\rangle-\left|v_{m}\right\rangle$. This expression can be arranged into the following form:

$$
\begin{equation*}
E(S, \beta)=\frac{1}{M} \sum_{m=1}^{M}\left\|e_{m}\right\|^{2}=\frac{1}{M} \sum_{m=1}^{M}\left\|\psi_{m}-v_{m}\right\|^{2} \tag{2}
\end{equation*}
$$

Then, the least squares error (LSE) is defined as

$$
\begin{equation*}
E^{\circ}(S)=\min _{\beta} E(S, \beta)=E\left(S, \beta^{\circ}\right) \tag{3}
\end{equation*}
$$

A constructive manner can find the optimal basis $\beta^{\circ}$ from past studies as follows.
Theorem 1 ([17,18]). For $S=\left\{\left|\psi_{m}\right\rangle: 1 \leq m \leq M\right\}$ of linearly independent pure quantum states, the optimal basis $\beta^{\circ}=\left\{\left|v_{m}^{\circ}\right\rangle: 1 \leq m \leq M\right\}$ for the LSE is given by

$$
\begin{equation*}
\left|v_{m}^{\circ}\right\rangle=\hat{G}^{-1 / 2}\left|\psi_{m}\right\rangle, \quad \text { with } \quad \hat{G}=\sum_{m=1}^{M}\left|\psi_{m}\right\rangle\left\langle\psi_{m}\right| \tag{4}
\end{equation*}
$$

This basis $\beta^{\circ}$ is known as the square-root measurement [19-22]. Then, the LSE can be written as

$$
\begin{equation*}
E^{\circ}(S)=E\left(S, \beta^{\circ}\right)=\frac{1}{M} \sum_{m=1}^{M}\left(1-\sqrt{\lambda_{m}}\right)^{2} \tag{5}
\end{equation*}
$$

where $\lambda_{m}$ is the eigenvalue of the Gram matrix

$$
\mathbf{G}=\left[\begin{array}{cccc}
\left\langle\psi_{1} \mid \psi_{1}\right\rangle & \left\langle\psi_{1} \mid \psi_{2}\right\rangle & \cdots & \left\langle\psi_{1} \mid \psi_{M}\right\rangle  \tag{6}\\
\left\langle\psi_{2} \mid \psi_{1}\right\rangle & \left\langle\psi_{2} \mid \psi_{2}\right\rangle & \cdots & \left\langle\psi_{2} \mid \psi_{M}\right\rangle \\
\vdots & \vdots & \ddots & \vdots \\
\left\langle\psi_{M} \mid \psi_{1}\right\rangle & \left\langle\psi_{M} \mid \psi_{2}\right\rangle & \cdots & \left\langle\psi_{M} \mid \psi_{M}\right\rangle
\end{array}\right]
$$

## 3. Non-Orthogonality Measure Based on LSE

### 3.1. Maximum and Minimum of LSE

Suppose that $S$ consists of orthonormal vectors. Hence, G of $S$ is the identity matrix of size $M$. Moreover, the optimal basis $\beta^{\circ}$ is identical to $S$. Therefore, $E^{\circ}(S)=0$. From definition (1), $E(S, \beta) \geq 0$. Thus, the minimum value of $E^{\circ}(S)$ is zero.
$E^{\circ}(S)$ is the solution to the minimization problem of $E(S, \beta)$ with respect to $\beta$ for given $S$. However, the maximum of $E^{\circ}(S)$ for $S$ has not been discussed. As mentioned above, the minimum value is attained when $S$ consists of orthogonal vectors. Hence, we suppose that the other extreme case, where $S$ consists of almost identical vectors, will provide the maximum value. Therefore, we assume that each vector in $S$ is close to the barycenter $\mid$ barycenter $\rangle$ for $\beta^{\circ}$. That is,

$$
\left.\left|\psi_{m}\right\rangle \sim \mid \text { barycenter }\right\rangle=\frac{1}{\sqrt{M}} \sum_{\ell=1}^{M}\left|v_{\ell}^{\circ}\right\rangle,
$$

and, hence, $\left|e_{m}\right\rangle \sim \mid$ barycenter $\rangle-\left|v_{m}^{\circ}\right\rangle$. This implies

$$
E^{\circ}(S) \sim 2\left(1-\frac{1}{\sqrt{M}}\right)
$$

To give a clear description, we use Equation (5). Applying a simple inequality on the square root $\left(\sum \sqrt{\cdot} \geq \sqrt{\sum \cdot}\right)$, we have

$$
\begin{equation*}
E^{\circ}(S)=2\left\{1-\frac{1}{M} \sum_{m=1}^{M} \sqrt{\lambda_{m}}\right\} \leq 2\left\{1-\frac{1}{M} \sqrt{\sum_{m=1}^{M} \lambda_{m}}\right\}=2\left(1-\frac{1}{\sqrt{M}}\right) \tag{7}
\end{equation*}
$$

Thus, $2(1-1 / \sqrt{M})$ is an upper bound of $E^{\circ}(S)$ for linearly independent $S$.
According to Eldar and Forney [18], the LSE for linearly dependent $S$ is given by $E^{\circ}(S)=2\left[1-(1 / M) \sum_{i=1}^{r} \sqrt{\lambda_{i}}\right]$, where $r$ is the rank of $\mathbf{G}$ and $\lambda_{i}$ is the nonzero eigenvalue of $G$. From the convexity of the square root and the inequality used in Equation (7), we have $2(1-\sqrt{r / M}) \leq E^{\circ}(S) \leq 2(1-1 / \sqrt{M})$ for linearly dependent $S$. If all the vectors in $S$ are identical, then $r=1$ and $\lambda_{1}=M$. Therefore, the upper bound $2(1-1 / \sqrt{M})$ can be attained by the case that all the vectors in $S$ are identical. Thus, the quantity $2(1-1 / \sqrt{M})$ can be regarded as the maximum of $E^{\circ}(S)$ if the identical vector case is allowed. Furthermore, a simple calculation derives the inequality $X_{r}\left(\lambda_{1}, \lambda_{2}, \lambda_{3}, \ldots, \lambda_{r}\right) \geq X_{r-1}\left(\lambda_{1}+\lambda_{2}, \lambda_{3}, \ldots, \lambda_{r}\right)$, where $X_{r}\left(\lambda_{1}, \lambda_{2}, \lambda_{3}, \ldots, \lambda_{r}\right)=\sum_{i=1}^{r} \sqrt{\lambda_{i}}$ for $2 \leq r \leq M$. Therefore, we have

$$
\begin{equation*}
2\left(1-\frac{1}{M} X_{r}\left(\lambda_{1}, \lambda_{2}, \lambda_{3}, \ldots, \lambda_{r}\right)\right) \leq 2\left(1-\frac{1}{M} X_{r-1}\left(\lambda_{1}+\lambda_{2}, \lambda_{3}, \ldots, \lambda_{r}\right)\right) \tag{8}
\end{equation*}
$$

The orthonormal states and the identical state case attain the minimum and maximum values of LSE, respectively. That is, the smallest rank $r=1$ case gives the maximum, and the full rank $r=M$ case provides the minimum. The inequality above supports this fact. A lower rank has a higher non-orthogonality and vice versa.

### 3.2. A Non-Orthogonality Index of a Collection of Pure State Signals

The range of $E^{\circ}(S)$ is given by

$$
\begin{equation*}
0 \leq E^{\circ}(S) \leq 2\left(1-\frac{1}{\sqrt{M}}\right) \leq 2 \tag{9}
\end{equation*}
$$

Hence, we define the non-orthogonality index (NOI), which is a new measure of the non-orthogonality of a collection of linearly independent pure states, as follows:

$$
\begin{equation*}
\operatorname{NOI}(S) \equiv \frac{1}{2(1-1 / \sqrt{M})} E^{\circ}(S) \tag{10}
\end{equation*}
$$

where $0 \leq \operatorname{NOI}(S) \leq 1$. The vectors in $S$ are almost orthogonal to each other when $\operatorname{NOI}(S)$ is approximately equal to 0 . Conversely, all vectors in $S$ are almost identical when $\operatorname{NOI}(S)$ is approximately equal to 1 .

## 4. Numerical Simulations

### 4.1. Binary Case

For $S=\left\{\left|\psi_{1}\right\rangle,\left|\psi_{2}\right\rangle\right\}$,

$$
\begin{equation*}
\operatorname{NOI}(S)=\frac{2-\sqrt{1-|\kappa|}-\sqrt{1+|\kappa|}}{2-\sqrt{2}} \tag{11}
\end{equation*}
$$

where the inner product $\kappa=\left\langle\psi_{1} \mid \psi_{2}\right\rangle . \operatorname{NOI}(S)=0$ when $\left|\psi_{1}\right\rangle$ and $\left|\psi_{2}\right\rangle$ are orthogonal $(\kappa=0)$, and $\operatorname{NOI}(S)=1$ when $\left|\psi_{1}\right\rangle=\left|\psi_{2}\right\rangle(\kappa=1)$. From Equation (11), we have

$$
\begin{equation*}
|\kappa|=\frac{1}{2}(2-t) \sqrt{t(4-t)}, \quad t=(2-\sqrt{2}) N O I(S) \tag{12}
\end{equation*}
$$

The minimum average probability of the quantum detection error is given by $P_{\mathrm{e}}=$ $\left(1-\sqrt{1-|\kappa|^{2}}\right) / 2$ [23], where we assume that the states are equiprobable. Moreover, the capacity for a binary pure state channel, $b \rightarrow\left|\psi_{b}\right\rangle(b=1,2)$, is given by $C=-\mu_{+} \log _{2} \mu_{+}-$ $\mu_{-} \log _{2} \mu_{-}$, where $\mu_{ \pm}=(1 \pm|\kappa|) / 2$ [24]. Figure 1 illustrates the plot of these quantities versus $\operatorname{NOI}(S)$ instead of the modulus of the inner product $|\kappa|$. The error probability $P_{\mathrm{e}}$ is nearly proportional to $\operatorname{NOI}(S)$, and the capacity $C$ monotonically decreases with respect to NOI (S).



Figure 1. Binary case. (left) Minimum error probability $P_{\mathrm{e}}$ vs. $\operatorname{NOI(S).(right)~Capacity~} \mathrm{C}$ vs. NOI(S).

### 4.2. Numerical Simulation I: (Condition-Free)

A simple computer simulation was performed to verify the property $0 \leq N O I(0) \leq 1$. In this simulation, $M$ normalized complex vectors, $\left|\psi_{m}\right\rangle=\left|r_{m}\right\rangle \in \mathbb{C}^{M}$, are randomly generated, and $\operatorname{NOI}(S)$ is computed if $S=\left\{\left|\psi_{m}\right\rangle: 1 \leq m \leq M\right\}$ is linearly independent. This procedure was repeated 1000 times for each $M$, where $M=4,8,16,32,64,128,256$. No exceptional values of $\operatorname{NOI}(S)$ were observed in this simulation.

### 4.3. Numerical Simulation II: (Almost Orthogonal Case)

A simulation for the case of almost orthogonal quantum states was performed to see how $\operatorname{NOI}(S)$ approaches zero.

Let $\beta^{\bullet}=\left\{\left|v_{1}^{\bullet}\right\rangle, \ldots,\left|v_{M}^{\bullet}\right\rangle\right\}$ be the standard basis for $\mathbb{C}^{M}$. For each $m$, a normalized vector $\left|r_{m}\right\rangle \in \mathbb{C}^{M}$ is randomly generated and the state vector is set to $\left|\psi_{m}^{\prime}\right\rangle=\mathcal{N}\left(\left|v_{m}^{\bullet}\right\rangle+\right.$ $\tilde{\delta}\left|r_{m}\right\rangle$ ), where $\mathcal{N}$ is a normalization factor and $\tilde{\delta}$ is a small positive number. When $S^{\prime}=$ $\left\{\left|\psi_{1}^{\prime}\right\rangle, \ldots,\left|\psi_{M}^{\prime}\right\rangle\right\}$ is linearly independent, $\operatorname{NOI}\left(S^{\prime}\right)$ and $\delta=\max \left\{\delta_{1}, \ldots, \delta_{M}\right\}$ are evaluated, where $\delta_{m}=\left\|\psi_{m}^{\prime}-v_{m}^{\bullet}\right\|$. This procedure was repeated 200 times for each $\tilde{\delta}$, where $\tilde{\delta}$ was chosen from 0.001 to 0.3 with step 0.001 . Hence, the total number of trials was 60000 for each $M$, where $M=8,16,32,64,128,256$.

Figure 2 illustrates the graph of $\operatorname{NOI}\left(S^{\prime}\right)$ versus $\delta$ for each $M$. The overall trend of the figures is that $\operatorname{NOI}\left(S^{\prime}\right)$ almost depends on $\delta^{2}$, which reflects the definition of $\delta_{m}$. We observed that the variance of $\operatorname{NOI}\left(S^{\prime}\right)$, which means the dispersion of values at each $\delta$, decreases and the typical value of $\mathrm{NOI}\left(S^{\prime}\right)$ approaches zero when $\delta$ approaches zero. Conversely, the smallest value in each $\delta$ leaves from the floor line of $\operatorname{NOI}(S)=0$ and the variance of $\operatorname{NOI}\left(S^{\prime}\right)$ increases when $\delta$ increases.

Comparing the figures, the variance of $\operatorname{NOI}\left(S^{\prime}\right)$ shrinks as $M$ increases. The transition from $\operatorname{NOI}(S)=0$ to $\operatorname{NOI}(S)=1$ in a figure is related to the change in the rank of $\mathbf{G}$. Each graph shows only the case of linearly independent $S$, namely the case of $r=M$. Taken together with Equation (8), one may infer that the boundary of the plotted points means a borderline of whether the randomly generated vector set is linearly independent or not. Based on this thought, the variance in each $\delta$ shows the existing range of linearly independent $S$. Hence, we conjecture that the range of possible values of the NOI for linearly independent sets becomes relatively smaller when $M$ increases.


Figure 2. $\operatorname{NOI}\left(S^{\prime}\right)$ vs. $\delta$ for almost orthogonal cases.

### 4.4. Numerical Simulation III: (Almost Identical Case)

A simulation for the case that the quantum states are almost identical was performed to see how $\operatorname{NOI}(S)$ approaches one.

Let $|c\rangle=(1 / \sqrt{M}, \ldots, 1 / \sqrt{M}) \in \mathbb{C}^{M}$. For each $m$, a normalized vector $\left|r_{m}\right\rangle \in \mathbb{C}^{M}$ is randomly generated and the state vector is set to $\left|\psi_{m}^{\prime}\right\rangle=\mathcal{N}\left(|c\rangle+\tilde{\epsilon}\left|r_{m}\right\rangle\right)$, where $\mathcal{N}$ is
a normalization factor and $\tilde{\epsilon}$ is a small positive number. When $S^{\prime}=\left\{\left|\psi_{1}^{\prime}\right\rangle, \ldots,\left|\psi_{M}^{\prime}\right\rangle\right\}$ is linearly independent, $\operatorname{NOI}\left(S^{\prime}\right)$ and $\epsilon=\max \left\{\epsilon_{1}, \ldots, \epsilon_{M}\right\}$ are evaluated, where $\epsilon_{m}=$ $\left\|\psi_{m}^{\prime}-c\right\|$. This procedure was repeated 200 times for each $\tilde{\epsilon}$, where $\tilde{\epsilon}$ was chosen from 0.001 to 0.3 with step 0.001 . Hence, the total number of trials was 60,000 for each $M$, where $M=8,16,32,64,128,256$.

Figure 3 illustrates the graph of $\operatorname{NOI}\left(S^{\prime}\right)$ versus $\epsilon$. The overall trend of the figures is that $\operatorname{NOI}\left(S^{\prime}\right)$ is linear for $\epsilon$. In each figure, the variance of $\operatorname{NOI}\left(S^{\prime}\right)$ decreases, and the typical value of $N O I\left(S^{\prime}\right)$ approaches one as $\epsilon$ approaches zero. Conversely, the largest value leaves from the ceiling line of $\operatorname{NOI}(S)=1$ and the variance of $\operatorname{NOI}\left(S^{\prime}\right)$ increases when $\epsilon$ increases. Comparing the figures, the variance of $N O I\left(S^{\prime}\right)$ shrinks as $M$ increases, as in the almost orthogonal case.


Figure 3. $\operatorname{NOI}(S)$ vs. $\epsilon$ for almost identical cases.

## 5. An Application of the Proposed Technique

Let us consider the case of an $M$-ary PSK coherent state signal as a practical application of the index. As for the M-ary PSK coherent state signal, many researchers have studied it in various ways. The performance of the optimal quantum receiver for the PSK signals has been well studied (e.g., [25-28]). The closed-form expression of the capacity of the pure state channel with the PSK signal was derived in Ref. [29]. The reliability function of the pure state channel with the PSK signal at a high information rate was analyzed in Ref. [30]. Furthermore, an experiment utilizing the $2^{17}$-ary (131072-ary) optical PSK signal was reported in Ref. [15].

An optical signal emitted from a laser can be expressed as a coherent state of light. The coherent state with complex amplitude $\alpha$ [31] is expressed as

$$
\begin{equation*}
|\alpha\rangle=\exp \left[-\frac{|\alpha|^{2}}{2}\right] \sum_{n=0}^{\infty} \frac{\alpha^{n}}{\sqrt{n!}}|n\rangle, \tag{13}
\end{equation*}
$$

where $|n\rangle$ is the number state. The average number of signal photons in the state $|\alpha\rangle$ is given by $\langle n\rangle=|\alpha|^{2}$. In a communication scenario, the complex amplitude of a coherent
state signal is determined based on the signal modulation format. For an M-ary PSK coherent state signal, $S$ is given by

$$
\begin{equation*}
S=\left\{\left|\alpha_{0} \exp \left[\frac{2 m \pi j}{M}\right]\right\rangle: 0 \leq m \leq M-1\right\} \tag{14}
\end{equation*}
$$

where $\jmath=\sqrt{-1}$, and the fundamental amplitude $\alpha_{0}$ is assumed to be a positive real number. The M-ary PSK coherent state signal is designed to be symmetric on the constellation diagram. Hence, the average number of signal photons does not depend on the probability distribution $\mathbf{p}=\left(p_{0}, \ldots, p_{M-1}\right)$ of the signal. That is,

$$
\begin{equation*}
N_{S}=\sum_{m=0}^{M-1} p_{m}\left|\alpha_{0} \exp \left[\frac{2 m \pi j}{M}\right]\right|^{2}=\alpha_{0}^{2} \tag{15}
\end{equation*}
$$

In order to compute $\operatorname{NOI}(S)$ of the $M$-ary PSK coherent state signal, we use the eigenvalues of $\mathbf{G}$ constructed from $S$ of Equation (14). In this case, the eigenvalues are given as follows.

$$
\begin{equation*}
\lambda_{m}=\sum_{\ell=1}^{M} A_{(1, \ell)} \cos \left[\Theta_{(1, \ell)}-\frac{2 \pi}{M} m(\ell-1)\right] \tag{16}
\end{equation*}
$$

where

$$
\begin{align*}
& A_{(1, \ell)}=\exp \left[-2\left|\alpha_{0}\right|^{2} \sin ^{2}\left[\frac{\pi}{M}(\ell-1)\right]\right]  \tag{17}\\
& \Theta_{(1, \ell)}=|\alpha|^{2} \sin \left[\frac{2 \pi}{M}(\ell-1)\right] \tag{18}
\end{align*}
$$

Figure 4 illustrates the graph of $\operatorname{NOI}(S)$ of the $M$-ary PSK coherent state signal versus $\log _{2} M$ (the size of $M$ in bits). Typical values of $M$ are $2^{4}=16,2^{6}=64,2^{8}=256,2^{10}=1024$, $2^{12}=4096,2^{14}=16,384,2^{16}=65,536$, and $2^{17}=131,072$. In this computation, the average number $N_{s}$ of signal photons was between 10 and $1,000,000$ photons. From Figure 4, we observe that $\operatorname{NOI}(S)$ increases monotonically for $M$. This mutual relationship was observed for all values of $N_{S}$. The non-orthogonality of the states is one of the fundamental properties of a quantum system. Therefore, Figure 4 shows that the $M$-ary PSK coherent state signal exhibits a quantum nature for a significantly large number of signal photons when the total number $M$ of the signals is large enough.


Figure 4. $\operatorname{NOI}(S)$ vs. $\log _{2} M$ for $M$-ary PSK coherent state signal.

The capacity of the pure state channel $m \rightarrow\left|\psi_{m}\right\rangle$ for the $M$-ary PSK coherent state signal is analyzed to understand the operational meaning of $\operatorname{NOI}(S)$. From Ref. [29], the capacity of this channel is given by

$$
\begin{equation*}
C=-\sum_{m=1}^{M} \mu_{m} \log _{2} \mu_{m}, \quad \mu_{m}=\frac{\lambda_{m}}{M} \tag{19}
\end{equation*}
$$

where $\lambda_{m}$ is given by Equation (16), because the optimal signal distribution to achieve the capacity is a uniform distribution $\mathbf{p}=(1 / M, \ldots, 1 / M)$. Normalized quantity $C^{\prime}$, which represents the number of Shannon bits per one binary digit of a signal, is obtained by dividing the capacity C by $\log _{2} M$. Figure 5 illustrates the graph of the normalized capacity versus $\log _{2} M$. From Figures 4 and 5, we observe that the normalized capacity is maximum (or 1 ) in the region where $\operatorname{NOI}(S)$ is almost zero, and the capacity decreases when $\operatorname{NOI}(S)$ increases. Thus, $N O I(S)$ effectively detects the trend of the capacity.


Figure 5. Normalized capacity $C^{\prime}$ vs. $\log _{2} M$ for $M$-ary PSK coherent state signal.

## 6. Conclusions

We have proposed a novel index to measure the non-orthogonality of a collection of linearly independent pure states based on the least squares error criterion in quantum detection theory. We call this index the non-orthogonality index (NOI). First, the nonorthogonality index was analyzed using numerical simulations for binary, condition-free, almost orthogonal, and almost identical cases. The index effectively measured the nonorthogonality of a collection of linearly independent signals from the computer simulations. Next, the non-orthogonality index was applied to the M-ary phase-shift keying (PSK) coherent state signal. It was shown that a highly large-scale $M$-ary PSK coherent state signal exhibits high non-orthogonality when the total number of signals is sufficiently large. Furthermore, the index was compared with the capacity of the pure state channel with the PSK signal. Then, we observed that the proposed index effectively detects the trend of the capacity.

In general, a quantum cryptographic system must use a quantum signal set that is unable to distinguish the signals with small detection error or extract much information for an eavesdropper. A simple method is to use single-photon or very weak coherent states. However, this approach has inherent limitations in transmission speed and distance. On the other hand, the coherent state signal having very high power can behave as an almost non-orthogonal signal if the number of signals is sufficiently large. Thus, using a highly large-scale multilevel coherent state signal can create an advantage for legitimate users against the eavesdropper from quantum signal detection. Quantum stream cipher Y00 is a protocol that uses a sufficient number of high-power coherent state signals. Therefore, we conclude that the characterization of a highly large-scale $M$-ary coherent state signal based on the non-orthogonality index provides a basis for understanding cutting-edge optical communication technologies such as quantum stream cipher Y00.

This article discussed the non-orthogonality index in the case of linearly independent pure state signals. Therefore, the generalization of the index remains for future work,
which will involve a more precise analysis of linearly dependent cases and the cases of mixed states. In addition, the application to other multilevel coherent state signals such as quadrature amplitude modulation signals will be considered in future work.

Funding: This research was funded under Grant No. JPJ004596 from ATLA, Japan.
Institutional Review Board Statement: Not applicable
Data Availability Statement: All relevant simulation parameters and equations are within the paper. No experimental data was used in this study.

Acknowledgments: The author would like to thank Fumio Futami and Ken Tanizawa of Tamagawa University for their helpful discussions. The author is grateful to Shigeo Tsujii of Chuo University for his encouragement.

Conflicts of Interest: The author declares no conflict of interest associated with this manuscript.

## Abbreviations

The following abbreviations are used in this manuscript:

$$
\begin{array}{ll}
\text { LSE } & \text { Least squares error } \\
\text { NOI } & \text { Non-orthogonality index } \\
\text { PSK } & \text { Phase-shift keying }
\end{array}
$$
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#### Abstract

Measurement-device-independent quantum key distribution (MDI-QKD) is innately immune to all detection-side attacks. Due to the limitations of technology, most MDI-QKD protocols use weak coherent photon sources (WCPs), which may suffer from a photon-number splitting (PNS) attack from eavesdroppers. Therefore, the existing MDI-QKD protocols also need the decoy-state method, which can resist PNS attacks very well. However, the existing decoy-state methods do not attend to the existence of PNS attacks, and the secure keys are only generated by single-photon components. In fact, multiphoton pulses can also form secure keys if we can confirm that there is no PNS attack. For simplicity, we only analyze the weaker version of a PNS attack in which a legitimate user's pulse count rate changes significantly after the attack. In this paper, under the null hypothesis of no PNS attack, we first determine whether there is an attack or not by retrieving the missing information of the existing decoy-state MDI-QKD protocols via statistical hypothesis testing, extract a normal distribution statistic, and provide a detection method and the corresponding Type I error probability. If the result is judged to be an attack, we use the existing decoy-state method to estimate the secure key rate. Otherwise, all pulses with the same basis leading to successful Bell state measurement (BSM) events including both single-photon pulses and multiphoton pulses can be used to generate secure keys, and we give the formula of the secure key rate in this case. Finally, based on actual experimental data from other literature, the associated experimental results (e.g., the significance level is $5 \%$ ) show the correctness of our method.


Keywords: decoy state; measurement-device independent; quantum key distribution; photon number splitting attack; statistical hypothesis testing

## 1. Introduction

Quantum key distribution (QKD) [1-6] is a technique that allows two remote parties (Alice and Bob), to share unconditional secure keys. The unconditional security of the keys are guaranteed by the laws of quantum mechanics [7-10]. The first ideal QKD protocol is BB84-QKD created by Bennett and Brassard [1], which needs a perfect single-photon source and detectors. However, there is always a large gap between ideal and reality. Due to the imperfection of equipment, the implementation of the QKD suffers double attacks from the source side and detection side. On the one hand, at present, perfect single-photon sources are not available, and weak coherent photon sources (WCPs) after phase randomization are often utilized to replace the single-photon sources. While the photon number of the pulses emitted by WCPs may be more than one, an eavesdropper Eve can launch a photon-number splitting (PNS) attack [11-15]. Specially, a weaker version of a PNS attack is one in which Alice's or Bob's pulse count rate changes significantly after the attack [11-14], and the stronger PNS attack means that both Alice's and Bob's pulse count rates remain unchanged after the attack [15]. The difference between these two attacks is the effect on Alice's and

Bob's pulse count rates. Fortunately, the decoy-state method [16-18] proposed later can resist PNS attacks very well.

On the other hand, due to the low detection efficiency of the detectors, Eve can launch attacks against the detectors. Compared with source attacks, there are more attacks from the detection side, such as the detector blinding attack [19,20], dead time attack [21], faked state attack [22,23], and time shift attack [24].People have proposed device-independent quantum key distribution (DI-QKD) [25,26], which can resist all attacks from devices. However, this protocol is highly impractical because it needs close to unity detection efficiency. In 2012, Lo et al. [27] proposed measurement-device-independent quantum key distribution (MDI-QKD), which is also known as the time-inversion version of EPR protocol [28]. In MDI-QKD, Alice and Bob do not need to perform measurement operations, so it can be innately immune to all detection attacks. MDI-QKD combined with the decoy-state method can resist both source attacks and detection attacks; thus, decoy-state MDI-QKD [29-31] is one of the most promising QKD protocols, which can provide unconditional secure keys in practical applications.

However, the secure key rate of the existing decoy-state MDI-QKD is not high [32,33]. The decoy-state method defeats the PNS attack through providing a more accurate method to determine the secure key rate. More specifically, the existing decoy-state method can more closely estimate the lower bound of gain and the upper bound of quantum bit error rate (QBER) of single-photon signals, and then the secure key rate can be calculated by the GLLP formula [34]. In essence, the existing decoy-state method does not care about the existence of a PNS attack, and the secure keys are only generated by single-photon components [35]. However, if we can determine that there is no PNS attack on the channel, multiphoton pulses can also generate secure keys. For simplicity, we only analyze the weaker version of PNS attack in which the legitimate user's pulse count rate changes significantly after the attack. In this case, there is no doubt that using the existing methods to estimate the secure key rate will waste the underlying keys generated from multiphoton pulses and reduce the efficiency.

In this work, under the null hypothesis of no PNS attack $H_{0}$, we first retrieve the lost information in the existing decoy-state MDI-QKD, extract a normal distribution statistic, and provide a new method to determine whether there is a PNS attack or not through statistical hypothesis testing. If the result is judged to be an attack, the keys can only be generated from single-photon pulses, and the secure key rate will be estimated by the existing decoy-state method. Otherwise, all pulses with the same basis leading to a successful Bell state measurement (BSM) event including both single-photon pulses and multiphoton pulses can be used to generate keys, and we give the formula of the secure key rate in this case. Furthermore, we use the real experimental data in [36] to verify our method, and the analytical results show that our method is credible (e.g., a significance level of $5 \%$ ).

The structure of this paper is organized as follows. In Section 2, we briefly review the typical decoy-state MDI-QKD and related notations. In Section 3, we describe our method for detecting the PNS attack in the decoy-state MDI-QKD via statistical hypothesis testing in detail. In Section 4, the correctness of our method is verified with the real experimental data from the existing literature. Finally, we discuss and draw conclusions in Section 5.

## 2. Three-Intensity Decoy-State MDI-QKD

In this paper, we adopt a typical decoy-state MDI-QKD with polarization encoding [36], which mainly consists of three steps.
(i) Alice generates phase-randomized pulses from WCPs and randomly selects the basis $W \in\{Z, X\}$. That is, $P_{Z}=P_{X}=1 / 2$, where $P_{Z}$ and $P_{X}$ are the probabilities of choosing the $Z$ basis and $X$ basis, respectively. Then Alice uses an intensity modulator to modulate the pulses with three different intensities and sends them to Charlie located in the middle. This three intensities are the intensity of signal state $\mu_{2}$, the intensity of decoy state $\mu_{1}$, and the intensity of vacuum state $\mu_{0}$, respectively. Furthermore, the
corresponding percentages being emitted are $P_{\mu_{2}}, P_{\mu_{1}}$, and $P_{\mu_{0}}$, respectively. Obviously, $P_{\mu_{2}}+P_{\mu_{1}}+P_{\mu_{0}}=1$. At the same time, Bob performs the same procedures as Alice, and the intensities of Bob's pulses are noted as $v_{2}, v_{1}$, and $v_{0}$ for the signal state, decoy state, and vacuum state, respectively. Similarly, the corresponding percentages being emitted are $P_{\nu_{2}}$, $P_{v_{1}}$, and $P_{v_{0}}$, respectively, where $P_{v_{2}}+P_{v_{1}}+P_{v_{0}}=1$.
(ii) The pulses from Alice and Bob interfere when they reach Charlie. Then Charlie performs a Bell state measurement (BSM) on the interference outcomes and announces the measurement results to Alice and Bob.
(iii) Alice and Bob compare their bases, and determine the secure keys through Charlie's measurement results. Specifically, if Alice and Bob choose the same basis and Charlie has a successful BSM event at the same time, then this part of the pulses can generate keys. It is important to emphasize that the secure keys are only generated from the signal state with $Z$ basis, and the others are used for parameter estimation.

The secure key rate of the decoy-state MDI-QKD $[27,36]$ is given by

$$
\begin{equation*}
R \geq q\left\{P_{11}^{\mu_{2} v_{2}} Y_{11}^{Z}\left[1-H\left(e_{11}^{X}\right)\right]-Q_{\mu_{2} v_{2}}^{Z} f_{e} H\left(E_{\mu_{2} v_{2}}^{Z}\right)\right\} \tag{1}
\end{equation*}
$$

In the above equation, $q=P_{Z}^{2} P_{\mu_{2}} P_{v_{2}}$ is the probability that Alice and Bob both select the $Z$ basis and both modulate the pulse as signal state. $P_{11}^{\mu_{2} v_{2}}=\mu_{2} v_{2} e^{-\mu_{2}-v_{2}}$ is the probability that the pulses from Alice's signal state and Bob's signal state are both single-photon pulses. $Y_{11}^{Z}$ and $e_{11}^{X}$ are the yield of single-photon state with $Z$ basis and the quantum bit error rate (QBER) of single-photon state with $X$ basis. $H(x)=-x \log _{2}(x)-(1-x) \log _{2}(1-x)$ is the binary Shannon entropy function. $Q_{\mu_{2} v_{2}}^{Z}$ and $E_{\mu_{2} v_{2}}^{Z}$ are the overall gain and overall QBER of signal state with $Z$ basis, respectively. $f_{e}>1$ is the error correction efficiency.

According to [37,38], the overall gain $Q_{\mu_{k} v_{l}}^{W}(W \in\{X, Z\})$ and the overall QBER $E_{\mu_{k} v_{l}}^{W}$ ( $W \in\{X, Z\}$ ) can be obtained by the following equations,

$$
\begin{align*}
Q_{\mu_{k} v_{l}}^{X} & =2 y^{2}\left[1+2 y^{2}-4 y I_{0}(x)+I_{0}(2 x)\right] \\
E_{\mu_{k} v_{l}}^{X} Q_{\mu_{k} v_{l}}^{X} & =e_{0} Q_{\mu_{k} v_{l}}^{X}-2\left(e_{0}-e_{d}\right) y^{2}\left[I_{0}(2 x)-1\right] \\
Q_{\mu_{k} v_{l}}^{Z} & =Q_{C}+Q_{E}  \tag{2}\\
E_{\mu_{k} v_{l}}^{Z} Q_{\mu_{k} v_{l}}^{Z} & =e_{d} Q_{C}+\left(1-e_{d}\right) Q_{E}
\end{align*}
$$

where

$$
\begin{align*}
& Q_{C}=2\left(1-p_{d}\right)^{2} e^{-\mu^{\prime} / 2}\left[1-\left(1-p_{d}\right) e^{-\eta_{a} \mu_{k} / 2}\right] \times\left[1-\left(1-p_{d}\right) e^{-\eta_{b} v_{l} / 2}\right]  \tag{3}\\
& Q_{E}=2 p_{d}\left(1-p_{d}\right)^{2} e^{-\mu^{\prime} / 2}\left[I_{0}(2 x)-\left(1-p_{d}\right) e^{-\mu^{\prime} / 2}\right]
\end{align*}
$$

In the above equations, $\mu_{k}$ and $v_{l}, k, l \in\{0,1,2\}$, are the intensities of pulses emitted by Alice and Bob, respectively. $I_{0}(x)$ is the modified Bessel function of the first kind. $e_{0}$ is the error rate of background. $e_{d}$ is the misalignment-error probability. $p_{d}$ is the dark count rate. $\eta_{a}$ and $\eta_{b}$ are the transmission efficiencies of Alice and Bob, respectively. In addition,

$$
\begin{align*}
x & =\sqrt{\eta_{a} \mu_{k} \eta_{b} v_{l}} / 2 \\
y & =\left(1-p_{d}\right) e^{-\mu^{\prime} / 4} \\
\mu^{\prime} & =\eta_{a} \mu_{k}+\eta_{b} v_{l}  \tag{4}\\
\eta_{a} & =\eta_{d} 10^{-\frac{\delta L_{a c}+\theta}{10}} \\
\eta_{b} & =\eta_{d} 10^{-\frac{\delta L_{b_{c}+\theta}+\theta}{10}}
\end{align*}
$$

where $\eta_{d}$ is the quantum efficiency of detectors, $\delta$ is the loss coefficient measured in $\mathrm{dB} / \mathrm{km}$, $L_{a c}\left(L_{b c}\right)$ is the distance in km from Alice (Bob) to Charlie, and $\theta$ is the insertion loss in Charlie's measurement setup in dB. Without Eve's intervention, based on Equations (2)-(4),
the yield and the QBER of single-photon pulses when Alice and Bob select the same basis $X$ or $Z$ are, respectively, given by

$$
\begin{align*}
Y_{11}^{X} & =Y_{11}^{Z}=\left(1-p_{d}\right)^{2}\left[\frac{\eta_{a} \eta_{b}}{2}+\left(2 \eta_{a}+2 \eta_{b}-3 \eta_{a} \eta_{b}\right) p_{d}+4\left(1-\eta_{a}\right)\left(1-\eta_{b}\right) p_{d}^{2}\right] \\
e_{11}^{X} Y_{11}^{X} & =e_{0} Y_{11}^{X}-\left(e_{0}-e_{d}\right)\left(1-p_{d}\right)^{2} \frac{\eta_{a} \eta_{b}}{2},  \tag{5}\\
e_{11}^{Z} Y_{11}^{Z} & =e_{0} Y_{11}^{Z}-\left(e_{0}-e_{d}\right)\left(1-p_{d}\right)^{2}\left(1-p_{d}\right) \frac{\eta_{a} \eta_{b}}{2} .
\end{align*}
$$

## 3. Statistical Hypothesis Testing

In this section, we introduce a new method to detect the PNS attack in the decoy-state MDI-QKD via statistical hypothesis testing. It is important to emphasize that the PNS attacks mentioned here and below refer to the weaker version of PNS attack. Then we analyze the Type I error of the test; that is, mistaking no PNS attack when there is a PNS attack. Generally speaking, our method first puts forward a null hypothesis and alternative hypothesis based on the theory of statistical hypothesis testing. Then, the test statistic is constructed according to the null hypothesis and other conditions. Furthermore, the specific values of the statistics can be obtained by using the parameters and experimental data. After the significance level is given, we can infer whether there is PNS attack in the channel with a certain probability. The details are as follows.
(i) Identify null and alternative hypothesis. Let us consider the hypothesis testing problem of the null hypothesis $H_{0}$ : there is no PNS attack on the channel and the alternative hypothesis $H_{1}$ : there is a PNS attack on the channel.
(ii) Construct the test statistic. We need a test statistic to conduct the hypothesis testing. In what follows, the distribution of the test statistic is derived under the null hypothesis $H_{0}$. Let us further consider Alice's and Bob's pulses emission process and Charlie's BSM event. When Alice and Bob send pulses with the same basis, the BSM event outcomes at Charlie only include two cases, successful or failed. Therefore, the above process can be regarded as a Bernoulli trial. Note that $Q_{\mu_{k} v_{l}}^{W}$ is the probability that Charlie obtains a successful BSM event provided that Alice and Bob emit pulses with the intensities $\mu_{k}$ and $v_{l}$ and select the basis $W$. Suppose the total number of pulses emitted by Alice (Bob) is $N_{\text {data }}$, then the number of pulses is $P_{W}^{2} P_{\mu_{k} v_{l}} N_{\text {data }}$ when Alice's and Bob's intensities with $W$ basis are $\mu_{k}$ and $v_{l}$, respectively. In the above equation, $P_{W}$ is the probability that Alice (Bob) chooses the $W \in\{X, Z\}$ basis, $P_{\mu_{k} v_{l}}=P_{\mu_{k}} P_{v_{l}}$ is the probability that Alice and Bob choose the intensities $\mu_{k}$ and $v_{l}$, respectively. At this point, the number of successful BSM events that Charlie obtained is denoted as $n_{\mu_{k} v_{l}}^{W}$. Then, $n_{\mu_{k} v_{l}}^{W}$ has the binomial distribution with parameters $\left(P_{W}^{2} P_{\mu_{k} v_{l}} N_{d a t a}, Q_{\mu_{k} v_{l}}^{W}\right)$, for short,

$$
\begin{equation*}
n_{\mu_{k} v_{l}}^{W} \sim B\left(P_{W}^{2} P_{\mu_{k} v_{l}} N_{d a t a}, Q_{\mu_{k} v_{l}}^{W}\right) . \tag{6}
\end{equation*}
$$

According to [36], we find $N_{\text {data }}$ is so large (typically $10^{10} \sim 10^{11}$ ), $Q_{\mu_{k} v_{l}}^{W}$ is close to $10^{-8} \sim 10^{-5}$. Generally, the selections of basis and intensity are random. In other words, $P_{Z}=P_{X}=1 / 2, P_{\mu_{k}}=P_{v_{l}}=1 / 3$ where $k, l \in\{0,1,2\}$. Thus, we have $P_{W}^{2} P_{\mu_{k} v_{l}} N_{\text {data }} Q_{\mu_{k} v_{l}}^{W}>$ $P_{W}^{2} P_{\mu_{k} v_{l}} N_{\text {data }}\left(1-Q_{\mu_{k} v_{l}}^{W}\right) \geq 5$. By the law of large numbers and the central limit theorem, when $P_{W}^{2} P_{\mu_{k} v_{l}} N_{\text {data }} Q_{\mu_{k} v_{l}}^{W} \geq 5$ and $P_{W}^{2} P_{\mu_{k} v_{l}} N_{\text {data }}\left(1-Q_{\mu_{k} v_{l}}^{W}\right) \geq 5$, the binomial distribution with parameters $\left(P_{W}^{2} P_{\mu_{k} v_{l}} N_{\text {data }}, Q_{\mu_{k} v_{l}}^{W}\right)$ can be approximately regarded as the normal distribution with mean $P_{W}^{2} P_{\mu_{k} v_{l}} N_{\text {data }} Q_{\mu_{k} v_{l}}^{W}$ and variance $P_{W}^{2} P_{\mu_{k} v_{l}} N_{d a t a}\left(1-Q_{\mu_{k} v_{l}}^{W}\right)$, given by

$$
\begin{equation*}
n_{\mu_{k} v_{l}}^{W} \sim N\left(P_{W}^{2} P_{\mu_{k} v_{l}} N_{\text {data }} Q_{\mu_{k} v_{l}}^{W}, P_{W}^{2} P_{\mu_{k} v_{l}} N_{\text {data }}\left(1-Q_{\mu_{k} v_{l}}^{W}\right)\right) \tag{7}
\end{equation*}
$$

After standardization, we obtain a random variable $U_{\mu_{k} v_{l}}^{W}$, which obeys the standard normal distribution; that is,

$$
\begin{equation*}
U_{\mu_{k} v_{l}}^{W}=\frac{n_{\mu_{k} v_{l}}^{W}-P_{W}^{2} P_{\mu_{k} v_{l}} N_{\text {datata }} Q_{\mu_{k^{\prime} l_{l}}^{W}}^{W}}{\sqrt{P_{W}^{2} P_{\mu_{k} v_{l}} N_{\text {data }}\left(1-Q_{\mu_{k} v_{l}}^{W}\right)}} \sim N(0,1) . \tag{8}
\end{equation*}
$$

Considering the additivity of normal distribution, we obtain a random variable involving all possibilities of $U_{\mu_{k} v_{l}}^{W}$ where $W \in\{X, Z\}, k, l \in\{0,1,2\}$, which also obeys the normal distribution. There are eighteen cases of $U_{\mu_{k} v_{l}}^{W}$ considering that the pair of intensity is nine cases and the selection of basis is two cases. Note that we only consider the same basis for Alice and Bob, that is, both $Z$ basis or both $X$ basis. After standardization, we obtain a new random variable $V$ that obeys the standard normal distribution, which can be written as

$$
V=\frac{1}{\sqrt{18}} \sum_{W \in\{Z, X\}, k, l \in\{0,1,2\}} \frac{n_{\mu_{k} v_{l}}^{W}-P_{W}^{2} P_{\mu_{k} v_{l}} N_{\text {data }} Q_{\mu_{k} v_{l}}^{W}}{\sqrt{P_{W}^{2} P_{\mu_{k} v_{l}} N_{\text {data }}\left(1-Q_{\mu_{k} v_{l}}^{W}\right)}} \sim N(0,1) .
$$

Furthermore, $\Phi(v)$ is the distribution function of $V$, given by

$$
\begin{equation*}
\Phi(v)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{v} e^{-\frac{t^{2}}{2}} \mathrm{~d} t,-\infty<v s .<\infty, \tag{10}
\end{equation*}
$$

where $v$ is the value of $V$ and is just the test statistic that we find.
(iii) Find the value of the test statistic. We set the parameters $N_{d a t a}, e_{d}, e_{0}, p_{d}, L_{a c}, L_{b c}$, $\delta, \theta, P_{\mathrm{Z}}, P_{\mathrm{X}}, \mu_{k}, v_{l}, P_{\mu_{k}}$, and $P_{v_{l}}$, where $k, l \in\{0,1,2\}$, and we calculate the theoretical value of $Q_{\mu_{k} v_{l}}^{W}$ according to Equations (2)-(4). We record $n_{\mu_{k} v_{l}}^{W}$ where $k, l \in\{0,1,2\}, W \in\{X, Z\}$. We substitute the above data into Equation (9) and obtain the value of the test statistic $v$.
(iv) Choose a significance level. We need to determine a significance level $\alpha$ (typically 0.05 ) for the test. In terms of the null hypothesis $H_{0}$ of the test, we deduce that the test is a two-tailed hypothesis testing. Given $\alpha$, the rejection region is $|v s|>.v_{[1-\alpha / 2]}$ where $v_{[1-\alpha / 2]}$ can be obtained by Equation (10). More precisely, the variables $-v_{[1-\alpha / 2]}$ and $v_{[1-\alpha / 2]}$ refer to the boundary values between the rejection region and the acceptance region for the test. Let the left side of Equation (10) be equal to $\alpha / 2$; the upper limit of the integral will be $-v_{[1-\alpha / 2]}$. According to the symmetry of the probability density function of normal distribution, $v_{[1-\alpha / 2]}$ can be obtained.
(v) Make a decision. Compare the test statistic $v$ with the critical values $v_{[1-\alpha / 2]}$ and $-v_{[1-\alpha / 2]}$. If $v>v_{[1-\alpha / 2]}$ or $v<-v_{[1-\alpha / 2]}$, we will reject $H_{0}$ and accept $H_{1}$. This means that we believe there is a PNS attack on the channel. Otherwise, we fail to reject $H_{0}$. That is to say, we consider there is no PNS attack on the channel. Note that the significance level of the test $\alpha$ is just the Type I error probability of the test, namely, the probability of mistaking no PNS attack for having a PNS attack. Let $\beta$ denote the Type II error probability of the test, to be precise, the probability of mistaking having a PNS attack for no PNS attack. Note that $\beta$ is usually difficult to solve in most situations. Furthermore, determining the value of $\beta$ requires more information about the aggression behavior.

If the result is judged to be a PNS attack, the secure key rate in this case can be estimated by Equation (1). Otherwise, all pulses with the $Z$ basis leading to a successful BSM event including both single-photon pulses and multiphoton pulses can be used to generate the keys. Furthermore, the secure key rate formula Equation (1) becomes

$$
\begin{equation*}
R \geq q Q_{\mu_{2} v_{2}}^{Z}\left[1-f_{e} H\left(E_{\mu_{2} v_{2}}^{Z}\right)-H\left(E_{\mu_{2} v_{2}}^{Z}\right)\right] . \tag{11}
\end{equation*}
$$

By comparing Equation (11) with Equation (1), we can easily find the secure key rate has been highly improved when the judgment result is no PNS attack. This is mainly due to the contribution of multiphoton components.

## 4. Results and Analysis

In the preceding section, we showed the details of our detection method. Now, we move forward to the corresponding experiments based on the aforementioned method and analyze the experimental results. Generally speaking, the real experimental data were substituted into the formulas in Section 3 to verify the correctness of our method. The experimental parameters were from real experiments [36]. Specially, the experimenters in [36] adopted a symmetric scheme; that is, all parameters of Alice and Bob were identical and optimized. The relevant experimental parameters used in [36] and this paper are shown in Table 1.

Table 1. Experimental parameters used in this paper. Data from Phys. Rev. Lett. 2014, 112, 190503.

| $\mu_{2}\left(v_{2}\right)$ | $\mu_{1}\left(v_{1}\right)$ | $\mu_{0}\left(v_{0}\right)$ | $P_{\mu_{2}}\left(P_{\nu_{2}}\right)$ | $P_{\mu_{1}}\left(P_{\nu_{1}}\right)$ | $P_{\mu_{0}}\left(P_{v_{0}}\right)$ | $P_{Z}\left(P_{X}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.3 | 0.1 | 0.01 | 0.2 | 0.45 | 0.35 | 0.5 |
| $N_{\text {data }}$ | $e_{d}$ | $e_{0}$ | $p_{d}$ | $L_{a c}\left(L_{b c}\right)$ | $\delta$ | $\theta$ |
| $1.69 \times 10^{11}$ | 0.01 | 0.5 | $5 \times 10^{-5}$ | 5 | 0.2 | 0.8 |

Based on the above parameters, we can obtain the values of $Q_{\mu_{k} v_{l}}^{W}$, as shown in Table 2. Note that Table 2 in this paper is exactly the same as Table I in the Supplementary Materials of [36]. We record the values of $n_{\mu_{k} v_{l}}^{W}$, as shown in Table 3. Note that the data in Table 3 can be deduced from Table I in the Main Text of [36]. According to the above data and Equation (8), all values of $U_{\mu_{k} v_{l}}^{W}$ can be obtained, as shown in Table 4.

Table 2. The values of $Q_{\mu_{k} v_{l}}^{W}\left(\times 10^{-4}\right)$ with intensities $\mu_{k} \in\left\{\mu_{2}, \mu_{1}, \mu_{0}\right\}$ and $v_{l} \in\left\{v_{2}, v_{1}, v_{0}\right\}$ based on $W \in\{X, Z\}$. Reprinted/adapted with permission from Ref. [36], 2014, American Physical Society.

| $\boldsymbol{Z}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\nu_{l}$ | $\mu_{k}$ | $\mu_{2}$ | $\mu_{1}$ | $\mu_{0}$ | $\mu_{2}$ | $\mu_{1}$ |
| $\nu_{2}$ | 0.4643 | 0.1596 | 0.0215 | 0.9086 | 0.4074 | $\mu_{0}$ |
| $v_{1}$ | 0.1596 | 0.0539 | 0.0066 | 0.4074 | 0.1039 | 0.0319 |
| $v_{0}$ | 0.0215 | 0.0066 | 0.0007 | 0.2449 | 0.0319 | 0.0012 |

Table 3. The values of $n_{\mu_{k} v_{l}}^{W}\left(\times 10^{4}\right)$ with intensities $\mu_{k} \in\left\{\mu_{2}, \mu_{1}, \mu_{0}\right\}$ and $v_{l} \in\left\{v_{2}, v_{1}, v_{0}\right\}$ based on $W \in\{X, Z\}$.

| $\boldsymbol{Z}$ |  |  |  |  |  |  |  |  | $\boldsymbol{X}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{\nu}_{\boldsymbol{l}} \quad \boldsymbol{\mu}_{\boldsymbol{k}}$ | $\mu_{2}$ | $\boldsymbol{\mu}_{\mathbf{1}}$ | $\mu_{0}$ | $\mu_{2}$ | $\mu_{1}$ | $\mu_{0}$ |  |  |  |
| $\nu_{2}$ | 787.5 | 270.4 | 38.03 | 1526 | 692.9 | 429.3 |  |  |  |
| $\nu_{1}$ | 262.0 | 89.74 | 11.83 | 670.9 | 172.4 | 52.73 |  |  |  |
| $v_{0}$ | 36.17 | 11.32 | 1.521 | 415.7 | 53.57 | 2.366 |  |  |  |

Table 4. The values of $U_{\mu_{k} v_{l}}^{W}$ with intensities $\mu_{k} \in\left\{\mu_{2}, \mu_{1}, \mu_{0}\right\}$ and $v_{l} \in\left\{v_{2}, v_{1}, v_{0}\right\}$ based on $W \in\{X, Z\}$.

|  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\nu_{l}$ | $\mu_{k}$ | $\mu_{2}$ | $\mu_{1}$ | $\mu_{0}$ | $\mu_{2}$ | $\mu_{1}$ |  |
| $\nu_{2}$ | 1.026 | 0.6174 | 3.709 | 2.415 | 2.512 | $\mu_{0}$ |  |
| $\nu_{1}$ | -7.100 | -3.187 | 4.016 | -10.05 | -5.452 | -3.197 |  |
| $v_{0}$ | -0.3709 | 1.004 | 5.438 | 1.209 | -0.9135 | 4.154 |  |

The schematic diagram of statistical hypothesis testing is illustrated in Figure 1. After calculation, we obtained the value of the test statistic $v=0.236$. Given the significance
level of the test $\alpha=0.05$, the critical values were $v_{[1-\alpha / 2]}=1.96$ and $-v_{[1-\alpha / 2]}=-1.96$. Since $-1.96<0.236<1.96$, the test statistic did not fall inside the rejection region, and we failed to reject $H_{0}$. In other words, we inferred that there was no PNS attack on the channel, and the corresponding Type I error probability was less than 5\%. According to [36], there was indeed no PNS attack in the experiment, which verifies the correctness of our method. Thus, both single-photon and multiphoton components can be used to generate keys in this case. At this time, the secure key rate can be estimated through Equation (11).


Figure 1. The schematic diagram of statistical hypothesis testing. The value of the test statistic $v$ is 0.236 . Given the significance level of the test $\alpha=0.05$, the critical values are $v_{[1-\alpha / 2]}=1.96$ and $-v_{[1-\alpha / 2]}=-1.96$.

## 5. Conclusions and Discussion

In summary, we first recovered the lost information of the existing decoy-state method when detecting the weaker version of a PNS attack in the decoy-state MDI-QKD and extracted a normal distribution statistic via statistical hypothesis testing. Based on this information, we proposed a new method to detect the weaker version of a PNS attack. Most importantly, the error probability of detection was precisely calculated by our method, and we also gave the calculation. Finally, according to the judgment result, the corresponding secure key rate was provided. In particular, compared with the existing decoy-state MDIQKD protocols, the secure key rate with our method has been highly improved if the judgment result is no weak PNS attack. Meanwhile, the associated experimental results also verified the correctness of our method.

Nevertheless, all judgment results in this paper were obtained under the condition that the null hypothesis was no weak version of a PNS attack. In other words, we assume that the gain of signal or decoy state will change significantly after the PNS attack. However, we can do nothing about the stronger PNS attack, which retains the gain of signal and decoy state, such as a partial PNS attack [15], because the premise of the derivation no longer holds, and the Type II error probability of our method in this case will be poor even close to unity. For this reason, compared with the existing decoy-state method [29-31] to directly estimate the secure key rate, our method is not ready for practical application now; however, we provide a new direction to improve the secure key rate and efficiency.
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#### Abstract

In recent years, remarkable progress has been achieved in the development of quantum computers. For further development, it is important to clarify properties of errors by quantum noise and environment noise. However, when the system scale of quantum processors is expanded, it has been pointed out that a new type of quantum error, such as nonlinear error, appears. It is not clear how to handle such new effects in information theory. First of all, one should make the characteristics of the error probability of qubits clear as communication channel error models in information theory. The purpose of this paper is to survey the progress for modeling the quantum noise effects that information theorists are likely to face in the future, to cope with such nontrivial errors mentioned above. This paper explains a channel error model to represent strange properties of error probability due to new quantum noise. By this model, specific examples on the features of error probability caused by, for example, quantum recurrence effects, collective relaxation, and external force, are given. As a result, it is possible to understand the meaning of strange features of error probability that do not exist in classical information theory without going through complex physical phenomena.


Keywords: communication channel error model; nonlinear error; burst error; cosmic ray; quantum Zeno effect

## 1. Introduction

When an ideal architecture of quantum processor is available, quantum computers are theoretically predicted to have significantly higher computing power than conventional computers [1]. The Shor's algorithm is a prime example of its appeal, because it will bring the jeopardization of public key cryptography. A few years ago, the standardization of quantum computer-resistant cryptography [2] began in conjunction with the development of the quantum computer. In general, a quantum computer must consist of a combinatorial circuit of large number of quantum processors such as quantum gates and quantum memories. The recent demonstration of quantum transcendence by Google and IBM under the small number of qubits have sparked public interest in the real performance of quantum computers. Many people therefore expect a new prediction law based on the so called threshold theorem [3], that is comparable to Moore's law for classical computers. According to the theorem, the errors in quantum computers can be corrected by several quantum error correcting schemes [4-8], and it will take a similar evolutionary process to the classical computer from the current small-scale quantum computer. However, the situation is not so simple. Furthermore, one should clarify the characteristics of quantum noise from the viewpoint of information theory. In this article, I will demonstrate how to achieve this. I firstly present the most general classification of potential errors by quantum noise. From such a classification, one can see a new kind of error that the error probability of a qubit depends on number of qubits in a quantum processor. This comes from the quantum nature, and has been called "Nonlinear error" [9,10]. I then introduce concrete physical phenomena for such features discussed in physics articles [11-14]. However,
these phenomena are very complicated, and therefore, it is worthwhile to build an error model as an error in the communication channel model that can be understood without the detailed physical phenomena. Based on discoveries of a new type of error in the physics, I give the channel error model of error performance due to new quantum noise effects, and show several examples. This means to clarify properties of error probability, and it does not mean to discuss the concrete error such as bit error, phase error, and so on. This is important because there such strange properties of error probability do not exist in classical information theory [15-17], and such properties are also not taken into account in quantum error correction theory [4-8].

Let us here give the contents in this paper. Section 2 gives a classification of errors due to quantum noise effects in the information theoretic view. Section 3 introduces the basic equations for quantum noise analysis. Section 4 gives a review on physical examples of new quantum errors described in Section 2, which have been discovered recently. Section 5 shows concrete examples of strange features of error probability based on communication channel modeling. This provides a visualization of the strange error phenomena to researchers in information theory. Section 6 gives the error model and its features when the external force comes from the outside of the quantum processors, such as cosmic rays. Section 7 discusses an effect of the Quantum Zeno operation by external forces.

## 2. Information Theoretic View of Quantum Error

In a real system, the quantum computer operates as a time evolution of quantum states with noise, which brings an error in the digital processing. Therefore, one needs a method to mathematically model digital error due to the physical evolution of quantum states with noise. In this section, I classify the quantum noise effect by physical phenomena and give the corresponding information theoretic representation in order to make it easier for information theorists to participate. Here the information theoretic view of quantum error means to classify properties of error probability.

### 2.1. Phenomenal Classification of Quantum Noise

The quantum noise we are discussing here refers to the phenomenon of decoherence to quantum states. I list the classification of quantum noise in physics literature [18]:

1. Stochastic Pauli Noise: This corresponds to bit or phase flip errors of a single qubit.
2. Coherent Noise: No decoherence to a quantum state occurs, but it becomes an unintended quantum state.
3. Amplitude Damping: A specific example of decoherence, especially derived from energy loss.
4. Local correlated noise (Markov, non-Markov): This is an extension of Pauli noise, in which several qubits around the errored qubits are correlated to produce the error.
5. Non-local correlated noise (Markov, non-Markov):This has a potential to give an error for every qubit in the system with correlation.
6. The disentanglement noise: When the entanglement is released, it can be regarded as an error. These can be observed in an interaction with the environment, an interaction with other qubits, an imperfect gate, and also leakage, respectively. The details of these physical phenomena have been analyzed in physics. A list of references and a brief description of them are given in Appendix A.
The categorization of such noise for the information theory is important in order to proceed with a system design of the quantum computer. In particular, the effect of correlation based not only quantum but also on classical phenomena in quantum computing may cause a new type of error in the information theoretic view. The necessity of considering the correlated noise in the case of quantum computers is due to the following reasons. In the classical system, the semiconductor elements that make up a bit can be considered to be independent of each other. Next, the noise is additive, and errors in the execution of logical calculations are sufficiently practical to be analyzed only by the stochastic properties of the noise itself. As a result, almost all errors can be considered to be each bit independent
or, if correlated, very local. On the other hand, in a quantum computer, some qubits are combined by quantum correlations such as entanglements, so it may be unique that only some qubits make errors independently.

### 2.2. Information Theoretic Classification of Quantum Errors

In this subsection, I present an information theoretic classification of errors that occur in quantum computers, which is the main subject of this paper. In information theory, the probability of the occurrence of an error is an important parameter. The detailed nature of the physical phenomena that cause errors is not the main subject. Therefore, the errors due to quantum noise mentioned in the previous section can be modeled based on the characteristics of the error probability, depending on what properties the quantum error has.

### 2.2.1. Linear Individual Independent Error

Assume that $N$ qubits are prepared. Errors shall occur separately and independently of each qubit. The basic error probability is set as $0 \leq p$ (error $) \leq 1 / 2$ in the information theory. The worst case is $p$ (error $)=1 / 2$. When this probability does not depend on the number of qubits, it is referred to as linear. The single error probability and a basis of $T$ error probability in $N$ qubits are given as follows, respectively:

$$
\begin{align*}
& p(\text { error }) \equiv \eta_{j}=\eta^{*} \quad \forall j \in N  \tag{1}\\
& P_{e}(T) \propto \eta^{* T}\left(1-\eta^{*}\right)^{N-T} \tag{2}
\end{align*}
$$

This is a standard error model in conventional information theory

### 2.2.2. Nonlinear Individual Independent Error

Let us assume that $N$ qubits are prepared and that errors occur separately and independently in each qubit. If the error probability of $j$ th qubit depends on the number of qubits, it is referred to as the nonlinear error. It can be defined as follows:

$$
\begin{equation*}
p(\text { error })=f\left(\eta^{*}, N\right) \equiv \eta_{j}(N) \tag{3}
\end{equation*}
$$

where this means that the error probability is a function of a number of qubits $N$ and an error rate $\eta^{*}$ when only one qubit is prepared. When the concrete physical phenomena are analyzed, the above may be described as an approximation in some numerical regions for a physical setting as follows:

$$
\begin{equation*}
p(\text { error }) \sim \eta^{*} N^{\alpha}<\frac{1}{2} \tag{4}
\end{equation*}
$$

This is valid for $\eta^{*} \ll 1$. $\alpha$ is a real number to approximate the representation of the feature of $N$ dependence in the error probability. This nonlinear error is the most serious error in quantum computers. The physical examples will be introduced in Section 4.

### 2.2.3. Simple Burst Error Due to Correlation Phenomena Linear Local Correlated and Non-Local Correlated Error

Assume that $N$ qubits are prepared, and the subset $T$ qubits are correlated to each other. Let us assume that one qubit of $T$ qubits decays with the probability $\eta^{*}$, and let us assume that it does not depend on the number of qubits. However, if the $T$ qubits collapse simultaneously due to one qubit decay, it is defined as a simple burst error. It is induced by correlation of neighboring (local) or arbitrary (non-local) qubits of the system. Then, the probability for the simple burst error is simply equal to the probability of one qubit error $\eta^{*}$, as follows:

$$
\begin{equation*}
P(\text { burst })=\eta^{*} \tag{5}
\end{equation*}
$$

This is the most simple description for burst error.

## Nonlinear Local or Non-Local Correlated Error

$N$ qubits are prepared. Let us assume that an error occurs in one qubit, ands then the error occurs in the neighborhood or the whole system by correlation. In addition, the probability of the error of a single qubit triggering it depends on the number of qubits, as in Equation (3), and the nonlinear burst probability can be described by

$$
\begin{equation*}
P(b u r s t)=\eta_{j}(N)=f\left(\eta^{*}, N\right) \tag{6}
\end{equation*}
$$

This is called the nonlinear correlated error.

### 2.2.4. Avalanche Burst Error and Accumulation Error

If one qubit makes an error, and the surrounding qubits make errors one after another based on classical correlation, I name this phenomenon an avalanche burst error. Such an error will be generated in a superconducting quantum computer when cosmic rays are irradiated to the system. Physical examples are discussed in Section 6. When the first error propagates to the next step in an iterative gate operation, or in an iterative calculation, with the assumption that the error accumulates in the quantum circuit, I define these phenomena as a propagation-accumulation error.

## 3. Basis of Quantum Noise Analysis

A quantum computation mechanism has a structure in which qubits in a QPU quantum processor unit are correlated, and a huge pure quantum state consisting of all qubits is unitarily evolved according to a program using the correlation. In other words, the whole QPU is considered to be monolithic. Therefore, the interaction between the pure state system and the environment, including the vacuum field, will inevitably cause the quantum states that carry information to become undesired quantum states, or to be destroyed. Then, simple bit-flip and phase flip (Pauli-flip type) errors similar to classical systems are rather exceptional, and quantum-specific errors can be the main ones. Therefore, in order to predict the realization of a large scale quantum computing mechanism, it is essential to elucidate the exact features of the noise itself by quantum noise analysis. The following is a starting point for this.

First, let $X$ be a physical quantity representing a quantum bit, and let $N_{o}$ be the noise operator representing the noise to a quantum bit. Here the interaction between qubits and the interaction between qubits and noise are quite different from the classical system. The analysis of characteristics of these interactions is called quantum noise analysis. The interaction is denoted by the interaction Hamiltonian $H_{\text {int }}$, which consists of $X$ and $\mathcal{N}$. The Hamiltonian of the entire system is

$$
\begin{equation*}
H=H_{X}+H_{\mathcal{N}}+H_{\text {int }} \equiv H_{0}+H_{\text {int }} \tag{7}
\end{equation*}
$$

The quantum state representing the information evolves in time driven by the above Hamiltonian, but depending on the situation, either the Schrödinger equation on the extended Hilbert space or the following Lindblad equation [19]

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}=\frac{-i}{\hbar}[H, \rho]+\sum_{n=1}^{N^{2}-1}\left(v_{n} \rho v_{n}^{\dagger}-\frac{1}{2}\left\{v_{n}^{\dagger} v_{n}, \rho\right\}\right) \tag{8}
\end{equation*}
$$

is employed, where $v_{n}$ is a Lindblad-decoherence operator. Currently, this equation is the most frequently utilized.

Assuming an actual general purpose program, further generalization to include measurement systems is needed, not only models of decoherence systems as described in the previous section. As a generalization, a generalized stochastic Schrödinger equation [20] may be applicable. However, it is very hard to handle for calculation. Therefore, I simply employ the semi-classical stochastic differential equation, which is a simplification of the generalized stochastic Schrödinger equation. See Appendix A.

## 4. Review of Physical Examples of a New Type of Quantum Noise

This section introduces physical examples [11-13] of the error model categorized in Section 2. However, since physical phenomena are so complex, we exclude physical rigor and emphasize the logic that arrives at each error model. That is, the main objective is to show that the strange error characteristics in Section II exist in reality, or rather, that they may be the main noise in a certain type of quantum computers.

### 4.1. Hutter-Loss Recurrence Effect

Let us consider a model in which a group of qubits combined by quantum correlations, such as surface code, are interacted to the heat bath of a considered environment. There are many physical mechanisms available, such as direct interactions between each qubit and the heat bath, or non-Markovian interactions mediated by the heat bath. However, let us focus on the simplest of phenomena. That is, only bit-flip $\left(\sigma^{x}\right)$ for $X$ is subject to error, the heat bath is in thermal equilibrium at the onset with the Hamiltonian $H_{\mathcal{N}}=\sum_{k} \hbar \omega_{k} a_{k}^{\dagger} a_{k}$. Then the interaction Hamiltonian may be given by

$$
\begin{equation*}
H_{\text {int }}=\sum_{j} \sigma_{j}^{x} \otimes \sum_{\{k \in \mathbf{k}\}}|k|^{r} \frac{\lambda}{\sqrt{M}}\left(e^{i k R_{j}} \hat{a}_{k}+e^{-i k R_{j}} \hat{a}_{k}^{\dagger}\right) \tag{9}
\end{equation*}
$$

$R_{j}$ means the spatial position of the qubit, $M$ is the total number of modes, $k \in \mathbf{k}$ is the wave number of modes, $r=0, \pm 1 / 2$. Next, consider how a given $j$ th qubit evolves as it interacts with the heat bath, where $j$ of $R_{j}$ is the number of modes. If the initial state of the system is $\rho_{S} \otimes \rho_{\mathcal{N}}$, then its decoherence evolution is expressed by using the Lindblad equation Equation (8) as follows [13]:

$$
\begin{equation*}
\rho_{S} \longmapsto \Phi_{e}\left(\rho_{S}\right)=\operatorname{Tr}_{\mathcal{N}}\left\{e^{-i H t}\left(\rho_{S} \otimes \rho_{\mathcal{N}}\right) e^{i H t}\right\} \tag{10}
\end{equation*}
$$

$\rho_{S}$ is a density operator of all signal systems connected by correlation. Here, the operation in the measurements is added, such as

$$
\begin{equation*}
\Psi_{\Pi}(\sigma)=\sum_{\mathbf{a}} \Pi_{\mathbf{a}} \sigma \Pi_{\mathbf{a}} \tag{11}
\end{equation*}
$$

Then the density operator for $j$ th qubit becomes as follows:

$$
\begin{equation*}
\rho_{j}(t)=\operatorname{Tr}_{k \neq j} \circ \Psi_{\Pi} \circ \Psi_{e}\left(\rho_{S}\right)=\left(1-\eta_{j}(t, N)\right) \rho_{j}+\eta_{j}(t, N) \sigma_{j}^{x} \rho_{j} \sigma_{j}^{x} \tag{12}
\end{equation*}
$$

where $\eta_{j}(t, N)$ is the error probability of the $j$ th single qubit in a population of $N$ qubits. From this formula, for a set with quantum correlations, the influence from all other qubits result in the following properties.

$$
\begin{equation*}
\eta_{j}(t, N+1)=\cos ^{2}\left(J_{1, N+1}\right) \eta_{j}(t, N)+\sin ^{2}\left(J_{1, N+1}\right)\left(1-\eta_{j}(t, N)\right) \tag{13}
\end{equation*}
$$

where

$$
\begin{equation*}
J_{m, n} \sim \lambda^{2} \int d k \frac{|k|^{2 r}}{\omega_{k}^{2}} \times \cos \left(k\left(R_{m}-R_{n}\right)\right)\left(\sin \left(\omega_{k} t\right)-\omega_{k} t\right) \tag{14}
\end{equation*}
$$

As a result, Hutter-Loss pointed out [13] that the error probability for $j$ th qubit can be described by

$$
\begin{equation*}
p(\text { error }) \propto \eta_{j}(t, N) \equiv f\left(t, \eta^{*}, N\right) \tag{15}
\end{equation*}
$$

The specific form of the dependency of $N$ in the above equation is given by the formulae in Equation (34) based on the semiclassical analysis. Thus, this phenomenon induces a $N$-dependence of the error probability. Here I refer it as Hutter-Loss effect.

### 4.2. Collective Decoherence Effect

Here I would like to introduce another example for a new type of quantum noise. In general, one can consider a collective decoherence such as generalized Dicke super radiation. Let $N$ atoms of a two-level system be qubits. Then one can assume more general discussion than the standard assumption that the wavelength of the radiation field is longer than the size of the qubit population in the interaction with the continuous mode field The system can therefore be in the super radiant region. In general, the Wigner-Weisskopf theory is applied [21], and the interacting Hamiltonian, such as generalized Dicke super radiation, is given as follows:

$$
\begin{equation*}
H_{\text {int }}=-\sum_{j} \sum_{n} \hbar \kappa_{n}\left(\hat{a}_{n} \sigma(+)_{j}+\hat{a}_{n}^{\dagger} \sigma(-)_{j}\right) \tag{16}
\end{equation*}
$$

where $\sigma(z)_{j}=|e\rangle_{j j}\langle e|-|g\rangle_{j j}\langle g|, \sigma(+)_{j}=|e\rangle_{j j}\langle g|, \sigma(-)_{j}=|g\rangle_{j j}\langle e|$. Initially, the qubit system is assumed to be superimposed and the field is a vacuum. The initial state of the two coupled systems is given by

$$
\begin{equation*}
|\Psi(t=0)\rangle=\sum_{m=0}^{2^{N}-1} c_{m, 0}|m, 0\rangle \tag{17}
\end{equation*}
$$

Here let us show a physical analysis given by Lemberger and Yavus [11,12]. From the Schrödinger equation in the extended Hilbert space of the coupled system, the time evolution is

$$
\begin{equation*}
|\Psi(t)\rangle=\sum_{m=0}^{2^{N}-1} c_{m, 0}(t) e^{-i\left(N_{m} \omega_{a}\right) t}|m, 0\rangle+\sum_{n} \sum_{m^{\prime}}^{2^{N}-1} c_{m^{\prime}, n}(t) e^{-i\left(N_{m^{\prime}} \omega_{a}+v_{n}\right) t}\left|m^{\prime}, 1_{n}\right\rangle \tag{18}
\end{equation*}
$$

It can be assumed that $N / 2+\bar{N}$ are the excited state and $N / 2-\bar{N}$ are the ground state among $N$ qubits. $\bar{N}$ is the average number. The equation of motion for the stochastic amplitude of the point of interest in the above equation is given as follows.

$$
\begin{equation*}
\frac{d c_{m, 0}}{d t}=-\left(\frac{\Gamma}{2}+\delta \omega\right)\left(\frac{N}{2}+\bar{N}\right)\left(\frac{N}{2}-\bar{N}+1\right) c_{m, 0} \tag{19}
\end{equation*}
$$

where $\Gamma$ and $\delta \omega$ are the single decay rate and Lam shift, respectively. From the above, the decay of the probability amplitude of the representative point of interest is as follows.

$$
\begin{equation*}
\left|c_{m, 0}(t)\right|^{2} \sim\left|c_{m, 0}(t=0)\right|^{2} e^{-\left(N^{2} / 4\right) \Gamma t} \tag{20}
\end{equation*}
$$

The above equation is applicable to the majority of stochastic amplitudes for $N$ qubits and it represents a feature of super-radiance. Since super-radiance implies the simultaneous decay of the majority of qubits, one can consider this super-radiance as a cause of error. Lemberger and Yavus analyzed how the decay rate of only certain qubits is affected by other qubits based on the above theory. In order to make the features easier to see, the initial state is set as follows.

$$
\begin{equation*}
|\psi(t=0)\rangle=\sum_{m=0}^{2^{N-1}-1} c_{m, 0}|g\rangle_{j} \otimes|m, 0\rangle+\sum_{m=0}^{2^{N-1}-1} d_{m, 0}|e\rangle_{j} \otimes|m, 0\rangle \tag{21}
\end{equation*}
$$

where $m$ corresponds to an indicater of the quantum state of a qubit of $N-1$ other than $j$ th qubit. If the density operator on the composite space is $\rho=|\psi\rangle\langle\psi|$, then the density
operator of $j$ th qubit is obtained by tracing this density operator over a qubit fraction of $N-1$. The result is

$$
\begin{align*}
\rho_{j}= & \sum_{m=0}^{2^{N-1}-1}\left|c_{m, 0}\right|^{2}|g\rangle_{j j}\langle g|+\sum_{m=0}^{2^{N-1}-1}\left|d_{m, 0}\right|^{2}|e\rangle_{j j}\langle e| \\
& +\sum_{m=0}^{2^{N-1}-1} c_{m, 0} d_{m, 0}^{*}|g\rangle_{j j}\langle e|+\sum_{m=0}^{2^{N-1}-1} c_{m, 0}^{*} d_{m, 0}|e\rangle_{j j}\langle g| \tag{22}
\end{align*}
$$

In the initial state, if the qubit of $j$ is excited, $N$ qubits radiate at once. On the other hand, if it is on the ground, the qubits of $N-1$ radiate at the same time. As a result,

$$
\begin{align*}
& \left|c_{m, 0}(t)\right|^{2} \sim\left|c_{m, 0}(t=0)\right|^{2} e^{-\left((N-1)^{2} / 4\right) \Gamma t}  \tag{23}\\
& \left|d_{m, 0}(t)\right|^{2} \sim\left|d_{m, 0}(t=0)\right|^{2} e^{-\left(N^{2} / 4\right) \Gamma t} \tag{24}
\end{align*}
$$

where $\Gamma$ is a function of $\eta^{*}$. From the above, Lemberger and Yavus $[11,12]$ showed that as the subsection IV $A$, the error probability of the $j$ th qubit at gate time $\delta t$ can be described by

$$
\begin{equation*}
p(\text { error })=f\left(\eta^{*}, N\right) \sim \frac{1}{2} \Gamma N^{2}<\frac{1}{2} \tag{25}
\end{equation*}
$$

The above formula is valid when $\Gamma \ll 1$, because of physical approximation. This phenomenon is non-local. I would like to emphasize that this causes a burst error to the whole system with the same probability as the above equation.

### 4.3. Leak from Decoherence Free Subspace Due to Collective Decoherence

One can use a decoherence free subspace (DFS) [22] to avoid an error in the system that interacts with a heat bath. The evolution for the traced density operator is given by the Lindblad equation in general. Let the Hilbert space of the system of quantum bits be $\mathcal{H}_{S}$ and all density operators on it be $D\left(\mathcal{H}_{S}\right)$.

Definition 1. A decoherence free subspace: $\mathcal{H}_{D F S}$ is a subspace of $\mathcal{H}_{S}$ in which all density operators $\rho \in D\left(\mathcal{H}_{D F S}\right)$ defined in that space satisfy the following equation.

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}=\frac{-i}{\hbar}[H, \rho] \quad \forall t \tag{26}
\end{equation*}
$$

In other words, it is equivalent to the absence of the effect of the Lindblad operator in Equation (8). The alternative way of characterizing the DFS is to consider all possible of singlet states

$$
\begin{equation*}
|\Psi(j, k)\rangle_{D F S}=\frac{1}{\sqrt{2}}\left(|e\rangle_{j} \otimes|g\rangle_{k}-|g\rangle_{j} \otimes|e\rangle_{k}\right. \tag{27}
\end{equation*}
$$

However, Lemberger and Yavus pointed out that there exists a phenomenon of the leak from DFS when collective decoherence occurs [11,12]. The decay rate of the stochastic amplitude at this time is interpreted as the rate at which the system leaks from the decoherence free subspace into a large extended Hilbert space. As a result, the leak probability is regarded as follows.

$$
\begin{equation*}
P_{(\text {Leak })}(t) \sim \Gamma \delta t N^{2} \tag{28}
\end{equation*}
$$

where $\Gamma \ll 1$. This causes also nonlinear error depending on the number of qubits, and also it gives the burst error.

## 5. Communication Channel Modeling of Quantum Errors Due to Quantum Correlation

In the former sections, I have introduced new error phenomena due to quantum noise which depend on the number of qubits. Although the main concern in physical analysis
is to discuss the decay rate by interaction with environments, in the discussion of the information theory for error correction, one needs to know the feature of error probability of information by the decay process. Phenomena of quantum decay by quantum noise depending on the number of qubits means the increasing of error probability by a quantum correlation. There is no such phenomenon in the conventional information theory. In this section, I give a model for error phenomena due to the above quantum phenomena by using classical probability. As a result, researchers of information theory can well understand such strange error phenomena in quantum computers.

### 5.1. Semi-Classical Modeling of Quantum Bit Array Structure

When a group of qubits is placed in a given environment, it was pointed out in the above section that an increase in the number of qubits enhances the error probability of one of its components. Here, I attempt to describe such quantum phenomena using only information theoretic concepts [15-17], leaving out the physical processes. Since our concern is to characterize the error probability, the causes of error such as bit error, phase error, entanglement error, and so on, are not considered. In this case, one can think of a qubit as just a bit, and a model as a two-dimensional arrangement of bits and the interaction of error factors from the environment with the qubits.

Let us assume that $i, j$ are positions of $N$ qubits on the two dimensional surface. Then, let us describe the qubits by the information bit $x_{(m, n)}$ of the spatial position $(m, n)$. And $e_{(m, n)}$ means the error bit for that information bit. So one can employ the following representation:

$$
\left(\begin{array}{c}
x_{(1,1)} \oplus e_{(1,1)}, \ldots x_{(1, N)} \oplus e_{(1, N)}  \tag{29}\\
x_{(2,1)} \oplus e_{(2,1)}, \ldots x_{(2, N)} \oplus e_{(2, N)} \\
\vdots \\
x_{(N, 1)} \oplus e_{(N, 1)}, \ldots x_{(N, N)} \oplus e_{(N, N)}
\end{array}\right)
$$

The quantum correlations among qubits are described by the coupling probability $p_{\left(m^{*}, n^{*}\right),(m, n)} \equiv p_{j, k}, j, k \in N$ among error bits in this modeling. Here I emphasize the fact that only the probabilistic nature of the error is an essential factor as the first stage in the information theoretic analysis. Of course, in the design stage of the quantum error correction scheme, one needs more detailed physical characterization. However, this is beyond the scope of this paper. The reason is that if the kind of noise discussed here occurs, consideration of the error correction mechanism loses its meaning.

### 5.2. Semi-Classical Description of Nonlinear Local Correlated Errors

I discuss here the nonlinear errors due to local quantum correlation. One qubit at center position $x_{\left(m^{*}, n^{*}\right)}$ in two dimensional space is prepared and several qubits $N_{\text {sub }}$ of $N$ are put around the first qubit with quantum mechanical correlation. Let us assume that the decay rate of the center qubit is assumed as $\eta^{*}$ when it is a single. If the error probability of the center qubit due to the interaction among other quabits is given by

$$
\begin{equation*}
p(\text { error })=f\left(\eta^{*}, N_{\text {sub }}\right), \tag{30}
\end{equation*}
$$

then this is the nonlinear error due to local quantum correlation. To verify this feature of error, I deal with the recurrence effect introduced in the section IV A. Let us assume that the Hutter-Loss effect occures in the quantum processor. Hutter-Loss [13], as the first step of the recurrence effect, gave a semi-classical description of error performance for own phenomena on the recurrence effect as follows. The probability of error of the center qubit is $\eta_{m, n}=\eta^{*}$. Let $N_{\text {sub1 }}=5$ be a subset of qubits which are set around the first qubit. Let the latent probability (correlation) of an error-induced in pairwise with the center and one
of four qubits be $0 \leq p_{\left(m^{*}, n^{*}\right),(m, n)} \equiv p_{1}^{*} \leq 1 / 2$. In this case, the error probability of the center qubit in subset $\left(N_{\text {sub1 }}=5\right)$ is given by the following [13]:

$$
\begin{align*}
& p(\text { error })=\eta^{*} \sum_{q: \text { even }} \frac{4!}{q!(4-q)!}\left(p_{1}^{*}\right)^{q}\left(1-p_{1}^{*}\right)^{4-q} \\
& +\left(1-\eta^{*}\right) \sum_{q: \text { odd }} \frac{4!}{q!(4-q)!}\left(p_{1}^{*}\right)^{q}\left(1-p_{1}^{*}\right)^{4-q} \\
& =\frac{1}{2}-\frac{1}{2}\left(1-2 \eta^{*}\right)\left(1-2 p_{1}^{*}\right)^{4}=\frac{1}{2}-\frac{1}{2}\left(1-2 \eta^{*}\right) \Lambda_{1} \\
& \equiv \eta_{1}^{*} \geq \eta^{*} \tag{31}
\end{align*}
$$

where $\Lambda_{1}=\left(1-2 p_{1}^{*}\right)^{4}$. This is an example of the nonlinear error, because it is greater than $\eta^{*}$. This shows that the error is not changed when $p_{1}^{*}=0$. It means that there is no correlation among qubits.

The above is just one step for the scalable system. To understand the recurrence phenomena, let us consider a more complicated structure of correlated qubits in general processors, with an extension of the above formula. Let us add four qubits to the initial five qubits, and let the latent probability (correlation) of an error-induced in pairwise with the center and one of new four qubits be $0 \leq p_{2}^{*} \leq 1 / 2$, respectively, based on operation gate such as control NOT. From the recurrence phenomena, the error probability for the qubit in the center has to employ the initial probability $\eta_{1}^{*}$ given by the Equation (31) instead of $\eta^{*}$. That is, $\eta^{*}$ is replaced by $\eta_{1}^{*}$, and $p_{1}^{*}$ is replaced by $p_{2}^{*}$ in Equation (31). Then one gets the following

$$
\begin{align*}
& p(\text { error })=f\left(\eta_{1}^{*}, N_{\text {sub } 2}\right)=\eta_{1}^{*} \sum_{q: \text { even }} \frac{4!}{q!(4-q)!}\left(p_{2}^{*}\right)^{q}\left(1-p_{2}^{*}\right)^{4-q} \\
& +\left(1-\eta_{1}^{*}\right) \sum_{q: \text { odd }} \frac{4!}{q!(4-q)!}\left(p_{2}^{*}\right)^{q}\left(1-p_{2}^{*}\right)^{4-q}=\frac{1}{2}-\frac{1}{2}\left(1-2 \eta_{1}^{*}\right)\left(1-2 p_{2}^{*}\right)^{4} \tag{32}
\end{align*}
$$

Here $\Lambda_{2}=\left(1-2 p_{2}^{*}\right)^{4}$. So, the above becomes as follows:

$$
\begin{equation*}
p(\text { error })=f\left(\eta^{*}, N_{\text {sub } 2}\right)=\frac{1}{2}-\frac{1}{2}\left(1-2 \eta^{*}\right) \Lambda_{1} \Lambda_{2} \tag{33}
\end{equation*}
$$

Let us repeat the same operation. One needs to replace the initial probability and the latent probability of an error-induced in pairwise in each operation. Finally one gets the following

$$
\begin{equation*}
p(\text { error })=f\left(\eta^{*}, N_{\text {subK }}\right)=\frac{1}{2}-\frac{1}{2}\left(1-2 \eta^{*}\right) \prod_{l=1}^{K} \Lambda_{l} \tag{34}
\end{equation*}
$$

where $\Lambda_{l}=\left(1-2 p_{l}^{*}\right)^{4}$, and $l=\{1,2, \ldots, K\}$. When one constructs the structure based on the steps of $K$ times, the error probability of each qubit increases with respect to $K$. This model provides a visualization of the new type of quantum error due to the recurrence effect, and clarifies a curious feature of the nonlinear error. That is, despite the nature of the quantum noise from the environment as being invariant, the probability of its own error increases when qubits are clustered together. As a special case, when $K$ is increased, one has following characteristics:

$$
\begin{align*}
& p(\text { error })=f\left(\eta^{*}, N_{\text {subK }}\right)=\eta^{*}, \quad p_{l}^{*}=0 \quad \forall l  \tag{35}\\
& p(\text { error })=\eta_{j}\left(N_{\text {subK }}\right) \rightarrow \frac{1}{2}, \quad p_{l}^{*} \neq 0, K \gg 1 \tag{36}
\end{align*}
$$

### 5.3. Semi-Classical Description of Nonlinear Non-Local Correlated Errors

The decoherence by nonlocal correlation among all qubits such as super radiance is alsoa serious phenomena in quantum processors. This phenomenon was explained in Section 4.2. The problem is how to describe such a decoherence based on a communication channel model for information theory. It is known that a qubit can be classically viewed as a radiating dipole at the frequency of the qubit transition. This radiating dipole produces an electric field at the position of the qubit. This electric field interacts with whole qubits and induces unwanted rotation of the qubit state. The decay rate of dephasing by this rotation can be modeled by the Rabi frequency due to the electric field. The value is proportional to the electric field. The Rabi frequency of the $j$-th qubit affected by all qubits is given by the incoherent sum from each emission of the other qubits.

Here I give a model for nonlinear error and burst error in the case when a qubit at a certain position $x_{\left(m^{*}, n^{*}\right)}$ of Equation (29) interacts, based on the quantum mechanical method with whole qubits. Let the qubit at $x_{\left(m^{*}, n^{*}\right)}$ be the $j$ th qubit. Then, $\gamma_{m^{*}, n^{*}} \equiv \gamma_{j}^{*}$ is the decay rate of the qubit at $x_{m^{*}, n^{*}}$ due to an effect of that interaction, and let us assume that $N_{\text {super }}$ is the number of qubits in a region of super radiance. Then, the interaction efficiency amongst all the qubits can be described by $0 \leq v_{\left(m^{*}, n^{*}\right),(m, n)} \equiv v_{j, k} \leq 1$, where $j, k \in N_{\text {super }}$.

The decay rate of the $j$ th qubit due to the interaction between the position $x_{m^{*}, n^{*}}$ and all the existing qubits is modeled as the sum of each decay rate from an analogy of Rabi oscillation coupling as follows:

$$
\begin{equation*}
\gamma_{j}\left(N_{\text {super }}\right)=\sum_{k=1, k \neq j}^{N_{\text {super }}} v_{j, k} \gamma_{j}^{*} \tag{37}
\end{equation*}
$$

Thus, the error probability of $j$ th qubit due to its interaction during $\Delta t$ is defined as follows:

$$
\begin{equation*}
p(\text { error })=\frac{1}{2}\left(1-\exp \left\{-\left|\gamma_{j}\left(N_{\text {super }}\right)\right|^{2}\right\}\right) \quad \forall j \tag{38}
\end{equation*}
$$

As one can see, the above model provides a way to understand the origin of nonlinear effects in the error performance, which depends on the number of qubits. When $v_{j, k}=1, \forall j, k$, it corresponds to the Lembeger-Yavus super radiance decay, which is introduced in Section 4.2. Let us consider the physical counterpart in Section 4.2 of the above equation. The correspondence between $\gamma_{j}^{*}$ and the physical decay rate $\Gamma$ corresponds to $\left(\gamma_{j}^{*}\right)^{2}=\Gamma$. When $\Gamma \ll 1$ (good quality), and there is no super radiance, the error probability is nearly zero. However, even if $\left(\gamma_{j}^{*}\right)^{2}=\Gamma \ll 1$, when the super radiance occurs, the concrete form of the Equation (42) can be approximated as follows:

$$
\begin{equation*}
p(\text { error }) \cong \frac{1}{2} \Gamma N_{\text {super }}^{2}<\frac{1}{2} \tag{39}
\end{equation*}
$$

It is valid for $\Gamma \ll 1$ and for finite $N_{\text {super }}$. This matches the result of the Lembeger-Yavus super radiance decay. On the other hand, when the number of qubits of super radiance is large, or $\Gamma$ is large, the error probability goes to $1 / 2$.

In addition, when super radiance occurs, the correlation consists of all the qubits. This fact drives a serious error such as burst error, in which all qubits are destroyed simultaneously with the following probability:

$$
\begin{equation*}
P_{e}(\text { burst }) \cong \frac{1}{2} \Gamma N_{\text {super }}^{2} \tag{40}
\end{equation*}
$$

## 6. Communication Channel Modeling of Quantum Error Due to External Forces

### 6.1. Physical Reality of External Force Such as Cosmic Rays

I have been discussing the decay effects of the interaction of a particular qubit with the environment in a quantum processor. On the other hand, a similar error occurs through interaction with external forces by particles coming from outside the systems. These include cosmic ray from space, $\gamma$-ray and charged particles from laboratory environments. Occurrence of such a case was pointed out by Vepsalainen et al. [23] in the case of superconducting quantum computers. Here let $p_{e x}$ be the probability that one qubit in the system is hit by an external force. In this case, the error probability in our model Equation (1) for one qubit is modified by replacing the initial error rate $\eta^{*}$ as follows:

$$
\begin{equation*}
\eta_{e x}^{*}=\eta^{*}+p_{e x} \tag{41}
\end{equation*}
$$

When this occurs, a burst error occurs in addition to the above. This phenomenon has been experimentally demonstrated in superconducting quantum computers by Wilen et al. [24]. In this section, let us discuss a model for a burst error by such phenomena.

### 6.2. Communication Channel Error Model Due to Environment Correlation

In Section 4, I discussed the correlated error by quantum correlation and clarified the formulation of nonlinear error. There are no such phenomena in the classical world. Even if there is no quantum correlation among the qubits, the correlation among the qubits exists in superconducting quantum computers. That is, the charge field of qubits or other parameters may have the potential to generate a correlation, or the environment itself may generate the correlation among qubits. In fact, the discovery of long-range two-qubit correlations has been reported [24,25]. Thus, one has to consider the communication channel model for error propagation of qubits due to classical correlation. Although the physical phenomena of the interaction between qubits and environment are very complicated, let us simplify this situation. Assume that $p_{(k \mid j)}$ is the conditional probability that qubit $k$ is affected when an error of qubit $j$ is caused by an external force. The total scheme is described on two dimensional constellation of qubits by

$$
\left(\begin{array}{c}
p_{(1 \mid 1)}, \ldots, p_{(1 \mid N)}  \tag{42}\\
p_{(2 \mid 1)}, \ldots, p_{(2 \mid N)} \\
\vdots \\
p_{(N \mid 1)}, \ldots, p_{(N \mid N)}
\end{array}\right)
$$

These conditional probabilities correspond to correlations among electric charge fields of qubits.

Here the burst error caused by external force is described as follows: One of the qubits makes an error due to a collision with an external particle, then the other many qubits make errors in conjunction with that error. Let us deal here with a simple example. If the ripple effect on qubits is the most simple, then the burst probability is given by only conditional probabilities on the $j$-th qubit as follows:

$$
\begin{equation*}
P(\text { burst })=\eta_{e x}^{*} \prod_{k \neq j} p(k \mid j) \quad \forall k \quad p(k \mid j) \neq 0 \tag{43}
\end{equation*}
$$

The other is a chain of errors like a Markov chain, in which the error in the $j$-th qubit propagates to the $i$-th qubit, and then the error in the $i$-th qubit propagates to the $k$-th qubit, and so on. One can define it as the avalanche burst effect. In this case, the avalanche burst probability can be approximated by

$$
\begin{equation*}
P(\text { burst }) \sim \eta_{e x}^{*} p^{*}(k \mid j) p^{*}(l \mid k) \cdots \tag{44}
\end{equation*}
$$

where $p^{*}(k \mid j)$ implies the maximum probability of the transition from $j$ to $k$. The parameters to control such effects are $\eta^{*}$, and the correlation through the electric field around the superconducting qubit. If the ripple effect is more complex, then one should consider all the qubits in quantum processors to be collapsing. However, the experimental results of error propagation in the reference [23-25] may be analyzed with the above modeling.

In order to reduce such effects, one should design the circuit such that correlations among electric charge fields of qubits in the superconducting quantum computers are eliminated.

## 7. Communication Channel Modeling of Quantum Error in Operations

If an initial quantum state of a qubit decays to the vacuum state, it becomes an error of the quantum computer. So one can consider the physical protection of the decay of qubits to avoid such errors. The quantum Zeno effect is a typical example of a methodology for keeping a qubits in a normal state [26,27]. The use of this phenomena to stabilize qubits in quantum processors has been proposed by Franson's group [28]. In this section, we analyze the external noise effect for such artificial operations.

### 7.1. Collapse of Quantum Zeno Effect for Single Qubit

In conventional theory with the ideal environment, the quantum Zeno effect is described by the survival probability of the initial state as follows [26,27]:

$$
\begin{equation*}
\left.P(\delta t)=\left|\langle\psi| e^{-i H t}\right| \psi\right\rangle\left.\right|^{2} \approx 1-\left(\frac{\delta t}{\tau_{z}}\right)^{2} \tag{45}
\end{equation*}
$$

where $\delta t \ll 1, H$ is the total Hamiltoniann of the system and the Zeno time is $\tau_{z}^{2}=$ $\langle\psi| H_{i n t}^{2}|\psi\rangle$. Then the survival probability at time $t$ after the $J$ th measurements is

$$
\begin{equation*}
P_{(J)}(t)=P(\delta t)^{J} \approx\left[1-\left(\frac{\delta t}{\tau_{z}}\right)^{2}\right]^{J} \tag{46}
\end{equation*}
$$

If one assumes that $t$ is fixed and the time interval $\delta t=t / J$, one has a convenient formula of the above relation as follows:

$$
\begin{equation*}
P_{(J)}(t)=P(\delta t)^{J} \approx 1-\frac{1}{J}\left(\frac{t^{2}}{\tau_{z}^{2}}\right) \rightarrow 1, \quad 1 \ll J \tag{47}
\end{equation*}
$$

Thus the initial state is kept. This is called the quantum Zeno effect. However, in the general or non ideal environment of quantum computers, it has been pointed out that the quantum Zeno effect may be eliminated.

Since my purpose is to formulate in the sense of information theory, I do not describe the exact physical model. I employ here the stochastic Schrödinger equation discussed by Adler and Diosi ([29], also see Appendix B).

$$
\begin{equation*}
d|\Psi\rangle=-i H|\Psi\rangle d t-V_{r}^{2}(H-<H>)^{2}|\Psi\rangle d t+V_{r}(H-<H>)|\Psi\rangle d W_{t} \tag{48}
\end{equation*}
$$

where $H$ is the Hamiltonian, $<H>=\langle\Psi| H|\Psi\rangle . \quad V_{r}$ is a parameter governing the strength of an external force. Here one can employ the standard theory of the stochastic processes [30,31]. $d W_{t}$ is an Itô stochastic differential together with $d t$, and it obeys the Standard Itô calculus rules as follows:

$$
\begin{equation*}
d W_{t}^{2}=d t, \quad d W_{t} d t=d t^{2}=0 \tag{49}
\end{equation*}
$$

where the Wiener process is

$$
\begin{equation*}
W_{t}=\int_{0}^{t} d W_{t} \tag{50}
\end{equation*}
$$

In Itô calculus, the following formula is used.

$$
\begin{equation*}
d(A B)=(A+d A)(B+d B)-A B=(d A) B+A d B+d A d B \tag{51}
\end{equation*}
$$

Thus, the next relation is given.

$$
\begin{equation*}
d \exp \left(b W_{t}\right)=\exp \left(b W_{t}\right)<b d W_{t}+\frac{1}{2} b^{2} d t> \tag{52}
\end{equation*}
$$

where $b$ is a real number. Then one has

$$
\begin{align*}
& d<\exp \left(b W_{t}\right)>=<\exp \left(b W_{t}\right)>\frac{1}{2} b^{2} d t  \tag{53}\\
& <\exp \left(b W_{t}\right)>=\exp \left(\frac{1}{2} b^{2} t\right) \tag{54}
\end{align*}
$$

The equation for the density operator $\rho=|\psi\rangle\langle\psi|$ is given by

$$
\begin{align*}
& d \rho=(d|\psi\rangle)\langle\psi|+|\psi\rangle d\langle\psi|+d|\psi\rangle d\langle\psi| \\
& =i[\rho, H] d t-V_{r}^{2}[H,[H, \rho]] d t+V_{r}[\rho,[\rho, H]] d W_{t} \tag{55}
\end{align*}
$$

Based on the above equation, the Adler and Diosi gave the following formula [29].

$$
\begin{equation*}
P(\delta t) \approx 1-\frac{1}{\tau_{z}^{2}}\left(V_{r}^{2} \delta t+\delta t^{2}\right) \tag{56}
\end{equation*}
$$

Let us assume here that $t$ is fixed. One can describe the survival probability at the artificial operations as follows:

$$
\begin{equation*}
P_{(J)}(t)=P(\delta t)^{J} \approx 1-\left\{\frac{V_{r}^{2}}{\tau_{z}^{2}} t+\frac{1}{J}\left(\frac{t^{2}}{\tau_{z}^{2}}\right)\right\} \tag{57}
\end{equation*}
$$

The survival probability decreases with respect to $t$ even if one operates any measurement, because the second term is independent of $J$. Following the above results, one can formulate the system failure probability of the artificial operation to protect the qubits as follows:

$$
\begin{equation*}
P_{f}=1-P(\delta t)^{J} \approx \frac{V_{r}^{2}}{\tau_{z}^{2}} t \quad<1 \tag{58}
\end{equation*}
$$

The above formulae are valid only for $t \ll 1$ in the perturbation approximation in physical analysis. As a result, the failure performance is mainly described by a single parameter $V_{r}$. This is very useful for information theorists who are not interested in the detailed physical process.

### 7.2. Collaps of Quantum Zeno Effect for Qubits with Correlation

Here I discuss the scheme of a system of several qubits with quantum correlation, such as entanglement. In general, when the conventional environment is employed, an entangled state between qubits $j=1$ and 2 in memory can be protected by applying the Zeno effect in a composite system of qubits and environment. That is, let us consider a series of non selective measurements on the qubits performed at time interval $\delta t$. These have the following properties. One is the projection onto the collective ground state $\left|\phi>_{G}=\left|0>_{1}\right| 0>_{2}\right.$, and the other is that the measurement cannot distinguish between $\left|1>_{1}\right| 0>_{2}$ and $\left|0>_{1}\right| 1>_{2}$. These measurements disentangle the qubits from the environment at each time $\delta t$. The survival probability is given by the same formula Equation (61) of the case of single qubit.

Let us consider the non-ideal environment. I consider the $N$ qubits system with quantum correlation with each other. When one employs a general Zeno effect operation on all the qubits, if the environment for all qubits is the ideal case, one can use the protection scheme of the system. Let us assume that an environment becomes a general or non-ideal environment for a single qubit in $N$ qubits. That is, the stochastic coupling parameter by external force $V_{r}$ for a certain qubit is non zero. Then, the qubit in the non-ideal environment suffers the same effect as the case of the single qubit, such as in Equation (58).

Hence one cannot deny the possibility that the whole system is destroyed, because all the qubits have quantum correlations. Thus, the system failure probability for the whole system can be evaluated by

$$
\begin{equation*}
P_{f}(\text { Nqubits }) \approx \frac{V_{r}^{* 2}}{\tau_{z}{ }^{2}} t \quad<1 \tag{59}
\end{equation*}
$$

This is valid for $t \ll 1$. The concrete value of $V_{r}^{*}$ should be determined by the concrete physical analysis, but the physical structure is not so important for the information theory.

## 8. Conclusions

In this paper, a new type of error performance, the so called nonlinear error, where the error probability for a single qubit depends on the number of qubits in the system, has been discussed. I have shown how to model such strange properties of error probability based on a semi-classical method. Then it has been clarified that nonlinear errors give serious degradations of the capability of quantum computer, by the recurrence effect due to quantum correlation and also by collective decoherence. In order to cope with the quantum errors described in this paper, or to avoid this situation, one method is to further develop the conventional quantum error correction theory based on quantum noise analysis, or to establish a new way to physically suppress such errors [32-34]. Recently, a number of previously unknown and extremely difficult challenges in the development of an error correctable quantum computer have been reported [35-38]. However, I believe that the ideal quantum computer will be realized in the future. I expect that this paper may provide some hints for finding a way toward the ideal quantum computer

Finally, I would like to point out that it is difficult to predict the realization of a quantum computer capable of cryptanalysis. However, because my results suggest that the capability of a real quantum computer is strictly limited, one can say that the current cryptography is not subject to the danger posed by current quantum computers. However, one should develop quantum computer-resistant cryptosystems based on mathematical analysis [39,40], or by physical cipher on the assumption that an ideal quantum computer or new mathematical discovery can be realized in the future.
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## Appendix A. Physical Research of Decoherence and Disentanglement Phenomena

The decoherence issue is of great significance for the foundations of quantum physics, as well as for problems of practical interest, such as quantum engineering. In the past two decades, it has become increasingly clear that many of the symptoms of classicality can be induced in quantum systems by their environments. Furthermore, issues of disentanglement and quantum discord are the same subjects as decoherence. The fundamental discussions on these physical phenomena have been given by Zurek [41] and Yu et al. [42,43]. The mathematical foundation for such issues belongs to the open system theory in quantum mechanics. The detailed analysis based on the open system theory for recent topics have been given by Lo Franco et al. [44], de Vega et al. [45], Bellomo et al. [46], and Aaronson et al. [47], respectively. Moreover, the experimental justification has been discussed by Rotter et al. [48]. Readers who are interested in the physical problem of decoherence and quantum noise in quantum processing, including quantum computing, can obtain detailed scientific knowledge from the above references.

## Appendix B. From Lindblad Equation to Semi-Classical Stochastic Differential Equation

In general, dissipative processes in physical systems are governed by complete positive maps, and dynamical semigroup theory plays an important role. Complete positive maps $\hat{X} \rightarrow T(\hat{X})$ is described by a Kraus representation $T(\hat{X})=\sum A_{n} \hat{X} A_{n}$. However, in order to analyze dynamic processes, it is necessary to shift the mathematical system to infinitesimal analysis. The time evolution of a fully positive statistical operator is described by the following Lindblad equation, which is an embodiment of Equation (8).

$$
\begin{equation*}
\mathcal{L} \rho=\frac{-i}{\hbar}[H, \rho]+\sum_{n \in N}\left[v_{n} \rho v_{n}^{\dagger}-\frac{1}{2}\left\{v_{n}^{\dagger} v_{n}, \rho\right\}\right] \tag{A1}
\end{equation*}
$$

The relationship between the $v_{n} \rho v_{n}^{\dagger}$ terms can be understood by identifying $v_{n}$ : the fastvarying component of $A_{n}$ with a strength of $(d t)^{1 / 2}$. This fact may enable us to understand the Lindblad equation in the context of stochastic differential equations [29]. From the standard treatment of quantum noise [31], one can begin by mapping $A_{n}$ to the following

$$
\begin{align*}
A_{n} & =d_{n}+u_{n} d t+v_{n} d W_{t}^{n} \\
A_{n}^{\dagger} & =d_{n}+u_{n}^{\dagger} d t+v_{n}^{\dagger} d W_{t}^{n} \tag{A2}
\end{align*}
$$

where $d_{n}$ is a positive number and, $W$ is the Wiener process. $d W_{t}^{n}$ has the following properties from Itô calculus.

$$
\begin{equation*}
d W_{t}^{m} d W_{t}^{n}=c^{m n} d t, \quad d W_{t}^{m} d t=0 \tag{A3}
\end{equation*}
$$

where $c$ is real symmetric covariant matrix, and its diagonal elements are $e^{n m}=1, \forall n$. Let us consider that the complete positive map is described by

$$
\begin{equation*}
\rho \rightarrow \rho+d \rho=T(\rho) \tag{A4}
\end{equation*}
$$

The we have the following relation from the above explanations.

$$
\begin{align*}
& \rho+d \rho=\sum_{n \in N}\left(d_{n}+u_{n} d t+v_{n} d W_{t}^{n}\right) \rho\left(d_{n}+u_{n}^{\dagger} d t+v_{n}^{\dagger} d W_{t}^{n}\right) \\
& =\sum_{n \in N} d_{n}^{2} \rho+\sum_{n \in N} d_{n}\left(v_{n} \rho+\rho v_{n}^{\dagger}\right) d W_{t}^{n}+\left(\rho U^{\dagger}+U \rho+\sum_{n \in N} v_{n} \rho v_{n}^{\dagger}\right) d t \tag{A5}
\end{align*}
$$

where $U=\sum_{n \in N} d_{n} u_{n}, \sum d_{n}^{2}=1$. Then we have the form of the stochastic differential equation as follows:

$$
\begin{equation*}
d \rho=\sum_{n \in N} d_{n}\left(v_{n} \rho+\rho v_{n}^{\dagger}\right) d W_{t}^{n}+\left(\rho U^{\dagger}+U \rho+\sum_{n \in N} v_{n} \rho v_{n}^{\dagger}\right) d t \tag{A6}
\end{equation*}
$$

When one takes the partial trace with respect to the disturbance, it becomes as follows:

$$
\begin{equation*}
d E[\rho]=E[d \rho]=\left(E[\rho] U^{\dagger}+U E[\rho]+\sum_{n \in N} v_{n} E[\rho] v_{n}^{\dagger}\right) d t \tag{A7}
\end{equation*}
$$

This is equivalence to the Lindblad equation as follows:

$$
\begin{equation*}
\frac{d E[\rho]}{d t}=\frac{-i}{\hbar}[H, E[\rho]]+\sum_{n \in N}\left(v_{n} E[\rho] v_{n}^{\dagger}-\frac{1}{2} v_{n}^{\dagger} v_{n} E[\rho]-\frac{1}{2} E[\rho] v_{n}^{\dagger} v_{n}\right) \tag{A8}
\end{equation*}
$$

where $v_{n}, v_{n}^{\dagger}$ correspond to Lindblad operator.
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#### Abstract

The randomness of some irreversible quantum phenomena is a central question because irreversible phenomena break quantum coherence and thus yield an irreversible loss of information. The case of quantum jumps observed in the fluorescence of a single two-level atom illuminated by a quasi-resonant laser beam is a worked example where statistical interpretations of quantum mechanics still meet some difficulties because the basic equations are fully deterministic and unitary. In such a problem with two different time scales, the atom makes coherent optical Rabi oscillations between the two states, interrupted by random emissions (quasi-instantaneous) of photons where coherence is lost. To describe this system, we already proposed a novel approach, which is completed here. It amounts to putting a probability on the density matrix of the atom and deducing a general "kinetic Kolmogorov-like" equation for the evolution of the probability. In the simple case considered here, the probability only depends on a single variable $\theta$ describing the state of the atom, and $p(\theta, t)$ yields the statistical properties of the atom under the joint effects of coherent pumping and random emission of photons. We emphasize that $p(\theta, t)$ allows the description of all possible histories of the atom, as in Everett's many-worlds interpretation of quantum mechanics. This yields solvable equations in the two-level atom case.


Keywords: quantum jumps; irreversibility; fluorescence; Kolmogorov-like model; Everett's interpretation

## 1. Introduction

The transition from Newtonian mechanics to quantum mechanics in the early years of the twentieth century has been a major step in the progress of our understanding of the world. This transition was more than a change in equations because it also involved a deep change in our understanding of the limits of human knowledge. It included, from the very beginning, a statistical interpretation of the theory. In other words, quantum mechanics is not fully predictive and cannot be so. The introduction of statistical methods to describe nature was not new, of course. Statistical concepts were introduced in physics to interpret classical (non-quantum) laws as a way to describe complex systems with many degrees of freedom, such as assemblies of many atoms in a macroscopic volume of fluid. The mathematical theory behind the statistical approach in classical physics is ergodic theory because no human being has enough computational power to solve Newton's equations [1] with the initial data (position and velocity) of too many particles. Nowadays, one cannot solve the classical equations of motion of more than a few thousand particles. In classical mechanics, a slightly more subtle point makes it difficult to predict the future from the initial data in the long run. This is related to the ergodic (Ergodic is the term used by Kolmogorov, although the common word is now chaotic or Anosovian if the trajectories are Lyapunov unstable [2]) properties of classical dynamics: a flow is ergodic, chaotic, or Anosovian if a small disturbance or inaccuracy in the initial conditions is amplified in the course of time. This property of ergodicity is very hard to prove for given systems. As far we are aware, this has been proven to be true [3] only for systems of hard spheres making elastic collisions, and the proof is highly non-trivial. In the two examples (many
particles and/or ergodicity of classical dynamics), the statistical method of analysis is just a way to describe systems given the imperfect knowledge of the initial conditions and their overwhelming abundance. On the contrary, quantum mechanics needs, from the very beginning, a statistical interpretation, a point that has raised controversies. To many, it seemed strange to postulate (see later for the precise meaning of this word in this context) a statistical interpretation of a theory that looks to be "deterministic" in the sense that the dynamical equations (Schrödinger or Dirac equations, including the interaction with the electromagnetic (EM) field) look well posed with a unique solution for given initial data. What is called "determinism" is, however, not as well defined as one could believe at first. There is a clearly defined mathematical meaning of the concept based on the notion (seemingly first understood by Newton) that, for given initial data (position and velocities of particles moving in vacuo), there is a well-defined future for a dynamical system obeying differential equations of a finite order in time. A superficial view could be that because the equations of non-relativistic quantum mechanics are mathematically "deterministic" and of the first order in time, a complete understanding of the initial data is enough to predict the future. The fallacy of this concept is in the word "complete". Because measurements of the initial conditions are made with quantum devices, there is a fundamental uncertainty in the initial conditions due to the limited accuracy of those measurements, a point made by Heisenberg [4]. This is central to our discussion: In the case of the emission of photons by an atom in an excited state, the instant of the emission cannot be predicted from measurements of the initial state of the atom. This fundamental question of the determination of the time of decay of an atom by emission of a photon was answered by Dirac [5] in a masterpiece of science in the context of black-body radiation, which is different from the one devoted to quantum jump statistics for a two-level atom pumped by a laser field treated here.

Note that the word "quantum jump", which is currently used for a single atom that emits photons when submitted to an EM field, may be ambiguous, particularly because the interaction between the atom and the emitted photon has a typical intrinsic time and period of the EM wave involved; therefore, it does not make sense to make statements for times shorter than this "intrinsic" time scale. The wave function of the full system-atom plus photons outside-changes continuously in time because when an atom initially in the excited state emits a photon, the resulting state is made of the atom in its ground state, plus an outgoing photon added to the EM field, and the amplitude of this new state (emitted photon, EM field, plus atom in the ground state) grows continuously from zero. When the initial state of the atom is a superposition of the ground state and of the excited state, it may go through the excited state under the effect of the Rabi oscillations and can then jump back to the ground state by emitting a photon, or the atomic state may follow Rabi oscillations without emitting any photons, with the atomic state evolving as a superposition of the ground and excited states until the next emission of a photon (which could occur only when the atomic state goes through the excited state). In summary, both possibilities (emission of a photon or no emission) exist in different universes in the Everett sense, as explained below.

After the early days of this grand history of the birth of quantum mechanics, a somewhat arcane field of knowledge had to ask whether such a theory with seemingly wellposed dynamical equations (Schrödinger and Dirac equations) has a kind of fundamental statistical interpretation. This is the aim of the present paper, which focuses on a worked problem, the fluorescence of a single atom. In the list of obscure concepts introduced to make the quantum description match the real data, let us quote what is often called the "reduction (or collapse) of the wave packet (or wave function)". Our aim is not to decide on the measure problem in quantum mechanics, which was the object of many debates and is still a controversial topic. However, let us note that the difficulties related to the conservation of the total probability are removed in Everett's theory.

In 1957, Everett introduced [6] a convincing explanation compatible both the idea of reduction of the wave packet and the constraint of unitarity of the evolution, or of conservation of the probability in the statistical interpretation. Everett's idea is that each
outcome of a measurement creates a new universe with a subsequent history consistent with the result of this measurement but disconnected from other universes corresponding each to another outcome of the measurement. This profound idea makes everything consistent at the price of introducing a direction of time. This direction of time plays the same role as the one introduced to explain the arrow of time of thermodynamics; namely, it represents the physical impossibility of reversing the history of a peculiar system. Said otherwise, the statistics introduced by quantum mechanics are there, in principle, to make averages over all universes corresponding to various outcomes of a measurement. As said above, because we are discussing something related to physics and not philosophy, there are consequences of this line of reasoning in the physical and mathematical picture of processes. This relies on definite equations for probability distributions, of which we shall give an example below.

In the case of the fluorescent light emitted by a single atom, the characteristic time associated with a quantum jump is very short, of the order of the laser period [5] and much smaller than the Rabi period. This property allows us to make the Markov approximation leading to our Kolmogorov-like equation for the evolution of the probability distribution of a single variable $\theta$ describing the trajectory of the atom.

In Section 2, we present our model equation for the evolution of the single parameter $\theta$ controlling the atomic state and derive the statistics of the emission times $t_{i}$ with and without the pump field. In Section 3, we explain why Everett's theory is useful in interpreting our statistical description of the fluorescence of a single atom.

## 2. A Model Physical Problem

The spontaneous emission of photons by an assembly of atoms in thermal equilibrium was considered by Einstein [7] and by Dirac [5] as fundamentally random. Einstein used statistics to describe an atom interacting with black-body radiation. In this case, there is a continuous process of excitation of the ground state by the black-body radiation, but practically, this is not a very efficient process compared to the excitation by a resonant monochromatic beam, which we shall consider. Thanks to the progress of experimental atomic physics, in 1986, Hans Dehmelt [8-10] observed the leaping of electrons from one atomic state to another in individual atoms. This sudden transition of a tiny object (such as an electron, ion, molecule, or atom) from one of its discrete energy states to another has been called a quantum jump since Niels Bohr, who put this concept forward for discontinuous events, although Schrödinger (and others) strongly objected to their existence, postulating instead that they are not instantaneous.

Here, we study a simpler case, the emission of light by a two-level atom, an interesting worked example from the point of view of the statistical interpretation of quantum mechanics.

### 2.1. Towards a Full Statistical Theory of the Emission Process

We shall outline the principles of a statistical treatment that is able to describe both the emission of photons and the optical Rabi oscillations in the case of a single pumped two-level atom, detailed in [11]; then, we shall explain how to derive the probability distribution of the time intervals between two successive photon-emission events. This was based upon the property that, in such an interval, the atom does make unhindered Rabi oscillations, and that the emission of a photon is a phenomenon seen as instantaneous. This is, of course, one basic feature of a Markov process because we consider quick jumps occurring at random with a probability depending on the state of the system and, possibly, on the absolute time. For such a phenomenon, the Kolmogorov equation seems to be the right tool to describe the state of an atom because this kind of equation describes the evolution of the probability distribution of a system under the effects of two processes, one leading to a deterministic dynamics, the other to random quasi-instantaneous events, as just written. Let $\Theta(t)$ be the set of time-dependent parameters changing with time, with the
time derivative $\partial_{t} \Theta=v(\Theta)$, a function of $\Theta$. In the deterministic phase, the conservative and normalized probability $p(\Theta, t)$ obeys the equation

$$
\begin{equation*}
\partial_{t} p(\Theta, t)+\partial_{\Theta}(v(\Theta) p(\Theta, t))=0 \tag{1}
\end{equation*}
$$

where $\partial_{t}$ is here and elsewhere for the derivative with respect to time, and $\partial_{\Theta}$ for the derivative with respect to $\Theta$ (This is actually a gradient in general because $\Theta$ has more than one component, but this only complicates the writing in an unessential way).

Kolmogorov equations add a right-hand side representing instantaneous transitions (or jumps) occurring at random instants of time to this equation, represented by a positivevalued function $\Gamma\left(\Theta^{\prime} \mid \Theta\right)$. During a small interval of time $\mathrm{d} t$, if the system is in state $\Theta$, it quickly jumps to state $\Theta^{\prime}$ with probability $\Gamma\left(\Theta^{\prime} \mid \Theta\right) \mathrm{d} t$ so that the Kolmogorov equation describes both the deterministic dynamics and the jump process and reads [12]:

$$
\begin{equation*}
\partial_{t} p(\Theta, t)+\partial_{\theta}(v(\Theta) p(\Theta, t))=\int \mathrm{d} \Theta_{1} \Gamma\left(\Theta \mid \Theta_{1}\right) p\left(\Theta_{1}, t\right)-p(\Theta, t) \int \mathrm{d} \Theta^{\prime} \Gamma\left(\Theta^{\prime} \mid \Theta\right) \tag{2}
\end{equation*}
$$

In the right-hand side, the first positive term describes the increase in probability of the $\Theta$-state due to jumps from other states to $\Theta$. The second term represents the loss of probability because of jumps from $\Theta$ to any other state $\Theta^{\prime}$. By integration over $\Theta$, one finds that the $L^{1}$-norm $\int \mathrm{d} \Theta p(\Theta, t)$ is constant (if it converges, as we assume).

Let us now consider a two-level atom whose wave function is of the form

$$
\begin{equation*}
\Psi_{a t}(t)=\left(\cos (\theta(t))\left|g>+i e^{i \omega t} \sin (\theta(t))\right| e>\right) e^{i \varphi} \tag{3}
\end{equation*}
$$

where $\dot{\theta}$, the time derivative of $\theta(t)$, is equal to $\Omega / 2$ between two jumps, $\Omega$ being the Rabi frequency. The Kolmogorov equation deals explicitly with the probability distribution $p(\theta, t)$ for the atomic state, here indexed by a single variable $\theta$.

In the right-hand side of Equation (2), the probability $\Gamma\left(\theta ; \theta^{\prime}\right)$ for the atom to make a quantum jump from the state $\theta$ towards the state $\theta^{\prime}$ is proportional to $\delta\left(\sin \theta^{\prime}\right)$ (where $\delta($. is the Dirac distribution) because any jump lands on $\theta^{\prime}=0$ in the interval $[-\pi / 2, \pi / 2]$, and this probability is proportional to $\gamma \sin ^{2} \theta$ because it comes from the state $a_{1}$ with the squared amplitude $\sin ^{2} \theta$, and $\gamma$ is the emission rate of the atom in the excited state calculated by Dirac [5]. Therefore,

$$
\begin{equation*}
\Gamma\left(\theta \mid \theta^{\prime}\right)=\gamma \sin ^{2} \theta \delta\left(\sin \theta^{\prime}\right) \tag{4}
\end{equation*}
$$

Thus, the Kolmogorov equation for the two-level atom illuminated by a resonant pump field is

$$
\begin{equation*}
\frac{\partial p}{\partial t}+\frac{\Omega}{2} \frac{\partial p}{\partial \theta}=\gamma\left(\delta(\sin \theta) \int_{-\pi / 2}^{\pi / 2} \mathrm{~d} \theta^{\prime} p\left(\theta^{\prime}, t\right) \sin ^{2} \theta^{\prime}-p(\theta, t) \sin ^{2} \theta\right) \tag{5}
\end{equation*}
$$

Introducing a probability distribution depending on a continuous variable, $\theta$ here, which amounts to putting a probability on the elements of the atomic density matrix, is a way to take into account all possible trajectories emanating from the emission of a single photon, with a new value of the number of photons radiated in any direction at each quantum jump. Average values of a time-dependent quantity that depends on $\theta$ can be calculated via the probability distribution $p(\theta, t)$, which is a $\pi$-periodic function with a finite jump at $\theta=0$, but smooth elsewhere. This procedure allows us to deal correctly with the infinite number of possible trajectories, since Boltzmann's genius lies precisely in transforming the classical statistical theory based on unknown initial conditions into statistics for an ensemble of indeterminate trajectories.

We insist that our description of the fluorescence of a single two-level atom goes beyond solving Heisenberg equations (which is impossible anyway without making a strong hypothesis because of the infinite number of degrees of freedom of the EM field).

Here, as in the quantum mechanical frame, the infinite number of degrees of freedom are taken care of because they represent the fast phenomena, which are well approximated in Dirac's calculation of the coefficient $\gamma$ for the black-body radiation calculus. Moreover, the whole story before and after each rapid event is told here through the balance terms written in the right-hand side of the Kolmogorov equation, which has a built-in conservation law of the total probability at any time, a serious advantage with respect to the quantum treatments using a Lindblad equation [13], which is difficult to handle [14].

Because it is linear, Equation (5) can be solved in a Laplace transform, but the general solution in time requires the inversion of a Laplace transform, which can be done only formally. There are two constraints: (i) The probability $p(\theta, t)$ is positive or zero and (ii) the total probability $\int_{-\pi / 2}^{\pi / 2} \mathrm{~d} \theta p(\theta, t)$ is unity at any time, which reflects the unitary evolution of the atomic state (the integral of the square modulus of the wave function is constant and equal to one). It is relatively easy to check that they are fulfilled, since $\int_{-\pi / 2}^{\pi / 2} \mathrm{~d} \theta p(\theta, t)$ is constant and $p(\theta, t) \geq 0$ at any positive time if $p(\theta, 0) \geq 0$. Solutions in various limits are derived in [11]. The factors $\sin ^{2} \theta$ on the right-hand side are there to take into account that a quantum jump occurs only if the atom is in the excited state, which has probability $\sin ^{2} \theta$. The negative term on the right-hand side is the loss term representing the decrease in the amplitude of the excited state by jumps to the ground state, whereas the positive one is for the increase in the amplitude of the ground state when a jump takes place.

The populations of the two levels, or probabilities for the atom to be in the excited or in the ground state at time $t$, are, respectively,

$$
\begin{equation*}
\rho_{1}(t)=\int_{-\pi / 2}^{\pi / 2} \mathrm{~d} \theta^{\prime} p\left(\theta^{\prime}, t\right) \sin ^{2} \theta^{\prime} \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho_{0}(t)=\int_{-\pi / 2}^{\pi / 2} \mathrm{~d} \theta^{\prime} p\left(\theta^{\prime}, t\right) \cos ^{2} \theta^{\prime} \tag{7}
\end{equation*}
$$

Their sum is one, as it should be, if $p(\theta, t)$ is normalized to one.
From (5), one can derive an equation for the time derivative of $\rho_{1}(t)$ and $\rho_{0}(t)$ by multiplying (5) by $\sin ^{2} \theta$ and by $\cos ^{2} \theta$ and integrating the result over $\theta$. This gives

$$
\begin{equation*}
\dot{\rho}_{1}=-\frac{\Omega}{2} \int_{-\pi / 2}^{\pi / 2} \mathrm{~d} \theta^{\prime} \sin ^{2} \theta^{\prime} \frac{\partial p}{\partial \theta}-\gamma\left(\int_{-\pi / 2}^{\pi / 2} \mathrm{~d} \theta^{\prime} p\left(\theta^{\prime}, t\right) \sin ^{4} \theta^{\prime}\right) \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
\dot{\rho}_{0}=-\frac{\Omega}{2} \int_{-\pi / 2}^{\pi / 2} \mathrm{~d} \theta^{\prime} \cos ^{2} \theta^{\prime} \frac{\partial p}{\partial \theta}+\gamma\left(\int_{-\pi / 2}^{\pi / 2} \mathrm{~d} \theta^{\prime} p\left(\theta^{\prime}, t\right) \sin ^{4} \theta^{\prime}\right) \tag{9}
\end{equation*}
$$

On the r.h.s of the rate Equations (8) and (9), the first term, proportional to the Rabi frequency $\Omega$, describes the effect of the Rabi oscillations, whereas the second term, proportional to $\gamma$, displays the effect of the quantum jumps responsible for the photoemission. Because $p(\theta, t)$ includes both the fluctuations due to the quantum jumps and the streaming term, the right-hand side of (8) and (9) represents the new history beginning at each step. After integration by parts, (8) and (9) become

$$
\begin{equation*}
\dot{\rho}_{1}(t)=-\dot{\rho}_{0}(t)=\int_{-\pi / 2}^{\pi / 2} \mathrm{~d} \theta p(\theta, t)\left(\frac{\Omega}{2} \sin 2 \theta-\gamma \sin ^{4} \theta\right) . \tag{10}
\end{equation*}
$$

Note that the set of Equations (8) and (9), or (10), is not closed. It cannot be mapped into equations for $\rho_{1}(t)$ and $\rho_{0}(t)$ only because their right-hand sides depend on higher momenta of the probability distribution $p(\theta, t)$, momenta that cannot be derived from the knowledge of $\rho_{1}(t)$ and $\rho_{0}(t)$. The unclosed form of (8) and (9) is a rather common situation. To name a few cases, the BBGKY hierarchy of non-equilibrium statistical physics makes an infinite set of coupled equations for the distribution functions of systems of interacting (classical) particles [15], where the evolution of the one-body distribution
depends explicitly on the two-body distribution, which depends itself on the three-body distribution, etc. In the theory of fully developed turbulence, for instance, the average value of the velocity depends on the average value of the two-point correlation of the velocity fluctuations, depending itself on the three-point correlations, etc. Fortunately, one can solve the Kolmogorov Equation (5) via an implicit integral equation [11]; then, there is generally no need to manipulate an infinite hierarchy of equations as in those examples.

In the present case, one can say, following Everett, that the probability distribution $p(\theta, t)$ allows one to make averages over the states of the atom in different universes, each being labeled by a value of $\theta$ at a given time $t$. As written above, physical phenomena such as the observation of a quantum state decay measured by emission of a photon are relative to the measurement apparatus that takes place in the universe associated with the observer. At every emission of a photon, a new history begins, represented by the right-hand side of (9). In summary, the creation of new universes at each step defines a Markov process, which can be described by a Kolmogorov statistical picture, and cannot be considered as a deterministic process depending in a simple way on averaged quantities, such as population values.

### 2.2. Quantum Jump Statistics

To illustrate how one can use the Kolmogorov equation, we derive the time-dependent probability of photo-emission by a single atom, first without any pump field, then in the presence of a resonant laser.

We consider first an isolated atom initially in pure state $\Psi_{a t}(0)$ given by (3) with $\theta(0)=\theta_{0}$. The solution of (5) with $\Omega=0$ (no pump) and $p(\theta, 0)=\delta\left(\theta-\theta_{0}\right)$ is

$$
\begin{equation*}
p(\theta, t)=(1-q(t)) \delta(\theta)+q(t) \delta\left(\theta-\theta_{0}\right) \quad \text { with } \quad q(t)=e^{-\left(\gamma \sin ^{2} \theta_{0}\right) t} \tag{11}
\end{equation*}
$$

The evolution of the probability that the atom is in the excited state at time $t$ is given by (6), and the emission of a photon occurs randomly in time with a rate:

$$
\begin{equation*}
\dot{\rho_{1}}=-\gamma \sin ^{2} \theta(t) \rho_{1}(t) . \tag{12}
\end{equation*}
$$

Once the atom "jumps" to its ground state, it cannot emit another photon; then, the emission of a photon, if recorded, is a way to measure the state of the atom. The solution of (12) leads to the population of the excited state

$$
\begin{equation*}
\rho_{1}(t)=\sin ^{2} \theta_{0} e^{-\left(\gamma \sin ^{2} \theta_{0}\right) t} \tag{13}
\end{equation*}
$$

when taking into account the initial condition, and the photo-emission rate is

$$
\begin{equation*}
\rho_{1}(t)=-\gamma \sin ^{4} \theta_{0} e^{-\left(\gamma \sin ^{2} \theta_{0}\right) t} \tag{14}
\end{equation*}
$$

The probability of photo-emission in the interval $(0, \infty)$ is the integral of $\rho_{1}$ :

$$
\begin{equation*}
\int_{0}^{\infty} \gamma \sin ^{4} \theta_{0} e^{-\left(\gamma \sin ^{2} \theta_{0}\right) t} d t=\sin ^{2} \theta_{0} \tag{15}
\end{equation*}
$$

which means that the final state of the coupled system of the atom plus the emitted photon field is

$$
\begin{equation*}
\Psi(\infty)=\sin \theta_{0}\left|g, 1>+e^{i \phi^{\prime}} \cos \theta_{0}\right| g, 0> \tag{16}
\end{equation*}
$$

where the indices $(1,0)$ correspond to the one and zero photon states, respectively. The relation (15) means that if we consider $N$ atoms initially prepared in a given pure state with $\theta(0)=\theta_{0}$, namely, with total energy $N \sin ^{2} \theta_{0} \hbar \omega$, we get, at infinite time, $N$ atoms in the ground state and $N \sin ^{2} \theta_{0}$ photons of individual energy $\hbar \omega$. In the final state, only a fraction of them, $N \sin ^{2} \theta_{0}$, jump from the excited state to the ground state with the emission of a photon; the others, $N \cos ^{2} \theta_{0}$, simply stay in the ground state [16].

In the case of an atom submitted to a resonant pump field, the atom will emit photons at random times, forming a point process. Here, we assume that the process is Markovian, but more generally, any process with time-dependent history is completely characterized by its conditional intensity function $\lambda\left(t \mid \mathcal{H}_{t}\right)$, the density of points at time $t$, where $\mathcal{H}_{t}$ is the history of the emission activity up to time $t$, and the time interval probability distribution is given by the relation $\ell(\tau)=\lambda\left(\tau \mid \mathcal{H}_{\tau}\right) e^{-\int_{0}^{\tau} \lambda\left(t \mid \mathcal{H}_{t}\right) d t}$. In the present Markovian case, the conditional intensity of the point process, which is the probability of emission of a photon at time $t$, only depends on the value of $\theta$ at this time; therefore, one simply has $\ell(\tau)=\lambda(\tau) e^{-\int_{0}^{\tau} \lambda(t) d t}$. From (8), we deduce

$$
\begin{equation*}
\lambda(t)=\gamma \sin ^{4} \theta(t) \tag{17}
\end{equation*}
$$

In this relation, the exponent 4 comes from two conditions: One in which the atom is in the excited state, and the other in which it emits a photon, as in (14), which describes an emission without any pump field. With a pump field, in between two successive emission times, the atom undergoes Rabi oscillations with $\theta(t)=\Omega t / 2$, assuming that a photon is emitted at time $t=0$. Therefore, the inter-emission time distribution for an atom driven by a resonant pump is given by the expression [17]:

$$
\begin{equation*}
\ell(\tau)=\gamma \sin ^{4}\left(\frac{\Omega}{2} \tau\right) e^{-\gamma \int_{0}^{\tau} \sin ^{4}\left(\frac{\Omega}{2} t\right)} \tag{18}
\end{equation*}
$$

which gives $\int_{0}^{\infty} \ell(\tau) d \tau=1$, as expected. The result is shown in Figure 1 in the two opposite limits of large and small values of the ratio $\Omega / \gamma$ and is compared to the delay function derived in $[18,19]$ (which does not have the standard form expected for a Markovian process). For the case of a strong input field, $\Omega>\gamma$, the two methods approximately agree; see Figure 1a. However, they differ noticeably in the opposite case, which is shown in Figure 1b. For weak laser intensity (or strong damping), the Kolmogorov derivation gives a mean delay between successive photons of order $\tau_{K}=\left(\Omega^{4} \gamma\right)^{-1 / 5}$, which decreases slowly as the damping rate $\gamma$ increases, which seems reasonable. In the same limit, the dressed atom method leads to $\tau_{Q}=\gamma / \Omega^{2}$, a time scale much longer than the inverse of $\gamma$, and increasing with the damping rate, a result that seems to go against intuition [20].


Figure 1. Inter-emission time distribution $\ell(t)$ in two opposite cases: (a) for weak and (b) for strong dissipative rates (with the respect to the Rabi frequency). The solid red curves are for our Kolmogorov statistical theory (Equation (18)). The dashed blue curves display the delay function deduced in $[18,19]$ for the same values of $\Omega / \gamma$, which are equal to 3.33 in (a) and $1 / 6$ in (b).

### 2.3. Relationship with Planck-Einstein Theory

The above analysis of the spontaneous emission was devoted to an atom (or an ensemble of independent atoms) initially prepared in the pure state

$$
\begin{equation*}
\Psi_{a t}(t)=\cos \left(\theta_{0}\right)\left|g>+i \sin \left(\theta_{0}\right)\right| e>. \tag{19}
\end{equation*}
$$

In this case, the non-diagonal component of the atomic density matrix evolves as

$$
\begin{equation*}
\rho_{01}(t)=i \sin \left(\theta_{0}\right) \cos \left(\theta_{0}\right) e^{-\gamma \sin ^{2} \theta_{0} t} \tag{20}
\end{equation*}
$$

This case-the so-called "coherent case"-displays a rate of emission of photons that is not equal to $\gamma$, the line-width of the excited state, but is equal to $\gamma \sin ^{2} \theta_{0}$. Then, $\rho_{1}(t)$ depends in a non-trivial way on the atomic state. This points to a potentially interesting feature because the rate decreases when $\theta$ decreases; therefore, the atom is maintained in the excited state longer than in the case of black-body radiation, where the decay rate is $\gamma$, as was deduced by Planck and Einstein. In the latter case, the atoms are in thermal equilibrium (an incoherent state with $\rho_{10}=0$ ), with a probability $(1-p)$ of being in the ground state or $p$ of being in the excited state. At equilibrium, the probability $p_{\text {eq }}(\theta)$ is

$$
\begin{equation*}
p_{e q}(\theta, 0)=(1-p) \delta(\theta)+p \delta(\theta-\pi / 2) \tag{21}
\end{equation*}
$$

Taking expression (21) as an initial condition, the problem reduces to the one treated in Section 2.2 with $\Omega=0$ and $\theta_{0}=\pi / 2$. The solution of the Kolmogorov equation is then given by (11), and the non-diagonal component of the atomic density matrix is given by (20). The important point is that the decay rate is equal to the constant $\gamma$ without the factor $\sin \theta_{0}^{2}$ (when taking $\theta_{0}=\pi / 2$ in these equations), and the non-diagonal components of the density matrix vanish at any time, as expected for an incoherent state.

This permits to understand where the $\sin ^{2} \theta_{0}$ factor in the decay constant comes from Let us associate this result with the Dirac expression for $\gamma$. In Dirac's calculation, $\gamma$ is proportional to the square modulus of the excited-state amplitude of the wave function because he considered a problem of evolution in general. From the point of view of Everett's multiple worlds, this amplitude depends on the universe in which the atom evolves. If $\rho_{01}=0$, one knows that the atom may belong to the set of atoms that are in the excited state with a probability of one, and no reduction factor has to be associated with the decay rate $\gamma$. However, if $\rho_{01} \neq 0$, one cannot assume that the atom is in the excited state with a probability of one. Therefore, there is, a priori, a reduction factor (less than 1 ) to be included in Dirac's formula for the rate $\gamma$.

## 3. Statistical Picture of the Emission of Photons and Everett's Theory

Let us return to the connection of our model with Everett's theory that was presented in the 1950s for quantum physics, which is sometimes considered as philosophical speculation without a connection with real physics. As already mentioned in the introduction, Everett's ideas are useful in understanding the statistical effects observed in fluorescence. One fundamental idea of Everett when applied to the problem of emission of photons by a single atom is that, after each the emission time $t_{i}$ the trajectory (or universe in Everett's notation) of the system of an atom plus photons splits into two separate trajectories (or universes). One corresponds to the atom plus an emitted photon, which is the universe of the observer; the other one is the trajectory without an emitted photon, with the atom pursuing the Rabi cycles until a photon emission occurs in this universe. Each couple of universes $\left\{U_{i, 1 p h}, U_{i, 0 p h}\right\}$ is indexed by the emitted photon $\{i\}$, which moves away from the atom at a given time $t_{i}$, so that the ensemble of all universes is nothing but an outflow of photons emitted at different instants. The important point is that all of these universes ignore each other, which implies no interference among them, a property justified because the characteristic time associated with a quantum jump is very short, of the order of the period of the atomic motion, which is also the period of the EM waves emitted by the atom in its excited state. This property allows us to make the Markov approximation leading to the Kolmogorov-like Equation (5) presented above and studied in [11]. A 3D schema illustrating a possible set of trajectories coming from successive $t_{i}$ is drawn in Figure 2 (see the captions) with the aim of illustrating that the various universes do not overlap.


Figure 2. Schema of the possible trajectories of the atom emitting photons at times $t_{i},\{i, 1,5\}$ in the universe of the observer. The vertical red line with the arrow is the trajectory seen by the observer, where the atom makes Rabi oscillations between $t_{i}$ and $t_{i+1}$. The solid blue lines stemming from each $t_{i}$ illustrate the successive splitting of the observer trajectory (universe) into two parts. On the blue trajectory (virtual for the observer), no photon is emitted at $t_{i}$, but Rabi oscillations go along until a photon is emitted in this universe. This occurs at the crossing points of the blue curves with the purple dotted-dashed curves. At these crossing points, a virtual "blue trajectory" splits into two parts, one (blue) with an emitted photon and another one (purple) with no photon emitted.

By different universes, one implies two related things. First, the histories of the two universes are a priori different after the emission event. This does not imply a big difference, of course, between the two universes because their initial conditions at the instant of the emission are almost the same but for the absence or presence of a single photon. Secondly, the two universes are separated "mathematically" because their density matrices have no overlap. Therefore, one can define in each universe a density matrix that will evolve in the future without any relationship with the density matrix of the other universe. In the case of fluorescence, what happens in all universes can be described only statistically, the statistics being carried over all universes existing at a given time. This defines a kind of super-statistics because probability distributions are themselves defined over an object with a statistical meaning, namely, the density matrix for the quantum state in the universe under consideration. In the case of a pumped two-level atom, this density matrix depends on the angle $\theta$ so that the probability distribution is a probability depending on this single variable only.

Contrary to other theories of fluorescence of a single atom, such a statistical theory has a built-in statistical structure that is, we believe, necessary for describing the randomness of the emission process. Such a randomness is intrinsic to the emission process, represented as successive splitting of one trajectory into two every time a photon is emitted. By attempting to write a dynamical equation for the density matrix describing the emission process, one has to make a kind of average of this density matrix over all possible universes, something that is not physically possible because of the lack of overlap of the density matrices attached to the different universes.

## 4. Summary and Conclusions

The purpose of this paper was to show first how the view of quantum mechanics as a statistical theory grew from the very beginning of this theory and how things were clarified by Everett's bold idea of multiple universes. We also felt that it was not sufficient to discuss these questions abstractly as points of metaphysics, but as those of physics (although the word "metaphysics" is not from Aristotle, it is here understood in its original meaning by Aristotle, as "just after physics"). This was demonstrated on a model problem with a non-trivial "solution", namely, a model where the statistical analysis needs to be done very carefully even though its mathematics are actually fairly simple. This model also has the interest of being connected with the problems raised first by the founding fathers focused on the interaction of matter and light. We thought that it was instructive to show how
the general concepts of quantum mechanics as a statistical theory work "concretely" in a given case. By "concretely", we mean in a probabilistic mathematical framework using probability distributions and their evolution equation. We hope that this discussion of a specific model brings more light on this difficult subject than a more abstract discussion.

Author Contributions: Writing—original draft, Y.P.; Writing—review \& editing, M.L.B. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.
Data Availability Statement: Not applicable.
Acknowledgments: This paper is dedicated to the memory of Jean Ginibre, who played a crucial role in the first developments of the theory outlined there. His whole life was devoted to the study of fundamental problems in theoretical physics with an exigence of rigor and of relevance. We hope that the present work does not deviate from his high standards.

Conflicts of Interest: The authors declare no conflict of interest.

## References and Notes

1. We reluctantly use the word "equations" here because Newton never wrote down ordinary differential equations of classical mechanics in the modern sense. As is well known, he solved dynamical problems by using elegant geometrical methods instead of what we now call Calculus. For instance, the integral of the solution of the two-body problem with a general spherical potential was replaced by the calculation of areas between curves and two radii.
2. Cornfeld, I.P.; Fomin, S.V.; Sinai, Y.G. Ergodic Theory; Springer: New York, NY, USA, 1982.
3. Sinai, Y.G. On the Foundation of the Ergodic Hypothesis for a Dynamical System of Statistical Mechanics. Sov. Math. Dokl. 1963, 4, 1818-1822.
4. Heisenberg, W. The Physical Principles of the Quantum Theory; Dover: New York, NY, USA, 1949.
5. Dirac, P.A.M. The quantum theory of the emission and absorption of radiation. Proc. R. Soc. A 1927, 114, 243-265.
6. Everett, H. Relative State Formulation of Quantum Mechanics. Rev. Mod. Phys. 1957, 29, 454-462. [CrossRef]
7. Einstein, A. On the quantum theory of radiation. Phys. Z. 1917, 18, 121-128.
8. Dehmelt, H.G. Laser fluorescence spectroscopy on Ti+ mono-ion oscillator II. Bull. Am. Phys. Soc. 1975, 20, 60.
9. Dehmelt, H.G. Monoion oscillator as potential ultimate laser frequency standard. IEEE Trans. Instrum. Meas. 1982, 31, 83. [CrossRef]
10. Dehmelt, H.G. Quantum jump. Nature 1987, 325, 581. [CrossRef]
11. Pomeau, Y.; Le Berre, M.; Ginibre, J. Ultimate statistical Physics: Fluorescence of a single atom. J. Stat. Mech. 2016, 26, 104002. [CrossRef]
12. Probability theory and mathematical statistics. In Selected Works of A.N. Kolmogorov; This Book Contains Also Many Works Not Related to Markov Processes, Discrete or Continuous; Springer Science + Business: Dordrecht, The Netherlands, 1992; Volume 2.
13. Lindblad, G. On the generators of quantum dynamical semigroups. Comm. Math. Phys. 1976, 48, 119-130. [CrossRef]
14. Starting from the Lindblad equation and using the dressed atom formalism, Reynaud, Dalibard and Cohen-Tanoudji reduce the set of infinite coupled equations (for coupled manifolds describing the fluorescent cascade) by the equations for a single manifold in their 1986 paper. Actually, this procedure amounts to truncating the Lindblad equation by suppressing the gain term, $\Gamma S^{-} \sigma S^{+}$, in Equation (2). 1 of their paper. After truncation, the equation displays a nonconservative interaction Hamiltonian in the inter-emission intervals.
15. Résibois, P.; de Leener, M. Classical Kinetic Theory of Fluids; Wiley: New York, NY, USA, 1976; Chapter VII-4.
16. We thank C. Cohen-Tannoudji, J. Dalibard, and S. Reynaud for a stimulating discussion that was at the origin of the above derivation.
17. We take the opportunity of this publication to give the right expression of the inter-emission time probability. In our 2016 paper with J.Ginibre, $\sin ^{2}\left(\frac{\Omega}{2} \tau\right)$ should be changed into $\sin ^{4}\left(\frac{\Omega}{2} \tau\right)$ in the expression of the conditional intensity of the photo-emission point process.
18. Reynaud, S.; Dalibard, J.; Cohen-Tannoudji, C. Photon statistics and quantum jumps: The picture of the dressed atom radiative cascade. IEEE J. Quant. Electr. 1986, 24, 1395-1402.
19. Cohen-Tannoudji, C.; Dalibard, J. Single-atom laser spectroscopy. Looking for dark periods in fluorescence light. Europhys. Lett. 1986, 1, 441-448. [CrossRef]
20. In the 1986 paper of Cohen-Tannoudji and Dalibard, the authors interpret $1 / \tau_{Q}$ as the width of the ground state induced by the pump laser. We must also notice that the average number of radiated photons per unit time deduced from the Bloch equations is also of the order $\gamma / \Omega^{2}$ in this limit.

## Article

# A Method to Compute the Schrieffer-Wolff Generator for Analysis of Quantum Memory 

Dong-Hwan Kim, Su-Yong Lee *, Yonggi Jo, Duk Y. Kim, Zaeill Kim and Taek Jeong *

Emerging Science and Technology Directorate, Agency for Defense Development, Daejeon 34186, Korea; kiow639@add.re.kr (D.-H.K.); yonggi@add.re.kr (Y.J.); duk0@add.re.kr (D.Y.K.); zkim@add.re.kr (Z.K.)

* Correspondence: suyong2@add.re.kr (S.-Y.L.); jeongt88@add.re.kr (T.J.)

Citation: Kim, D.-H.; Lee, S.; Jo, Y.;
Kim, D.Y.; Kim, Z.; Jeong, T. A Method to Compute the Schrieffer-Wolff Generator for Analysis of Quantum Memory. Entropy 2021, 23, 1260. https:// doi.org/10.3390/e23101260

Academic Editor: Osamu Hirota

Received: 11 August 2021
Accepted: 23 September 2021
Published: 27 September 2021

Publisher's Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Copyright: © 2021 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https:// creativecommons.org/licenses/by/ 4.0/).


#### Abstract

Quantum illumination uses entangled light that consists of signal and idler modes to achieve higher detection rate of a low-reflective object in noisy environments. The best performance of quantum illumination can be achieved by measuring the returned signal mode together with the idler mode. Thus, it is necessary to prepare a quantum memory that can keep the idler mode ideal. To send a signal towards a long-distance target, entangled light in the microwave regime is used. There was a recent demonstration of a microwave quantum memory using microwave cavities coupled with a transmon qubit. We propose an ordering of bosonic operators to efficiently compute the Schrieffer-Wolff transformation generator to analyze the quantum memory. Our proposed method is applicable to a wide class of systems described by bosonic operators whose interaction part represents a definite number of transfer in quanta.


Keywords: quantum illumination; transmon-cavity quantum memory; equivalent circuit; SchriefferWolff transformation

## 1. Introduction

Quantum memories are required to store and retrieve quantum states with high fidelity. To synchronize various events, quantum memories are essential for quantum information networks, including quantum computation [1], quantum communication [2], and quantum illumination [3]. Quantum illumination (QI), a target detection scheme using quantum entangled light with signal and idler modes, has as its objective enhancing the detection rate of a target with low-reflectivity in a highly noisy environment [3]. In QI, the signal mode is sent to the target while the idler mode is retained. Although the noisy environment destroys the entanglement between the signal and idler modes, we can take quantum advantage over the classical limit by jointly measuring the returned signal mode and the idler mode when the signal arrives [4-7]. During this process, it is highly appreciable to keep the idler mode in an ideal quantum memory. This was investigated using various systems, such as a microwave cavity [8], mechanical oscillators [9], or spin ensembles [10,11].

Here, we focus on quantum memories using microwave cavities that can have highquality factors and allow continuous-variable quantum information processes. By coupling a microwave cavity to a transmon qubit, it is able to write arbitrary states on the cavity and infer information about the cavity [8,12]. It is based on the cross Kerr effect, where the energy gap of neighboring levels of the cavity (transmon qubit) depends on the excitations of the transmon qubit (cavity). The anharmonicity of the transmon qubit gives rise to the cross Kerr effect through coupling of the qubit and cavity [13,14].

In dealing with such systems, it is crucial to understand how the coupling affects the energy structure. The Schrieffer-Wolff transformation computes this shift in energy structure by using a basis change unitary to remove the coupling [15,16]. For multiple bosonic modes containing nonlinear terms, it is complicated to find the exact generator of the unitary for the Schrieffer-Wolff transformation. Here, we propose a systematic approach
to find the generator and compute the energy corrections induced by this transformation. An ordering of operators, which we call computational ordering, greatly simplifies the commutation structure of operators making it suitable in calculating the Schrieffer-Wolff transformation generator.

## 2. Equivalent Circuit Analysis of a Quantum Memory

The quantum memory demonstrated in Ref. [8] couples two microwave cavities through a transmon qubit. One cavity is used as a memory (storage) to store quantum states and the other cavity is used as a readout port whose response depends on the memory-cavity state through the transmon qubit. Such a system can be described by an equivalent circuit depicted in Figure 1b. Two LC oscillators represent the microwave cavities, while the middle oscillator represents the transmon qubit. The oscillators are labeled as $s, t$, and $r$ for storage, transmon, and readout, respectively, as in Ref. [8]. The transmon qubit is coupled to both cavities by capacitors. The Hamiltonian describing this system is

$$
\begin{equation*}
\frac{\hat{\mathcal{H}}}{\hbar}=\sum_{i=s, t, r} \omega_{i} \hat{a}_{i}^{\dagger} \hat{a}_{i}-\frac{E_{C}}{2 \hbar} \hat{a}_{t}^{\dagger} \hat{a}_{t}^{\dagger} \hat{a}_{t} \hat{a}_{t}+g_{1}\left(\hat{a}_{s}^{\dagger} \hat{a}_{t}+\hat{a}_{s} \hat{a}_{t}^{\dagger}\right)+g_{2}\left(\hat{a}_{t}^{\dagger} \hat{a}_{r}+\hat{a}_{t} \hat{a}_{r}^{\dagger}\right), \tag{1}
\end{equation*}
$$

where $\hat{a}_{s}, \hat{a}_{t}, \hat{a}_{r}$ are bosonic annihilation operators corresponding to each oscillator mode. A detailed derivation of this Hamiltonian and expressions of $\omega_{s}, \omega_{t}, \ldots$ in terms of $L_{i}, C_{i}, C_{c 1}$, $C_{c 2}(i=s, t, r)$ are given in Appendix A. We assume that the system is in the dispersive regime, where the couplings $g_{1}$ and $g_{2}$ are much smaller than the detunings $\left|\omega_{s}-\omega_{t}\right|$ and $\left|\omega_{t}-\omega_{r}\right|$.


Figure 1. (a) Concept of quantum illumination with a quantum memory. (b) Equivalent circuit model of quantum memory under consideration. Transmon is coupled to two LC oscillators via capacitors. Symbols with $L$ represent inductances, while symbols with $C$ represent capacitances. $\phi_{i}$ at each specified node is flux variable used in Appendix A.

The elimination of capacitive couplings in Equation (1) gives rise to cross Kerr effects among each cavity and the transmon. This is done by diagonalizing the Hamiltonian. There are two ways in achieving this; namely, second-order perturbation and the Schrieffer-Wolff transformation [16]. These methods were previously applied to systems of transmon qubits coupled with LC oscillators in evaluating the energy structure [13,14]. For the SchriefferWolff transformation, one must find an operator $\hat{S}$, the Schrieffer-Wolff generator, which is an off-diagonal operator satisfying a given commutator equation. It is complicated to determine the operator $\hat{S}$ and compute various commutators to obtain the second-order energy corrections. Thus, we introduce a method that simplifies the computation and apply it to Equation (1). After the computation, we truncate the transmon qubit to the lowest two levels to obtain a Jaynes-Cummings-like Hamiltonian [13]. Truncation of the transmon qubit should be done after diagonalization since virtual excitations of the transmon need to be considered.

### 2.1. Computational Ordering for Schrieffer-Wolff Transformation

We propose an ordering of bosonic operators, which gives direct computation of the Schrieffer-Wolff generator and second-order energy corrections. For a short recall of the Schrieffer-Wolff transformation, let $\hat{\mathcal{H}}$ be the Hamiltonian in interest. We separate the Hamiltonian into diagonal and off-diagonal parts, $\hat{H}_{0}, \hat{V}$ respectively, so $\hat{\mathcal{H}}=\hat{H}_{0}+\hat{V}$. The Schrieffer-Wolff generator $\hat{S}$ is defined as the off-diagonal operator which satisfies $\left[\hat{S}, \hat{H}_{0}\right]=-\hat{V}$. Then,

$$
\begin{equation*}
e^{\hat{S}} \hat{\mathcal{H}} e^{-\hat{S}}=\hat{H}_{0}+\frac{1}{2}[\hat{S}, \hat{V}]+\ldots \tag{2}
\end{equation*}
$$

The energy separations of $\hat{H}_{0}$ must be larger than $\hat{V}$, so that $\hat{S}$ becomes small and a perturbative approach is applicable [17]. This condition becomes evident when we write down the explicit form of $\hat{S}$ in Equation (5). The second-order energy corrections to $\hat{H}_{0}$ are given as the diagonal part of $\frac{1}{2}[\hat{S}, \hat{V}]$.

We consider a system of $N$ bosonic modes, where $\hat{a}_{i}$ is the annihilation operator of the $i$-th mode and satisfies $\left[\hat{a}_{i}, \hat{a}_{j}^{\dagger}\right]=\delta_{i j}$. We propose an ordering of operators

$$
\begin{equation*}
\hat{a}^{\dagger \mathbf{n}} f\left(\hat{a}^{\dagger} \hat{a}\right) \hat{a}^{\mathbf{m}} \tag{3}
\end{equation*}
$$

to efficiently compute the Schrieffer-Wolff transformation generator and second-order energy corrections to $\hat{H}_{0}$. In Equation (3), $\hat{a}^{\dagger} \hat{a}=\left(\hat{a}_{1}^{\dagger} \hat{a}_{1}, \ldots, \hat{a}_{N}^{\dagger} \hat{a}_{N}\right), \mathbf{n}=\left(n_{1}, \ldots, n_{N}\right)$, $\mathbf{m}=\left(m_{1}, \ldots, m_{N}\right)$ are $N$ tuples and $\hat{a}^{\dagger \mathbf{n}}=\hat{a}_{1}^{\dagger n_{1}} \ldots \hat{a}_{N}^{\dagger n_{N}}, \hat{a}^{\mathbf{m}}=\hat{a}_{1}^{m_{1}} \ldots \hat{a}_{N}^{m_{N}}$. To ensure that $f$ is unique, we require $\mathbf{n}, \mathbf{m}$ to have disjoint support, i.e., $\mathbf{n} \cdot \mathbf{m}:=\left(n_{1} m_{1}, \ldots, n_{N} m_{N}\right)=$ $(0, \ldots, 0)$. For example, the operator $\hat{a}_{1}^{\dagger} \hat{a}_{1}^{\dagger} \hat{a}_{1}^{\dagger} \hat{a}_{1} \hat{a}_{1}$ will be written as

$$
\begin{aligned}
\hat{a}_{1}^{\dagger} \hat{a}_{1}^{\dagger} \hat{a}_{1}^{\dagger} \hat{a}_{1} \hat{a}_{1} & =\hat{a}_{1}^{\dagger}\left(\hat{a}_{1}^{\dagger} \hat{a}_{1} \hat{a}_{1}^{\dagger} \hat{a}_{1}-\hat{a}_{1}^{\dagger} \hat{a}_{1}\right)=\hat{a}_{1}^{\dagger} f\left(\hat{a}^{\dagger} \hat{a}\right), \\
f\left(x_{1}, \ldots, x_{N}\right) & =x_{1}^{2}-x_{1} .
\end{aligned}
$$

The main motivation of this ordering is that diagonal operators in the Fock basis correspond to functions defined on $\mathbb{N}_{0}^{N}$, with $\mathbb{N}_{0}=\{0,1,2,3, \ldots\}$, and functions are in general easier to manipulate than operators. The computational ordering is then equivalent to writing a given operator in terms of number operators as much as possible. Explicit expressions for writing normal-ordered or antinormal-ordered operators in this ordering are given in Appendix B. Note that operators that have $\mathbf{n}=\mathbf{m}=0$ are exactly the diagonal operators in the Fock basis.

We write the Hamiltonian $\hat{\mathcal{H}}$ in this ordering:

$$
\begin{equation*}
\hat{\mathcal{H}}=f\left(\hat{a}^{\dagger} \hat{a}\right)+\sum_{\mathbf{n}, \mathbf{m}} \hat{a}^{+\mathbf{n}} g_{\mathbf{n m}}\left(\hat{a}^{\dagger} \hat{a}\right) \hat{a}^{\mathbf{m}} . \tag{4}
\end{equation*}
$$

The sum, here and henceforth, is over all $\mathbf{n}, \mathbf{m}$ satisfying $\mathbf{n} \cdot \mathbf{m}=(0, \ldots, 0)$ and $\mathbf{n}, \mathbf{m}$ are not both 0 . This automatically splits the Hamiltonian into diagonal and off-diagonal parts. The hermitian condition on $\hat{\mathcal{H}}$ forces $f$ to be real valued and $g_{\mathrm{nm}}^{*}=g_{\mathrm{mn}}, z^{*}$ being the complex conjugate of $z$. The main results are

$$
\begin{gather*}
\hat{S}=\sum_{\mathbf{n}, \mathbf{m}} \hat{a}^{\dagger \mathbf{n}} \frac{g_{\mathbf{n m}}\left(\hat{a}^{\dagger} \hat{a}\right)}{f\left(\hat{a}^{\dagger} \hat{a}+\mathbf{n}\right)-f\left(\hat{a}^{\dagger} \hat{a}+\mathbf{m}\right)} \hat{a}^{\mathbf{m}},  \tag{5}\\
\frac{1}{2}[\hat{S}, \hat{V}]_{(d)}=\sum_{\mathbf{n}, \mathbf{m}} \frac{\left(\hat{a}^{\dagger} \hat{a}\right) \underline{\mathbf{n}}\left(\hat{a}^{\dagger} \hat{a}-\mathbf{n}+\mathbf{m}\right) \underline{\underline{m}}\left|g_{\mathbf{n m}}\left(\hat{a}^{\dagger} a-\mathbf{n}\right)\right|^{2}}{f\left(\hat{a}^{\dagger} \hat{a}\right)-f\left(\hat{a}^{\dagger} \hat{a}-\mathbf{n}+\mathbf{m}\right)} . \tag{6}
\end{gather*}
$$

where $x^{\underline{n}}=x(x-1) \ldots(x-n+1)$ is the falling factorial and the falling factorial of tuples is defined element-wise. The subscript ${ }_{(d)}$ means to take the diagonal part, so $\frac{1}{2}[\hat{S}, \hat{V}]_{(d)}$ is the second-order correction to energy. Since $f, g_{\mathrm{nm}}$ are essentially functions defined on $\mathbb{N}_{0}^{N}$ as noted before, the computation of Equations (5) and (6) is straightforward. In the end, the original Hamiltonian is transformed via the Schrieffer-Wolff transformation as

$$
\begin{equation*}
e^{\hat{S}} \hat{\mathcal{H}} e^{-\hat{S}}=\hat{H}_{0}+\frac{1}{2}[\hat{S}, \hat{V}]_{(d)}+\cdots=\hat{H}_{0}+\hat{H}^{(2)}+\ldots \tag{7}
\end{equation*}
$$

where the omitted terms are off-diagonal terms of second-order in $\hat{V}$ or diagonal terms of third-order in $\hat{V}$. The superscript ${ }^{(2)}$ indicates that the term is second-order in $\hat{V}$.

To obtain the main results Equations (5) and (6), we need a computational lemma.
Lemma 1. The commutators of $\hat{a}^{\dagger \mathbf{n}}, \hat{a}^{\mathbf{m}}$ with $f\left(\hat{a}^{\dagger} \hat{a}\right)$ are as follows.

$$
\begin{align*}
{\left[\hat{a}^{+\mathbf{n}}, f\left(\hat{a}^{\dagger} \hat{a}\right)\right] } & =\hat{a}^{+\mathbf{n}}\left(f\left(\hat{a}^{\dagger} \hat{a}\right)-f\left(\hat{a}^{\dagger} \hat{a}+\mathbf{n}\right)\right)  \tag{8}\\
{\left[\hat{a}^{\mathbf{m}}, f\left(\hat{a}^{\dagger} \hat{a}\right)\right] } & =\left(f\left(\hat{a}^{\dagger} \hat{a}+\mathbf{m}\right)-f\left(\hat{a}^{\dagger} \hat{a}\right)\right) \hat{a}^{\mathbf{m}} \tag{9}
\end{align*}
$$

Proof. It suffices to check on number states $|\mathbf{k}\rangle=\left|k_{1}, \ldots, k_{N}\right\rangle$. One can verify

$$
\begin{aligned}
{\left[\hat{a}^{\dagger \mathbf{n}}, f\left(\hat{a}^{\dagger} \hat{a}\right)\right]|\mathbf{k}\rangle } & =\hat{a}^{\dagger \mathbf{n}} f\left(\hat{a}^{\dagger} \hat{a}\right)|\mathbf{k}\rangle-f\left(\hat{a}^{\dagger} \hat{a}\right) \hat{a}^{\dagger \mathbf{n}}|\mathbf{k}\rangle \\
& =f(\mathbf{k}) \hat{a}^{\dagger \mathbf{n}}|\mathbf{k}\rangle-\left(\prod_{i=1}^{N}\left(k_{i}+1\right)^{\overline{n_{i}}}\right)^{1 / 2} f\left(\hat{a}^{\dagger} \hat{a}\right)|\mathbf{k}+\mathbf{n}\rangle \\
& =\left(\prod_{i=1}^{N}\left(k_{i}+1\right)^{\overline{n_{i}}}\right)^{1 / 2}(f(\mathbf{k})-f(\mathbf{k}+\mathbf{n}))|\mathbf{k}+\mathbf{n}\rangle \\
& =\hat{a}^{\dagger \mathbf{n}}(f(\mathbf{k})-f(\mathbf{k}+\mathbf{n}))|\mathbf{k}\rangle \\
& =\hat{a}^{\dagger \mathbf{n}}\left(f\left(\hat{a}^{\dagger} \hat{a}\right)-f\left(\hat{a}^{\dagger} \hat{a}+\mathbf{n}\right)\right)|\mathbf{k}\rangle .
\end{aligned}
$$

Here, $x^{\bar{n}}=x(x+1) \ldots(x+n-1)$ is the rising factorial. The commutator with $\hat{a}^{\mathrm{m}}$ follows from taking the adjoint.

Now one can compute the commutator of $\hat{S}$ with $\hat{H}_{0}$. Write $\hat{S}$ as

$$
\begin{equation*}
\hat{S}=\sum_{\mathbf{n}, \mathbf{m}} \hat{a}^{+\mathbf{n}} h_{\mathbf{n m}}\left(\hat{a}^{\dagger} \hat{a}\right) \hat{a}^{\mathbf{m}} \tag{10}
\end{equation*}
$$

with $h_{\mathrm{nm}}^{*}=-h_{\mathrm{mn}}$ so that $\hat{S}$ is antihermitian. Then, one has

$$
\begin{aligned}
{\left[\hat{S}, \hat{H}_{0}\right] } & =\sum_{\mathbf{n}, \mathbf{m}}\left[\hat{a}^{\dagger \mathbf{n}} h_{\mathbf{n m}}\left(\hat{a}^{\dagger} \hat{a}\right) \hat{a}^{\mathbf{m}}, \hat{H}_{0}\right] \\
& =\sum_{\mathbf{n}, \mathbf{m}} \hat{a}^{\dagger \mathbf{n}} h_{\mathbf{n m}}\left(\hat{a}^{\dagger} \hat{a}\right)\left(f\left(\hat{a}^{\dagger} \hat{a}+\mathbf{m}\right)-f\left(\hat{a}^{\dagger} \hat{a}+\mathbf{n}\right)\right) \hat{a}^{\mathbf{m}}
\end{aligned}
$$

The choice of $\hat{S}$ as in Equation (5) yields $\left[\hat{S}, \hat{H}_{0}\right]=-\hat{V}$, i.e., we take $h_{\mathrm{nm}}$ as

$$
\begin{equation*}
h_{\mathrm{nm}}\left(\hat{a}^{\dagger} \hat{a}\right)=\frac{g_{\mathrm{nm}}\left(\hat{a}^{\dagger} \hat{a}\right)}{f\left(\hat{a}^{\dagger} \hat{a}+\mathbf{n}\right)-f\left(\hat{a}^{\dagger} \hat{a}+\mathbf{m}\right)} . \tag{11}
\end{equation*}
$$

The conditions on $f, g_{\mathrm{nm}}$ ensure that $h_{\mathrm{nm}}^{*}=-h_{\mathrm{mn}}$ holds. This is well-defined as long as the diagonal part is nondegenerate, which is true when considering low excitations of transmons.

Using the generator $\hat{S}$ defined as Equation (5), we can compute the correction to energies as the diagonal part of $\frac{1}{2}[\hat{S}, \hat{V}]$. The only term in $\hat{V}$ that gives a diagonal contribution with the $\hat{a}^{\dagger \mathrm{n}} h_{\mathrm{nm}}\left(\hat{a}^{\dagger} \hat{a}\right) \hat{a}^{\mathrm{m}}$ term in $\hat{S}$ is $\hat{a}^{\dagger \mathrm{m}} g_{\mathrm{mn}}\left(\hat{a}^{\dagger} \hat{a}\right) \hat{a}^{\mathrm{n}}$. A pictorial representation of this statement is given in Figure 2. Hence,

$$
\begin{align*}
\frac{1}{2}[\hat{S}, \hat{V}]_{(d)}= & \frac{1}{2} \sum_{\mathbf{n}, \mathbf{m}}\left[\hat{a}^{\dagger \mathbf{n}} h_{\mathbf{n m}}\left(\hat{a}^{\dagger} \hat{a}\right) \hat{a}^{\mathbf{m}}, \hat{a}^{\dagger \mathbf{m}} g_{\mathbf{m n}}\left(\hat{a}^{\dagger} \hat{a}\right) \hat{a}^{\mathbf{n}}\right]  \tag{12}\\
= & \frac{1}{2} \sum_{\mathbf{n}, \mathbf{m}}\left\{\frac{\left(\hat{a}^{\dagger} \hat{a}\right) \underline{\mathbf{n}}\left(\hat{a}^{\dagger} \hat{a}-\mathbf{n}+\mathbf{m}\right) \underline{\mathbf{m}}\left|g_{\mathbf{n m}}\left(\hat{a}^{\dagger} a-\mathbf{n}\right)\right|^{2}}{f\left(\hat{a}^{\dagger} \hat{a}\right)-f\left(\hat{a}^{\dagger} \hat{a}-\mathbf{n}+\mathbf{m}\right)}\right.  \tag{13}\\
& \left.\quad+\frac{\left(\hat{a}^{\dagger} \hat{a}\right) \underline{\underline{m}}\left(\hat{a}^{\dagger} \hat{a}+\mathbf{n}-\mathbf{m}\right) \underline{\mathbf{n}}\left|g_{\mathbf{n m}}\left(\hat{a}^{\dagger} a-\mathbf{m}\right)\right|^{2}}{f\left(\hat{a}^{\dagger} \hat{a}\right)-f\left(\hat{a}^{\dagger} \hat{a}+\mathbf{n}-\mathbf{m}\right)}\right\} \\
= & \sum_{\mathbf{n}, \mathbf{m}} \frac{\left(\hat{a}^{\dagger} \hat{a}\right) \underline{\mathbf{n}}\left(\hat{a}^{\dagger} \hat{a}-\mathbf{n}+\mathbf{m}\right) \underline{\underline{m}}\left|g_{\mathbf{n m}}\left(\hat{a}^{\dagger} a-\mathbf{n}\right)\right|^{2}}{f\left(\hat{a}^{\dagger} \hat{a}\right)-f\left(\hat{a}^{\dagger} \hat{a}-\mathbf{n}+\mathbf{m}\right)} . \tag{14}
\end{align*}
$$

The calculation of the commutator can be done by using Lemma 1 and results in Appendix B. Note that the summand in Equation (13) is symmetric under change of $\mathbf{n}, \mathbf{m}$, which leads to Equation (14). This result is equivalent to nondegenerate second-order perturbation energy correction,

$$
\begin{equation*}
E_{\mathbf{k}}^{(2)}=\sum_{\mathbf{k}^{\prime} \neq \mathbf{k}} \frac{\left.\left|\left\langle\mathbf{k}^{\prime}\right| \hat{V}\right| \mathbf{k}\right\rangle\left.\right|^{2}}{E_{\mathbf{k}}-E_{\mathbf{k}^{\prime}}}, \tag{15}
\end{equation*}
$$

computed in our proposed ordering.


Figure 2. Schematic representation of diagonal terms in the commutator $\frac{1}{2}[\hat{S}, \hat{V}]$. The Fock basis state $|\mathbf{k}\rangle$ must end up in $|\mathbf{k}\rangle$ to give a diagonal contribution. For example, in the product $\hat{S} \hat{V}$, the $\hat{a}^{\dagger \mathbf{m}} g_{\mathbf{m n}}\left(\hat{a}^{\dagger} \hat{a}\right) \hat{a}^{\mathbf{n}}$ term in $\hat{V}$ maps the state $|\mathbf{k}\rangle$ to $|\mathbf{k}+\mathbf{m}-\mathbf{n}\rangle$. The only term in $\hat{S}$ which maps this back to $|\mathbf{k}\rangle$ is $\hat{a}^{\dagger \mathbf{n}} h_{\mathrm{nm}}\left(\hat{a}^{\dagger} \hat{a}\right) \hat{a}^{\mathbf{m}}$. This corresponds to the upper-half of the above diagram. The lower-half of the diagram represents the $\hat{V} \hat{S}$ product.

In most cases, interaction terms are of form $\hat{a}_{i}^{\dagger} g_{i j}\left(\hat{a}^{\dagger} \hat{a}\right) \hat{a}_{j}$, which represent a single transfer of quantum excitations. If we restrict the interaction to only these terms, our main results Equations (5) and (6) are simplified to

$$
\begin{align*}
\hat{S} & =\sum_{i \neq j} \hat{a}_{i}^{\dagger} \frac{g_{i j}\left(\hat{a}^{\dagger} \hat{a}\right)}{f\left(\hat{a}^{\dagger} \hat{a}+e_{i}\right)-f\left(\hat{a}^{\dagger} \hat{a}+e_{j}\right)} \hat{a}_{j},  \tag{16}\\
\frac{1}{2}[\hat{S}, \hat{V}]_{(d)} & =\sum_{i \neq j} \frac{\hat{a}_{i}^{\dagger} \hat{a}_{i}\left(\hat{a}_{j}^{\dagger} \hat{a}_{j}+1\right)\left|g_{i j}\left(\hat{a}^{\dagger} \hat{a}-e_{i}\right)\right|^{2}}{f\left(\hat{a}^{\dagger} \hat{a}\right)-f\left(\hat{a}^{\dagger} \hat{a}-e_{i}+e_{j}\right)}, \tag{17}
\end{align*}
$$

where $e_{i}$ is the $N$ tuple, which has 1 as its $i$-th component, and all other elements are 0 and $i, j \in\{1,2, \ldots, N\}$.

### 2.2. Application to Analyzing the Circuit Hamiltonian

We return to the diagonalization of the circuit Hamiltonian Equation (1). To apply the previous formalism, define functions $f, g_{12}, g_{23}$ as

$$
\begin{align*}
f(n, m, \ell) & :=\omega_{s} n+\omega_{t} m+\omega_{r} \ell-\frac{E_{C}}{2 \hbar} m(m-1),  \tag{18}\\
g_{12}(n, m, \ell) & =g_{21}(n, m, \ell):=g_{1},  \tag{19}\\
g_{23}(n, m, \ell) & =g_{32}(n, m, \ell):=g_{2} . \tag{20}
\end{align*}
$$

These functions give a full description of the Hamiltonian Equation (1). $n, m, \ell$ correspond to $\hat{a}_{s}^{\dagger} \hat{a}_{s}, \hat{a}_{t}^{\dagger} \hat{a}_{t}, \hat{a}_{r}^{\dagger} \hat{a}_{r}$, respectively. The second-order energy corrections can be directly computed by our main result Equation (17).

$$
\begin{align*}
\frac{\hat{H}^{(2)}}{\hbar}= & \left|g_{1}\right|^{2}\left(\frac{n(m+1)}{f(n, m, \ell)-f(n-1, m+1, \ell)}+\frac{m(n+1)}{f(n, m, \ell)-f(n+1, m-1, \ell)}\right)  \tag{21}\\
& +\left|g_{2}\right|^{2}\left(\frac{m(\ell+1)}{f(n, m, \ell)-f(n, m-1, \ell+1)}+\frac{\ell(m+1)}{f(n, m, \ell)-f(n, m+1, \ell-1)}\right) \\
= & \left|g_{1}\right|^{2}\left(\frac{\hat{a}_{s}^{\dagger} \hat{a}_{s}\left(\hat{a}_{t}^{\dagger} \hat{a}_{t}+1\right)}{\Delta_{s t}+\hat{a}_{t}^{\dagger} \hat{a}_{t} E_{C} / \hbar}-\frac{\hat{a}_{t}^{\dagger} \hat{a}_{t}\left(\hat{a}_{s}^{\dagger} \hat{a}_{s}+1\right)}{\Delta_{s t}+\left(\hat{a}_{t}^{\dagger} \hat{a}_{t}-1\right) E_{C} / \hbar}\right) \\
& +\left|g_{2}\right|^{2}\left(\frac{\hat{a}_{r}^{\dagger} \hat{a}_{r}\left(\hat{a}_{t}^{\dagger} \hat{a}_{t}+1\right)}{\Delta_{r t}+\hat{a}_{t}^{\dagger} \hat{a}_{t} E_{C} / \hbar}-\frac{\hat{a}_{t}^{\dagger} \hat{a}_{t}\left(\hat{a}_{r}^{\dagger} \hat{a}_{r}+1\right)}{\Delta_{r t}+\left(\hat{a}_{t}^{\dagger} \hat{a}_{t}-1\right) E_{C} / \hbar}\right), \tag{22}
\end{align*}
$$

with $\Delta_{s t}:=\omega_{s}-\omega_{t}, \Delta_{r t}:=\omega_{r}-\omega_{t}$. To read off shifts in frequency, cross Kerr coefficients, and anharmonicities, we must put Equation (22) in normal order:

$$
\begin{equation*}
\frac{\hat{H}^{(2)}}{\hbar}=\delta_{s} \hat{a}_{s}^{\dagger} \hat{a}_{s}+\delta_{t} \hat{a}_{t}^{\dagger} \hat{a}_{t}+\delta_{r} \hat{a}_{r}^{\dagger} \hat{a}_{r}+\frac{\delta_{K}}{2 \hbar} \hat{a}_{t}^{\dagger} \hat{a}_{t}^{+} \hat{a}_{t} \hat{a}_{t}+\chi_{s t} \hat{a}_{s}^{\dagger} \hat{a}_{s} \hat{a}_{t}^{\dagger} \hat{a}_{t}+\chi_{r t} \hat{a}_{r}^{\dagger} \hat{a}_{r} \hat{a}_{t}^{\dagger} \hat{a}_{t}+\ldots \tag{23}
\end{equation*}
$$

Using the result from Equation (A16), the shifts are given as

$$
\begin{align*}
\frac{\hat{H}^{(2)}}{\hbar}= & \frac{\left|g_{1}\right|^{2}}{\Delta_{s t}} \hat{a}_{s}^{\dagger} \hat{a}_{s}+\frac{\left|g_{2}\right|^{2}}{\Delta_{r t}} \hat{a}_{r}^{\dagger} \hat{a}_{r}+\sum_{k=1}^{\infty} \frac{(-1)^{k}}{E_{C}}\left(\frac{\left|g_{1}\right|^{2}}{\left(\Delta_{s t} / E_{C}\right)^{\bar{k}}}+\frac{\left|g_{2}\right|^{2}}{\left(\Delta_{r t} / E_{C}\right)^{\bar{k}}}\right) \hat{a}_{t}^{+k} \hat{a}_{t}^{k}  \tag{24}\\
& +\sum_{k=1}^{\infty} \frac{(-1)^{k}\left|g_{1}\right|^{2}(k+1)}{E_{C}\left(\Delta_{s t} / E_{C}\right)^{\overline{k+1}}} \hat{a}_{s}^{\dagger} \hat{a}_{t}^{+k} \hat{a}_{t}^{k} \hat{a}_{s}+\sum_{k=1}^{\infty} \frac{(-1)^{k}\left|g_{2}\right|^{2}(k+1)}{E_{C}\left(\Delta_{r t} / E_{C}\right)^{\overline{k+1}}} \hat{a}_{r}^{\dagger} \hat{a}_{t}^{+k} \hat{a}_{t}^{k} \hat{a}_{r},
\end{align*}
$$

where $x^{\bar{n}}=x(x+1) \ldots(x+n-1)$ is the rising factorial and factors of $\hbar$ were omitted in the right-hand side for simplicity. Restoring these factors are done by replacing $E_{C}$ with $E_{C} / \hbar$. The shifts in physical quantities are found by simply reading off the coefficients of Equation (24):

$$
\begin{align*}
\delta_{s} & =\frac{\left|g_{1}\right|^{2}}{\Delta_{s t}}, \quad \delta_{r}=\frac{\left|g_{2}\right|^{2}}{\Delta_{r t}}, \quad \delta_{t}=-\frac{\left|g_{1}\right|^{2}}{\Delta_{s t}}-\frac{\left|g_{2}\right|^{2}}{\Delta_{r t}},  \tag{25}\\
\delta_{K} & =\frac{2\left|g_{1}\right|^{2} E_{C}}{\Delta_{s t}\left(\Delta_{s t}+E_{C} / \hbar\right)}+\frac{2\left|g_{2}\right|^{2} E_{C}}{\Delta_{r t}\left(\Delta_{r t}+E_{C} / \hbar\right)},  \tag{26}\\
\chi_{s t} & =-\frac{2\left|g_{1}\right|^{2} E_{C} / \hbar}{\Delta_{s t}\left(\Delta_{s t}+E_{C} / \hbar\right)}, \quad \chi_{r t}=-\frac{2\left|g_{2}\right|^{2} E_{C} / \hbar}{\Delta_{r t}\left(\Delta_{r t}+E_{C} / \hbar\right)} . \tag{27}
\end{align*}
$$

Hence, the total transformed Hamiltonian can be written as

$$
\begin{align*}
e^{\hat{s}} \frac{\hat{\mathcal{H}}}{\hbar} & e^{-\hat{s}}=\frac{1}{\hbar}\left(\hat{H}_{0}+\hat{H}^{(2)}+\ldots\right) \\
& =\sum_{i=s, t, r}\left(\omega_{i}+\delta_{i}\right) \hat{a}_{i}^{\dagger} \hat{a}_{i}-\frac{E_{C}-\delta_{K}}{2 \hbar} \hat{a}_{t}^{\dagger} \hat{a}_{t}^{\dagger} \hat{a}_{t} \hat{a}_{t}+\chi_{s t} \hat{a}_{s}^{\dagger} \hat{a}_{s} \hat{a}_{t}^{\dagger} \hat{a}_{t}+\chi_{r t} \hat{a}_{r}^{\dagger} \hat{a}_{r} \hat{a}_{t}^{\dagger} \hat{a}_{t}+\ldots \tag{28}
\end{align*}
$$

This extends the results using Bogoliubov approach to diagonalize the Hamiltonian of a coupled single LC oscillator and transmon [18] in the sense that the frequency shift of the transmon qubit is the sum of contributions from coupling to each LC oscillator. Such a system is described by a Hamiltonian

$$
\begin{equation*}
\hat{\mathcal{H}}=\hbar \omega_{1} \hat{a}^{\dagger} \hat{a}+\hbar \omega_{2} \hat{b}^{\dagger} \hat{b}-\frac{E_{C}}{2} \hat{b}^{\dagger} \hat{b}^{\dagger} \hat{b} \hat{b}+\hbar g\left(\hat{a}^{\dagger} \hat{b}+\hat{a} \hat{b}^{\dagger}\right) . \tag{29}
\end{equation*}
$$

Elimination of the $\hbar g\left(\hat{a}^{\dagger} \hat{b}+\hat{a} \hat{b}^{\dagger}\right)$ term gives rise to cross Kerr coefficient between $\hat{a}, \hat{b}$,

$$
\begin{equation*}
\chi=-\frac{2|g|^{2} E_{C} / \hbar}{\Delta\left(\Delta+E_{C} / \hbar\right)}, \tag{30}
\end{equation*}
$$

where $\Delta:=\omega_{1}-\omega_{2}$, which highly resembles the results in Equation (27). Note that there is a sign difference in the definition of $\Delta$ compared with that of Ref. [18].

To obtain a form similar to that given in Refs. [13,14], we truncate the transmon Hilbert space to the first two levels. Such truncation is done by replacing $\hat{a}_{t}^{\dagger} \hat{a}_{t}$ with $\left(\sigma_{z}+1\right) / 2$ in Equation (22). The result is

$$
\begin{align*}
\frac{\hat{H}^{(2)}}{\hbar}= & \frac{\left|g_{1}\right|^{2}}{\Delta_{s t}+E_{C} / \hbar} \hat{a}_{s}^{\dagger} \hat{a}_{s}-\left(\frac{\left|g_{1}\right|^{2}}{\Delta_{s t}}+\frac{\left|g_{2}\right|^{2}}{\Delta_{r t}}\right) \frac{\sigma_{z}}{2}+\frac{\left|g_{2}\right|^{2}}{\Delta_{r t}+E_{C} / \hbar} \hat{a}_{r}^{\dagger} \hat{a}_{r}  \tag{31}\\
& -\frac{\left|g_{1}\right|^{2} E_{C} / \hbar}{\Delta_{s t}\left(\Delta_{s t}+E_{C} / \hbar\right)} \hat{a}_{s}^{\dagger} \hat{a}_{s} \sigma_{z}-\frac{\left|g_{2}\right|^{2} E_{C} / \hbar}{\Delta_{r t}\left(\Delta_{r t}+E_{C} / \hbar\right)} \hat{a}_{r}^{\dagger} \hat{a}_{r} \sigma_{z}
\end{align*}
$$

up to an overall constant. Again, the contributions from each oscillator-transmon coupling stated in Ref. [13] are added independently. The frequency shifts of LC oscillators seem to be different compared with Equation (25), but this is due to a subtle difference of physical interpretation. The coefficients $\delta_{s}, \delta_{r}$ in Equation (25) are the frequency shifts when the transmon is in the ground state, while the coefficients of $\hat{a}_{s}^{\dagger} \hat{a}_{s}, \hat{a}_{r}^{\dagger} \hat{a}_{r}$ in Equation (31) are the average of the frequency shifts when the transmon is in the ground state and excited state. With the $\hat{a}_{s}^{\dagger} \hat{a}_{s} \sigma_{z}, \hat{a}_{r}^{\dagger} \hat{a}_{r} \sigma_{z}$ terms in consideration, both Equations (22) and (31) give the same energy spectrum when considering up to the first excitation of the transmon.

## 3. Discussion

We proposed an ordering of bosonic operators to efficiently compute the SchriefferWolff transformation generator and energy corrections. This formalism was applied to a system with a transmon coupled to two different LC oscillators to model a quantum memory and readout device demonstrated in Ref. [8]. We solved the normal ordering problem for an operator that appears in the second-order energy correction, so that shifts in physical parameters such as frequency, anharmonicity, and cross Kerr coefficients can be directly read off from the normal-ordered form.

Our proposed method can be directly applied to systems consisting of LC circuits coupled with multiple transmons, and even to systems that have nonlinear couplings provided that the couplings represent a definite number of excitations or de-excitations in the Fock basis. It is possible to generalize this method to incorporate fermionic operators in this formalism, which can be used to reproduce the results of the original application of Schrieffer-Wolff transformation to the Anderson impurity model as in Appendix C. With such a general method, one can analyze a wide range of time-independent systems.

Quantum illumination, an example of quantum information technology, uses entangled light to achieve higher detection rate of a target with low-reflectivity. The idler mode, a part of the entangled light, should be stored in a quantum memory for ideal operation. Our method was used to analyze a demonstrated quantum memory and can be used to analyze other systems operating in various quantum technologies. For further research, it is required to find methods to store and release the propagating idler mode efficiently [19], leading to applications of quantum memories to quantum illumination.
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## Appendix A. Derivation of Hamiltonian from Circuit QED

In this section, we follow the quantization method of Ref. [20] and obtain various physical quantities, such as the normal mode frequency of each oscillator and the couplings of modes in terms of circuit parameters $L_{i}, C_{i}, C_{c 1}, C_{c 2}(i=s, t, r)$. Let $\phi_{i}$ be the flux variable at node $i(i=s, t, r)$ as labeled in Figure 1b. The corresponding (linear) Lagrangian for this system is

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2}\left(C_{s} \dot{\phi}_{s}^{2}+C_{t} \dot{\phi}_{t}^{2}+C_{r} \dot{\phi}_{r}^{2}+C_{c 1}\left(\dot{\phi}_{s}-\dot{\phi}_{t}\right)^{2}+C_{c 2}\left(\dot{\phi}_{t}-\dot{\phi}_{r}\right)^{2}\right)-\frac{1}{2}\left(\frac{\phi_{s}^{2}}{L_{s}}+\frac{\phi_{t}^{2}}{L_{t}}+\frac{\phi_{r}^{2}}{L_{r}}\right) \tag{A1}
\end{equation*}
$$

The conjugate variables are $q_{i}:=\partial \mathcal{L} / \partial \dot{\phi}_{i}$ and the Hamiltonian $\mathcal{H}$ is

$$
\begin{align*}
\mathcal{H}= & \frac{1}{2 \bar{C}^{3}}\left[\begin{array}{lll}
q_{s} & q_{t} & q_{r}
\end{array}\right]\left[\begin{array}{ccc}
\bar{C}_{s}^{2} & C_{c 1}\left(C_{r}+C_{c 2}\right) & C_{c 1} C_{c 2} \\
C_{c 1}\left(C_{r}+C_{c 2}\right) & \bar{C}_{t}^{2} & C_{c 2}\left(C_{s}+C_{c 1}\right) \\
C_{c 1} C_{c 2} & C_{c 2}\left(C_{s}+C_{c 1}\right) & \bar{C}_{r}^{2}
\end{array}\right]\left[\begin{array}{l}
q_{s} \\
q_{t} \\
q_{r}
\end{array}\right]  \tag{A2}\\
& +\frac{1}{2}\left[\begin{array}{lll}
\phi_{s} & \phi_{t} & \phi_{r}
\end{array}\right]\left[\begin{array}{ccc}
L_{s}^{-1} & & \\
& L_{t}^{-1} & \\
& L_{r}^{-1}
\end{array}\right]\left[\begin{array}{c}
\phi_{s} \\
\phi_{t} \\
\phi_{r}
\end{array}\right], \\
\bar{C}^{3}:= & C_{s} C_{t} C_{r}+C_{s} C_{t} C_{c 2}+C_{s} C_{r} C_{c 1}+C_{s} C_{r} C_{c 2}+C_{t} C_{r} C_{c 1}  \tag{A3}\\
& +C_{s} C_{c 1} C_{c 2}+C_{t} C_{c 1} C_{c 2}+C_{r} C_{c 1} C_{c 2} \\
\bar{C}_{s}^{2}:= & C_{t} C_{r}+C_{t} C_{c 2}+C_{r} C_{c 1}+C_{r} C_{c 2}+C_{c 1} C_{c 2}  \tag{A4}\\
\bar{C}_{t}^{2}:= & \left(C_{s}+C_{c 1}\right)\left(C_{r}+C_{c 2}\right),  \tag{A5}\\
\bar{C}_{r}^{2}:= & C_{s} C_{t}+C_{s} C_{c 1}+C_{t} C_{c 1}+C_{s} C_{c 2}+C_{c 1} C_{c 2} . \tag{A6}
\end{align*}
$$

Elevating $q_{i}, \phi_{i}$ to canonical operators $\hat{q}_{i}, \hat{\phi}_{i}$ with $\left[\hat{\phi}_{i}, \hat{q}_{j}\right]=i \hbar \delta_{i j}$ and defining creation, annihilation operators as usual gives

$$
\begin{align*}
\hat{\mathcal{H}}= & \sum_{i=s, t, r} \hbar \omega_{i} \hat{a}_{i}^{\dagger} \hat{a}_{i}  \tag{A7}\\
& -\hbar g_{1}\left(\hat{a}_{s}^{\dagger}-\hat{a}_{s}\right)\left(\hat{a}_{t}^{\dagger}-\hat{a}_{t}\right)-\hbar g_{2}\left(\hat{a}_{t}^{\dagger}-\hat{a}_{t}\right)\left(\hat{a}_{r}^{\dagger}-\hat{a}_{r}\right)-\hbar g_{3}\left(\hat{a}_{s}^{\dagger}-\hat{a}_{s}\right)\left(\hat{a}_{r}^{\dagger}-\hat{a}_{r}\right), \\
\hat{q}_{i}:= & i\left(\frac{\hbar^{2} \bar{C}^{3}}{4 L_{i} \bar{C}_{i}^{2}}\right)^{1 / 4}\left(\hat{a}_{i}^{\dagger}-\hat{a}_{i}\right), \hat{\phi}_{i}:=\left(\frac{\hbar^{2} L_{i} \bar{C}_{i}^{2}}{4 \bar{C}^{3}}\right)^{1 / 4}\left(\hat{a}_{i}^{\dagger}+\hat{a}_{i}\right), \omega_{i}^{-2}:=L_{i} \bar{C}^{3} / \bar{C}_{i}^{2},  \tag{A8}\\
g_{1}:= & \frac{C_{c 1}\left(C_{r}+C_{c 2}\right)}{4\left(L_{s} L_{t} \bar{C}_{s}^{2} \bar{C}_{t}^{2} \bar{C}^{6}\right)^{1 / 4}}, g_{2}:=\frac{C_{c 2}\left(C_{s}+C_{c 1}\right)}{4\left(L_{t} L_{r} \bar{C}_{t}^{2} \bar{C}_{r}^{2} \bar{C}^{6}\right)^{1 / 4}}, g_{3}:=\frac{C_{c 1} C_{c 2}}{4\left(L_{s} L_{r} \bar{C}_{s}^{2} \bar{C}_{r}^{2} \bar{C}^{6}\right)^{1 / 4}} . \tag{A9}
\end{align*}
$$

Note that in the weak coupling limit $\left(C_{c 1}, C_{c 2} \ll C_{s}, C_{t}, C_{r}\right)$, the eigen frequencies and couplings simplify to

$$
\begin{equation*}
\omega_{i}^{-2} \simeq L_{i} C_{i}, \quad g_{1} \simeq \frac{C_{c 1}}{4\left(L_{s} L_{t} C_{s}^{3} C_{t}^{3}\right)^{1 / 4}}, \quad g_{2} \simeq \frac{C_{c 2}}{4\left(L_{t} L_{r} C_{t}^{3} C_{r}^{3}\right)^{1 / 4}}, \quad g_{3} \simeq \frac{4 g_{1} g_{2}}{\omega_{t}} \tag{A10}
\end{equation*}
$$

The coupling between $\hat{q}_{s}, \hat{q}_{r}$ is off-diagonal of second-order, and hence, give energy corrections of third- and higher-order. Our analysis concerns up to second-order energy corrections, so we dropped this term. If one wants to consider higher-order corrections, then consideration of this coupling is necessary.

The nonlinearity of the transmon is introduced by replacing $\hat{\phi}_{t}^{2} / 2 L_{t}$ with $-\frac{\Phi_{0}^{2}}{L_{t}} \cos \left(\frac{\hat{\phi}_{t}}{\Phi_{0}}\right)$, where $\Phi_{0}=\hbar / 2 e$ is the flux quantum. Expanding the cosine series up to fourth-order yields

$$
\begin{align*}
& \frac{\hat{\mathcal{H}}}{\hbar}=\omega_{s} \hat{a}_{s}^{\dagger} \hat{a}_{s}+\left(\omega_{t}-\frac{E_{C}}{\hbar}\right) \hat{a}_{t}^{\dagger} \hat{a}_{t}+\omega_{r} \hat{a}_{r}^{\dagger} \hat{a}_{r}  \tag{A11}\\
& \quad+g_{1}\left(\hat{a}_{s}^{\dagger} \hat{a}_{t}+\hat{a}_{s} \hat{a}_{t}^{\dagger}\right)+g_{2}\left(\hat{a}_{t}^{\dagger} \hat{a}_{r}+\hat{a}_{t} \hat{a}_{r}^{\dagger}\right)-\frac{E_{C}}{2 \hbar} \hat{a}_{t}^{\dagger} \hat{a}_{t}^{\dagger} \hat{a}_{t} \hat{a}_{t}
\end{align*}
$$

where $E_{C}=e^{2} \bar{C}_{t}^{2} / 2 \bar{C}^{3}$ is the charging energy of the transmon, which is small compared with $\hbar \omega_{t}$ in the transmon regime [18]. The correction to $\omega_{t}$ is ignored, while it can be easily recovered in the final results by just replacing $\omega_{t}$ with $\omega_{t}-E_{C} / \hbar$. We applied the rotating wave approximation to remove nonresonant terms such as $\hat{a}_{s}^{\dagger} \hat{a}_{t}^{\dagger}, \hat{a}_{t}^{\dagger} \hat{a}_{t}^{\dagger} \hat{a}_{t}^{\dagger} \hat{a}_{t}$ which represent the creation or destruction of two or more quanta.

## Appendix B. Computational Ordering of Normal-Ordered and Antinormal-Ordered Operators

In this section, we give explicit formulas of writing normal-ordered and antinormalordered operators in our proposed computational ordering. They extensively use Stirling numbers of the first kind $s(n, k)$, which are the matrix elements of the basis change of monomials $x^{n}$ and falling factorials $x^{\underline{n}}$ [21] (p. 824).

$$
\begin{equation*}
x^{\underline{n}}=\sum_{k=0}^{n} s(n, k) x^{k} . \tag{A12}
\end{equation*}
$$

The relation of rising factorials and monomials is similar, only differing in sign.

$$
\begin{equation*}
x^{\bar{n}}=\sum_{k=0}^{n}(-1)^{n-k} s(n, k) x^{k} . \tag{A13}
\end{equation*}
$$

Since the matrix elements of our computational ordered operators and normal-, antinormalordered operators in the Fock basis involve monomials, falling factorials, rising factorials, respectively, it is obvious that Stirling numbers will appear. The results are stated for a single bosonic operator $\hat{a}$. Extension to several bosonic operators is trivial.

$$
\begin{align*}
& \hat{a}^{\dagger n} \hat{a}^{m}= \begin{cases}\hat{a}^{\dagger n-m}\left(\hat{a}^{\dagger} \hat{a}\right)^{\underline{m}}=\hat{a}^{\dagger n-m} \sum_{k=0}^{m} s(m, k)\left(\hat{a}^{\dagger} \hat{a}\right)^{k} & (n \geq m) \\
\left(\hat{a}^{\dagger} \hat{a}\right)^{\underline{n}} \hat{a}^{m-n}=\sum_{k=0}^{n} s(n, k)\left(\hat{a}^{\dagger} \hat{a}\right)^{k} \hat{a}^{m-n} & (n \leq m)\end{cases}  \tag{A14}\\
& \hat{a}^{m} \hat{a}^{\dagger n}=\left\{\begin{array}{ll}
\hat{a}^{\dagger n-m}\left(\hat{a}^{\dagger} \hat{a}+n\right)^{\underline{m}}=\hat{a}^{\dagger n-m} \sum_{k=0}^{m} s(m, k)\left(\hat{a}^{\dagger} \hat{a}+n\right)^{k} & (n \geq m) \\
\left(\hat{a}^{\dagger} \hat{a}+m\right)^{\underline{n}} \hat{a}^{m-n}=\sum_{k=0}^{n} s(n, k)\left(\hat{a}^{\dagger} \hat{a}+m\right)^{k} \hat{a}^{m-n} & (n \leq m)
\end{array} .\right. \tag{A15}
\end{align*}
$$

To read off anharmonicity and cross Kerr coefficients as in Equation (23), one must know how to convert operators in our ordering into normal order. We end this section with showing that

$$
\begin{equation*}
\frac{1}{\hat{a}^{\dagger} \hat{a}+c}=\sum_{k=0}^{\infty} \frac{(-1)^{k}}{c^{k+1}} \hat{a}^{+k} \hat{a}^{k}=\frac{1}{c}-\frac{\hat{a}^{\dagger} \hat{a}}{c(c+1)}+\frac{\hat{a}^{\dagger} \hat{a}^{\dagger} \hat{a} \hat{a}}{c(c+1)(c+2)}-\ldots \tag{A16}
\end{equation*}
$$

where $c$ is not a nonpositive integer. This is equivalent to finding $\alpha_{k}$ such that

$$
\begin{equation*}
\frac{1}{n+c}=\sum_{k=0}^{n} \alpha_{k} n^{\underline{k}} \tag{A17}
\end{equation*}
$$

Since $\left(n^{\underline{k}}\right)_{n k}$ is a lower diagonal matrix, its inverse exists. The inverse matrix is easily shown to be the lower diagonal matrix

$$
\begin{equation*}
\left(\frac{(-1)^{n+k}}{k!(n-k)!}\right)_{n k} \tag{A18}
\end{equation*}
$$

Then, the coefficients $\alpha_{k}$ become

$$
\begin{equation*}
\alpha_{k}=\sum_{n=0}^{k} \frac{(-1)^{n+k}}{n!(k-n)!} \frac{1}{n+c}=\frac{(-1)^{k}}{k!c}{ }_{2} F_{1}(c,-k ; c+1 ; 1)=\frac{(-1)^{k}}{c^{k+1}} \tag{A19}
\end{equation*}
$$

which proves Equation (A16). Here, ${ }_{2} F_{1}(a, b ; c ; z)$ is the hypergeometric function [21] (p. 556).

## Appendix C. Generalization to Fermionic Operators

In this section, we adapt our formalism to fermionic operators and apply it to the Anderson impurity model. We consider $n$ fermionic modes, described by operators $\left\{\hat{b}_{i}, \hat{b}_{j}^{\dagger}\right\}=\delta_{i j},\left\{\hat{b}_{i}, \hat{b}_{j}\right\}=0,\left\{\hat{b}_{i}^{\dagger}, \hat{b}_{j}^{\dagger}\right\}=0$, where $\hat{b}_{i}$ is the annihilation operator of the $i$-th mode. We write operators in the following order as in Equation (3),

$$
\begin{equation*}
\hat{b}_{I}^{\dagger} f\left(\hat{b}^{+} \hat{b}\right) \hat{b}_{J} \tag{A20}
\end{equation*}
$$

where $\hat{b}^{\dagger} \hat{b}=\left(\hat{b}_{1}^{\dagger} \hat{b}_{1}, \ldots, \hat{b}_{n}^{\dagger} \hat{b}_{n}\right)$ is an $n$ tuple and $I=\left\{i_{1}, \ldots, i_{k}\right\}, J=\left\{j_{1}, \ldots, j_{\ell}\right\}$ are disjoint subsets of $\{1,2, \ldots, n\}$. The operators are defined as $\hat{b}_{I}^{\dagger}=\hat{b}_{i_{1}}^{\dagger} \ldots \hat{b}_{i_{k}}^{\dagger} \hat{b}_{J}=\hat{b}_{j_{1}}^{\dagger} \ldots \hat{b}_{j_{\ell}}^{\dagger}$. We take $i_{1}<i_{2}<\cdots<i_{k}, j_{1}<j_{2}<\cdots<j_{\ell}$ to fix ordering and require $I, J$ be disjoint for the ordering to be unique. Since $\hat{b}_{i}$ are fermionic operators, $f$ is essentially a function defined on $\{0,1\}^{n}$ and if $i \in I \cup J$, then $f$ is independent of the $i$-th variable.

We split the Hamiltonian into diagonal and off-diagonal terms,

$$
\begin{equation*}
\hat{\mathcal{H}}=f\left(\hat{b}^{\dagger} \hat{b}\right)+\sum_{I, J} \hat{b}_{I}^{\dagger} g_{I J}\left(\hat{b}^{\dagger} \hat{b}\right) \hat{b}_{J} . \tag{A21}
\end{equation*}
$$

The sum is over all disjoint subsets $I, J$ of $\{1,2, \ldots, n\}$ where both are not the null set. The hermiticity of $\hat{\mathcal{H}}$ makes $f$ a real valued function and $g_{I J}^{*}=g_{J I}$. One then computes the commutator of $\hat{b}_{I}^{\dagger}, \hat{b}_{J}$ with $f\left(\hat{b}^{\dagger} \hat{b}\right)$ :

$$
\begin{align*}
{\left[\hat{b}_{I}^{\dagger}, f\left(\hat{b}^{\dagger} \hat{b}\right)\right] } & =\hat{b}_{I}^{\dagger}\{f(I=0)-f(I=1)\}  \tag{A22}\\
{\left[\hat{b}_{J}, f\left(\hat{b}^{\dagger} \hat{b}\right)\right] } & =\{f(J=1)-f(J=0)\} \hat{b}_{J} \tag{A23}
\end{align*}
$$

Here, $f(I=0)$ is the operator obtained from $f\left(\hat{b}^{\dagger} \hat{b}\right)$ by replacing $\hat{b}_{i}^{\dagger} \hat{b}_{i}$ with 0 for all $i \in I$ and other operators are defined similarly. This can be seen from noting that $\hat{b}_{I}^{\dagger} f\left(\hat{b}^{\dagger} \hat{b}\right)=$ $\hat{b}_{I}^{\dagger} f(I=0), f\left(\hat{b}^{\dagger} \hat{b}\right) \hat{b}_{I}^{+}=\hat{b}_{I}^{\dagger} f(I=1)$ and similar relations hold for $\hat{b}_{J}$. Hence the commutator $\left[\hat{b}_{I}^{\dagger} h_{I J}\left(\hat{b}^{\dagger} \hat{b}\right) \hat{b}_{J}, f\left(\hat{b}^{\dagger} \hat{b}\right)\right]$ is

$$
\begin{equation*}
\left[\hat{b}_{I}^{+} h_{I J}\left(\hat{b}^{+} \hat{b}\right) \hat{b}_{I}, f\left(\hat{b}^{+} \hat{b}\right)\right]=\hat{b}_{I}^{+} h_{I J}\left(\hat{b}^{+} \hat{b}\right)\{f(I=0, J=1)-f(I=1 J=0)\} \hat{b}_{J} . \tag{A24}
\end{equation*}
$$

Now we take $h_{I J}\left(\hat{b}^{\dagger} \hat{b}\right)$ as follows to ensure $\left[\hat{S}, \hat{H}_{0}\right]=-\hat{V}$ :

$$
\begin{align*}
h_{I J}\left(\hat{b}^{+} \hat{b}\right) & :=\frac{g_{I J}\left(\hat{b}^{+} \hat{b}\right)}{f(I=1, J=0)-f(I=0, J=1)},  \tag{A25}\\
\hat{S} & :=\sum_{I J} \hat{b}_{I}^{+} h_{I J}\left(\hat{b}^{+} \hat{b}\right) \hat{b}_{J} . \tag{A26}
\end{align*}
$$

$h_{I J}$ does not have the terms $\hat{b}_{i}^{\dagger} \hat{b}_{i}$ if $i \in I \cup J$.
The diagonal contribution of $\frac{1}{2}[\hat{S}, \hat{V}]$ comes from the terms

$$
\begin{align*}
& {\left[\hat{b}_{I}^{\dagger} h_{I J}\left(\hat{b}^{\dagger} \hat{b}\right) \hat{b}_{J}, \hat{b}_{J}^{\dagger} g_{I I}\left(\hat{b}^{\dagger} \hat{b}\right) \hat{b}_{I}\right]} \\
& \quad=\frac{(-1)^{s(|I|)+s(|J|)}\left|g_{I J}\left(\hat{b}^{\dagger} \hat{b}\right)\right|^{2}}{f(I=1, J=0)-f(I=0, J=1)}\left\{\left(\hat{b}^{+} \hat{b}\right)_{I}\left(1-\hat{b}^{\dagger} \hat{b}\right)_{J}-\left(1-\hat{b}^{+} \hat{b}\right)_{I}\left(\hat{b}^{+} \hat{b}\right)_{J}\right\} . \tag{A27}
\end{align*}
$$

Here $s(n):=\frac{1}{2} n(n-1)$ counts the number of anticommutators needed in ordering products like $\hat{b}_{I}^{\dagger} \hat{b}_{I}$. For $I=\left\{i_{1}, \ldots, i_{k}\right\}$ with $i_{1}<i_{2}<\cdots<i_{k}$, we define $\left(\hat{b}^{\dagger} \hat{b}\right)_{I}:=\hat{b}_{i_{1}}^{\dagger} \hat{b}_{i_{1}} \ldots \hat{b}_{i_{k}}^{\dagger} \hat{b}_{i_{k}}$, $\left(1-\hat{b}^{\dagger} \hat{b}\right)_{I}:=\left(1-\hat{b}_{i_{1}}^{\dagger} \hat{b}_{i_{1}}\right) \ldots\left(1-\hat{b}_{i_{k}}^{\dagger} \hat{b}_{i_{k}}\right)$. As before, the commutator is symmetric in $I_{,}$, , so the total diagonal contribution becomes

$$
\begin{equation*}
\frac{1}{2}[\hat{S}, \hat{V}]_{(d)}=\sum_{I J}(-1)^{s(|I|)+s(|J|)} \frac{\left(\hat{b}^{\dagger} \hat{b}\right)_{I}\left(1-\hat{b}^{\dagger} \hat{b}\right)_{J}\left|g_{I J}\left(\hat{b}^{\dagger} \hat{b}\right)\right|^{2}}{f(I=1, J=0)-f(I=0, J=1)} \tag{A28}
\end{equation*}
$$

We end this appendix with an application to the Anderson impurity model. To simplify equations, we only consider the interaction of one conduction electron $\hat{b}$ and one localized orbital with two spin configurations possible, $\hat{c}_{+}, \hat{c}_{-}$. Under this simplification, the Hamiltonian reads

$$
\begin{equation*}
\hat{\mathcal{H}}=\epsilon \hat{b}^{\dagger} \hat{b}+\epsilon_{c} \hat{c}_{+}^{\dagger} \hat{c}_{+}+\epsilon_{c} \hat{c}_{-}^{\dagger} \hat{c}_{-}+U \hat{c}_{+}^{\dagger} \hat{c}_{+} \hat{c}_{-}^{\dagger} \hat{c}_{-}+\sum_{s=+,-} V \hat{b}^{\dagger} \hat{c}_{s}+V^{*} \hat{b}^{c_{s}} \tag{A29}
\end{equation*}
$$

$U$ represents the Coulomb repulsion between the two electrons in the same orbital with opposite spin, and $V$ represents the coupling between conduction electrons and the localized orbital. Using $\hat{b}, \hat{c}_{+}, \hat{c}_{-}$as a bias ordering, we define functions

$$
\begin{align*}
f(n, m, \ell) & :=\epsilon n+\epsilon_{c} m+\epsilon_{c} \ell+U m \ell,  \tag{A30}\\
g_{12}(n, m, \ell) & =g_{13}(n, m, \ell):=V . \tag{A31}
\end{align*}
$$

Then using our result Equation (A26), the transformation generator becomes

$$
\begin{align*}
\hat{S} & =\hat{b}^{\dagger} h_{12} \hat{c}_{+}+\hat{b}^{\dagger} h_{13} \hat{c}_{-}-\text {H.C. }  \tag{A32}\\
& =\sum_{s=+,-} \hat{b}^{\dagger} \frac{V}{\left(\epsilon+\epsilon_{c} \hat{c}_{-s}^{\dagger} \hat{c}_{-s}\right)-\left(\epsilon_{c}+\epsilon_{c} \hat{c}_{-s}^{\dagger} \hat{c}_{-s}+U \hat{c}_{-s}^{\dagger} \hat{c}_{-s}\right)} \hat{c}_{s}-\text { H.C. }  \tag{A33}\\
& =\sum_{s=+,-} \hat{b}^{\dagger} V\left\{\frac{1}{\epsilon-\epsilon_{c}}+\left(\frac{1}{\epsilon-\epsilon_{c}+U}-\frac{1}{\epsilon-\epsilon_{c}}\right) \hat{c}_{-s}^{\dagger} \hat{c}_{-s}\right\} \hat{c}_{s}-\text { H.C. } \tag{A34}
\end{align*}
$$

which is the form obtained in Ref. [15].
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#### Abstract

With the help of entanglement, we can build quantum sensors with sensitivity better than that of classical sensors. In this paper we propose an entanglement assisted (EA) joint monostaticbistatic quantum radar scheme, which significantly outperforms corresponding conventional radars. The proposed joint monostatic-bistatic quantum radar is composed of two radars, one having both wideband entangled source and EA detector, and the second one with only an EA detector. The optical phase conjugation (OPC) is applied on the transmitter side, while classical coherent detection schemes are applied in both receivers. The joint monostatic-bistatic integrated EA transmitter is proposed suitable for implementation in $\mathrm{LiNbO}_{3}$ technology. The detection probability of the proposed EA joint target detection scheme outperforms significantly corresponding classical, coherent states-based quantum detection, and EA monostatic detection schemes. The proposed EA joint target detection scheme is evaluated by modelling the direct radar return and forward scattering channels as both lossy and noisy Bosonic channels, and assuming that the distribution of entanglement over idler channels is not perfect.
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## 1. Introduction

The entanglement represents a unique quantum information processing (QIP) attribute [1-7] that enables: (1) outperforming classical sensors sensitivity [1,2,5], (2) unconditional security for future communication networks [1,3,5,6] and (3) beating the classical channel capacities [8-10]. Further, the pre-shared entanglement enables distributed quantum sensing [1,7] and secure distributed quantum computing [11].

One of the key motivations behind the quantum target detection studies is to outperform the quantum limit of classical sensors [12]. The quantum radars have several advantages compared to corresponding classical counterparts: improved receiver sensitivity, better detection probability of targets, in particular in a low signal-to-noise ratio (SNR) regime, improved synthetic-aperture radar imaging quality, improved detection through clouds and fog (in particular when microwave photons are used), better resilience to jamming, and higher cross-section (as shown in [12]), to mention few. Moreover, the quantum radar signals are more difficult to detect compared to classical radars. On the other hand, the quantum radars are much more difficult to implement in practice. Recently, two popular quantum radar designs emerged: (i) the quantum radar employing Lloyd's quantum illumination sensing concept [13] and (ii) interferometric quantum radar. For further details on various quantum radars concepts and classification of different quantum radar techniques an interested reader is referred to [14-19].

In this paper, we propose an entanglement assisted (EA) joint monostatic-bistatic quantum radar detection scheme with corresponding operational principle being depicted in Figure 1. The wideband entangled source generates two entangled pair of photons, each pair containing signal and idler photons. The idler photons are kept in the quantum memories of the receivers. Both signal photons are transmitted with the help of corresponding expanding telescopes over noisy, lossy, and atmospheric turbulent channel towards the target. Directly reflected photon is collected by the compressing telescope and detected
by the first radar receiver, while the forward scattered photon is collected by the second compressing telescope and detected by the second radar receiver. The quantum correlation is utilized on receive sides to improve overall target detection probability. Inherent spatial diversity is exploited to improve the overall SNR. Additional description of the proposed joint monostatic-bistatic radar scheme is provided in Section 3.


Figure 1. The proposed EA joint monostatic-bistatic quantum radar technique.
To simplify design and at the same time improve the target detection probability we apply the optical phase conjugation (OPC) on the transmitter side rather than the receive side. We propose the joint monostatic-bistatic integrated EA transmitter that is suitable for implementation in $\mathrm{LiNbO}_{3}$ technology. The EA detectors are based on classical coherent detection with idler mode having the same role as the local oscillator (LO) laser signal. We show that the proposed EA joint target detection scheme significantly outperforms coherent states-based quantum detection, EA monostatic, and classical radar counterparts. We further evaluate the proposed EA joint target detection scheme by modelling both directly reflected mode channel and forward scattered mode channel as lossy and noisy Bosonic channels. Finally, we assume that the distribution of entanglement over the idler channels is not perfect.

The paper is organized as follows. The EA monostatic radar concept is introduced in Section 2, which is used as a reference case. The proposed EA joint monostatic-bistatic radar scheme, employing the OPC on the transmitter side and coherent detection on the receiver sides, is described in Section 3. Both directly reflected (return) signal mode and forward scattered signal mode channels are modeled as lossy and noisy Bosonic channels. The idler channels are also modelled as lossy and noisy Bosonic channels. In Section 4 we evaluate the detection probability performances of the proposed EA joint monostatic-bistatic radar target detection scheme and compare it against coherent states-based quantum detection, EA monostatic detection, and classical detection schemes. The relevant concluding remarks are given in the last section (Section 5).

## 2. Entanglement Assisted Monostatic Radars

In this section, we describe the entanglement assisted monostatic radar target detection scheme, shown in Figure 2, employing the Gaussian states generated through the continuous-wave spontaneous parametric down conversion (SPDC) process. The SPDCbased entangled source represents a broadband source having $D=T_{m} W$ i.i.d. signal-idler photon pairs, where $T_{m}$ is the measurement interval and $W$ is the phase-matching SPDC bandwidth. Each signal-idler photons pair, which for monostatic radar are denoted as red photons in Figure 2, is in fact a two-mode squeezed vacuum (TMSV) state whose representation in Fock basis is given by:

$$
\begin{equation*}
|\psi\rangle_{s, i}=\frac{1}{\sqrt{N_{s}+1}} \sum_{n=0}^{\infty}\left(\frac{N_{s}}{N_{s}+1}\right)^{n / 2}|n\rangle_{s}|n\rangle_{i} \tag{1}
\end{equation*}
$$

where $N_{s}=\left\langle\hat{a}_{s}^{\dagger} \hat{a}_{s}\right\rangle=\left\langle\hat{a}_{i}^{\dagger} \hat{a}_{i}\right\rangle$ is the mean photon number per mode, with corresponding signal and idler creation operators being denoted by $\hat{a}_{s}^{\dagger}$ and $\hat{a}_{i}^{\dagger}$, respectively. The signal-idler entanglement is characterized by the phase-sensitive cross-correlation (PSCC) coefficient, defined as $\left\langle\hat{a}_{s} \hat{a}_{i}\right\rangle=\sqrt{N_{s}\left(N_{s}+1\right)}$, which can be considered as the quantum limit.


Figure 2. The EA monostatic quantum radar.
The TMSV state represents a pure maximally entangled zero-mean Gaussian state with the following Wigner covariance matrix:

$$
\boldsymbol{\Sigma}_{T M S V}=\left[\begin{array}{cc}
\left(2 N_{s}+1\right) \mathbf{1} & 2 \sqrt{N_{s}\left(N_{s}+1\right)} \boldsymbol{Z}  \tag{2}\\
2 \sqrt{N_{s}\left(N_{s}+1\right)} \mathbf{Z} & \left(2 N_{s}+1\right) \mathbf{1}
\end{array}\right]
$$

where $\mathbf{Z}=\operatorname{diag}(1,-1)$ denotes the Pauli Z-matrix and $\mathbf{1}$ denotes the identity matrix. Clearly, in the low-brightness regime $N_{s} \ll 1$, the PSCC is $\left\langle\hat{a}_{s} \hat{a}_{i}\right\rangle \approx \sqrt{N_{s}}$ that is much larger than the corresponding classical limit $N_{s}$. As described earlier, by going back to Figure 2, the entangled source is used on the transmitter side to generate quantum correlated signal photon (probe) and idler photon, which serves as a local reference. With the help of the expanding telescope, the signal photon is transmitted over a noisy, lossy, and atmospheric turbulent channel towards the target. The reflected photon (the radar return) is collected by the compressing telescope and detected by the radar's receiver, and the quantum correlation between radar return and retained reference (idler photon) is exploited on receive side to improve the receiver sensitivity. The interaction between the probe (signal) photon and the target can be described by a beam splitter of transmissivity $T^{(r)}$. Therefore, we can model
the radar transmitter-target-radar receiver (directly reflected mode) channel (direct return channel) as a lossy thermal Bosonic channel

$$
\begin{equation*}
\hat{a}_{\mathrm{Rx}}^{(r)}(\varphi)=\sqrt{T^{(r)}} e^{-j \varphi^{(r)}} \hat{a}_{s}+\sqrt{1-T^{(r)}} \hat{a}_{b}^{(r)} \tag{3}
\end{equation*}
$$

where $\hat{a}_{b}^{(r)}$ is a background (thermal) state of the direct return channel with the mean photon number being $\left(1-T^{(r)}\right)\left\langle\hat{a}_{b}^{(r) \dagger} \hat{a}_{b}^{(r)}\right\rangle=N_{b}$. With $\varphi^{(r)}$ we denoted signal-mode phase shift introduced by the target and channel. The idler-mode channel is also modelled as the lossy and noisy Bosonic channel

$$
\begin{equation*}
\hat{a}_{\mathrm{Rx}, \text { idler }}=\sqrt{T^{(i)}} \hat{a}_{i}+\sqrt{1-T^{(i)}} \hat{a}_{b}^{(i)} \tag{4}
\end{equation*}
$$

where $T^{(i)}$ is transmissivity of the idler channel and $\hat{a}_{b}^{(i)}$ is the annihilation operator of the background (thermal) mode of the idler channel with the mean photon number being $\left(1-T^{(i)}\right)\left\langle\hat{a}_{b}^{(i) \dagger} \hat{a}_{b}^{(i)}\right\rangle=N_{b}^{(i)}$. The radar returned probe and retained reference (stored idler) can be described by the following covariance matrix:

$$
\boldsymbol{\Sigma}_{t}=\left[\begin{array}{cc}
\left(2 N_{s}+1\right) \mathbf{1} & 2 \sqrt{T^{(r)} T^{(i)} N_{s}\left(N_{s}+1\right)} \mathbf{Z} \delta_{1 t}  \tag{5}\\
2 \sqrt{T^{(r)} T^{(i)} N_{s}\left(N_{s}+1\right)} \mathbf{Z} \delta_{1 t} & \left(2 N_{s}^{(r)}+1\right) \mathbf{1}
\end{array}\right]
$$

where $N_{s}^{(r)}=\left(T^{(i)} N_{s}+N_{b}^{(i)}\right) T^{(r)}+N_{b}$. We use $t$ to denote the target indicator. In the absence of the target, we have that $t=0$ and in this case the return signal does not contain probe, just the background noise, and the covariance matrix is diagonal. On the other hand, in the presence of the target, we have that $t=1$ and antidiagonal terms, representing the quantum correlation between the signal and idler, are non-zero.

The EA monostatic radar receiver may use the optical parametric amplifier (OPA), shown in Figure 3, with a low gain $G-1=\varepsilon \ll 1$, to obtain:

$$
\begin{equation*}
\hat{a}^{(r)}\left(\varphi^{(r)}\right)=\sqrt{G} \hat{a}_{\mathrm{Rx}, \text { idler }}+\sqrt{\mathrm{G}-1} \hat{a}_{\mathrm{Rx}}^{(r) \dagger}\left(\varphi^{(r)}\right) \tag{6}
\end{equation*}
$$

for each signal-idler pair of a given mode. The direct detection of the OPA has the following mean photon number $\bar{N}\left(\varphi^{(r)}\right)=\left\langle\left[\hat{a}^{(r)}\left(\varphi^{(r)}\right)\right]^{\dagger} \hat{a}^{(r)}\left(\varphi^{(r)}\right)\right\rangle$.


Figure 3. The optical-parametric amplifier (OPA)-based EA target detection receiver.
Zhang et al. have shown in ref. 19 that the OPA-based EA receiver, for ideal distribution of the idler $\left(T^{(i)}=1\right.$ ), provides $\leq 3 \mathrm{~dB}$ improvement over corresponding classical receiver. In the presence of experimental imperfections, the improvement was reduced to 1 dB , as shown in [19]. Given that the OPC receiver outperforms the OPA receiver [1,9,10], here we propose an EA joint monostatic-bistatic target detection scheme that employs the OPC on the transmitter side and classical coherent detection on both receiving ends, with details provided in following section.

## 3. Proposed Entanglement Assisted Joint Monostatic-Bistatic Radar Detection Scheme

In this section, we describe our proposed entanglement assisted joint monostaticbistatic radar detection concept, shown in Figure 1, which is inspired by our recently proposed EA communication system [10]. The proposed joint monostatic-bistatic integrated ( $\mathrm{LiNbO}_{3}$ technology-based) EA transmitter, with transmit side OPC, is provided in Figure 4. The phase modulator or I/Q modulator is optional here. We perform the OPC operation through the difference frequency generation (DFG) process by using the periodically poled $\mathrm{LiNbO}_{3}$ (PPLN) waveguide. In the first PPLN waveguide, the SPDC concept is utilized to generate signal-idler photon pairs, which get separated by the Y-junction. Given that the SPDC is the wideband process, a large number of signal-idler photon pairs are generated so that we use subscript $k$ to denote the $k$ th signal- $k$ th idler photon pair. In the second PPLN, the DFG interaction of the pump photon $\omega_{\mathrm{p}}$ and signal photon $\omega_{\mathrm{s}, k}$ takes place and the phase-conjugated (PC) photon at radial frequency $\omega_{\mathrm{p}}-\omega_{\mathrm{s}, k}$ is generated. We further use the wavelength division demultiplexer to separate the signal/idler photons corresponding to monostatic and bistatic transmitters/receivers, as shown in Figure 1. As an illustrative example, for the strong pump at $\lambda_{p}=780 \mathrm{~nm}$, through the SPDC the following signal-idler pairs can be generated: (1) the idler photon 1 at $\lambda_{\mathrm{i}, 1}=1535 \mathrm{~nm}$-the signal photon 1 at wavelength $\lambda_{\mathrm{s}, 1}=1585.8 \mathrm{~nm}$ and (2) the idler photon 2 at $\lambda_{\mathrm{i}, 2}=1545 \mathrm{~nm}-$ the signal photon 2 at wavelength $\lambda_{\mathrm{s}, 2}=1575.3 \mathrm{~nm}$. After the OPC PPLN waveguide, the signal photon 1 interacts with the pump photon through DFG to get the PC signal photon at $\lambda_{\mathrm{s}, 1, \mathrm{PC}}=1 /\left(1 / \lambda_{\mathrm{p}}-1 / \lambda_{\mathrm{s}, 1}\right)=1530 \mathrm{~nm}$, which is the same wavelength as that of the idler photon 1. In a similar fashion, after the OPC PPLN waveguide the signal photon 2 interacts with the pump photon through DFG to get the PC signal photon at $\lambda_{\mathrm{s}, 2, \mathrm{PC}}=1 /\left(1 / \lambda_{\mathrm{p}}-1 / \lambda_{\mathrm{s}, 2}\right)=1545 \mathrm{~nm}$, representing the same wavelength as that of the idler photon 2. In Figure 4 we use $s$ to denote a signal constellation point imposed by either phase modulator or I/Q modulator. For M-ary PSK $s$ is simply $\exp \left(j \theta_{\bmod }\right)$, where $\theta_{\text {mod }} \in\{0,2 \pi / M, \ldots,(M-1) 2 \pi / M\}$.


Figure 4. Joint monostatic-bistatic $\mathrm{LiNbO}_{3}$ technology-based integrated EA transmitter with transmit side OPC. PDC: parametric down conversion, OPC: optical phase-conjugation, PPLN: periodically poled $\mathrm{LiNbO}_{3}$ waveguide, QM : quantum memory.

By performing the OPC on the transmitter side, conventional-classical balanced coherent detection receiver can be applied on receive sides of monostatic and bistatic radars (see Figure 1), with one such receiver being provided in Figure 5. Evidently, the OPC radar direct return probe/forward scattered probe and idlers modes are mixed on balanced beam splitter, followed by two photodiodes. The idler mode for each EA detector serves as a local (oscillator) laser signal for the homodyne coherent detection.


Figure 5. EA homodyne balanced detection receiver corresponding to the direct return/forward scattered components. The phase modulator is used to detect either in-phase or quadrature component of the OPC signal. Photodiode responsivity is set to $1 \mathrm{~A} / \mathrm{W}$.

For transmit-side OPC, the direct return channel $r$ /forward scattering channel $f_{s}$ models can be represented by

$$
\begin{equation*}
\hat{a}_{R x, k}^{(l)}\left(\varphi^{(l)}\right)=\sqrt{T^{(l)}} e^{-j \varphi^{(l)}} \hat{a}_{s, k}^{(l)+}+\sqrt{1-T^{(l)}} \hat{a}_{b}^{(l)} \tag{7}
\end{equation*}
$$

where in the superscript $l$ is used to denote either the direct return channel $(l=r)$ or the forward scattering channel $\left(l=f_{s}\right)$, while subscript $k$ is used to denote the $k$ th signal-idler photon pair. The overall phase $\varphi^{(l)}$ is composed of three components:

$$
\begin{equation*}
\varphi^{(l)}=\theta_{\bmod }+\vartheta^{(l)}+\phi^{(l)}, \tag{8}
\end{equation*}
$$

where $\theta_{\text {mod }}$ is the modulation phase (when M-ary PSK is used), while $\vartheta^{(l)}$ denotes the phaseshift introduced by the target. For the direct return probe, given that the distance between the transceiver and target is $d$, the phase shift introduced by the target will be $\vartheta^{(r)}=2 k d$, with $k$ being the wave number related to the wavelength $\lambda$ by $k=2 \pi / \lambda$. On the other hand, given that the distance between target and receiver in the forward scattering channel is $D$, the corresponding phase shift introduced by the target will be $\vartheta^{(f s)}=k(d+D)$. Finally, $\varphi^{(l)}$ is the random phase shift introduced by the $l$ th channel. The purpose of the transmit side phase modulator is to impose the sequence on the transmitter side that will be used for estimation of the random phase shift and corresponding cancelation.

The balanced detector (BD) photocurrent operator (assuming that the photodiode responsivity is $1 \mathrm{~A} / \mathrm{W}$ ) for EA detector, shown in Figure 5, is given by:

$$
\begin{equation*}
\hat{i}_{B D}^{(l)}=\left(\hat{a}_{R x}^{(l)}\right)^{\dagger} \hat{a}_{R x, \text { idler }}^{(l)}+\left(\hat{a}_{R x, \text { idler }}^{(l)}\right)^{\dagger} \hat{a}_{R x}^{(l)}, l \in\{r, f s\} \tag{9}
\end{equation*}
$$

For the receive side phase modulator shift of $\Delta \varphi=0 \mathrm{rad}$ (see Figure 5), in the presence of the target, we obtain the following BD photocurrent operator expectation:

$$
\begin{equation*}
\left\langle\hat{i}_{B D}^{(l)}\right\rangle=2 \sqrt{T^{(i)} T^{(l)} N_{s}\left(N_{s}+1\right)} \cos \varphi^{(l)}, l \in\{r, f s\} \tag{10}
\end{equation*}
$$

On the other hand, for the receive side phase modulator shift of $\Delta \varphi=-\pi / 2 \mathrm{rad}$, in the presence of target, we obtain the following BD photocurrent operator expectation:

$$
\begin{equation*}
\left\langle\hat{i}_{B D}^{(l)}\right\rangle=2 \sqrt{T^{(i)} T^{(l)} N_{s}\left(N_{s}+1\right)} \sin \varphi^{(l)}, l \in\{r, f s\} \tag{11}
\end{equation*}
$$

In order to determine the exact phase-shift and the target range both in-phase and quadrature components are needed.

For the receive side phase modulator shift of $\Delta \varphi=0 \mathrm{rad}$, the variance of the BD photocurrent operator, defined as $\operatorname{Var}\left(\hat{i}_{B D}^{(l)}\right)=\left\langle\left(\hat{i}_{B D}^{(l)}\right)^{2}\right\rangle-\left\langle\hat{i}_{B D}^{(l)}\right\rangle^{2}$, will be:

$$
\begin{gathered}
\operatorname{Var}\left(\hat{i}_{B D}^{(l)}\right)=N_{i} N_{s}^{(l)}+\left(N_{i}+1\right)\left(N_{s}^{(l)}+1\right)+2 N_{s} T^{(l)} T^{(i)}\left(N_{s}+1\right)\left[\cos \left(2 \varphi^{(l)}\right)-2 \cos ^{2} \varphi^{(l)}\right], \\
\text { where } N_{s}^{(l)}=\left(T^{(i)} N_{s}+N_{b}^{(i)}\right) T^{(l)}+N_{b}^{(l)} .
\end{gathered}
$$

In the absence of the target, the BD photocurrent operator expectation is zero, while the corresponding variance is:

$$
\begin{equation*}
\operatorname{Var}\left(\hat{i}_{B D, t=0}^{(l)}\right)=N_{i} N_{b}^{(l)}+\left(N_{i}+1\right)\left(N_{b}^{(l)}+1\right)=N_{s} N_{b}^{(l)}+\left(N_{s}+1\right)\left(N_{b}^{(l)}+1\right) \tag{13}
\end{equation*}
$$

where we used the fact that $N_{\mathrm{i}}=N_{\mathrm{s}}$.
Given that in the target detection problem the prior probabilities are not known in advance we need to apply the Neyman-Pearson criterion [20,21]. In Neyman-Pearson criterion we fix the maximum tolerable false alarm probability and maximize the target detection probability.

For the proposed EA joint monostatic-bistatic target detection scheme, the false alarm (FA) probability is given by:

$$
\begin{equation*}
Q_{F A}=\frac{1}{2} \operatorname{erfc}\left(\frac{t_{s h}}{\sqrt{N_{s} N_{b}+\left(N_{s}+1\right)\left(N_{b}+1\right)}}\right) \tag{14}
\end{equation*}
$$

where $t_{s h}$ is the threshold determined from the tolerable FA probability, wherein the complementary error function is given by $\operatorname{erfc}(x)=(2 / \sqrt{\pi}) \int_{x}^{\infty} \exp \left(-u^{2}\right) d u$.

Assuming that the equal gain combining (see ref. [22] for more details) is used as the joint detection scheme for two receivers, the target detection probability is given by:

$$
\begin{equation*}
Q_{D}=\frac{1}{2} \operatorname{erfc}\left(\frac{t_{s h}-m_{v}}{\sqrt{V^{(r)}+V^{(f s)}}}\right) \tag{15}
\end{equation*}
$$

where

$$
\begin{align*}
& m_{v}=2 \sqrt{T^{(r)} T^{(i)} N_{s}\left(N_{s}+1\right)}+2 \sqrt{T^{(f s)} T^{(i)} N_{s}\left(N_{s}+1\right)} \\
& V^{(r)}=N_{i} N_{s}^{(r)}+\left(N_{i}+1\right)\left(N_{s}^{(r)}+1\right)-2 T^{(r)} T^{(i)} N_{s}\left(N_{s}+1\right)  \tag{16}\\
& V^{(f s)}=N_{i} N_{s}^{(f s)}+\left(N_{i}+1\right)\left(N_{s}^{(f s)}+1\right)-2 T^{(f s)} T^{(i)} N_{s}\left(N_{s}+1\right)
\end{align*}
$$

## 4. Illustrative Numerical Results

The referent case will be the monostatic radar in which a coherent state is used to illuminate the target, in the presence of thermal (background) radiation. The density operator, in the presence of thermal radiation, has the following P-representation [1-4,20]:

$$
\begin{equation*}
\rho_{t}=\frac{1}{\pi N_{b}} \int e^{-\frac{\left|\alpha-\mu_{t}\right|^{2}}{N_{b}}}|\alpha\rangle\langle\alpha| d^{2} \alpha \tag{17}
\end{equation*}
$$

In the absence of the target $(t=0)$ we have that $\mu_{0}=0$, while in the presence of the target $(t=1) \mu_{1}=\mu$. The parameter $N_{\mathrm{b}}$ denotes the average number of thermal (background) photons. The coherent state $|\alpha\rangle$ can be expressed in terms of number states by $|\alpha\rangle=$ $e^{-|\alpha|^{2} / 2} \sum_{n}\left(\alpha^{n} / \sqrt{n!}\right)|n\rangle$ and after substitution in (17) we obtain:

$$
\begin{equation*}
\rho_{0}=\sum_{n=0}^{\infty}(1-v) v^{n}|n\rangle\langle n|, \quad v=N_{b} /\left(N_{b}+1\right) \tag{18}
\end{equation*}
$$

The corresponding density matrix in the presence of target is given by (20):

$$
\langle n| \rho_{1}|m\rangle=\left\{\begin{array}{c}
(1-v) \sqrt{\frac{n!}{m!}} v^{m}\left(\mu^{*} / N\right)^{m-n} e^{-(1-v)|\mu|^{2}}  \tag{19}\\
L_{n}^{m-n}\left[-(1-v)^{2}|\mu|^{2} / v\right], m \geq n \\
\langle m| \rho_{k}|n\rangle^{*}, m<n
\end{array}\right.
$$

where $|\mu\rangle$ denotes the state used to illuminate the target. In (19), we use $L_{\text {deg }}^{\text {ord }}(\cdot)$ to denote the associated Laguerre polynomials with superscript ord and subscript deg denoting the order and degree, respectively. For the Neyman-Pearson criterion the optimum strategy will be to determine the eigenvalues $\eta_{k}$ and eigenkets $\left|\eta_{k}\right\rangle$ of the operator $\rho_{1}-\Lambda \rho_{0}$ by solving the eigenvalue equation:

$$
\begin{equation*}
\left(\rho_{1}-\Lambda \rho_{0}\right)\left|\eta_{k}\right\rangle=\eta_{k}\left|\eta_{k}\right\rangle \tag{20}
\end{equation*}
$$

in which the parameter $\Lambda$ is determined from the maximum tolerable FA probability. This problem can be solved numerically.

To reduce receiver complexity, the Helstrom threshold detector can be used instead (20), with the corresponding detection operator defined as

$$
\begin{equation*}
\Pi_{H . t .}=\left(N_{b}+0.5\right)^{-1}\left(\hat{a}+\hat{a}^{\dagger}\right) \tag{21}
\end{equation*}
$$

which is related to the in-phase operator.
By assuming that the idler channels are ideal by setting the corresponding transmissivities to $T^{(l)}=1$, in Figure 6 we compare the proposed EA joint monostatic-bistatic target detection scheme against various coherent states-based schemes and EA detection scheme for monostatic radar, in terms of detection probability vs. SNR, by setting the average number of background photons to $N_{b}=10$, wherein the false alarm probability that can be tolerated is fixed to $Q_{\mathrm{FA}}=10^{-6}$. For completeness of the presentation, the classical Albersheim's equation-based curves are provided as well for the number of samples set to $N=1$ and 10 (see [23,24] for the Albersheim's equation details). For the non-classical target detection schemes the SNR is defined by $N_{s} /\left(2 N_{b}+1\right)$. The coherent states-based detection schemes under study include optimum quantum detector, quantum receiver ( Rx ) with the random phase, and Helstrom threshold receiver. Evidently, the proposed EA joint (monostatic-bistatic) target detection scheme significantly outperforms various coherent states-based detections schemes, the EA detection scheme for monostatic radar, and the classical target detection.

Given that the SPDC-based entangled source is broadband source in Figure 6 we also study the improvement in SNR that we can get when the number of bosonic modes is increased to $D=10$. The proposed EA joint target detection scheme significantly outperforms the Helstrom threshold receiver with $D=10$ modes and classical radar detector for $N=10$ samples. For the detection probability set to $Q_{\mathrm{D}}=0.95$ (and false alarm probability fixed to $Q_{\mathrm{FA}}=10^{-6}$ ), the EA target detection scheme for $D=10$ Bosonic modes outperforms the Helstrom detection scheme (for the same number of Bosonic modes) by 6.16 dB , while at the same time outperforming the corresponding classical scheme with $N=10$ samples by even 11.29 dB . The joint EA scheme for $D=10$ bosonic modes outperforms the corresponding EA scheme for monostatic radar (also with 10 bosonic modes at $Q_{D}=0.95$ ) by 3.01 dB .

In Figure 7 we evaluate the proposed EA joint detection scheme's detection probability vs. SNR by modelling both the direct return probe and forward scattered probe channels as the bosonic noisy and lossy channels with $N_{\mathrm{b}}=11$ and transmissivities $T^{(r)}=T^{(f s)}=T$, wherein the corresponding channel models are given by Equation (7). Here we assume the ideal distribution of entanglement over the idler channels $\left(T^{(i)}=1\right.$ and $\left.N_{b}{ }^{(i)}=0\right)$. Clearly, when transmissivities of the direct return probe and forward scattered probe channels are low, the use of single Bosonic mode is not sufficient because the required SNR to achieve high target detection probability is way too high. On the other hand, when the number of bosonic modes is increased to 10, high target detection probabilities can be achieved even
at moderate SNRs (for low channel transmissivities). For $T=0.05$, the EA joint detector with 10 bosonic modes outperforms EA monostatic radar detector by 3.04 dB at $Q_{\mathrm{D}}=0.95$.


Figure 6. Detection probability vs. SNR [dB] for different radar detection schemes for average number of thermal photons set to $N_{b}=10$. The maximum tolerable FA probability is fixed to $Q_{\mathrm{FA}}=10^{-6}$. The monostatic and bistatic idler channels are assumed to be ideal.


Figure 7. Detection probability vs. SNR [dB] for joint EA scheme for different direct return probe/forward scattered probe bosonic channel transmissivities $T^{(r)}=T^{\left(f_{s}\right)}=T$. The maximum tolerable false alarm probability is fixed to $Q_{\mathrm{FA}}=10^{-6}$. The idler channel is assumed to be ideal.

In Figure 8 we evaluate the proposed EA joint detection scheme's detection probability vs. SNR by fixing the direct return probe/forward scattered probe channel transmissivities to $T^{(r)}=T^{(f s)}=T=0.05$ and varying the transmissivity of the idler channels, wherein the idler channel model is described by Equation (4). Both signal and idler bosonic channels
are under assumption of being noisy with corresponding parameters being $N_{b}=12$ and $N_{b}{ }^{(i)}=2$, respectively. Obviously, when the idler channel is noisy and lossy the same detection probability is achieved for higher SNR values, compared to the case with perfect distribution of entanglement. To solve for this problem, we can increase the number of bosonic modes, which is not difficult to implement thanks to the wideband nature of the SPDC process.


Figure 8. Detection probability vs. SNR [dB] for EA joint detection scheme for different idler channels transmissivities. The direct return probe/forward scattered probe bosonic channel transmissivities are fixed to $T^{(r)}=T^{(f s)}=T=0.05$. The maximum tolerable false alarm probability is set to $Q_{\mathrm{FA}}=10^{-6}$.

Finally, in Figure 9 we study the proposed EA joint detection scheme's detection probability when the transmissivities of the direct return probe and the forward scattered probe channels are different, while the average number of thermal photons is set to $N_{\mathrm{b}}=11$. The idler channels are considered identical but lossy and noisy [ $T^{(\mathrm{i})}=0.9$ and $N_{\mathrm{b}}{ }^{(\mathrm{i})}=0.5$ ]. The joint EA detection scheme for $T^{(r)}=0.4$ and $T^{(f s)}=0.1$ for 10 bosonic modes outperforms the EA detector for monostatic radar with $T^{(r)}=0.4$ by even 6.49 dB at $Q_{D}=0.95$.


Figure 9. Detection probability vs. SNR [dB] for EA joint detection scheme for fixed idler channels transmissivity $T^{(i)}=0.9$. The direct return probe channel transmissivity is set to $T^{(r)}=0.4$, while the forward scattered probe channel transmissivity is varied $T^{(f s)} \in\{0.1,0.4\}$. The maximum tolerable false alarm probability is fixed to $Q_{\mathrm{FA}}=10^{-6}$.

## 5. Concluding Remarks

We have proposed the entanglement assisted joint bistatic-monostatic quantum radar detection scheme. The proposed EA joint radar detection scheme employs the optical phase conjugation on the transmitter side and classical coherent detection on both receiver sides.

The proposed EA joint target detection scheme has been evaluated against the coherent states-based quantum detection schemes and EA detection scheme for monostatic radar. We have shown that the detection probability of the proposed EA joint target detection scheme has been significantly better than that of corresponding coherent states-based quantum detection schemes, the classical detection, and EA detection scheme for monostatic radar. The proposed scheme has been also evaluated by assuming the imperfect distribution of entanglement and by modeling the direct return probe and forward scattered probe channels as both lossy and noisy Bosonic channels. The proposed EA joint transmitter, with transmit side OPC, is suitable for implementation in mature $\mathrm{LiNbO}_{3}$ technology. Given that the EA receiver is based on a commercially available balanced coherent detector, the implementation of the proposed joint bistatic-monostatic radar is not far from practical implementation.
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