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Preface

Thermal fluid dynamics and control are critical scientific issues for aircraft design and aerospace

propulsion systems, involving aerodynamics, fluid dynamics, thermal science and engineering,

and posing significant challenges to academic researchers and engineers. In recent years, various

novel aerospace propulsion systems have been proposed and developed rapidly. Thermal fluid

dynamics and their efficient control are the key to improving the propulsion efficiency, controlling the

combustion stability, reducing emissions, and expanding the engine operating boundaries. There is

an urgent need to develop new theories of thermal fluid dynamics, reveal the coupling mechanism of

multiple physical fields, such as fluid/combustion/acoustics/thermal/structure, and propose some

new methods for thermal fluid control.

This Special Issue published recent advances in the inlet, compressor, combustor, turbine and

nozzle of aero-engines. The inlet is an aerodynamic interface between the aircraft and the engine.

Sun et al. [1] numerically assessed the effect of a horizontal periodic gust on the internal flow of

the inlet at a low flight Mach number of 0.235. They found that the gust changes the time-averaged

flow structure, and the internal flow oscillates significantly. The results demonstrated that the gust

has unfavorable impacts on the aerodynamic performance of the inlet, with total pressure distortion

and increases in the total pressure lost. Luo et al. [2] analyzed the unsteady shock motion in a

hypersonic inlet of a rotating detonation engine. The transient three-dimensional shock structure,

surface pressure distribution and the unsteady shock/boundary layer interaction are discussed in

detail. The flow structure shows a spatial–temporal self-similarity property, and a theoretical model

of the inclination angles of the MSW with an accuracy of 3% is developed and validated. To enhance

the performance of the centrifugal compressor, Zhang et al. [3] proposed a self-circulating casing

treatment and explored its underlying control mechanism. The results showed that the area of

high relative total pressure loss in the blade tip passage and the flow loss reduced, resulting in

an improvement of 20.22% for the stall margin. As the circumferential coverage ratios increased,

the self-circulating control effect improved significantly. The efficient atomization of liquid fuel in

scramjet combustors was one of the key issues. Zhao et al. [4] numerically investigated the effect of

an incident shock on the atomization characteristics of kerosene with supersonic crossflow. Due to

the interaction of the incident shock, the Sauter mean diameter of the jet reduced, and its distribution

became more uniform. As the incident shock moved upstream, it had a reduced impact on the

penetration depth of the kerosene jet, but the trajectory of the jet became closer to the wall. Tai et al.

[5] used dielectric barrier discharge plasma actuation to enhance the turbulent mixing of fuel droplets

and oxidant air in a ramjet combustor. The primary control mechanics of such an actuator involve

the acceleration of the fluid, and the recirculation zone behind the evaporative V-groove flame holder

was rearranged. Adjusting the actuation dimension, actuation intensity, and actuation position can

achieve a relatively optimal turbulent mixing. As the performance of an axial turbine becomes poor

at lower-than-nominal regimes, Nicoara et al. [6] proposed a specific fluid injection to overcome

such shortcomings. Compared to the uncontrolled state, the power generated by the turbine could

be improved by as much as 30%, which validated its effectiveness. An exhausted nozzle is one of

the major sources of infrared radiation in aero-engines. The serpentine nozzle, characterized by its

curved shape, was a practical configuration with which to minimize infrared radiation. Ahmed et

al. [7] numerically addressed the impact of the cone mixer angle and aft-deck. With the increase in

the mixer cone angle, the jet velocity and the temperature dropped, reducing the infrared radiation.

The increase in the length of the aft-deck reduced the jet temperature also. A trapezoid and triangle

aft-deck had a superior infrared radiation performance. Heat dissipation is critical for aerospace
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equipment, its battery, and electronic equipment. Zhao et al. [8] presented a comprehensive review

regarding the micro-channel oscillating heat pipe (MCOHP) used in aerospace spacecraft for heat

dissipation. The effects of heat flow on the thermal performance of MCOHPs were summarized in

detail. The choice of heat flow work fluids, such as nano-fluids, gases, single liquids, mixed liquids,

surfactants and self-humidifying fluids, was revealed to have a significant effect on the thermal

performance of MCOHPs, as well as influences the gravity and flow characteristics. The heat flow

pattern also affected the flow mode and mass transfer efficiency of the oscillating heat pipe.

Moreover, this Special Issue collected and published recent research addressing aircraft design

and engineering. The formation of ice on aircraft wings has become a research hotspot in recent

years, involving aerodynamics, two-phase flow and fluid–structure interactions, among others. Lu

et al. [9] conducted numerical simulations in order to study the effect of blockages on the icing of

various airfoils. Their simulation results showed that, with an increase in blockages, the flow velocity

above the stagnation point of the airfoil rose, which led to the distribution of pressure coefficients and

stronger heat transfer capacities. Meanwhile, it was found that the position of icing moved forward

and the angle of the upper ice horn became smaller. Han et al. [10], from the Shanghai Aircraft

Design and Research Institute, performed normal droplet and supercooled large droplet icing wind

tunnel tests. They found that compared with normal droplets, the ice horn height of supercooled

large droplets decreased with the increase in the droplet particle size. The range and height of the

rough element ice shape after the main ice horn of the supercooled large droplets were significantly

larger and higher than those of the normal droplets. Flight mechanics is a crucial research direction in

aircraft design. Liu et al. [11] performed experimental investigations on the flight control of a V-tail

configuration for a wind tunnel aircraft model, and they proposed a flight control law in order to

control the aircraft model’s static stability, height, and pitch angle in the wind tunnel. Their results

indicated that the proposed experimental method, via a full model of the aircraft with twin V-tails

and a novel longitudinal flight control law, was effective.

The editors of this Special Issue would like to thank each one of these authors for their

contributions and for making this Special Issue a success. Additionally, the guest editors would like

to thank the reviewers and the Aerospace editorial office, particularly Ms. Linghua Ding.
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Abstract: Gust is a common atmospheric turbulence phenomenon encountered by aircraft and is
one major cause of several undesired instability problems. Although the response of aircraft to the
incoming gust has been widely investigated within the subject of external-flow aerodynamics in the
past decades, little attention is paid to its effects on the internal flow within aircraft engines. In this
paper, a newly implemented Field Velocity Method (FVM) in OpenFOAM is used to simulate the flow
field and aerodynamic responses of a serpentine inlet exposed to non-stationary horizontal sinusoidal
gusts. Validations are performed on the results obtained based on the baseline Computational Fluid
Dynamics (CFD) solver and the gust modeling method. Finally, the flow field and aerodynamic
characteristics of the serpentine inlet under horizontal sinusoidal gust conditions are comprehensively
investigated. It is found that the gusts not only significantly change the flow structure but also play
an unfavorable role in the total pressure distortion of the serpentine inlet. This finding shows the
necessity to consider gust effects when designing and evaluating the performance of aircraft engines.

Keywords: gust; aerodynamics; serpentine inlet; computational fluid dynamics

1. Introduction

Gust is one of the most common and important atmospheric phenomena for flight and
has played an important role in many catastrophic flight accidents in the past decades [1–3].
Investigations of aircraft aerodynamic responses to atmospheric disturbances like gusts
have demonstrated the importance of gusts in aerospace engineering because they are
generally unexpected, giving the aircraft control less time to respond. Taking aircraft lifting
surfaces such as wing and horizontal tail as examples, the unsteady loads caused by gusts
not only decrease the fatigue lifetime of the structure but also affect the flight performance
and passengers’ comfort level [4]. Severe atmospheric gusts can lead to serious effects on
the flight path and propulsion system [5,6]. Therefore, gust loads have to be considered
in the load cases during aircraft development and all the representative airworthiness
regulations such as the FAR-25 and the CS-25 have made detailed specifications for the
determination of critical gust loads [4]. Several artificial gust generators have been de-
veloped to experimentally investigate these phenomena, which include rotating slotted
cylinders [7], oscillating plates [8], wind vanes [9], and active grids [10].

Using CFD (Computational Fluid Dynamics) methods, it is possible to prescribe the
gust velocity using the Field Velocity Method (FVM) [11,12] and the Split Velocity Method
(SVM) [13–16] for simulating the airfoil lift response to a gust of arbitrary shapes. The main
differences between FVM and SVM are twofold. First, SVM requires special grid refinement
for gust grid transport while FVM does not. Second, SVM can account for the mutual
interaction of the gust and the research object [6] since the gust is resolved in the flow field,

Aerospace 2022, 9, 824. https://doi.org/10.3390/aerospace9120824 https://www.mdpi.com/journal/aerospace
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whereas the gust shape is unaffected from the start to the end in FVM [17]. A wide range
of reduced-order models [18–21] was also developed for the efficient estimation of airfoil
aerodynamic force responses to gusts [22–24]. These simple models may be combined with
a CFD method to enhance the accuracy of the result and to provide a direct coupling with
the aeroelastic equations of motions for predicting displacement responses [25].

It is well known that the engine inlet is usually located at the very front of the propul-
sion system and plays an important role in deciding the performance of the engine itself.
Therefore, any disturbances in the incoming air may cause significant flow field deterio-
ration, such as distortion and separation in the inlet. Although first noticed as early as in
the 1960s [26], hardly any emphasis has been placed on investigating the effects of gusts
on engine inlets, and only a handful of numerical studies on gust-inlet interactions were
carried out so far [27–29]. Kozakiewicz and Frant [30,31] numerically studied the impact of
changes in speed, gust angle, and sideslip angle on the development of the intake vortex for
both a single and a double fuselage-shielded inlet. A common conclusion can be drawn that
low-speed gust is the most dangerous because low-speed gusts contribute to the formation
of the inlet vortex regardless of the gust angles for a wide range of sideslip angles [31].
However, the gusts in the aforementioned study were indeed steady crosswinds, rather
than unsteady oscillating gusts as prescribed in the existing airworthiness regulations. Hal-
was and Aggarwal [28] numerically investigated the effect of side gust on the performance
of a supersonic inlet. They found that the shock structure, flow characteristics, and inlet
performance all are strongly affected by the presence of gust. The shock structures and the
external and internal flows become asymmetric. The shock/boundary-layer interaction
becomes stronger, resulting in strong boundary-layer separation, secondary flow, and a
separated flow region in the diffuser section. In addition, the inlet performance generally
deteriorates, resulting in significant reductions in the total pressure recovery and the mass
flow ratio and increases in the flow distortion. However, the adverse effects of the shock
waves and their interaction with the boundary layer can be effectively removed by using a
bleed system [29]. Übelacker, Hain and Kähler [32] experimentally investigated the inter-
action between the gust generated by a pitching airfoil and the leading-edge separation
bubble of a through-flow nacelle. It was found that the gust significantly influences the
inlet separation region by changing the angle of attack.

From the above discussions, it is easily found that only limited gust studies have
been performed concerning the inlet internal flow consideration compared to the extensive
studies on the wing external flow aspect. Moreover, it is seen from the small amount
of open literature that the more common unsteady gusts in nature, such as oscillating
and transporting gusts, were rarely involved. The present work is motivated by these
considerations. In this paper, we present new insights into the flow characteristics and
mechanisms of an ultra-compact serpentine inlet subjected to periodic horizontal gusts
via computational fluid dynamics (CFD) on the platform of the open-source package
OpenFOAM®. The aims of this study are primarily threefold. First, this study is thus
motivated to provide a primary insight into the effects of gusts on internal flows and attract
more attention to this relevant field. Second, all existing studies about gust effects on
engine inlets [28–31] investigated the effect of side gusts with changing sideslips but with
a constant magnitude. The present study investigates unsteady sinusoidal gusts, which
may reveal different mechanisms regarding gust-inlet interactions in a real environment.
Finally, most of the existing gust modeling methods are based on in-house codes. This
study implements the FVM within the open-source OpenFOAM toolbox, providing better
access for researchers in the field.

Considering the streamwise direction of the main flow inside the diffuser, horizontal
gusts are deemed to more significantly affect the inlet flow and thus are adopted by this
study. The unsteady solver for the inlet aerodynamics is validated by comparing the
calculation results with the previous wind-tunnel measurement data [33]. Both the flow
field characteristics and aerodynamic performance responses of the inlet are inspected to
reveal the underlying mechanism for the gust-inlet interaction. The following content of

2
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this paper is structured as follows. Section 2 presents the relevant theories and details of
the numerical setup. Section 3 presents and analyzes the results of the effects of periodic
gusts on the serpentine inlet. Finally, a conclusion is made in Section 4 to summarize the
results and findings obtained from the present study.

2. Theory and Methodology

2.1. Model Description

The inlet model in the present work is an ultra-compact serpentine inlet integrated with
the forebody of a flying-wing stealth aircraft, which has been studied previously by the Inlet
Research Group of Nanjing University of Aeronautics and Astronautics (NUAA) [33,34],
as shown in Figure 1a. The main geometric parameters of the model are tabulated in
Table 1. The entrance of the top-mounted serpentine inlet is smoothly merged with the
forebody of the aircraft. The inlet is ultra-compact for the sake of the rigorous restrictions
of the aircraft size and weight, with a length of 2.3 D for the compact diffuser, where
D = 65 mm is the diameter of the aerodynamic interface plane (AIP). Section 1-1 shows
half of the trapezoidal shape of the entrance section and Section 2-2 the unique concave
shape of the middle section. The typical cross-sectional shape of the middle section of a
traditional design is also shown in Figure 1a for contrast. Furthermore, the vertical offset
between the entrance center and the exit center of the diffuser is as high as 0.66 D, which
is highly prone to boundary layer separations at the aft part of the top surface and the
fore part of the bottom surface. Therefore, a large internal bump is introduced into the
top surface to suppress massive flow separations and decrease the distortion index at the
AIP (Figure 1b). More descriptions of the configuration of the inlet model are accessible in
our previous investigation [33]. Experimental measurements were previously done in the
NH-1 high-speed wind tunnel of NUAA and will be reused here for the current numerical
model validation.

 

Figure 1. (a) Geometry and (b) experimental setup of the serpentine inlet of NUAA Inlet Research
Group [33].

Table 1. Main geometric parameters of the ultra-compact serpentine inlet.

Parameter Value

Diameter of the AIP D (65 mm)
Distance between the forebody tip and the inlet 2.0 D

Total length of the inlet 2.5 D
Length of the diffuser 2.3 D

Vertical offset of the diffuser 0.66 D

3
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2.2. Performance Parameter Definition

Two common parameters, i.e., total pressure recovery σ and circumferential total pres-
sure distortion index, DC60 are employed in this paper to characterize the inlet performance
at the aerodynamic interface plane (AIP) between the inlet and the engine. σ is defined as

σ = p∗avg360/p∗∞ (1)

where p∗avg360 is the mass flow weighted average total pressure at the AIP, and p∗∞ is the
total pressure of the freestream air. And DC60 is calculated as

DC60 =
(

p∗min60/p∗avg360

)
/qavg360 (2)

where p∗min60 is the minimum value of the mass flow weighted average total pressure over
any 60◦ sector around the center of the AIP, qavg360 is the mass flow weighted average
dynamic pressure at the AIP.

In addition, the static pressure coefficient Cp is used to discuss the static pressure
distribution on the wall of the inlet, which is defined as

Cp = (p − p∞)/q∞ (3)

where p and p∞ are the static pressures on the inlet wall surface and of the freestream air,
respectively. q∞ is the dynamic pressure of the freestream air.

2.3. Governing Equations

The unsteady three-dimensional (3D) compressible Reynolds averaged Navier-Stokes
(URANS) equations are solved for both investigations: no-gust and gust cases. Meanwhile,
the turbulence is modeled by the Menter k − ω Shear Stress Transport (SST) model [35]
with a fully turbulent boundary layer assumed. The governing equations including the
mass, momentum, energy, and turbulence equations can be written in a common vector
form as:

∂

∂t

∫
Ω

⇀
W dΩ +

∮
∂Ω

(
⇀
F c −

⇀
F v

)
dS =

∫
Ω

⇀
Q dΩ (4)

where
⇀
W is the vector of conservative variables,

⇀
F c is the vector of convective fluxes,

⇀
F v is

the vector of viscous fluxes, and
⇀
Q is the source term comprising all volume sources due to

body forces, volumetric heating, and turbulence. Ω is the control volume bounded by the
closed surface ∂Ω, and dS denotes the surface element. The concrete expressions of all the
variables can be found in Blazek’s book [36].

The velocity correction is applied throughout the flow field. A horizontal sinusoidal
gust can be perceived as a superposition of a sinusoidal time-variant velocity field parallel to
the freestream. As opposed to SVM, which is also named as Resolved Gust Approach (RGA)
in [25,37,38], the superposed velocity field is modeled by modifying the grid time metrics
without actually moving the grid. Therefore, there is no need for a high grid resolution in
the whole domain to transport a gust from the inflow boundary to the aircraft to minimize
the numerical losses [17]. Mathematically, FVM can be explained by considering the general

flow velocity
⇀
V in the computational domain, which can be rewritten as

⇀
V = (u − xτ)i + (v − yτ)j + (w − zτ)k (5)

where u, v, and w are the components of the velocity along the coordinate directions, and
xτ , yτ , and zτ are the grid time metrics components. For the flow over a stationary body,
these components are zero.
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The velocity field in the presence of a horizontal gust can be expressed as

⇀
V =

(
u − xτ + ug

)
i + (v − yτ)j + (w − zτ)k (6)

Thus, the modified time metrics are

x̃τ i + ỹτ j + z̃τk =
(
xτ − ug

)
i + yτ j + zτk (7)

The type of gust of interest in the present study is horizontal and sinusoidal, i.e., only
the velocity component in the horizontal (streamwise) direction changes with the time
variable in a sinusoidal fashion. The gusty inflow velocity profile simulated in this study is
illustrated in Figure 2. It consists of only one full period of sinusoidal oscillation followed
by the mean velocity for t > T. The oscillation amplitude, frequency, and mean velocity of
the horizontal sinusoidal gusts of interest in this study are ũg, f , and u0, respectively.

 
Figure 2. Definition of the gust velocity profile of interest in this study.

The horizontal component of the gusty inflow velocity can be expressed as

u = u0 + ũg · sin(2π f · t) (8)

where t =
[
0 : T

N : (N−1)T
N

]
is the vector of time, discretizing one period of gust T into N

equal intervals. N decides the resolution of the discretized gust shape. A larger N implies
that the discretized gust shape is more approximate to the physically continuous one.

Discretization of the gust velocity was done by using Matlab. As for a complete
running of a gust case, an unsteady calculation of the no-gust case was first carried out by
the compressible solver ‘rhoPimpleFoam’, of which the result was used to initialize the
flow field for the subsequent gust computation. Then, the gust velocity, which is read from
an external velocity document, is superposed with the mean velocity of the flow field for
calculation of the inlet response, as illustrated in Figure 3.

 

Figure 3. Illustration of the implementation of the current FVM gust modeling method.
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2.4. Solution Algorithm

All the velocity, turbulence, and energy terms were discretized by the second-order
linear-upwind scheme, as well as the pressure terms by the second-order linear differenc-
ing scheme. The dual time stepping approach was used for the temporal discretization
together with a second-order backward Euler differencing scheme. Within each time step,
the linearized algebraic equations were solved using a generalized Geometric-algebraic
Multi-grid (GAMG) convergence acceleration method with the Gauss-Seidel smoother.
In addition, the PIMPLE algorithm [39], which is a combination of the pressure-implicit
split operator (PISO) and the semi-implicit method for pressure-linked equations (SIMPLE)
algorithms, was used to solve the pressure-velocity equation [40]. The time step size is
adjustable so that the Courant number remains below one, to satisfy the CFL condition.
Solutions were computed on a 2-CPU workstation with a total of 128 “AMD-EPYC-7742”
processors. All the calculations were performed using a Linux-compiled version of the
OpenFOAM code (Version 1912) for multiple parallel computations. The convergence
criterion was based upon a decrease in solution residual error of at least four orders of
magnitude from the starting conditions.

2.5. Mesh and Boundary Condition

Due to the symmetry of the geometric model and the flow field characteristics of all
simulations in this study, half of the model is adopted for numerical construction. The
computational domain is set as 14 D, 16 D, and 10 D in the x, y, and z directions, which can
sufficiently eliminate the boundary effect on the computed results, as shown in Figure 4.
The origin of the coordinate system concerning the geometry is at the leading of the fore-
body. The internal duct was also extended linearly by 1.0 D from the AIP to the actual
exit of the diffuser. For mesh generation, a fully structured multi-block mesh strategy is
adopted using the ANSYS ICEM CFD software [41]. The fine mesh, which will be adopted
for the whole study, in total has 51 blocks and 4.20 million cells. The internal diffuser
mesh employs an O-grid topology and has 201, 120, and 31 nodes in the streamwise,
circumferential, and radial directions, respectively. The height of the first layer adjacent to
all the walls is set to be 1 × 10−5 m, which satisfies the requirement of the normalized wall
distance y+ ∼ 1.

 

Figure 4. Computational grid used in the current study: (a) Global view of the whole computational
domain; (b) Close view of the surface mesh on the forebody-inlet integration; (c) Close view of the
O-type mesh at the AIP.
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The boundary conditions are also shown in Figure 4. At the symmetry plane, colored
in blue, no fluid can enter or exit the domain, and the normal gradients of the scalar
variables and velocity components tangential to the symmetry plane are zero, which can be
expressed as

⇀
v ·⇀n = 0,

⇀
n · ∇φ = 0,

⇀
n · ∇

(
⇀
v ·⇀t

)
= 0 (9)

where φ stands for the scalar variables including p, T, K, and ω.
⇀
t denotes the unit

tangential vector. The outlet of the domain (in green) and the outlet of the diffuser are
applied with the Neumann boundary condition given by

∇⇀
v = 0 (10)

and all the walls are treated as no-slip and impermeable walls, i.e.,

⇀
v ·⇀t = 0,

⇀
v · ⇀

n = 0 (11)

A list of the boundary condition settings for the computational domain concerning
the main variables in OpenFOAM is shown in Table 2.

Table 2. Boundary condition settings for the computational domain.

Boundary k ω p T
⇀
V

Farfield inletOutlet inletOutlet freestreamPressure inletOutlet freestreamVelocity
Outlet inletOutlet inletOutlet fixedValue inletOutlet zeroGradient

Symmetry plane symmetry symmetry symmetry symmetry symmetry
Forebody_inlet kqRWallFunction omegaWallFunction zeroGradient zeroGradient noSlip
Diffuser_outlet inletOutlet inletOutlet fixedValue inletOutlet zeroGradient

3. Results and Discussions

3.1. Mesh Independence Examination

For the CFD simulation, the first important consideration is to guarantee the results
are independent of the mesh used, i.e., to conduct a mesh independence examination. To
this end, a set of grids sequentially named as coarse-, fine-, and dense-mesh is checked
at the freestream Mach number of M = 0.7 and the non-dimensional static pressure at the
AIP pAIP/p0 = 1.18 where p0 is the static pressure of the freestream air. Table 3 tabulates
the number of cells, the calculated total pressure recovery σAIP, the absolute error relative
to the result by the dense mesh, as well as the previous wind-tunnel experimental mea-
surement [33]. All three grids obtain satisfactory results with good accuracy relative to the
experimental measurement. Enhancing the mesh resolution from the coarse mesh to the
fine one has reduced the prediction error by an order of magnitude.

Table 3. Inlet performance calculated with different resolved meshes at M = 0.7 and pAIP/p0 = 1.18.

Data Source Number of Grid Cells σAIP Error of σAIP

EXP. [33] — 0.961 —
Coarse mesh 2.48 million 0.968566 1.039 × 10−3

Fine mesh 4.20 million 0.967687 1.597 × 10−4

Dense mesh 5.95 million 0.967527 —

The differences between the total pressure contours and the wall static pressure
coefficient [33] predicted by the three meshes are also very small, as shown in Figures 5
and 6, respectively. The five low-total-pressure zones as depicted in our previous study
by Ansys Fluent [33] are all captured by the three meshes, as well as the bat-shaped
distribution, as shown in Figure 5. The predicted static pressure distributions along the top
and bottom surfaces of the serpentine inlet all agree well with the experimental results for
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all the meshes. In summary, there is no significant difference between the results obtained
by the three generated meshes both qualitatively and quantitatively. Considering the
computational efficiency and accuracy for the later simulation of gusts, the fine mesh is
selected for all the subsequent gust response computations.

Figure 5. Comparison of the total pressure contours at the AIP calculated with different levels of
mesh resolutions at M = 0.7 and pAIP/p0 = 1.18: (a) Coarse grid; (b) Fine grid; (c) Dense grid.

 
Figure 6. Surface static pressure distributions calculated with different-sized meshes at M = 0.7 and
pAIP/p0 = 1.18.

3.2. Unsteady Aerodynamic Solver Validation

To validate the accuracy of the current solver for prediction of the fundamental aero-
dynamic performance with no gust, an experimental case at the test condition of M = 0.7
and pAIP/p0 = 1.18 was first calculated with the current solver. The time-averaged surface
static pressures on both the top and bottom surfaces of the inlet along with the variation
distribution of the transient values are shown in Figure 7, where our previous wind-tunnel
experimental measurements and CFD results calculated by Fluent [33] are also shown for
comparison. The variation bars represent the mean, peak, and valley pressures counted
from an efficient period. Generally, the current solver predicts the wall static pressure well
with good agreement with the experimental measurements. The adverse pressure gradients
are slightly under-predicted by both solvers, which is due to the common deficiency of
RANS methods in predicting three-dimensional rotating and separated flows [33,42,43].
The maximum relative errors of the results predicted by OpenFOAM and Fluent relative
to the experimental measurements are about 24.5% and 20.1%, respectively. Despite these
differences, the trends are consistent with that of the experimental results, and the size of
the flow separation region on the lee side of the top surface is correctly predicted.
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Figure 7. Comparison of the surface static pressure results between the experiment and both CFD
methods at M = 0.7 and pAIP/p0 = 1.18 in the absence of gust.

Figure 8 presents a comparison between the time-averaged total pressure contours
at the AIP predicted by the current unsteady solver and the experimental observation.
The typical characteristics of the flow structure are successfully simulated by the current
solver. The five low-total-pressure zones as depicted in our previous study by Ansys
Fluent [33] are also captured by the current solver, as well as the bat-shaped distribution.
By changing the pressure at the outlet of the diffuser, the inlet performance at different
operating conditions can be obtained. Figure 9 shows the total pressure recovery and
circumferential total pressure distortion index [33] calculated by the two solvers. It can be
seen that the results are consistent with the experimental data in trend and have a small
relative error in magnitude. In conclusion, the current solver is qualified in predicting the
flow field characteristics and aerodynamic performance of the serpentine inlet.

 
Figure 8. Comparison of the total pressure contours at the AIP between (a) the experiment, (b) the
current OpenFOAM solver, and (c) the previous Fluent solver [33] at M = 0.7 and pAIP/p0 = 1.18.

   

Figure 9. Comparison of the inlet performance results between the experiment and both CFD methods
at various AIP Mach numbers (M = 0.7).
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3.3. Inlet Low-Speed Performance without Gusts

The following study primarily concerns the aerodynamic performance of the serpen-
tine inlet at low velocities, because gust encounters are more common and adverse at
aircraft landing and take-off phases. Thus, for all the following gust response calculations,
the freestream velocity is fixed at u0 = 80 m/s (i.e., M = 0.235), and the backpressure
pAIP/p0 = 0.85, leading to an AIP Mach number of 0.45.

The flow field characteristics at an inlet Mach number M = 0.235 are presented in
Figure 10. The vortex tubes are visualized using the Q-criterion. Figure 10a shows the iso-
surface of Q′ = 1 × 10−5, where (Q′ = Q/(Qmax − Qmin)). Similar to the high-speed behavior
at M = 0.7 as observed by Sun and Tan [33], the three dominant vortex tubes are also present
but more chaotic at M = 0.235 with some more minor vortex tubes accompanying the three
major ones (Figure 10a). These vortex tubes are oriented both in the streamwise and lateral
directions, indicating a strong three-dimensional effect of the highly curved serpentine
inlet geometry on the flow field. There is only a slight flow separation at the lee side of
the top surface thanks to the application of the bump (Figure 10b). The bat structure of
the total pressure contours becomes less sharp at the low-speed condition (Figure 10c).
Besides, regarding the five low-total-pressure regions, the ones referred to as No. 1, 2, and
5 have shrunk significantly, while the two at both sides of the bottom part (No. 3 and 4) are
slightly enlarged. The changes agree well with the pattern of the secondary flow at the AIP
(Figure 10d).

 

Figure 10. Flow field characteristics of the serpentine inlet at M = 0.235 and pAIP/p0 = 0.85 under the
no-gust condition: (a) the vortex tube (VT) structure, (b) Flow separation occurring at the lee side of
the top surface coupled with the Mach number contour, (c) Total pressure contour at the AIP, and
(d) Pattern of the secondary flow at the AIP.

As there is unsteady flow separation occurring on the top surface, it is necessary to
clarify the unsteadiness of flow field characteristics before investigating gust responses.
Figure 11 shows the unsteady fluctuation and the spectrum of the wall static pressure
probed at the location ‘p5’ in the separation zone in Figure 10b. It is seen from Figure 11a
that both low- and high-frequency fluctuations of the wall static pressure are present due to
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the shedding of the separation bubbles. Figure 11b indicates that there are two predominant
peak zones in the spectrum, one within the range of gust frequency studied in the present
study (25–300 Hz) and the other one located at a much higher frequency zone between
2000 and 3000 Hz. Figures 12 and 13 show the corresponding results for total pressure
recovery and distortion at the AIP, respectively. Since these are surface-averaged quantities,
these curves do not show fluctuations at very high frequencies. Note that the mean values of
the total pressure recovery and distortion are about 0.945 and −0.36, respectively. Although
the AIP has fully been out of the separation zone and about 1 D away from the vortex core
at the separation zone, the unsteady shedding vortices from the top surface still cause both
performance parameters to slightly fluctuate at a low peak frequency of around 100 Hz.
This is an important finding for analyzing the inlet aerodynamic responses to the gusts in
the last subsection.

 

Figure 11. (a) The unsteady fluctuation and (b) the spectrum of the wall static pressure probed at
position p5.

 

Figure 12. (a) The unsteady fluctuation and (b) the spectrum of the total pressure recovery at the AIP.

 

Figure 13. (a) The unsteady fluctuation and (b) the spectrum of the total pressure distortion at
the AIP.
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3.4. Gust Model Validation

Before the study of the response of the serpentine inlet to sinusoidal gusts, the accuracy
of the current gust modeling method should also be validated, which includes two aspects,
one concerns producing a gusty flow field and the other is gust response. For the former
consideration, a structured grid with a uniform cell size of 0.01 m is generated for a
rectangular computational domain where a sinusoidal gust with the frequency f = 10 Hz,
amplitude ũg = 20 m/s plus a mean velocity u0 = 80 m/s is introduced at the left boundary,
as shown in Figure 14. Both the top and bottom boundaries of the domain are set as the “slip”
wall. To investigate the gust velocity distribution at different locations, five probe positions
are selected to monitor the local airflow velocities. Figure 15 presents a comparison of the
gust velocity profile of a full period between the CFD value monitored at the origin of the
coordinate, O, and the theoretical value. It is expected that the current numerical result
agrees quite well with the theoretical one with no significant numerical dissipation.

 

Figure 14. Illustration of the gust model and the probed positions for characterization of the horizontal
sinusoidal gusty inflow condition implemented by this study.

Figure 15. Comparison of the horizontal gust velocity between the theoretical value and the current
CFD result.

To further validate the accuracy of the current FVM for gust response predictions, a
NACA 0006 airfoil was selected for two-dimensional simulations. The reasons why an
external flow case is chosen are twofold. The first is the fact that there is little data about
internal flow gust responses like the inlet gust responses of interest in this study. The
second is data availability of airfoil gust response for reference and comparison. The NACA
0006 airfoil selected here is a thin symmetric airfoil that is very suitable for reduced order
modeling (ROM) such as the Küssner function and convolution integral model [25]. The
computational domain and grid are shown in Figure 16. The total numbers of nodes and
cells are 637,548 and 377,464, respectively. The height of the first layer adjacent to the
walls is 1 × 10−5 c, where c is the chord length of the airfoil and c = 0.02 m. Two kinds of
vertical gust shapes are simulated, i.e., 1-cosine and sinusoidal, whose shape definitions
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are also accessible in [25]. As shown in Figure 17, the gust velocity simulated by the FVM
method is highly consistent with the theoretical value for both gust shapes, and the airfoil
lift coefficient response also agrees generally well with the theoretical value calculated by
the CIM. There is some deviation at the ending part of both lift responses because the CIM
results converge to the mean no-gust value after one period, while the CFD results continue
with another gust cycle. To be concluded, the currently implemented FVM method is
capable of simulating various gust shapes and responses.

 

Figure 16. Computational grid for simulation of the gust responses of the NACA 0006 airfoil:
(a) Global view of the whole computational domain; (b) Close view of the mesh near the airfoil;
(c) Close view of the O-type mesh at the leading edge of the airfoil.

 

Figure 17. Comparisons of (a) the 1-cosine and (b) sinusoidal vertical gust velocity profiles between
the theoretical and current CFD results, followed by comparisons of lift coefficient (CL) responses of
the NACA 0006 airfoil to the two gusts in (c) and (d), respectively.
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3.5. Gust Discretization Examination

As the internal flow characteristics of the serpentine inlet are highly sensitive to the
freestream conditions, the resolution of the gust velocity profile should be guaranteed
to minimize the unfavorable effect of gust shape discretization on the accuracy of the
calculated results. Therefore, the influence of the number of gust discretization intervals, N,
on the aerodynamic responses of the serpentine inlet during a full period of the gust is first
investigated. The settings of the material and gust parameters for the following gust tests
are tabulated in Table 4.

Table 4. Values of the material parameters for the inlet gust response calculations.

Variable Value

Ambient pressure, p0, Pa 101,325
Inlet exit pressure, pe, Pa 86,126.25

Air density, ρ0, kg/m3 1.17
Air dynamic viscosity, μ0, Pa·s 1.82 × 10−5

Ambient temperature, T0, K 300
Inlet exit temperature, Te, K 300
Freestream Mach number, M 0.235
Freestream velocity, u0, m/s 80

Gust frequency, f, Hz 25, 50, 75, 100, 125, 150, 175, 200, 225, 250, 275, 300
Gust amplitude, ũg, m/s 4, 8, 12, 16, 20

The changes of the horizontal flow velocity probed at three locations in the symmetry
plane and the various inlet performances at the AIP with the variation of N are shown in
Figure 18. It is seen from Figure 18a to Figure 18c that the influence of N on the flow velocity
becomes more and more apparent when approaching the AIP. The gusty flow velocity at
locations far from the serpentine inlet coincides with the specified gust profile. However,
both the mean velocity and fluctuation amplitude are considerably increased near and
inside the serpentine inlet due to the suction effect of the favorable backpressure set at the
exit of the serpentine inlet. It can also be seen that the flow velocity profile gradually loses
the original sinusoidal shape in the proximity of the serpentine inlet and that an interaction
with the intrinsically unsteady flow field within the serpentine inlet takes place, resulting
in strong high-frequency oscillations at the AIP, as shown in Figure 18c. In general, the
current gust discretization resolutions of interest have obtained negligible differences in
the simulation results. To minimize its influence on the prediction accuracy of the gust
response of the inlet, the maximum number of gust discretization intervals, i.e., N = 2000,
is selected for all the later calculations.

3.6. Gust-Inlet Coupled Flow Field Characteristics

Gust responses of inlet performance are fundamentally contributed by the interaction
between the gust and the inlet. Therefore, it is necessary to first have an overall under-
standing of the characteristics of the gust-inlet interacted flow field. Figure 19 shows the
velocity vectors combined with the streamline distributions near the flow separation zone
at the top surface for the gust case at four-time instants corresponding to the four extreme
points of the total pressure recovery shown later. They are t1/T = 1.375 (acceleration phase),
t1/T = 1.825 (deceleration phase), t1/T = 2.325 (acceleration phase) and t1/T = 2.80 (decel-
eration phase). Compared with the results in the absence of gust as shown in Figure 10c,
a remarkable change is the enlarged flow separation zone at all the instants under the
interaction of gust, suggesting that both the acceleration and deceleration phases of the
gust promote the extent of flow separation in the serpentine inlet. Besides, a couple of
vortexes is formed at the two instants of the deceleration phase (Figure 19b,d), which will
be discussed later in more detail.
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Figure 18. Effects of the number of gust discretization intervals for a full-period gust, N, on the CFD
results of the gust velocity at three probe locations in the symmetry plane (a) in the farfield, (b) at
the middle of the entrance of the diffuser and (c) at the middle of the AIP position; Effects of N on
(d) the total pressure recovery, (e) circumferential distortion and (f) outlet Mach number at the AIP.
The simulated gust frequency is f = 50 Hz and amplitude ũg = 8 m/s.

Figure 19. Velocity vector, streamline, and Mach number distribution near the flow separation zone
for the gust case of f = 100 Hz and ũg = 8 m/s at the four instants.
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As found from the results above, both the acceleration and deceleration phases of
the periodic gust have caused strong flow separations at the lee side of the top surface.
However, the dominating mechanisms behind the two cases are not the same. Figure 20
presents a comparison of the static pressure distribution on the top surface in the symmetry
plane between the no-gust case and the four instants of the gust case of f = 100 Hz and
ũg = 8 m/s. It is seen that the adverse pressure gradient is much larger than that in the
absence of gust at the two instances of the acceleration phase (i.e., t1 and t3). This is due to
the velocity increase during the acceleration phase and a resulting decreased static pressure
at the lee side of the top surface upstream of the separation region (x = 0.19 m), which leads
to a stronger adverse pressure gradient further downstream. The main flow characteristic
during the deceleration phase (i.e., t2 and t4) is characterized by the development of two
separation vortices. The vorticity of these coupling vortices is significantly higher compared
to the single vortex in the absence of gust and also to the single vortex developing in the
acceleration phase, as is demonstrated in Figure 21. As is shown in Figure 20b, the adverse
pressure gradient in the region between x = 0.19 m and x = 0.22 m during the deceleration
phase (i.e., t2 and t4) is essentially equal to that of the no-gust case. However, the kinetic
energy of the flow is significantly lower, which leads to earlier and much stronger flow
separation on the lee side. In conclusion, this analysis demonstrates that flow separation
is significantly enhanced during both the acceleration and the deceleration phase, but the
flow is more strongly affected during the deceleration phase.

 

 

Figure 20. Static pressure distributions on the top surface of the inlet under the no-gust condition and
at different phases of the gust (f = 100 Hz and ũg = 8 m/s) at M = 0.235 and pAIP/p0 = 0.85: (a) the
overall view and (b) amplified view in the adverse-pressure-gradient zone.

Figure 22 presents a comparison of the total pressure contours at the AIP between
the four instances of the gust. It is observed that both the structure and magnitude of the
total pressure distribution are changed due to the interaction between the gust and the
inlet. All the five low-total-pressure zones marked in Figure 10c have been enlarged by the
gust, indicating greater total pressure losses within these zones. The secondary vortices
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are even larger at times t2 and t4, and this aspect can be detrimental to the engine further
downstream. However, the average total pressure losses remain within 4% of the total
pressure recovery in the absence of gust, as will be discussed in more detail later in this
paper. Moreover, the difference in the total pressure distribution seems not to have changed
the structure of the secondary vortices at the AIP other than the scope of the vortex pairs,
as shown in Figure 23.

 
Figure 21. Vorticity of the vortex cores shown in Figure 19. For both the cases with two vortex cores,
the upstream one has the larger vorticity and is thus named as ‘main vortex’.

Figure 22. Total pressure contours at the AIP at four instances of the gust case of f = 100 Hz and
ũg = 8 m/s.
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Figure 23. Streamline distributed at the AIP at four instances of the gust case of f = 100 Hz and
ũg = 8 m/s.

3.7. Inlet Aerodynamic Performance Responses to Gusts

This subsection deals with the influences of sinusoidal gusts on the inlet aerodynamic
performance for both the gust frequency and amplitude. For the gust frequency influence
study, the gust amplitude is fixed at ũg = 10%u0 = 8 m/s while the frequency varies
from 25 to 300 Hz. To study the influence of gust amplitude, the gust frequency is fixed at
f = 50 Hz while the amplitude varies from 4 to 20 m/s, considering the higher convergence
rate of the performance response at this frequency.

Figure 24 compares the inlet performance between various gust frequencies. Both
performance parameters start to respond to the sinusoidal gusts immediately from the
initiation of gusts and finally converge to the mean value (not shown for frequencies larger
than 50 Hz). Due to the intrinsic unsteadiness of the inlet flow field without gusts, as
has been discussed in Section 3.3, several sinusoidal peaks of the total pressure at the
AIP are observed when the gusts are present in the flow field. However, the existence
of gusts has significantly intensified the fluctuation of the total pressure, compared with
that solely due to the three-dimensional effect and boundary-layer separation as well as
flow separation on the top surface of the inlet in the absence of gusts. Here, we define
a parameter called response time to account for the period during which gusts impart
significantly large fluctuations in the inlet performance. It can be seen that the response
time of both performance parameters is nearly identical to the gust period at the relatively
low frequencies of f = 25 Hz and 50 Hz. However, both the amplitude and time of the two
performance responses increase rapidly as the gust frequency is increased to 75 Hz. This is
considered to be due to the intrinsic flow field characteristics in the absence of gusts, which
have a fluctuating frequency of around 100 Hz as revealed in Section 3.3. Therefore, the
interaction between the gust and the inlet may have caused a resonance in the flow field
characteristics beyond 75 Hz, which magnifies the unsteady fluctuations in the flow field,
as will be verified quantitatively later in Table 5.
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Figure 24. Time histories of the inlet performance at various gust frequencies combined with the
amplitude of ũg = 8 m/s.

Table 5. Comparison of the maximum amplitudes of total pressure recovery and distortion fluctua-
tions between the cases without/with gusts.

Variable Without Gust With Gust

σm/σ0 0.48% 3.83%
DC60m/DC600 16.00% 56.39%

Taking the same practice of extracting the amplitude of gust response in external
flows [44], Figure 25 presents the minimum, maximum, and average values of the inlet
performance responses over a wide range of frequencies, accompanied by the results of the
no-gust case. Note that the minimum and maximum values represent the valley and crest
of the unsteady responses shown in Figure 24. It is clear to observe that the minimum- and
maximum-value curves are approximately symmetrical to the mean values which are close
to the results with no gust. Despite this result, the impacts of the gust-inlet interaction are
different from the two performance parameters. To the total pressure recovery, its reduction
by the deceleration phase of gust yet can be remedied by the following counterpart phase.
To the total pressure distortion, however, its reduction means an increasing non-uniformity
of the flow field, which will directly be transferred to the engine face further downstream
and may cause a sudden and instantaneous occurrence of stall and surge of the compressor
in the engine. To be concrete, for σ, the most severe effect of the gusts occurs at the gust
frequency f = 100 Hz, at which σ reaches the lowest, as shown in Figure 12a. This should
be due to the resonance caused by the interaction between the gust and the inlet flow field
possessing a natural fluctuation frequency of 100 Hz, as shown in Figure 12b. For DC60, it
is interesting to observe a slight enhancement of the average value between f = 75 Hz and
150 Hz. However, as analyzed above, the minimum value of the distortion has the most
important significance to the inlet, which remains at a low level within the same range of
frequency and generally decreases with the increasing gust frequency. More quantitative
evaluations of the gust influence on the variations of the total pressure recovery and
distortion will be presented later.

Figure 26 compares the time histories of inlet total pressure recovery and distortion
index at the AIP for various gust amplitudes. Generally, the total pressure recovery
responses show a similar sinusoidal pattern as that of the gust shape with progressive
growth in amplitude with the increasing gust amplitude. In contrast, the majority of the
distortion response happens in the first half period, during which the gust plays a positive
role in increasing the streamwise flow velocity as well as decreasing the distortion.
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Figure 25. Performance responses of the inlet to the gusts over a wide range of frequency at the con-
stant amplitude of ũg = 8 m/s. The mean results of the no-gust case are also shown for comparison.

 
Figure 26. Time histories of the inlet performance responses to the gusts with various amplitudes at
a frequency of f = 50 Hz.

Figure 27 presents the dependence of the minimum, maximum, and average values
of the inlet performance responses on gust amplitude, as well as the unsteady calculation
results of the no-gust case. Compared with the case of gust frequency, the dependence on
gust amplitude is relatively simpler. In general, the minimum and maximum responses of
total pressure recovery assume approximately symmetrical to the mean values, causing
the average response to be lying in the vicinity of the mean values. Moreover, the average
response of the distortion index lies above the mean value beyond ũg = 8 m/s, indicating
a positive role of the gusts in decreasing the flow distortion at the AIP of the serpentine
inlet. However, it should be clarified again that the gust-induced deterioration of the flow
field homogeneity is a more important response index.

The above results have shown that sinusoidal gusts induce significant oscillations in
inlet aerodynamic performance. Therefore, the oscillation amplitude is also an important
index to weigh the influence extent of gusts. Like the practice adopted in wing-gust
response studies [9,44], two non-dimensional index parameters are defined here, i.e., total
pressure recovery amplitude

σm/σ0 =
σmax − σmin

2σ0
× 100% (12)

and total pressure distortion amplitude

DC60m/DC600 =
DC60max − DC60min

2DC600
× 100% (13)
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Figure 27. The inlet performance responses to the gusts with various amplitudes at a frequency of
f = 50 Hz. The results of the no-gust case are also presented for comparison purpose.

The results of both parameters are presented in Figure 28. Both the total pressure
recovery and distortion amplitudes experience an ascending, descending, and re-ascending
process as gust frequency increases, with the maximum at f D/u0 = 0.102 and 0.081(i.e,
f = 125 Hz and 100 Hz, respectively). On the other hand, the total pressure recovery
amplitude increases linearly with the increasing gust amplitude over the full range, while
the distortion amplitude increases monotonously till ũg/u0 = 0.2 (i.e, ũg = 16 m/s) and
drops beyond that. These results indicate that the dependence of the inlet performance
response on the gust frequency is much more complicated than that on the gust amplitude.

 

Figure 28. Non-dimensional amplitudes of the total pressure recovery and distortion responses for
the non-dimensional gust frequency f D/u0 and non-dimensional gust amplitude ũg/u0, respectively.

To compare the effect of gusts on increasing the fluctuations of the inlet performance
with the intrinsic unsteadiness of the flow field in the absence of gusts, Table 5 lists the
maximum amplitudes of total pressure recovery and distortion fluctuations for the gust
cases investigated in this study as well as for the no-gust case. This demonstrates that the
gusts have amplified the total pressure recovery and distortion fluctuations by several times
the fluctuations caused by the intrinsic unsteadiness of the flow field. This may validate
the above hypothesis of the production of resonance in the flow field by the interaction
between the gusts and the inlet.
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4. Conclusions and Outlook

In conclusion, the effects of horizontal sinusoidal gusts on the flow field and aerody-
namic performance of a serpentine inlet were investigated based on a field velocity method
implemented in OpenFOAM. Before starting the gust response simulations, preliminary
work was done to guarantee the numerical solution accuracy. First, the accuracy of the
baseline CFD solver was validated via a thorough comparison between the numerical
results and wind-tunnel experimental data for the flow field and aerodynamic character-
istics of the inlet at a high flight Mach number M = 0.7 in the absence of gusts. Second,
the accuracy of the gust modeling method and the dependence of the modeling results
on the model parameters were carefully examined to guarantee accurate inputs of the
gust shapes of interest. Third, because gusts are more often to occur and more severe at
aircraft take-off and landing phases, the flow field of the inlet at a relatively lower flight
Mach number M = 0.235 was calculated to serve as a baseline for all the following gust
response simulations. Finally, some gust response computations were run to investigate
both the flow field and aerodynamic characteristics of the serpentine inlet under horizontal
sinusoidal gust conditions.

It was found that both the flow field and aerodynamic performance of the inlet are
significantly affected by the horizontal sinusoidal gusts. As for the flow field responses to
the gusts, an increased area of the low-momentum fluid zone is formed by the gust, which
includes not only the amplification of the flow separation zone in the absence of the gusts
but also new additions in the other locations in the flow field. The deceleration phase of the
sinusoidal gusts is more detrimental to the flow field characteristics of the serpentine inlet
than the acceleration phase. More total pressure losses have occurred at typical locations of
the AIP under gust conditions compared with the no-gust case. However, the secondary
flow pattern at the AIP did not experience significant influence from the gusts, but the
scopes of the vortex pairs were altered by the gust at different moments. The aerodynamic
performance of the serpentine inlet has also significantly been affected by the horizontal
sinusoidal gusts. Increased oscillations in both the total pressure recovery and distortion
are observed, with both the amplitude and time increased rapidly beyond the gust fre-
quency of 75 Hz. The minimum and maximum responses of both performance responses
assume approximately symmetrical to the mean values, causing the average response to
be lying in the vicinity of the mean value. Both the total pressure recovery and distortion
amplitudes show a complex changing trend with the increasing gust frequency but an ap-
proximately linear relationship with the gust amplitude in most cases. It is worthy of special
attention that the deterioration of the total pressure distortion caused by sinusoidal gusts
cannot be counteracted and directly affects the quality of the air ingested by the engine,
although the average responses are close and sometimes even above the mean values in the
no-gust case.

From the results of this paper, it is clear that gusts can influence significantly the
internal flow characteristics of the engine inlets. Therefore, it is suggested that more
attention should be paid to the adverse effects of gusts on inlet performance which directly
affects the quality of the air entering the gas generator of gas turbine engines. To study the
aerodynamic performance of inlets under gusty conditions, considering the velocity and
scale of atmospheric gusts, engine inlets possessing complex geometries and operating at
subsonic flight speeds deserve special attention. It should be pointed out that the present
study only provides a preliminary insight into the influence of gusts on aircraft engines.
Further studies may be conducted by combing the compressor with the inlet to have a more
comprehensive understanding of the inlet-compressor coupled responses to horizontal
sinusoidal gusts. Last but not the least, experimental tests are necessary to characterize the
gusty inflow condition and visualize the gust-affected internal flow characteristics in wind
tunnels. A major disadvantage of the current study is that all the gust response results in
the current study are based on pure CFD simulations, although the gust modeling method
has carefully been examined before the massive calculation. The good news is that we have
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designed and manufactured a novel double-vane gust generator apparatus recently, which
will be mounted in our low-speed wind tunnel for tests soon.
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Nomenclature

c airfoil chord length
CL lift coefficient
dS surface element
D exit diameter of the diffuser, 65 mm
DC60 circumferential total pressure distortion index
⇀
F c vector of convective fluxes
⇀
F v vector of viscous fluxes
f gust frequency
k turbulent kinetic energy
L length of the serpentine inlet, mm
M Mach number
N number of gust discretization intervals
p static pressure, Pa
p0 ambient pressure
pe inlet exit pressure
Q Q-criterion based vorticity
⇀
Q source term
t time
T gust period
T temperature
T0 ambient temperature
Te inlet exit temperature
ũg gust amplitude
u velocity component along the x-coordinate direction
v velocity component along the y-coordinate direction
w velocity component along the z-coordinate direction
⇀
V velocity vector
W width of the serpentine inlet, mm
σ mass flow averaged total pressure recovery coefficient
Ω control volume
ω specific dissipation rate
ρ0 Ambient air density
μ0 Ambient air dynamic viscosity
Superscripts * total

stateSubscripts
AIP aerodynamic interface plane
0 freestream condition
g gust condition
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τ grid time metrics
avg average value
min minimum value
max maximum value
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Abstract: In this paper, the transient flow simulation in an annular isolator under rotating feedback
pressure perturbations simplified from the rotating denotation wave (RDW) is performed. The
instantaneous flow characteristics and the self-similarity of the isolator flow-field are investigated in
detail. It is found that a helical moving shock wave (MSW) and a quasi-toroidal terminal shock wave
(TSW) are induced in the isolator. Hence, the flow-fields on the meridian planes could be classified
into three zones, i.e., the undisturbed zone, the terminal shock wave/moving shock wave/boundary
layer interaction (TSW/MSW/BLI) zone and the moving shock wave/boundary layer interaction
(MSW/BLI) zone. The TSW/MSW/BLI zone is characterized by the coupling of the TSW/BLI and
the MSW/BLI due to their small axial distance, which intensifies the adverse pressure gradient on
the meridian planes, thus rolling up large separation bubbles developing along the MSW driven
by the circular pressure gradient. In the MSW/BLI zone, the shock induces the boundary layer to
separate, forming a helical vortex located at the foot of the MSW. During the upstream propagation
process, the pattern of the MSWs transforms from a moving normal shock wave to a moving oblique
shock wave with decreased strength. Moreover, after the collision with the MSWs, P, Temp and S
of the flow elevate with the prompt decrease of va, while vθ increases to a higher level. Despite
the deflection effect of the MSWs on the streamlines, the flow direction of the air still maintains an
almost axial position at the exit, except in the adjacent region of the MSW. Likewise, three types of
zones can be determined in the flow pattern at the exit: the rotating detonation wave/boundary layer
interaction (RDW/BLI) zone, the expansion zone, and the vortices discharge zone. Comparing the
transient flow patterns at different moments in one cycle and between adjacent cycles, an interesting
discovery is that the self-similarity property is observed in the flow-field of the annular isolator
under rotating feedback pressure perturbations. The global flow structure of the isolator at different
moments shows good agreement despite its rotation with the RDW, and the surface pressure profiles
of the corresponding meridian planes all match perfectly. Such a characteristic indicates that the
rotation angular velocity of the TSW and the MSW are equal and hold invariant, and the isolator
flow could be regarded as a quasi-steady flow. On this basis, the theoretical model of the inclination
angles of the MSW by the coordinate transformation and velocity decomposition is developed and
validated. The relative errors of the inclination angles between the predicted and measured results
are below 3%, which offers a rapid method to predict the shape of the MSW, along with a perspective
to better understand the physical meaning of the shape of the MSW.

Keywords: terminal shock wave/moving shock wave/boundary layer interaction; rotating
denotation wave; helical vortex; isolator

1. Introduction

Due to the potential benefits of high thermal efficiency, rapid heat release and compact
combustor, the rotating detonation engine (RDE) has attracted growing attention in recent
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years [1–3]. In a typical air-breathing rotating detonation combustor (RDC), a detonation
wave propagates circumferentially along the annular combustor, ensuring the stability and
continuity of detonative combustion [4]. As a critical component of the rotating detonation
ramjet/scramjet engine (RDRE/RDSE), the isolator plays a key role in isolating the aero-
dynamic and thermal perturbations propagating upstream from the RDC and preventing
the inlet from unstart [5,6]. Unlike the conventional deflagration combustion, the feedback
pressure perturbations induced by the rotating detonation wave (RDW) propagates up-
stream in the axial and circumferential directions periodically, with a frequency of 1–10 kHz
and an ultra-high amplitude [7]. These feedback pressure perturbations induce a helical
moving shock wave (MSW) in the isolator, which interacts with the boundary layer and
the terminal shock wave (TSW), thus directly affecting the aerodynamic performance of
the inlet/isolator and the operating characteristics of the RDE, bringing great challenges to
the design of the isolator. Hence, it is of great importance to investigate in depth the flow
characteristics in the isolator under rotating feedback pressure perturbations with high
frequency and amplitude.

Since the concept of rotating detonation proposed by Voitsekhovskii in the 1960s, [8] a
series of studies have been carried out on flow characteristics in air-breathing RDCs. Zh-
dan [9] and Zhu [10] numerically studied the two-dimensional flow structure of hydrogen-
oxygen RDC and carbon-air RDC, respectively. Two-dimensional and three-dimensional
simulations on the RDC of H2/O2 and H2/air were conducted by Uemura, and the deto-
nation mechanism and related dynamics of the RDC were analyzed in a subtle way [11].
Rui tracked the paths of flow particles in a two-dimensional RDC, and evaluated the effect
of the wave system of the detonation on the paths [12]. Smirnov [13,14] reconstructed the
flow-field of the RDC, and the effect of the different equivalence ratios of the mixture on
the modes of the RDW was analyzed. A common finding in experimental studies is that
the variation of the operating conditions seems to result in the transition of propagation
modes of the RDW, which could be mainly classified as the single wave mode, the multiple
waves mode, the contrarotating waves mode, and the colliding waves mode, etc. [15–19].
Moreover, the RDW instability is another critical issue in the RDC flow-field investigations,
a various types of which have been confirmed and analyzed in both experiments and
simulations [20–24].

As a matter of common knowledge, the rotating feedback pressure perturbations
propagating upstream from the RDC is one of the key factors affecting the flow structure
and performance of the isolator, which have been observed by both simulations and experi-
ments [16,25–27]. For the rotating detonation based aero-turbine engine, the isolator [28–30]
is utilized and studied to dampen the effect of the feedback pressure on the compressor,
the inflow of which is determined both by the inlet and compressor. In the isolator of a
ramjet/scramjet-type RDE, where no compressor or turbine exists, the feedback pressure
propagation from the RDC induces the upstream oblique shock wave (OSW), i.e., the
helical MSW in the isolator, fairly affecting the characteristics of the isolator flow-field.
The three-dimensional simulations conducted by Liu showed that the location of the up-
stream OSW would be affected by the total temperature and velocity of the inflow [31].
Furthermore, they validated the existence of the pressure feedback of the upstream OSW
in the experiments [32]. In the numerical study by Dubrovskii, [33] due to the supersonic
condition of the inflow, the pressure feedback could not propagate upstream to the isolator,
two OSWs cycled along with the RDW in the combustor instead. Zhao [34] numerically
explored the upstream influence of the RDW on the supersonic inlet, proposing that the
TSW appears to adjust its location and strength with time in the diffuser. Wu performed
the simulations of the RDE with a direct-connect Laval nozzle [35]. Their study indicated
that the unsteady upstream OSW may destroy the internal flow of the RDE, ultimately
affecting the fuel intake. On this basis, they further applied the particle trajectory method
to investigate the influence of the OSWs on particle behavior and evaluated the pressure
gain performance in detail [36].
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From the literature, it is understood that the previous studies on feedback pressure
and the upstream OSW are mainly focused on their impacts on the flow-field and operation
of the RDC. The flow-field structure in the isolator under rotating feedback pressure
perturbations and the mechanism of the interaction between the helical MSW and the
boundary layer have not been thoroughly understood. Nevertheless, the propagation
of the rotating feedback pressure perturbations and the moving shock wave/boundary
layer interaction (MSW/BLI) would break the original axial symmetry of the isolator flow,
enhancing the three-dimensionality and unsteadiness of the flow-field, making it extremely
complex. This undoubtedly could have great influence on the thermal and aerodynamic
performance of the RDE, thus requiring further studies. In addition, the issue on the self-
similarity property of the isolator flow-field under such conditions has not been addressed
and discussed. Furthermore, The theoretical model of the inclination angles of the MSW has
never been developed. Therefore, in this paper, the above undisclosed flow characteristics
in an annular isolator under rotating feedback pressure perturbations are investigated in
depth, aiming to fill such a gap in the existing knowledge, and provide a theoretical basis
for the isolator design of the RDE.

This paper is built on previous studies and is hereby, organized as follows. First,
Sections 2 and 3 introduce the physical model of the isolator studied and the relevant details
of the numerical setup in sequence. On this basis, the transient isolator flow characteristics
under simplified rotating feedback pressure perturbations is discussed in detail in Section 4,
which also details the terminal shock wave/helical moving shock wave/boundary layer
interaction (TSW/MSW/BLI), along with the impacts of the terminal shock wave and the
moving shock wave on the main flow and the flow patterns at the exit. Then, the spatial-
temporal self-similarity property in the isolator flow-field at such a condition is discovered
and discussed in Section 5. Then, in Section 6, a theoretical prediction method of the
inclination angle of the helical MSW is put forward, based on the velocity decomposition
method, and compared with the numerical result. Ultimately, the important results and
findings obtained from the current study are discussed in Section 7.

2. Physical Model of the Isolator

The curved meridian plane of the co-axial annular isolator model studied in this paper
is schematically presented in Figure 1, of which the length Liso is 228.43 mm, the height of
the entrance Hent and the exit Hexi is 12 mm and 14 mm, respectively. In addition, the inner
radius of the entrance Rent-in and the exit Rexi-in of the isolator is 152.28 mm and 143 mm in
sequence. Table 1 summarizes the specific geometric parameters of the isolator.

The isolator comprises two sections, that is, the S-shaped section and the straight
terminal section with constant cross-section. The quadruplicate polynomial is utilized as
the centerline function of the S-shaped section shown in Equation (1), where x varies from
0 to LS-shaped (the length of the S-shaped section, which is 208.43 mm) and Roff,iso refers to
the radial offset of the isolator equivalent to that of the S-shaped section:

r − (Rent−in + 0.5Hent)

Roff,iso
= −4(

x
LS−shaped

)
3
+ 3(

x
LS−shaped

)
4

(1)

In addition, the duct height H (which is defined as the radial difference between the
outer and inner wall) distribution function of the S-shaped section along the axis are a cubic
polynomial, as shown in Equation (2):

H =

[
3(

x
LS−shaped

)
2 − 2(

x
LS−shaped

)
3
]
(Hexi − Hent) + Hent, (2)
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Figure 1. Sketch of the isolator model.

Table 1. Geometric parameters of the isolator.

Parameter Value

Liso, mm 228.43
LS-shaped, mm 208.43

Rent-in, mm 152.28
Hent, mm 12.00

Rexi-in, mm 143.00
Hexi, mm 14.00

Roff,iso, mm 8.28

3. Methodology

3.1. Numerical Methods

Since the unsteady shock wave system/boundary layer interaction plays a vital role
in the isolator study, a reliable numerical method that can capture the unsteady motion
of the shock waves accurately is quite essential. In this paper, the three-dimensional
unsteady compressible RANS equations are solved via the computational fluid dynamic
software ANSYS FLUENT, which is based on the finite volume method. The turbulence
is modeled by the κ–ω SST model, [37] while the piecewise polynomial method and the
Sutherland model are selected to compute the specific heat and the viscosity coefficient,
separately. All of the flow equations are discretized both spatially and temporally with
second-order accuracy and the Green–Gauss cell based gradient approximation is adopted.
In addition, unsteady flow solutions are sought at a fine time step of Δt = 2 × 10−7 s with
45 iterations per time step, which is 1 × 10−3 times of the cycle T (equaling to 2 × 10−4 s)
of rotating feedback pressure perturbations. During calculation, the mass flow, the Mach
number and the total pressure at the exit are monitored, along with the residuals. An
absolute convergence criterion of 10−5 is satisfied at every time step in the continuity
equation’s scaled-residuals.

The computational domain shown in Figure 2a is all filled with hexahedral cells, and
the near-wall grids are all encrypted with the spacing of 0.01 mm, ensuring the most of the
y+ and z+ values are kept below 1. The details in the mesh sensitivity study are presented in
Section 3.3. In addition, three primary metrics to evaluate the quality of the grids generated
are paid special attention here, which are aspect ratio, equiangle skewness, and orthogonal
quality. The aspect ratio is a measure of the stretching of the elements, which is referred to
as the ratio of the lengths of the largest and the smallest edge, for the three-dimensional
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cell utilized here. The minimum value of the aspect ratio is 1.64 while the maximum is
179.18. The average value is 27.77, which is quite below the threshold of 100. The equiangle
skewness is one of the primary measures determining how close a face or a cell is to the
equilateral, affecting the accuracy and stability of the calculation. The maximum value
of the grid is 0.049, the minimum is 0.003, and the average is 0.024, which is quite close
to 0. The orthogonal quality ranges from 0 to1. When the orthogonal quality is closer to
1, the best quality of the grid is defined. The minimum orthogonal quality for all cells is
0.988, which is extremely close to 1. Hence, the quality of the grid used in this paper is
rather good.

 

Figure 2. Surface grid and boundary conditions. (a) Surface grid. (b) Computational domain and
boundary conditions.

As shown is Figure 2b, there are three types of boundary conditions utilized in this
paper. The computational entrance is set as the pressure far field, and the exit of the isolator
is set as the pressure outlet. Moreover, the inner and outer walls are set as an adiabatic
non-slip wall. In this study, the incoming flow conditions are listed in Table 2, and the
distribution of which is given by a profile calculated from an axisymmetric inlet with the
design Mach number of 5 at the flight height of 24 km. Accordingly, the freestream pressure
P0 of the inlet/isolator is 2971.75 Pa. The inflow static pressure Pent in Table 2 is normalized
against P0.

Table 2. Incoming flow conditions at the entrance.

Parameter Value

Mean Mach number Ment 2.67
Total pressure Pt,ent, kPa 1423.07

Static pressure Pent 18.94 P0
Static temperature Tent, K 554.45

Nominal boundary layer thickness δent, mm 1.09

3.2. Implementation of Rotating Feedback Pressure Perturbations

As mentioned in Section 1, the RDW alters the flow-field in the isolator essentially
via the upstream propagation of its rotating feedback pressure perturbations. Hereby,
imposing the unsteady pressure with the key properties of the RDW on the exit of the
isolator would be a reasonable simplified simulation method, [38,39] instead of a real RDW,
as the emphasis of this paper is placed on the effects of the rotating feedback pressure
propagation on the isolator flow-field. Primarily, the radial discrepancy of the feedback
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pressure is ignored as Hexi << Rexi-in and Hent << Rent-in. Moreover, the instabilities of the
RDW are neglected [40], which renders the simplified RDW periodical.

As the RDW sweeps over the pressure transducer at the exit, the measured value
increases steeply to a peak value and then falls back to the valley value at a relatively
gentle rate [41]. In addition, since only the single RDW mode is considered here, the spatial
distribution of the static pressure around the exit is essentially the same as the temporal
distribution of the static pressure in a certain radial column of cell faces at the exit, despite
the difference on the independent variable and the corresponding phase difference. Thus, a
simplified model of the RDW is developed [38,39,42].

The column of cell faces with the azimuthal angle θ equaling 180◦ and named as the
1st column is chosen as an example to introduce the temporal function of the simplified
model. The rotating frequency of the RDW is set to 5 kHz, a linear function is selected to
model the ascent stage of the feedback pressure in one cycle given by Equation (3):

Pb,1

p0
= 45.92

(
100

t
T

)
+ 104.6 (3)

where Pb,1 denotes the feedback pressure for the 1st column of cell faces at the exit, and t/T
ranges from 0 to 0.0382. The subsequent steep drop of Pb,1 is also given by a linear function,
as follows:

Pb,1

p0
= −13.09 ×

(
100

t
T

)
+ 330 (4)

where t/T is from 0.0382 to 0.1146. Then, the final slight descending of Pb,1 is given by a
trigonometric function with an exponential function as its independent variable listed in
Equation (5), where the corresponding t/T is from 0.1146 to 1:

Pb,1

p0
= 156.64 sin

(
π · e−0.02k

)
+ 104.6 (5)

where
k = m · t

T
(6)

In Equation (6), m is defined as the magnification factor, equivalent to 800 in this study.
Figure 3 presents the spatial distribution and the time-varying curve of the feedback

pressure computed by Equations (3)–(5). The main parameters of the feedback pressure
perturbations at the exit Pb are presented in Table 3, among which the pressure parameters
are all non-dimensionalized by P0.

 

Figure 3. Spatial and temporal distribution of the feedback pressure. (a) Static pressure contour at
the exit when t satisfies the equation floor (t, T) = 0. (b) The curve of the feedback pressure with time
in a cycle, where Pb in section a-b, b-c and c-d is calculated by Equations (3)–(5), successively.
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Table 3. Main parameters of Pb.

Parameter Value

Peak value 280 P0
Valley value 104.6 P0

Variation period T, s 2 × 10−4

Variation frequency f, Hz 5000

3.3. Validation of the Numerical Method and Grid Sensitivity Verification

The capability of describing the unsteady shock wave propagation of the numerical
approach adopted hereinafter is inspected with the experimental results in [43], where a
planar shock wave is transmitted in a 90◦ branched duct with a rectangular cross section
(20 mm in height, and 40 mm in width). The propagation Mach number of the original
shock wave Ms is 2.4 before its diffraction around the 90◦ sharp corner, when the pre-shock
static pressure and temperature are 100 kPa and 288.15 K, respectively. Hence, the pressure
ratio of the moving shock is about 6.55. The comparison of the shock wave structure
between the experimental and numerical schlieren images are exhibited in Figure 4, the
former of which was obtained with a 24 frame Cranz-Schardin spark camera, that clearly
shows that there are no movable parts in the light ray’s path. The experimental shock tube
possesses a test section equipped with plane, parallel windows of high optical quality glass.
The optical field of view is 200 mm·110 mm with the depth of 40mm [44]. As can be noted
from the schlieren images, there is no significant disparity between the experiment and
simulation from the perspectives of the shock wave structure. Consequently, the numerical
method introduced above has a good accuracy in capturing the moving shock wave in a
restricted duct.

Figure 4. Comparison of between the numerical (top) and experimental (bottom) schlieren images.
(a) t = 28 μs. (b) t = 40.5 μs.

For the purpose of verifying the grid convergence, three-dimensional structured grids
in the isolator designed in Section 2 are generated with three different grid densities: the
coarse grid (3 million cells), the fine grid (6 million cells), and the dense grid (9 million
cells). Figure 5 compares the computed outer-wall pressure distribution of the isolator
along the x-direction under an unthrottled state, the incoming flow condition of which is
listed in Table 2. As it can be seen, the pressure curve of the fine grid is basically consistent
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with that of the dense grid, while the coarse case shows a tiny inequality in the region
where the internal shock impinges on the walls. Hereby, the fine grid is utilized for the rest
of the analysis in this paper.

 

Figure 5. Comparison of the computed outer-wall pressure distribution for the three grid densities.

4. Transient Flow Characteristics in the Isolator Affected by the Rotating
Feedback Pressure

Since the isolator is an axisymmetric duct with steady and circumferentially uniform
inflow conditions at the entrance and cyclical conditions of the rotating feedback pressure
at the exit, it is rational to presume that the flow behaviors in the isolator during the
stable operating stage would present a high periodicity as well, which will be discussed
minutely in Section 5. Therefore, the instantaneous flow-field at the initial time of a certain
cycle (i.e., t = nT, or floor (t, T) = 0) during the stable operating stage is firstly selected and
analyzed in this section.

4.1. Terminal Shock Wave/Moving Shock Wave/Boundary Layer Interaction

Figure 6a,b present the pressure contours transformed into rectangular planes on
the outer and inner wall of the isolator, respectively. The rotating feedback pressure
perturbations induce a forward and circumferential motion of the helical moving shock
wave (MSW) in the isolator, as indicated in Figure 6c. As the high-pressure perturbations
propagate forward, the strength of the MSW attenuates gradually, the screw-pitch of the
MSW reduces slightly, and the inclination angle between the MSW and the x-axis increases
gently. In other words, the MSW shows more “flat” patterns along the negative direction
of the x-axis. For facilitating the analysis, the helical MSWs on the walls are converted
into multiple segments of curved MSWs on the x-θ plane, as indicated by blue arrows in
Figure 6a,b. It can be observed that the MSWs on the outer wall appear stronger than those
on the inner wall. This is mainly determined by the curvature effect of the walls [45], since
the outer wall of the annular duct compresses the inflow and enhances the MSWs; while
the flow near the inner wall tends to expand, thus weakening the MSWs. Moreover, the
time-average feedback pressure equaling 114.95 P0 at the exit also induces a quasi-toroidal
terminal shock wave (TSW) marked by red arrows in Figure 6a,b. Due to the rotation of the
feedback pressure, the TSW oscillates in the x direction as the θ varies, which differs from
that in the axisymmetric isolator under steady and uniform backpressure. [46] Though a
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series of expansion waves are generated downstream of the MSWs, the pressure along the
axis-direction in the isolator still presents an overall ascending trend.

 

Figure 6. Shock wave structures. (a) Pressure contour on the outer wall after the coordinate change.
(b) Pressure contour on the inner wall after the coordinate change. (c) Three-dimensional schematic
diagram of the moving shock wave and the terminal shock wave.

In an effort to visualize the terminal shock wave/moving shock wave/boundary layer
interaction (TSW/MSW/BLI) intuitively, the flow-fields on eight meridian planes with
equidifferent angles are rotated and shifted to the corresponding positions on the same x-y
plane, as shown in Figure 7. It should be noted that the dashed lines in Figure 7 represents
the curve of the shock waves with the angle, instead of the actual shock patterns in the
meridian planes. Due to the circumstantial and axial curvature effects, the pressure on the
outer wall is higher than that on the inner wall in Figure 7b, as observed in Figure 6a,b, and
the low-momentum flow accumulates to the inner wall eventually after the first bend. As
shown in Figure 7, the flow-fields could be classified into three zones, i.e., the undisturbed
zone, the TSW/MSW/BLI zone dominated by the TSW indicated by blue dashed line
iv, and the MSW indicated by the red dashed line iii, and the MSW/BLI zone, where
only the MSWs indicated by red dashed lines i and ii exist. In the undisturbed zone, the
streamlines are not affected by the TSW and the MSW downstream, and basically parallel to
the x-axis. A coupling of the terminal shock wave/boundary layer interaction (TSW/BLI)
and the moving shock wave/boundary layer interaction (MSW/BLI) takes place in the
TSW/MSW/BLI zone. On the meridian planes with azimuthal angle θ ranging from 45◦
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to 180◦, the axial distance between the TSW and MSW iii is rather small, resulting in the
enhanced coupling of the adverse pressure gradient generated from two shock waves,
thus rolling up large separation bubbles developing along MSW iii driven by the circular
pressure gradient. This migration of separation bubbles contributes to the maximum
separation zone scale on the meridian plane at θ = 180◦. While on the meridian planes with
θ ranging from 225◦ to 360◦, the axial distance between the two shock waves augments as
the azimuthal angle increases, and the strength of the pressure gradient coupling drops,
along with the shrinking of the separation bubbles. As for the MSW/BLI zone affected by
MSW ii, with the counterflow in the vicinity of the inner wall, the separation bubbles and
the streamline deflections occur successively in the region with θ ranging from 45◦ to 360◦.
Else, MSW i with the maximal strength turns the entire inflow in the reverse direction at
θ = 135◦, which is quite different from the steady shock/boundary layer interaction. An
interesting discovery is that notwithstanding the deflecting effect the MSWs have on the
flow, the flow direction of air still remains axial upstream of the exit, except in the adjacent
region of MSW i. This undoubtedly will provide a favorable impact on the detonation
combustion organization in the RDC.

 

Figure 7. Flow patterns on eight meridian planes of different angles. (a) Mach number contours.
(b) Pressure contours.

The surface pressure distribution curves and the secondary flow patterns on the
meridian plane at θ = 135◦ are extracted to obtain more details about the TSW/MSW/BLI,
as depicted in Figure 8. During the process of propagation, the MSWs are weakened from
the moving normal shock wave to the moving oblique shock wave, and eventually merge
with the TSW. It can be seen that the pressure on the inner wall varies more smoothly
than that on the outer wall, and a phase difference between the inner and outer surface
pressure appears at the peak generated by MSW i. Whereas, no phase difference arising
at the peak of MSW ii and iii can be noticed, which means that the velocity difference
of the MSW’s upstream propagation and the flow on two sides of the walls counteract
each other. Pressure oscillations on the outer wall can be found, which correspond to
the collision between the airflow and the outer wall, as exhibited in Figure 8. This flow
migration is caused by the vortices rolled up by the TSW/MSW/BLI and the MSW/BLI
located around MSW ii, while the MSW/BLI caused by MSW i forms a separation line
resembling a semi-circle and a reattachment line shaped as a straight line.

36



Aerospace 2023, 10, 188

 
Figure 8. Surface pressure distributions and secondary flow structure on the meridian plane at
θ = 135◦.

The spatial streamlines originated from the points at eight azimuthal angles (θ = 45◦,
90◦, 135◦, 180◦, 225◦, 270◦, 315◦, and 360◦) at the entrance are traced forward, the target of
which is to portray and investigate the vortex structure induced by the TSW/MSW/BLI.
The tracked streamlines can be divided into three types: the main flow streamlines em-
phasized by red lines in Figure 9a,b, the low-momentum flow streamlines near the outer
wall emphasized by blue lines in Figure 9a, and the low-momentum flow streamlines
near the inner wall emphasized by blue lines in Figure 9b. As shown in Figure 9, the
streamlines of the main flow with a high momentum present a negligible lateral motion in
the circumferential direction but slightly lifts and dives in the radial direction, due to the
separation bubbles. It is interesting to note that the vortices generated from the boundary
layer near both sides of walls all develop along the TSW and the MSWs, as shown in
Figure 9 (the vortices shown in Figure 9c are identified by the Liutex-ΩR criterion proposed
in [47,48] with the value of ΩR = 0.6 in yellow). The motivation of the circular motion of the
vortices are the circular pressure gradient contributed by the inclination of the shock waves,
which is a typical glancing shock wave/boundary layer interaction (GSW/BLI) [49,50].
In addition, the scales of the vortices show some disparity between the vicinity of the
outer and inner walls, which corresponds to the flow-fields in Figure 7a. Driven by the
high-momentum flow, the inner vortices depart from the isolator at the azimuthal angle θ,
slightly less than 315◦, as illustrated by the orange circle in Figure 9b.
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Figure 9. Vortex structures originate. (a) Three-dimensional streamlines released from the entrance at
eight angles without the vicinity of the inner surface. (b) Three-dimensional streamlines released
from the entrance at eight angles without the vicinity of the outer surface. (c) Three-dimensional
vortices and the inner-wall pressure contour.

4.2. Impact of the Shock Wave System on the Main Flow

The aerodynamic parameter profiles of the centerlines of two chosen meridian planes
located on both sides of the simplified RDW are employed to explore the effects of the TSW
illustrated by the green dashed line iv and the MSWs denoted by the green dashed lines i–iii
on the high-momentum flow behaviors ulteriorly, as exhibited in Figures 10 and 11. The
oscillation of the parameters upstream of the TSW is the common product of the shock and
expansion waves. In general, the trends of the parameters on two centerlines are the same
despite some differences caused by MSW i when encountering the TSW and the MSWs.
Take the centerline of the meridian plane at θ = 135◦ presented in Figures 10a and 11a for
example. First, the static pressure P, temperature Temp, and entropy S elevate promptly
when the flow on the centerline meets with TSW iv, while the velocity in three directions (va,
vθ, vr) all drop off, which is in accordance with the variation rules of the flow parameters
when passing by the stationary shock wave. It means that TSW iv generated from the
rotating feedback pressure still belongs to the class of the stationary shock wave in one
sense. Whereafter, P, Temp, and S decreases, yet the velocity increases due to the expansion
waves. Then, the flow encounters MSW iii and ii in sequence. The variation trends of P,
Temp, S, and velocity in the axial and radial directions are consistent with that after TSW iv,
despite some differences in values. However, the circumstantial velocity vθ varies in an
opposite way, i.e., vθ increases instantly during the collision, then decreases gradually to
even lower than 0 under the expansion effect. In other words, first the air flows along the
MSWs just downstream, then eventually it turns to deviate from the MSWs. Ultimately,
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the flow encounters the intense MSW i, and P, Temp, S, and vθ rise immediately to a quite
higher level before dropping off rapidly, while va shows a reverse trend. In addition, vr
increases slightly upstream of MSW i due to the elevation effect of the backflow zone.
Yet, it is noteworthy that the absolute change value and the absolute terminal value of vθ
and vr are rather small and ignorable, compared with va, corresponding to the main-flow
streamlines in Figures 7a and 9.

 

Figure 10. Aerodynamic parameter distribution curves of the sectional centerlines along the axial
direction. (a) θ = 135◦. (b) θ = 180◦.
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Figure 11. Entropy profile of the sectional centerlines along the axial direction. (a) θ = 135◦.
(b) θ = 180◦.
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4.3. Flow Patterns at the Exit

Another important issue that should be discussed is the flow pattern at the exit, as
presented in Figure 12. As can be seen, three types of zones are determined in Figure 12b,
based on the morphology of the streamlines: zone A is referred to as the rotating detonation
wave/boundary layer interaction (RDW/BLI) zone, zone B, consisting of B1 and B2, is
dominated by the expansion waves, and zone C is where the helical vortices are exhausted
from the isolator. Still, there are some generalities in the three zones. The radial velocity
vr maintains a negative at every azimuthal angle θ, owing to the radial pressure gradient
induced at the first bend of the “S-shaped” section. As a result of the radial pressure
gradient, the low-speed flow accumulates in the minor-radius region, driving the high-
speed flow to migrate to the major-radius one. In zone A, disturbed by the simplified RDW,
the positive circumferential velocity vθ of the flow is induced after the RDW, that is, the
streamlines point towards the RDW. Thus, a separation line S1 that is almost normal to
the walls is formed under the strong adverse pressure gradient that originated from the
RDW, then a reattachment line R1 that is nearly parallel to the outer wall could be noted
in the angle range of 120◦–150◦, due to the expansion effects. A quasi-triangular gap in
the low-speed region can be found near the inner wall, which is caused by the high-speed
streamlines released from line R1. As a result, the low-speed region is shaped like a “Λ”. As
for zone B, due to the expansion effect behind the MSW, vθ decreases to below 0 gradually,
causing the flow to rotate counter-clockwise (the view direction is along the negative x-axis).
It can be found that the twist of the streamlines in zone B2 is more violent than that in zone
B1. In zone C, the vortices generated from the boundary layer near the inner wall exhaust
into the RDC, as shown in Figure 9b, hence the streamlines here are perturbated, which
contribute to the formation of the separation line S2 and the reattachment line R2.

 

Figure 12. Flow topology on the exit. (a) Absolute Mach number contour and the streamlines.
(b) Sketch of the distilled flow structure.

5. Self-Similarity in the Isolator Affected by the Rotating Feedback Pressure

5.1. Similarity of the Flow Patterns between Adjacent Cycles

To demonstrate the correlations of the flow-field between two adjacent cycles, Figure 13
compares the wall pressure and the sectional Mach number contours in two neighbor cy-
cles. An interesting discovery is that the pressure contour on the outer wall at t = nT
and t = (n + 1)T are extremely similar, both consisting of four curved oblique MSWs with
analogous patterns and comparative strength. As mentioned above, the flow-field of the
meridian planes in Figure 13a,b could both be split into three zones, i.e., the undisturbed
zone, the TSW/MSW/BLI zone, and the MSW/BLI zone. The distribution and shape of
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the low-momentum flow regions resemble each other, as well. Further, the flow patterns in
the meridian planes situated on both sides of the RDW (θ = 135◦, and θ = 225◦) at t = nT
and t = (n + 1)T are contrasted in Figure 14, which corresponds to points A1, B1, A2, B2
emphasized in Figure 15. As can be seen, the Mach number and wall pressure profiles of
two meridian planes at t = nT are basically consistent with those at t = (n + 1)T, correspond-
ingly. Thus, it can be deduced that the flow-field in the adjacent cycles are self-similar.

 

Figure 13. Critical flow structure in the adjacent cycles. (a) Pressure contour on the outer wall, t = nT.
(b) Pressure contour on the outer wall, t = (n + 1)T. (c) Mach number contour of eight meridian planes,
t = nT. (d) Mach number contour of eight meridian planes, t = (n + 1)T.
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Figure 14. Comparison of the Mach number and pressure profiles of the meridian planes in adjacent
cycles. (a) θ = 135◦. (b) θ = 225◦.
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Figure 15. Feedback pressure change curve with time, where points A1 and A2 denote the meridian
plane with θ = 135◦ at t = nT and t = (n + 1)T, respectively, and points B1 and B2 denote the meridian
plane with θ = 225◦ at t = nT and t = (n + 1)T, respectively.

5.2. Comparison of the Flow Patterns at Different Moments in One Cycle

Then, the overall flow-fields at different moments in one cycle are compared in
Figures 16 and 17. It should be noted that the time difference among the selected four
moments equals T/4, that is, the feedback pressure at the exit rotates a corresponding angle
in sequence, which equals 360◦/4 = 90◦ in this case. Hence, it is valid to assume that the
isolator flow-field should also rotate 90◦. Take the meridian plane with θ = 135◦ at t = nT
corresponding to point A1 in Figure 18 as a reference plane, the comparison among the
sectional flow patterns of A1 and that with θ = 135◦ + 90◦ = 225◦ at t = (n + 1/4)T (B2 in
Figure 18), that with θ = 135◦ + 2·90◦ = 315◦ at t = (n + 2/4)T (C2 in Figure 18) and that
with θ = 135◦ + 3·90◦ = 45◦ at t = (n + 3/4)T (D2 in Figure 18) is rather reasonable for the
validation of flow-field similarity at different moments in one cycle.

Likewise, it can be discovered that the global flow structures of the isolator at different
moments in one cycle all show good agreement, though the flow-field rotates 90◦. The
structure of the shock waves, the scale and distribution of the low-momentum flow, even
the surface pressure change curves and the Mach number contours of the corresponding
meridian planes exhibited in Figure 19 all match perfectly, which confirms the self-similarity
of the isolator flow in one cycle under rotating Pb.

Based on the preceding discussions, we can draw the conclusion that the flow-field
of the isolator under rotating feedback pressure perturbations is similar during the stable
operating stage, which indicates that the rotation angular velocity of the TSW and the
MSWs are equal and hold invariant, building the key foundation for the theoretical model
of the inclination angle of the MSWs through velocity decomposition, previously mentioned
in Section 6.
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Figure 16. Pressure contours on the outer wall at different moments in one period. (a) t = nT.
(b) t = (n + 1/4)T. (c) t = (n + 2/4)T. (d) t = (n + 3/4)T.

Figure 17. Cont.
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Figure 17. Mach number contours of eight meridian planes at different moments in one period.
(a) t = nT. (b) t = (n + 1/4)T. (c) t = (n + 2/4)T. (d) t = (n + 3/4)T.

 
Figure 18. Feedback pressure change curve with time, where points A1, B1, C1, and D1 denote the
meridian plane with θ = 135◦, 225◦, 315◦, and 45◦ at t = nT successively, point B2 denotes that with
θ = 225◦ at t = (n + 0.25)T, point C2 denotes that with θ = 315◦ at t = (n + 0.5)T, and point D2 denotes
that with θ = 45◦ at t = (n + 0.75)T.
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Figure 19. Mach number and pressure profiles of corresponding meridian planes at different moments
in one period.

6. Theoretical Model of the Inclination Angles of the Moving Shock Wave, Based on
Velocity Decomposition

The shock wave structure on the central plane of the isolator at t = nT, as shown in
Figure 20, is chosen to calculate the inclination angle α of the MSWs. It can be discovered
that the MSWs appear approximately as straight lines, indicating that the MSW angle α
varies with little discrepancy in one round. Hence, the average parameters could be utilized
to compute the inclination angle of each MSW separately. MSW i is taken as an example
to introduce the theoretical model, the schematic of which is exhibited in Figure 21. The
inclination angle of MSW i αi is defined as the inclination angle between MSW i and the axis.
Since the absolute values of the radial and circumferential velocities of the pre-shock air
are ignorable, compared with the pre-shock axial velocity according to Figure 10, it is valid
to assume that the pre-shock air flows along the axis. So αi also refers to the inclination
angle between MSW i and the pre-shock flow direction. In addition, there is a negative
correlation between αi and βi, which is given as:

αi + βi = 90◦, (7)
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Figure 20. Shock wave structure on the central plane at t = nT in x-l plane, where l denotes the arc
length, and the dependent ratio of x and l equals 1.

 

Figure 21. Sketch of MSW i.

The movement of MSW i between t = nT illustrated by the solid red line and t′ = nT + dt
illustrated by the dashed red line could be deconstructed into two parts:

dxsi = vsi,a·dt, (8)

dlsi = vsi,θ·dt, (9)

where dxsi and dlsi denote the movement distance of MSW i in the axis direction and
circumferential direction, respectively; vsi,a and vsi,θ denote the absolute velocity of MSW i
in the axis direction and circumferential direction, separately.

In addition, MSW i at t = nT is parallel to that at t′ = nT + dt (dt → 0) due to the
self-similarity property of the flow-field demonstrated in Section 5. Thus, αi also refers to
the inclination angle between the axial velocity vsi,a and the resultant velocity vsi of MSW i,
computed by:

vsi =
√

vsi,θ · vsi,θ + vsi,a · vsi,a (10)

αi = atan(vsi,θ/vsi,a), (11)

It is noteworthy that vsi refers to the absolute velocity of MSW i, and it is known that
the angular velocity of the MSWs equals that of the simplified RDW, which is defined as:

ω = 2πf, (12)

Hence,
vsi,θ = ω·ri, (13)

vsi,a = vpi,a − vpre-i,a, (14)
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where vpre-i,a denotes the absolute velocity of the pre-shock air in the axial direction, which
is defined by temperature Tpre-i and Mach number Mpre-i of the air before MSW i:

vpre−i,a =
√

γRTpre−i · Mpre−i (15)

and vpi,a denotes the axial velocity of MSW i relative to the pre-shock flow, i.e., the axial
propagation velocity of MSW i, which is the next key factor to be calculated.

The calculation method of vpi,a is illustrated in Figure 22. The sketch of MSW i and the
absolute velocity of MSW i and the pre-shock air at t = nT is presented in Figure 22a. Firstly,
a microelement of MSW i dssi is extracted, and the MSW i coordinate system is established,
as shown in Figure 22b. On this basis, the relative velocity of the pre-shock air vpre-i,rel
could be deconstructed into −vsi,θ in the circumferential direction and −vpi,a in the axial
direction, and MSW i microelement dssi consists of dxsi and dlsi. Hence, αi could also be
obtained by:

αi = atan(dlsi/dxsi), (16)

 

Figure 22. Sketch of the calculation method. (a) MSW i and the absolute velocity of air and MSW i.
(b) the MSW i microelement and the relative velocity of air. (c) Components of the relative velocity
and MSW i. (d) Relevant component with vpi,a.

Then, the relative velocity of the pre-shock air vpre-i,rel and MSW i microelement dssi
are both axially and circumferentially deconstructed into four types shown in Figure 22c.
Type (1) refers to the collision between the air with an axial velocity -vpi,a and the cir-
cumferential microelement of MSW i dlsi, type (2) exhibits the encounter between the air
with a circumferential velocity -vsi,θ and MSW i circumferential microelement dlsi, while
type (3) and (4) indicate the meeting of MSW i axial microelement dxsi and the air with the
axial (−vpi,a) and circumferential (−vsi,θ) velocity, successively.

It can be discovered that only type (1) is relevant with the calculation of vpi,a, since
the components of the pre-shock relative velocity are both parallel to the components of
MSW i microelement in type (2) and (3), which will not induce a pressure rise; though the
circumferential component of the pre-shock relative velocity −vsi,θ is perpendicular to the
axial component of MSW i microelement dxsi in type (4), there is no correlation between
the circumferential pressure rise induced and vpi,a. Hence, the functions of vpi,a and ΔPa
are as follows:

Mpi,a =
γ + 1

2γ
·
(

Ppost−i

Ppre−i

)
a

+
γ − 1

2γ
(17)
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(
Ppost−i

Ppre−i

)
a

=
Ppre−i + ΔPa

Ppre−i
(18)

vpi,a =
√

γRTpre−i ∗ Mpi,a (19)

where ΔPa denotes the axial component of the pressure gradient originating from MSW i,
and Mpi,a denotes the axial propagation Mach number of MSW i.

Last, the integral average calculation along MSW i is performed, and MSW i angle
αi computed by Equations (11) and (16) are compared, as shown in Table 4, along with
those of MSW ii and iii. To distinguish from each other, the α calculated by Equation (11) is
referred to as the predicted angle αaero, and the inclination angle obtained via Equation (16)
is defined as the measured angle αgeom. The relative error δα is defined as:

δα =

(
αaero − αgeom

)
αgeom

× 100% (20)

Table 4. Integral average results of the MSWs.

Parameters Value

MSW i MSW ii MSWb iii

vsi,a, m/s 657.50 485.44 −3.75
vsi,θ, m/s 4716.84 4797.93 4932.15

αaero, ◦ 82.07 84.22 90.04
αgeom, ◦ 83.94 85.99 87.77

δα, % −2.23 −2.06 2.58

As can be seen, the absolute value of the relative errors of the inclination angles are
below 3%, indicating that the theoretical method based on the velocity decomposition
on the MSW angles α is reasonable, with a proper accuracy and feasibility. Moreover,
the predicted results give a clear and sensible explanation of the physical meaning of the
MSW angles and the propagation of the MSWs, which provides some guidance to further
investigations on the isolator with the simplified RDW under complex boundary conditions
and with the real RDW.

7. Conclusions

Herein, the three-dimensional simulations on an annular isolator under rotating
feedback pressure perturbations simplified from the single-mode rotating denotation wave
(RDW), which is modeled as a periodical function consists of two linear variation zones
and one curve change zone given by a transformed trigonometric function, are performed.
The transient flow characteristics dominated by the moving shock wave/boundary layer
interaction (MSW/BLI) is investigated thoroughly, and the self-similarity property of the
flow-field is evaluated. Furthermore, the theoretical model of the inclination angle of the
moving shock wave (MSW) by velocity decomposition is developed and validated.

It is found that a helical MSW and a terminal shock wave (TSW) are generated in the
isolator due to the upstream and circumferential propagation of the feedback pressure
perturbations. As a result, the flow-fields could be divided into three regions, i.e., the undis-
turbed zone, the terminal shock wave/moving shock wave/boundary layer interaction
(TSW/MSW/BLI) zone, and the MSW/BLI zone. In the TSW/MSW/BLI zone, the rather
small axial distance between the TSW and the MSW connects the two adverse-pressure
gradients induced by the shocks, intensifying the flow separation on the meridian planes
with smaller azimuthal angles, which rolls up vortices in the vicinity of the outer and
inner walls. These vortices all develop along the TSW and the MSWs, presenting a typical
glancing shock wave/boundary layer interaction (GSW/BLI). As a result, the migration
of the separation bubbles makes the separation scale on the meridian plane at θ = 180◦
the maximum. In the MSW/BLI zone, the shock induces the boundary layer to separate,
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forming a helical vortex located at the foot of the MSW. During the upstream propagation
process, the pattern of the MSWs transforms from a moving normal shock wave to a moving
oblique shock wave with decreased strength, the screw-pitch of the MSW reduces slightly,
and the inclination angle of the MSW increases gently. In other words, the MSW shows
more “flat” patterns along the negative direction of the x-axis. Furthermore, the TSW shows
some characteristics of a standing shock wave, causing the static pressure, temperature,
and entropy of the flow to increase instantly and the velocity to drop in three directions.
Whereafter, following the collisions with MSW, the static pressure, temperature, entropy,
and circumferential velocity of the air rise instantly, while the axial velocity drops to a
lower level. It is interesting to find that though the MSW do deflect the streamlines, the air
still maintains an axial flow at the exit except in the adjacent region of the MSW with the
neglected radial velocity and circumferential velocity. Likewise, three types of zones can be
determined in the flow pattern at the exit: the rotating detonation wave/boundary layer
interaction (RDW/BLI) zone, the expansion zone, and the vortices discharge zone.

Then, the self-similarity property is observed in the flow-field of the annular isolator
under rotating feedback pressure perturbations, which connects the transient flow patterns
at different moments with each other. The global flow structure of the isolator at different
moments all show good agreement despite its rotation with the RDW, and the surface pres-
sure profiles of the corresponding meridian plane all match perfectly. Such a characteristic
indicates that the rotation angular velocity of the TSW and the MSW are equal and hold
invariant, and the isolator flow could be regarded as a quasi-steady flow, i.e., independence
of time. On this basis, the theoretical model of the MSW angles by coordinate transfor-
mation and velocity decomposition is introduced and validated. This model establishes
contacts between the geometric form and the velocity triangle of the MSW for the first time,
the latter of which is determined by its variation period and the original axial pressure
gradient. The relative errors between the predicted and the geometrical results are below
3%, which confirms the reasonability and preciseness of the theoretical model, offering a
rapid method to predict the shape of the MSW, and a perspective to better understand the
physical meaning of the shape of the MSW.
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Abstract: The aim of this research was to explore the mechanisms underlying the effect of self-
circulating casing treatment with different circumferential coverage ratios on the aerodynamic perfor-
mance of a transonic centrifugal compressor. A three-dimensional unsteady numerical simulation
was carried out on a Krain impeller. The circumferential coverage ratios of the self-circulating
casings were set to 36%, 54%, 72% and 90%, respectively. The numerical results showed that the
Stall Margin Improvement (SMI) increased with the increase in circumferential coverage ratios. The
self-circulating casing with a 90% circumferential coverage ratio exhibited the highest SMI at 20.22%.
Internal flow field analysis showed that the self-circulating casing treatment improved the compressor
stability by sucking the low-speed flow in the blade tip passage and restraining the leakage vortexes
breaking, which caused flow blockage. The compressor performance was improved at most of the
operating points, and the improvement increased with increase in circumferential coverage ratio. The
improvement in compressor performance was mainly attributed to reduction in the area of the high
relative total pressure loss in the blade tip passage and significant decrease in the flow loss by the
self-circulating casings.

Keywords: transonic centrifugal compressor; self-circulating casing treatment; circumferential
coverage ratio; aerodynamic performance; Krain impeller

1. Introduction

Centrifugal compressors have several advantages such as compact structure, high
single-stage total pressure ratio, low cost and long service life, thus they are widely used
in technical fields such as aerospace, ship and energy power [1,2]. The internal flow of
centrifugal compressors is a complex process. An unstable flow occurs under low mass
flow rate conditions and the compressor performance is reduced by the unstable flows.
Therefore, expanding the stable working range of the centrifugal compressor is imperative
in improving impeller technology [3].

Casing treatment is an effective way to improve compressor performance and sta-
bility. Casing treatment mainly involves slot casing treatment, blade tip injection and
self-circulating casing treatment [4]. Previous findings show that slot casing treatment
can effectively extend the compressor stable working range, but it reduces the compressor
efficiency. Self-circulating casing treatment effectively improves the compressor stability,
reduces the compressor efficiency loss and even improves the compressor efficiency. There-
fore, self-circulating casing treatment has been widely explored in improving compressor
efficiency and stability [5].

Fisher [6] conducted an experimental study on a centrifugal compressor and the results
showed that the self-circulating casing treatment expanded the compressor’s stable working
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range and slightly increased the compressor’s adiabatic efficiency. Hunziker et al. [7]
conducted a numerical study and the findings indicated that the self-circulating casing
treatment sucked the clearance leakage flow near the suction port, and airflows discharged
from the inject port reduced the Mach number and incidence angle of the incoming flow at
the blade tip, thus widening the compressor’s stable working range. Several numerical and
experimental studies have been conducted on a high-speed centrifugal compressor [8–10].
The results of these studies showed that the unsteady flows inside the compressor were
caused by the vortexes which were attributed to the tip leakage flow and the backflow, and
the self-circulating casing eliminated the backflows near the throat of the blade tip passage.
Tamaki [11] installed small blades in the self-circulating casing to generate vortexes at
the compressor inlet, and the self-circulating casing treatment significantly improved the
compressor stability margin. Jung [12] reported that the position and width of suction
port of the self-circulating casing were key variables that affected the ability of the self-
circulating casing to improve the compressor stability. The compressor’s stable working
range was gradually extended by the backward movement of the suction port’s position
and increase in the port width. Semlitsch [13] performed numerical studies using the LES
method. The results showed that the self-circulating casing increased the compressor’s
stable working range because part of flows in the compressor returned to the compressor
upstream along the self-circulating casing passage under small mass flow rate conditions.

Zheng [14] conducted numerical simulations on a centrifugal compressor and verified
the findings through experiments. The results showed that the trajectory of the clearance
leakage flow in the blade tip passage was blocked and the flow angle was reduced at the
compressor inlet due to the suction effect of the self-circulating casing. Xu [15,16] performed
a numerical study on a semi-open centrifugal compressor and the findings indicated that
the gas discharged from the inject port increased the local mass flow rate and flow angle,
thus the self-circulating casing treatment delayed occurrence of the stall. Kang [17] carried
out a numerical study on a single-stage subsonic centrifugal compressor and the results
showed that the self-circulating casing sucked the leakage flow and low-energy flows at
the blade tip and improved the flow blockage in the blade tip passage.

Cao (2017) [18] conducted a numerical study on a transonic centrifugal compressor
and reported that the self-circulating casing bled the partial airflows in the impeller passage
and returned them to the compressor inlet, which delayed the change in the compressor
inlet incidence angle and the development of shock. Gan [19] performed a numerical
simulation on a high-speed centrifugal compressor and reported that the self-circulating
casing treatment improved the stall margin of the centrifugal compressor by 6% and
decreased the compressor efficiency by 0.5% under the design’s mass flow rate conditions.
Shang [20] reported that the axial distance, angle and diameter of the suction/inject port
determined the flow velocity through the suction/inject port, the impact of the backflow
on the main flow and the mass flow of the backflow.

Several studies have been conducted on centrifugal compressors with the self-circulating
casing treatment. The effect of the self-circulating casing treatment in improving the internal
flow of centrifugal compressors, the mechanisms of improving the compressor stability
and the size and position of the self-circulating casing suction and inject port have been
extensively explored. However, only a few studies have been conducted on the effect of the
circumferential coverage ratio of self-circulating casing on the aerodynamic performance of
centrifugal compressors. In addition, most previous studies have only been conducted with
the self-circulating casing inject sections placed vertical to the casing line [14,15,17,18,20].
In this study, the design of the self-circulating casing inject section was based on a previous
study by our research team [21] and the “Coanda Lines” were used to ensure that the
gas flowed along the wall of the self-circulating casing while reducing the flow losses.
This study sought to explore the effect of the circumferential coverage ratio of the self-
circulating casing on the centrifugal compressor’s aerodynamic performance. Four research
schemes on the self-circulating casing treatment with circumferential coverage ratios of
36%, 54%, 72% and 90% were designed with a Krain impeller as the research object, and
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unsteady numerical simulations were performed. The unsteady calculation results on the
performance curves and internal flow details were compared to reveal the flow mechanisms
underlying the effect of the circumferential coverage ratio of the self-circulating casing on
the compressor’s aerodynamic performance.

2. Model Design and Numerical Simulation

2.1. Model Design

The research object in this study was a transonic centrifugal impeller SRV2-O with
splitter blades. A schematic representation of the SRV2-O impeller is presented in Figure 1.
The design parameters of the impeller were derived from a previous study [22]. Table 1
shows the basic design parameters of the SRV2-O. Krain (1995) conducted experimental
studies on this type of impeller, and then performed numerical simulations in 2002. The
numerical calculation results were in agreement with the experimental results [23]. The
shape of the impeller was disclosed, which provided a reference for subsequent studies on
this centrifugal impeller.

Figure 1. A schematic representation of the SRV2-O impeller.

Table 1. The basic design parameters of the SRV2-O impeller.

Parameters Value Parameters Value

Mass flow (kg/s) 2.55 The number of
main/splitter blade 13/13

Rotation speed (rpm) 50,000 Blade tip inlet relative
Mach number 1.3

Inlet total pressure (Pa) 101,325 Inlet total
temperature (K) 288.15

Inlet blade tip/root
radius (mm) 30/78 Outlet impeller

radius (mm) 112

Total pressure ratio 6.1 Adiabatic efficiency 0.84
Inlet/outlet blade

angle (◦) 26.5/52 Blade leading/trailing tip
clearance (mm) 0.3/0.5

Thirteen self-circulating casings were uniformly arranged in the compressor along
the circumferential direction. The number of self-circulating casings was the same as the
number of mainstream passages. The geometric structure of the self-circulating casing is
shown in Figure 2, where “m” represents the axial distance of the inject port, “k” represents
the axial distance between the inject port trailing edge and the mainstream blade leading
edge, “z” represents the axial distance between the suction port leading edge and the
mainstream blade leading edge, “x” represents the axial distance of the suction port and “α”
and “β” represent the air injection and suction angle of self-circulating casing, respectively.
Geometric parameters of the self-circulating casing are presented in Table 2.
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Figure 2. The geometric structure of the self-circulating casing.

Table 2. The geometric parameters of the self-circulating casing.

Parameter Value Parameter Value

A (◦) 30 k (mm) 18.57
β (◦) 70 z (mm) 3.7

m (mm) 8.56 x (mm) 8
n (mm) 6.23 y (mm) 25

Four schemes of self-circulating casing treatment were designed with different cir-
cumferential coverage ratios of 36%, 54%, 72% and 90%, whereas the other geometric
parameters of the self-circulating casing were the same. The circumferential coverage
ratio is defined as the ratio of the circumferential angle covered by the self-circulating
casing to 360◦. The three-dimensional structures of the self-circulating casings with the
circumferential coverage ratios of 36% and 72% are presented in Figure 3. “SRC” means
the self-circulating casing, “C” represents the circumferential coverage ratio and the corre-
sponding number represents the specific values of the circumferential coverage ratio (for
example, “SRCC0.36” denotes the self-circulating casing with a circumferential coverage
ratio of 36%).

 
(a) (b) 

Figure 3. The three-dimensional structure of self-circulating casings. (a) SRCC0.36. (b) SRCC0.72.
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2.2. Numerical Simulations

The grids were generated using the IGG/Autogrid5 module in NUMECA-16.1 soft-
ware. The impeller passages adopted the O4H grid topology, and the butterfly grid was
utilized for the blade tip clearance. The H-grid topology was adopted for the inlet and
outlet extension sections and the self-circulating casing. The parameter “y+” was main-
tained at a value less than 10, whereby “y+” was related to the distance between the grid
first layer and the solid wall. In the numerical simulation, the inlet extension section and
the self-circulating casing were configured as the static blocks, and the rotor and diffuser
passages were set as the rotating blocks. Two “sliding-block” structures with H-type grid
topology were added between the rotor blade tip and the self-circulating structure, and
the full non-matching method was applied at the R-S interface to achieve high accuracy of
the flow field data transfer between the rotating blocks and the stationary blocks where
the self-circulating casing was located. The diagram of computed domain grid is shown in
Figure 4.

(a) 

(b) 
Figure 4. The diagram of computed domain grid. (a) A representation of the meridional plane of the
computational grid. (b) Three-dimensional diagram of the blade grids.

The single-passage unsteady numerical simulations were carried out using the Fine-
Turbo in NUMECA software. Full three-dimensional Reynolds time-averaged Navier–
Stokes equations were numerically computed. Spalart–Allmaras was selected as the turbu-
lence model. The spatial discretization adopted an upwind Total Variation Diminishing
(TVD) scheme with second-order accuracy, and the CFL number was set as 3. The implicit
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double time-stepping method was used for time discretization in the unsteady numerical
simulations. A total of 30 physical time steps were configured for each rotor passage,
and the virtual time step in each physical time step was set to 20. The inlet boundary
conditions were configured as follows: the total pressure was set to 101,325 Pa, the total
temperature was 288.15 K, the air was sucked axially and the outward annular wall and
the blade surface were adiabatic and un-sliding. The uniform initial field was adopted with
an initial temperature of 288.15 K and a pressure of 300,000 Pa. The average static pressure
was determined at the outlet, and the compressor performance curve was obtained by
continuously increasing the outlet pressure.

2.3. Numerical Validation

Validation of the grid-independence and the turbulence model were carried out to
verify the accuracy of the numerical simulation method. The steady numerical calculation
results, the experimental data [22] and numerical simulation results [23] reported by Krain
were evaluated and compared. Previous findings indicate that the blockage mass flow rate
obtained in the experiment was approximately 2.864 kg/s [24]. The blockage mass flow
rate obtained by Krain in the numerical calculation was 5–10% higher than that obtained
through the experiments. In this study, the blockage mass flow rate in the numerical
calculation was 3.03 kg/s, and the error with the experimental data was 5.7%, which is
within the allowable error range [24].

The compressor performance curves were compared with the experimental data by
generating 930,000, 1.3 million and 2.2 million grids. The central spatial discretization
format and the Second-Order Upwind format were used in the validation. The Spalart–
Allmaras and the k-ε turbulence model were selected for comparison with the experimental
data. The abscissa of the performance curves’ graphs represents the ratio of calculated mass
flow rate to blockage mass flow rate, and the ordinate represents the compressor’s total
pressure ratio and isentropic efficiency, respectively. The terms “Central” and “Upwind”
used in the curves represent the central spatial discretization format and the Second-Order
Upwind differential format, respectively, “0.93 m”, “1.3 m” and “2.2 m” represent the
930,000, 1.3 million and 2.2 million grids, respectively, and “S-A” and “K-E” represent the
Spalart–Allmaras and the k-ε turbulence model, respectively. In addition, “Exp” represents
the experimental results [22] and “Krain cal” represents the numerical calculation results
by Krain et al. [23].

The comparison of the compressor’s performance curves under different turbulence
models is presented in Figure 5. The results showed that the difference in compressor total
pressure curves between the S-A and the k-ε turbulence model was not significant (Figure 5).
The compressor efficiency curves of the k-ε turbulence model were highly consistent with
the experimental data compared with that of the S-A model. The maximum relative error
in efficiency was only 1.9%, but the stalling mass flow rate was markedly bigger relative to
that of the S-A model.

The compressor performance curves generated under different differential formats
are shown in Figure 6. The total pressure ratio curves for the central spatial discretization
format and the Second-Order Upwind format were similar under the same 930,000 grids
and S-A turbulence model conditions. However, the efficiency curves for the Second-Order
Upwind format were consistent with the experimental data, with a maximum relative
error of approximately 3.4%. The calculated stalling mass flow rate for the Second-Order
Upwind format was consistent with the experimental data.

The compressor performance curves generated under different grid numbers are
shown in Figure 7. The findings indicated that there was no significant difference in the
total pressure ratio curves obtained under the different grid numbers (Figure 7). How-
ever, under the high mass flow rate conditions, the compressor efficiency curves with the
1.3 million grids number were more consistent with the experimental data compared with
the curves generated under the other two grids. Therefore, 1.3 million was selected as the
number of grids for the subsequent numerical simulations. A difference was observed
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between the experimental results and the simulation results obtained with 1.3 million grids.
The total pressure for the simulation was higher, and the isentropic efficiency was lower
than that obtained from the experiment. The difference was observed mainly because the
average total pressure obtained at the outlet was applied as the outlet total pressure in the
numerical simulations, whereas the total outlet pressure in the experiment was calculated
from the determined outlet total temperature, mass flow rate, wall static pressure and
an assumed blockage coefficient. As a result, the compressor performance obtained for
the experiment was mainly dependent on the measurement accuracy of the average static
pressure and the estimated blockage coefficient. However, the significant variation in static
pressure between the hub and the casing lowers the measurement accuracy of the average
static pressure, resulting in a discrepancy in the experimental and numerical simulation
outlet total pressure.

  
(a) (b) 

Figure 5. Compressor performance curves generated under different turbulence models. (a) Total
pressure ratio. (b) Isentropic efficiency.

  
(a) (b) 

Figure 6. Compressor performance curves generated under different differential formats. (a) Total
pressure ratio. (b) Isentropic efficiency.
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(a) (b) 

Figure 7. Compressor performance under different grid numbers. (a) Total pressure ratio.
(b) Isentropic efficiency.

The positions of the experimental laser measurement planes in the compressor passage
are shown in Figure 8. In Figure 9, the relative Mach number distributions on the different
planes were compared between the experimental data and the simulation results under
the design’s mass flow rate conditions to further verify the accuracy and feasibility of the
numerical simulation performed in this study.

The numerical results on the pressure surface side on plane “−1” were consistent with
the experimental results (Figure 9a,b). The relative Mach number in the passage gradually
increased with an increase in the blade height. Notably, some inconsistencies were observed
between the numerical results and the experimental results at midspan and the upper right
area of plane “−1”. The errors can be attributed to the choice of turbulence model and the
discrete format used in the numerical simulation. The secondary flows may be inconsistent
between the experimental procedures and the numerical simulation.

The relative Mach number distribution trend and the specific values of calculation results
on plane “4” and plane “10” were consistent with the experimental results (Figure 9c–f).
However, the specific value of the relative Mach number at the blade tip was lower and
the low-speed area was larger for the numerical simulation than values obtained from
the experiments. The error may have resulted because the laser measurement used in the
experiment did not accurately reflect the distribution of the tip leakage flow. In addition,
a low-velocity area was caused by the tip leakage flow.

Figure 8. The experimental laser measurement planes in the compressor passage.
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 9. The relative Mach number distribution on the different planes. (a) Experimental data on
plane “−1”. (b) Numerical results on plane “−1”. (c) Experimental data on plane “4”. (d) Numerical
results on plane “4”. (e) Experimental data on plane “10”. (f) Numerical results on plane “10”.

The meridional velocities on plane “10” were shown and the results showed that the
distribution of the meridional velocities under the numerical simulations was consistent
with the distribution obtained through the experiment (Figure 10).

 
(a) (b) 

Figure 10. Distribution of meridional velocities on plane “10”. (a) Experimental data on plane “10”.
(b) Numerical results on plane “10”.

In summary, the results showed that the numerical simulations with the Second Order
Upwind format using the S-A turbulence model accurately predicted the performance and
exhibited the internal flow parameters of the Krain impeller. The numerical calculation
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method used in this study was accurate as shown by the high consistency with the experi-
mental results. Therefore, the subsequent studies conducted in this study were based on
this numerical method.

3. Simulation Results and Discussion

3.1. Compressor Performance Analysis

The performance curves of the compressor with different casing parameters are pre-
sented in Figure 11. The abscissa represents the mass flow rate, and the ordinate represents
the compressor’s total pressure ratio and efficiency. In the curves, “sw” represents the
solid-wall casing, and the other symbols are provided above. Analysis of the compressor
performance curves showed that the compressor’s near-stall mass flow rate was reduced
after application of the self-circulating casing treatment, and the compressor stability was
increased to varying degrees. A higher circumferential coverage ratio was correlated with
a lower compressor near-stall mass flow rate. The total pressure ratios of the compressor
with the self-circulating casing treatment were higher compared with the total pressure
ratios for the solid-walled casing under the small and medium mass flow rate conditions
(Figure 11a). Self-circulating casing treatments with different circumferential coverage
ratios increased the impeller’s pressure-boosting capacity. Notably, the impeller’s pressure-
boosting capacity increased with an increase in circumferential coverage ratio under the
small mass flow rate conditions. All four self-circulating casing treatments effectively
improved the compressor’s isentropic efficiency under the small and medium mass flow
rate conditions (Figure 11b). The efficiency curves of the SRCC0.72 and SRCC0.9 designs
almost overlapped under the small mass flow rate conditions. These findings indicate that
the compressor efficiency increases with increase in circumferential coverage ratio under
the small mass flow rate conditions.

  
(a) (b) 

Figure 11. Performance curves of the compressor under different casing parameters. (a) Total pressure
ratio. (b) Isentropic efficiency.

Stall Margin Improvement (SMI) and Peak Efficiency Improvement (PEI) were intro-
duced in this study for a precise quantitative analysis. The SMI and PEI were expressed
as follows:

SMI = (
π∗

SRC,stall

π∗
sw,stall

× M∗
sw,stall

π∗
SRC,stall

− 1)× 100% (1)
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PEI =
η∗

SRC,peak − η∗
sw,peak

η∗
sw,peak

× 100% (2)

where “π∗” represents the compressor total pressure ratio, “M” represents the mass flow
rate and “η∗” represents the compressor isentropic efficiency. The subscripts “stall” and
“peak” represent the near-stall condition and the peak efficiency condition, respectively.
The specific values of the SMI and PEI of the four research schemes are presented in Table 3.

Table 3. SMI and PEI of self-circulating casings with different circumferential coverage ratios.

SMI/% PEI/%

SRCC0.36 11.26 −0.13
SRCC0.54 12.67 −0.23
SRCC0.72 18.05 −0.17
SRCC0.9 20.22 −0.27

The self-circulating casing treatments with 36%, 54%, 72% and 90% circumferen-
tial coverage ratios generated an SMI of 11.26%, 12.67%, 18.05% and 20.22% and a PEI of
−0.13%, −0.23%, −0.17% and −0.27%, respectively (Table 2). Quantitative analysis showed
that the SMI gradually increased as the circumferential coverage ratio increased and the
self-circulating casing’s ability to expand compressor stability also gradually increased.
However, the difference in SMI between the 36% and 54% circumferential coverage ratios
was not significant. Analysis of the compressor peak efficiency showed that the PEIs gener-
ated by different self-circulating casing treatments were all negative, and the compressor
peak efficiency decreased slightly with a change in the self-circulating casing treatments.

3.2. Comparative Analysis of the Compressor Internal Flow

Analyses were conducted to explore the internal flow of the compressor at the near-
stall point under the different casing configurations, and the following content is shown
using time-averaged results of the unsteady calculation.

The relative Mach number contours of different research schemes on the sliced planes
are shown in Figure 12. These planes, which are perpendicular to the Z axis, are located
in the compressor passage, and the spacing is the same for every two adjacent planes.
A large low Mach number area surrounded by the red dashed line was observed in the
blade tip passage under the near-stall point. The flow velocity is low in this region, resulting
in flow blockage in the blade tip passage. The results for the solid-wall casing with self-
circulating casing treatments showed that all Mach number areas with a value below
0.25 disappeared, and only low Mach number areas with values more than 0.3 and less than
0.75 were observed in the mainstream blade passage. The self-circulating casing treatment
significantly improved the low Mach number area and expanded the flow area in the
mainstream blade passage. However, self-circulating casing treatment did not significantly
suppress the low-energy areas in the splitter blade passage. Analysis of the ability of the
different self-circulating casing treatments to reduce the blocked flow area revealed that
the low-speed area gradually decreased from the 36% to the 72% circumferential coverage
ratio, but the difference between the 72% and the 90% coverage ratio was not significant for
this configuration.

The relative Mach number distribution under different schemes of 96% blade span was
explored to evaluate the effect of the different self-circulating casing treatments on the flow
blockage in the blade tip passage (Figure 13). The findings showed that most of the area
of passage exhibited low-speed flows under the near-stall point, and the flow area in this
passage was markedly reduced (Figure 13a). This finding is consistent with the previous
result in Figure 12. The results showed that all the self-circulating casing treatments with
the different circumferential coverage ratios improved the flow blockage in the blade tip
passage (Figure 13b–d). The flow area and the distance between the blade pressure surface
and the boundary of the low Mach number area marked by the dashed red line gradually
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increased with an increase in circumferential coverage ratio. This finding indicated that the
inhibition of the self-circulating casing treatments to the low-energy flow was proportional
to the circumferential coverage ratio.

 

 
(a) 

 
(b) 

 
(c) 

 
(d)  

(e) 

Figure 12. Relative Mach number distribution in the blade tip passage. (a) SW. (b) SRCC0.36.
(c) SRCC0.54. (d) SRCC0.72. (e) SRCC0.9.
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(a) 

  
(b) (c) 

  
(d) (e) 

Figure 13. Contours of relative Mach number distribution of different schemes at 96% blade span.
(a) SW. (b) SRCC0.36. (c) SRCC0.54. (d) SRCC0.72. (e) SRCC0.9.
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The axial velocity distribution at 50% τ (“τ” represents the clearance height of main-
stream blade leading edge at the blade tip) was explored to further indicate the improve-
ments of the self-circulating casing treatments on the flow blockage in the blade tip passage
(Figure 14). The findings indicated the presence of blockages in the passage when the
axial speed wz was negative. The backflow area was significantly reduced after application
of the self-circulating casing treatments, implying that the flow area was significantly
increased. The backflow area reduced with an increase in circumferential coverage ratio
of the self-circulating treatments. The backflow area was smallest in the SRCC0.9 design
compared with the other configurations. Analysis showed that the backflow area was not
evident under the suction port of the self-circulating casing. These findings indicate that
the ability of the self-circulating casing treatment to restrain the flow blockage increased
with an increase in the circumferential coverage ratio.

The relative velocity vector of the airflow of different structure casings at 98% blade
span was evaluated (Figure 15). A large low-speed flow area surrounded by the dashed
red line in the mainstream blade passage was observed under the near-stall point. The
red arrow represents the flow direction under the near-stall point. The area of low-speed
flow between the blade suction surface and the adjacent blade pressure surface in the
mainstream blade passage was significantly suppressed, and the angle between the flow
direction and the blade suction surface was reduced after application of self-circulating
magazine treatment. The self-circulating casing treatment played a significant role in
improving the compressor internal flow. Analysis of the different self-circulating casing
treatments showed the presence of a large low-speed flow area in the passage in SRCC0.36
and the flow direction was at an angle to the blade suction surface, whereas the flow
directions of the other self-circulating casing treatments were along the blade suction
surface. The low-speed flow area and the angle between the flow direction and the blade
suction surface decreased with an increase in circumferential coverage ratio.

The leakage flow lines’ distribution in the blade tip passage was evaluated to further
illustrate the mechanism underlying the increase in the compressor internal flow by the self-
circulating casing (Figure 16). The lower-speed leakage flows fill with the blade tip passage
formed by the mainstream blades and the mainstream/splitter blades under the near-stall
point. The leakage flow velocity rapidly decreased after the shock at the mainstream
passage inlet. The leakage flows became distorted and swollen at the inlet. The leakage
flows were interrupted below the suction port by the suction of the self-circulating casing.
The area and intensity of the leakage flows sharply decreased downstream of the suction
port, and the expansion and development of the leakage flows were effectively suppressed.
The low-energy area created after the shock was also eliminated. Analysis of the different
self-circulating casing treatments showed that the leakage flow lines from the mainstream
blade gap became progressively less dense at the blade tip, as indicated by the red dashed
line in Figure 16. The leakage flow distribution area gradually decreased under the suction
port from the 36% to the 90% circumferential coverage ratio. The effect on suppressing
the development of leakage flows towards adjacent blades increased with an increase in
circumferential coverage ratio. The results showed that SRCC0.9 had the greatest inhibiting
effect on the leakage flows, and the circumferential development of leakage flows had been
completely sucked for this configuration.

The parameter of dimensionless helicity was introduced in this study to evaluate
the expansion and fragmentation of the leakage vortexes at the blade tip. Dimensionless
helicity is expressed as follows:

Hn =

→
W•

→
ξ∣∣∣∣→W∣∣∣∣∣∣∣∣→ξ ∣∣∣∣ (3)

where “
→
W” represents the relative velocity vector and “

→
ξ ” represents the vortex vector. Hn

denotes the tightness of the leakage flow lines around the core of the leakage vortexes, and
the value of Hn is close to 1 (the range of Hn is −1 to 1). A sudden change in the value
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of the Hn (for example, from 1 to −1) often indicates the expansion and fragmentation of
the leakage vortexes. The contours of Hn for different casings at the 98% blade span are
presented in Figure 17. The results showed an abrupt change in Hn value at the mainstream
passage inlet under the solid-wall casing, indicating that the leakage vortexes were broken
at this location, and the resulting low-speed flows caused blockage in the passage. The self-
circulating casings with the 36% and 54% circumferential coverage ratios did not eliminate
the break-up of the leakage vortexes, and an abrupt change in value was observed at the
passage inlet for these configurations. However, the sudden change in value disappeared
under the self-circulating casing treatment with the 72% and 90% circumferential coverage
ratios, and these treatments effectively inhibited the break-up of the leakage vortexes.

 
(a) 

  
(b) (c) 

  
(d) (e) 

Figure 14. The axial velocity distribution at 50% τ. (a) SW. (b) SRCC0.36. (c) SRCC0.54. (d) SRCC0.72.
(e) SRCC0.9.
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(a) 

  
(b) (c) 

  
(d) (e) 

Figure 15. Relative velocity vector of different structure casings at 98% blade span. (a) SW.
(b) SRCC0.36. (c) SRCC0.54. (d) SRCC0.72. (e) SRCC0.9.
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(a) 

  
(b) (c) 

  
(d) (e) 

Figure 16. Distribution of leakage flows in the blade tip passage. (a) SW. (b) SRCC0.36. (c) SRCC0.54.
(d) SRCC0.72. (e) SRCC0.9.
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(a) (b) (c) 

  
(d) (e) 

Figure 17. Non-dimensional helicity distribution of different casing structures at 98% blade span.
(a) SW. (b) SRCC0.36. (c) SRCC0.54. (d) SRCC0.72. (e) SRCC0.9.

The absolute vorticity contours, static pressure isoline distribution, the track of the
vortex core and the interface between mainstream and leakage flow were explored at the
98% blade span (Figure 18). The dashed black lines represent the track of the vortex core,
and the dashed red lines represent the interface. The results indicate that the interface
between the mainstream and the leakage flow almost fully blocked the front of the entire
mainstream passage, and the vortex core track developed from the blade suction surface
to the adjacent blade pressure surface. The interface between mainstream and leakage
flow and the vortex core track at the blade tip leading edge deflect towards the blade
suction surface, and the flow in the blade tip passage was improved after application of
the self-circulation casing treatments. Notably, the self-circulating casing treatment with
different circumferential coverage ratios had different effects on the vortex core track and
interface between mainstream and leakage flow. The difference between SRCC0.36 and
SRCC0.54 was not significant for the interface. However, a significant difference in the
vortex core track was observed between SRCC0.36 and SRCC0.54. The vortex core track
was more inclined to the suction surface in SRCC0.54 than in SRCC0.36. However, the
effects of SRCC0.36 and SRCC0.54 on the vortex core track and the interface were not as
effective as those observed for SRCC0.72 and SRCC0.9. The results showed that SRCC0.72
did not present a significant difference in the vortex core track compared with that of
SRCC0.9. However, the interface was more inclined to the blade suction surface, and the
flow area in the mainstream passage was larger in SRCC0.9 compared with SRCC0.72. In
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summary, the effects of the self-circulating casing treatment on the vortex core track and
the mainstream/leakage flow interface were directly proportional to the circumferential
coverage ratio.

 

 
(a) 

 

 
(b) (c) 

  
(d) (e) 

Figure 18. Contours of absolute vorticity and static pressure distributions at 98% blade span. (a) SW.
(b) SRCC0.36. (c) SRCC0.54. (d) SRCC0.72. (e) SRCC0.9.

73



Aerospace 2023, 10, 312

The relative blockage area distribution curves along the axial direction were generated
to quantitatively evaluate the improvements in blockage in the blade tip passage by the
four self-circulating casings (Figure 19). The horizontal axis represents the axial relative
position of the blade tip passage, whereby 0–1 represents the passage from the mainstream
blade leading edge to the splitter blade leading edge, and a value greater than 1 denotes
the splitter blade passage. The vertical axis represents the relative blockage area. The
self-circulating casing treatments effectively reduced the blockage area in the blade tip
passage in most axial position ranges, especially in the 0 to 0.5 range compared with the
solid-wall casing. A larger circumferential coverage ratio was correlated with a smaller
blockage area and a higher ability of the self-circulating casing to improve the flow in the
blade tip passage. The blockage area in the splitter blade passage was also improved by
the various self-circulating casing treatments to varying degrees. These findings indicate
that the self-circulating casing treatments improved the blockage in the mainstream blade
passage and reduced the blockage in the splitter blade passage, which explains why the
self-circulating casing treatment significantly improved the compressor’s stability.

 
Figure 19. Distribution curve of the blocked area of the blade tip channel along the axis.

The changes in the blockage ratio of different self-circulating casings in the blade tip
passage were determined over a complete period at 50% τ (Figure 20). The blockage ratio
is expressed as follows:

BR =
Ab
A

× 100% (4)

where “A” represents the selected plane area and “Ab” represents the area with negative
relative axial velocity on the selected plane. The results showed that the blockage ratios
of the different self-circulating casings changed over time at 50% τ (Figure 20). Notably,
the blockage area at the blade tip was smaller than the solid-wall casing under the near-
stall point after application of the self-circulating casing treatment. The blockage ratio
decreased with increase in circumferential coverage ratio, and the minimum occurrence
time decreased. The research schemes with high circumferential coverage ratio exhibited
a blockage ratio less than that of the low circumferential coverage ratio at all times, which
is highly consistent with the results reported in Figure 19. The unsteady time average of
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the blockage distributions was determined for the different casings at 99% blade span to
further evaluate the blockage ratios in the blade tip passage for the four self-circulating
casing treatments (Figure 21). The red region represents the area in which Wz was negative.
The contours indicate that the blockage area in the blade tip passage decreased with
an increase in the circumferential coverage ratio, indicating that the qualitative analysis
results were highly consistent with the quantitative results presented in Figure 20.

 
Figure 20. Changes in the blockage ratio under different self-circulating casings at 50% τ.

The meridional dimensionless radial velocity contours in and under four self-circulating
casings were determined (Figure 22). The radial velocity selected in contours represented
the circumferential average value of unsteady time-average simulation results, and the
dimensionless radial velocity was equal to the ratio of the local radial velocity to the average
axial velocity at the inlet. The numbers in the contours show the dimensionless radial
velocity value at that location, and a positive value indicates an upward direction. The
results showed that the absolute dimensionless radial velocities at the suction and inject
port of four self-circulation casings were relatively large. The red area with the largest
absolute value of radial velocity increased with an increase in the circumferential coverage
ratio, indicating that the upward radial velocity at the suction port was proportional to the
circumferential coverage ratio. The blue area corresponds to the downward radial velocity
at the inject port, and a larger area indicates a greater and more extensive downward
radial velocity. The contours show that the downward radial velocity at the inject section
increased with an increase in the circumferential coverage ratio, and the area had a positive
effect. The downward radial velocity area under the inject port increased with an increase
in the circumferential coverage ratio, implying that a larger circumferential coverage ratio
was correlated with a large velocity and the area occupied by the jet.

A histogram of the dimensionless mass flow rate at the suction and inject port of
the self-circulating casings was generated under different circumferential coverage ratios
(Figure 23). The abscissa represents the circumferential coverage ratio, and the ordinate
represents the dimensionless suction and inject mass flow rate based on the compressor
design mass flow rate. The results showed that a large circumferential coverage ratio
was correlated with a large mass flow rate through the suction and inject port of the self-
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circulating casings. The gas from the inject port flowed into the compressor mainstream,
which increased the compressor’s inlet mass flow rate and delayed the occurrence of a stall.

 
(a) (b) 

 
(c) (d) 

Figure 21. Contour distribution of the blockage area at 99% blade span. (a) SW. (b) SRCC0.36.
(c) SRCC0.54. (d) SRCC0.72.

The absolute Mach number and streamline distribution in the self-circulating casing
were determined and are presented in Figure 24. The circumferential section with the same
radial height was selected for the different self-circulating casings. The arrow in the figure
represents the impeller rotation direction. “BL” and “IN” represent the inject port section
and suction port section, respectively. Analysis showed that increase in the circumferential
coverage ratio increased the high Mach number area in the self-circulating casing, implying
that a high circumferential coverage ratio significantly enhanced the flow in the self-
circulating casing. This explains why the mass flow rate through the self-circulating casing
increased with an increase in the circumferential coverage ratio. The airflow movement at
the suction port of the self-circulating casing presented a circumferential to radial deflection,
then the airflows flowed along the self-circulating casing wall to the inject port, indicating
that the airflows through the self-circulating casing required a specific circumferential to
radial deflection space provided by the self-circulating casing. The airflow could smoothly
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pass through the self-circulating casing but existed in the self-circulating casing in the
form of low Mach number vortexes. A large circumferential coverage ratio significantly
enhanced the airflow at the self-circulating casing suction port and increased the flow
capacity of the self-circulating casing.

 

  
(a) (b) 

  
(c) (d) 

Figure 22. Contours of dimensionless radial velocity on the meridian plane. (a) SW. (b) SRCC0.36.
(c) SRCC0.54. (d) SRCC0.72.

 

Figure 23. Variation of normalized mass flow level in suction/jet port of the different self-
circulating casings.

77



Aerospace 2023, 10, 312

  
(a) (b) 

(c) (d) 

Figure 24. Absolute Mach number and streamline distributions under the different self-circulating
casings. (a) SW. (b) SRCC0.36. (c) SRCC0.54. (d) SRCC0.72.

Change in dimensionless mass flow rate through the different self-circulating casings
was determined over time (Figure 25). The ordinate represents the dimensionless mass flow
rate based on the compressor design flow. The findings indicate that the dimensionless
mass flow rate through the different self-circulating casings had significant fluctuations at
different times. The mass flow rate was positively correlated with the circumferential cov-
erage ratio. The mass flow rate increased gradually with an increase in the circumferential
coverage ratio. Analysis of the mass flow rate change curve showed that the fluctuation
rules of the different self-circulating casing treatments were remarkably similar, and the
wave crest and wave trough basically occurred at the same time.

The entropy distribution in and under the four self-circulating casings on the meridian
plane was determined as shown in Figure 26. The contours indicate that the entropy in
the self-circulating casings had no significant difference between SRCC0.36 and SRCC0.54.
In general, the entropy in the self-circulating casing increased with an increase in the
circumferential coverage ratio, implying that the flow loss also increased. The high entropy
area consistently increased in the blade tip passage with increase in circumferential cov-
erage ratio. The maximum of entropy in SRCC0.9 was more than 250 J/K. The results in
Figures 22 and 23 showed that the mass flow rate through the suction/inject port, the
velocity and momentum of flow in the self-circulating casing gradually increased with an
increase in the circumferential coverage ratio. Mixing of the mainstream with the jet became
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violent, resulting in an increase in the entropy. This finding implies that the circumferential
coverage ratio was positively correlated with the flow loss under the inject port.

 
Figure 25. Change in dimensionless mass flow rate under the different self-circulating casings
over time.

The previous analysis indicates that the self-circulating casing treatments improved
the flow blockage but caused a higher flow loss in the blade tip passage, and the flow loss
had an impact on the compressor’s efficiency. The relative total pressure loss coefficient
distributions of the compressor were evaluated under the different self-circulating casing
treatments in a time-averaged flow field (Figure 27). The relative total pressure loss
coefficient is expressed as

Cp =
(Ptinlet − Pt)

Ptinlet
(5)

where “Ptinlet” represents the average relative total pressure at the rotating domain inlet and
“Pt” represents the local relative total pressure. The relative total pressure loss coefficient
can be used to reflect the degree of flow loss in the rotating domain under the relative
coordinate system. The relative total pressure loss of incoming flow for the solid-wall
casing was small under the near-stall point, and the stratification was evident. However,
a sudden increase in the relative total pressure loss was caused by the large-scale mixing
of the leakage flows with the mainstream in the blade passage. The high relative total
pressure loss area indicated by the dashed red line fills in the mainstream blade passage
inlet and the flow loss was markedly large under the near-stall point. The results showed
that the four different self-circulating casing treatments significantly reduced the high
relative total pressure loss area in the passage under the near-stall point, and the relative
total pressure loss coefficient was also significantly reduced (Figure 27b–e). The red high
total pressure loss area was completely eliminated after application of the self-circulating
casing treatments, implying that the self-circulating casing effectively sucked the leakage
vortexes which would have expanded and developed in this region, which is consistent
with the previous results in Figures 16 and 17. The area with high total pressure loss at the
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blade tip passage inlet gradually increased with an increase in the circumferential coverage
ratio. Analysis of the position showed that this high entropy area was just below the suction
port, which is consistent with the results presented in Figure 22. The results indicated that
the total pressure loss coefficient near the mainstream blade basin at the passage behind the
suction port decreased with an increase in the circumferential coverage ratio, and this effect
extended to the splitter blade passage. The total pressure loss coefficient in the blade tip
passage was the lowest in the SRCC0.9 design compared with the other designs. The total
pressure loss coefficient was distributed in most of the passages comprising the mainstream
blade pressure surface and the splitter blade, as shown in the blue area in Figure 27e. In
summary, the flow loss at the blade tip was significantly reduced, and the corresponding
compressor efficiency increased after application of the self-circulating casings, which is
consistent with the performance results.

 

  
(a) (b) 

  
(c) (d) 

Figure 26. Contours distribution of entropy on the meridian plane under different self-circulating
casings. (a) SW. (b) SRCC0.36. (c) SRCC0.54. (d) SRCC0.72.
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(a) 

  
(b) (c) 

 
(d) (e) 

Figure 27. Contours of total pressure loss coefficient at the blade tip under different self-circulating
casings. (a) SW. (b) SRCC0.36. (c) SRCC0.54. (d) SRCC0.72. (e) SRCC0.9.

4. Conclusions

In this study, four self-circulating casing research schemes with different circum-
ferential coverage ratios were designed. The mechanisms underlying the effect of the
self-circulating casing treatment with different circumferential coverage ratios on centrifu-
gal compressor performance and stability were explored by evaluating the compressor
performance and internal flow comparative analyses. The main conclusions of the study
are presented below:

(1) Application of self-circulating casings with different circumferential coverage ratios
effectively increased the compressor’s stable working range and improved its boost
capacity. The compressor’s boost capability increased with an increase in the circum-
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ferential coverage ratio. SRCC0.9 schemes, which had the largest circumferential
coverage ratio, exhibited the highest increase in stall margin, with an SMI of 20.22%.
The ability to expand compressor stability decreased with a decrease in the circum-
ferential coverage ratio. Analysis of the compressor peak efficiency showed that the
descent ranges of the four self-circulation casing treatments were less than 0.3%. The
compressor isentropic efficiencies of the four schemes with different self-circulation
casing treatments with a mass flow rate more than 2.8 kg/s were less than that of the
solid-wall casing, whereas the isentropic efficiencies with a mass flow rate less than
2.8 kg/s were higher than that of the solid-wall casing.

(2) The leakage flows were sucked by self-circulation casing in the blade tip passage after
application of the self-circulating casing treatments. The development of distortion,
expansion and break-up of leakage flows was restrained, thus alleviating the flow
blockage in the passage. The suction effect on the leakage flows at the blade tip
increased with an increase in the circumferential coverage ratio, and the corresponding
ability to eliminate flow blockage and improve the stall margin was also enhanced.

(3) The mass flow rate through the self-circulating casing significantly fluctuated with
time. A larger circumferential coverage ratio was correlated with a larger circumferen-
tial to radial direction deflection space provided by the self-circulating casing for the
flow in the impeller passage, and a more favorable airflow direction deflection at the
suction port smoothly progressing to the self-circulating casing. The mass flow rate
through the self-circulating casing, the flow velocity at suction and inject port and the
flow capacity of the self-circulating casing significantly increased with an increase in
the circumferential coverage ratio. Notably, the mixing of flows at the inject port was
relatively intense, and the corresponding flow loss increased with an increase in the
circumferential coverage ratio.

(4) The four different self-circulating casing treatments used in this study significantly
reduced the high relative total pressure loss area in the passage under the near-stall
point. The total pressure loss coefficient and the flow loss in the blade tip passage
decreased with an increase in the circumferential coverage ratio.
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Abstract: An unsteady numerical simulation method was used in order to explore more efficient
atomization methods for liquid fuel in scramjet combustors and to study the influence of different
shock wave incident positions on the atomization characteristics of kerosene in crossflow. The wedge
compression surface was used to generate the incident shock wave, and the incident position of the
shock wave on the fuel jet was controlled by changing the angle of the wedge surface. The inlet Mach
number was 2.01; the total temperature was 300 K, and the momentum ratio was 12. The research
results show that as the incident position of the shock wave moves upstream, the penetration depth
of the jet is essentially unchanged, but the inner edge trajectory of the jet is closer to the wall. Because
the shock wave affects the Kelvin–Helmholtz instability of the jet, the unsteadiness of the jet root
is strengthened, and the unsteadiness downstream of the jet is weakened. The atomization of the
jet and the stability of the particle-size distribution are, thus, realized more quickly. The incident
shock wave reduces the Sauter mean diameter of the jet section and makes the droplet distribution
more uniform. The incident shock wave makes the atomization angle of the jet along the flow
direction increase first and then decrease. The changes in the jet characteristics are determined by the
changes in the reflux region, momentum transport, and pressure distribution caused by the incident
shock wave.

Keywords: shock wave; crossflow; incident position; numerical simulation; atomization characteristics

1. Introduction

The scramjet has become the preferred form of propulsion system for high-speed
aircrafts because of its excellent performance at high flight Mach number, and it has become
the focus of research in the aerospace field [1]. For scramjets, the speed of the incoming
flow is fast, and the residence time of the fuel is on the order of milliseconds. Therefore,
it is one of the key technologies in achieving efficient fuel mixing and stable combustion
within a limited time and space. From the perspective of the entire combustion process,
the atomization process of fuel occupies nearly 60% of the time [2,3]. Therefore, it is
very important to explore efficient fuel atomization modes to improve the performance of
scramjets. Injecting fuel by transverse jets is a promising fuel atomization method.

There have been many research studies on the aerodynamic structure, breakup mech-
anism, and unsteady characteristics of crossflow in supersonic flow. Hidemi [4] studied
the effects of injection and main flow conditions on the turbulent structure produced by
a gaseous sonic transverse injection into a supersonic airstream. Rana [5,6] studied the
unsteady characteristics of the jet in crossflow. It is pointed out that the Kelvin–Helmholtz
(K-H) instability in the shear layer of the windward jet is the dominant factor in the mixing
of the windward jet. Génin [7] pointed out that the K-H instability caused by the velocity
between the jet and air would induce large-scale turbulent vortices. In summary, we have
a certain understanding of the aerodynamic characteristics of the crossflow in a super-
sonic flow. To further increase the atomization efficiency, the effect of the incidence of
shock waves is considered. The shock wave generated by the shock generator is used to
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enhance the mixing of the fuel and mainstream, and accelerate the fuel atomization process,
which has been largely of interest because of its high efficiency. Nakamura et al. [8] took
the transverse jet of hydrogen as the research object and focused on the influence of the
incident shock wave on flame stability. The research results showed that flame stability
would weaken or even extinguish as the incident point of the shock wave moved forward.
Tahsini et al. [9] studied the impact of incident shock waves on combustion efficiency and
total pressure loss, and pointed out that incident shock waves could improve combustion
efficiency and increase the total pressure loss. At the same time, when the incident point of
the shock wave was located upstream of the jet, the combustion efficiency was significantly
higher. Shekarian et al. [10] used the physical model of incident shock generated by a
wedge of 10◦ and the calculation model of RANS to explore the impact of incident shock
position on the recirculation zone of the spray field. The results showed that different
incident positions had different effects on the recirculation zone, and the incident shock
changed the characteristics of the recirculation zone of the incident position. When the
incident position was located downstream of the jet, it was more conducive to mixing and
flame stability. Mai et al. [11] conducted a similar study by combining experimental and
numerical methods, and the results showed that due to the interaction between the shock
wave and jet, when the incident point was located downstream of the jet, a large-scale
recirculation zone would be formed, which further enhanced the mixing and increased
the residence time. Schetz [12] and Erdem et al. [13] adopted experimental research meth-
ods to further confirm that the incident point of a shock wave located downstream of
the jet could effectively enhance mixing. Huang et al. [14,15] used a numerical simula-
tion to study the influence of geometric characteristics of the shock generator (such as
angle, position, size, etc.) on mixing. The results showed that the geometric characteris-
tics of the shock generator would affect the mixing effect; the influence of the geometric
characteristics on mixing was not monotonic, but there was an optimal design scheme.
Gerdroodbary et al. [16] studied the coupling interference between the incident shock
wave and the flow field of the transverse jet on porous walls and used shock generators of
different angles to explore their influence on the mixing effect. The results showed that a
large mixing efficiency was obtained downstream at 15◦.

The above studies focused on the influence of an incident shock wave on combustion
performance, the structural characteristics of the flow field itself, and the mixing effect.
However, the influence of different incident shock waves on the characteristics of the
spray in crossflow, such as penetration depth, droplet spanwise distribution, and particle
size distribution, is investigated in relatively few studies. The mechanisms of related
changes also need to be explored. It is very important to further understand the effect of
shock waves on fuel atomization characteristics in crossflow. Therefore, this paper uses
an accurate unsteady numerical simulation method to study the influence of different
incident positions of a shock wave on the characteristics of the transverse jet itself, in order
to provide technical support for the mixing enhancement technology under the action of
an incident shock wave.

2. Numerical Simulation Method

2.1. Calculation Model

The coupled implicit solver based on pressure was used. The SST k-ω model (Shear
stress transport), which combines the standard k-ω model in the near-wall region with
the k-ε model in the far-field region, was used as the turbulence model. At the same time,
the low Reynolds number correction was considered. This model is more accurate and
reliable than results obtained by the standard k-ε model [17]. The process of atomization,
evaporation, and mixing of kerosene droplets in a supersonic flow was simulated based on
a discrete phase model (DPM). The governing equation was the Navier–Stokes equation of
3D mass average [18]:

∂Q
∂t

+
∂E
∂x

+
∂F
∂y

+
∂G
∂z

=
∂Ev

∂x
+

∂Fv

∂y
+

∂Gv

∂z
+ S (1)
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In the equation, Q = [ρ, ρu, ρv, ρw, ρE, ρcs, ρk, ρω]T, where E, F, and G are in-
viscid fluxes, Ev, Fv, Gv are viscous fluxes, and S is the source term. The equation
E = e + (u2 + v2+ w2)/2 is the total internal energy per unit mass, and cs is the mass
fraction of each component. Based on the finite volume method [19], the equations were
solved; the physical quantities were discretized with second-order accuracy, and the residu-
als of each variable were less than 10−4. The unsteady simulation time step of the flow was
5 × 10−6 s, and the unsteady method was used to track the kerosene droplets, which had a
time step of 10−5 s. The equation for the motion of the droplet is [20]:

dup

dt
= FDu − up +

g(ρ− ρP)

ρP
+ F (2)

where up is the droplet velocity, FD is the drag force per unit mass, u is the continuous
phase velocity, g is the gravitational acceleration, ρ is the continuous phase density, ρP is
the droplet density, and F is the other forces. The atomization cone model was used for
the spray model, and the droplet diameter distribution was a Rosin–Rammler distribution.
The K-H/R-T model was used for the droplet secondary breakup model. The kerosene–air
mixture was used for species transport. The density of the liquid kerosene was 780 kg/m3,
and the gas phase was set as an ideal gas.

2.2. Physical Model and Grid

The physical model of the combustor in the numerical simulation is shown in Figure 1.
The size of the combustor inlet was 100 mm × 80 mm. The shock wave was generated
by the wedge-shaped compression surface, and the incident position of the shock wave
was changed by controlling the height of the wedge-shaped surface (H). The value of H is
shown in Table 1.

  

Figure 1. Physical model and grid (unit/mm).

Table 1. Values of H in different cases.

CASE0 CASE1 CASE2 CASE3

H/mm 0 4.4 5.89 6.34

Kerosene was mixed with the mainstream in crossflow. The nozzle diameter (D) was
1 mm. The inlet Mach number was 2.01; the total temperature was 300 K, and the fuel–air
momentum ratio was 12. This is a typical working condition of the combustor and can
ensure that the jet has a certain penetration depth. A structured grid was used. The height
of the first layer was 0.05 mm, and Y+ was less than 3. The total number of grids was
3.8 million.

2.3. Numerical Method Verification

To verify the accuracy of the numerical method, the operating condition without
an incident shock wave (CASE0) was simulated. The droplet distribution is shown in
Figure 2, where the diameter and color of the circle represent the droplet size. The following
conclusions can be made: (1) After the large-size droplet is ejected from the nozzle, due to
the K-H unstable wave, the small-diameter droplet is gradually peeled off from the surface
of the large-size droplet. These small droplets travel downstream with the airflow, forming
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a spray. In the process of moving, the diameter of the large droplet gradually decreases
as the small droplet is gradually peeled off. When the movement time of large droplets is
longer than the breaking characteristic time, the Rayleigh–Taylor (R-T) instability comes
into play. The large droplet is further broken into smaller droplets, and the diameter of the
droplet on the outer edge of the jet is larger than that of the droplet near the wall. (2) The
simulation results of CASE0 were compared with the fitting relations of penetration depth
obtained from tests conducted by Gopala [21] and Li [22], and the comparison results are
shown in Figure 2. It can be seen that the numerical method adopted in this paper is in
good agreement with the experimental results, and this method can be used to study the
effect of shock waves on the atomization characteristics of kerosene in crossflow.

Figure 2. Comparison results between the numerical simulation and the test.

3. Results and Analysis

3.1. Influence of Shock Waves on Jet Characteristics in the Central Section

The penetration depth is a very important parameter in the study of the atomization
characteristics of kerosene in crossflow. The penetration depth is the depth of the liquid
jet through the main flow, which determines the atomization and mixing degree of the
jet. The particle size distribution in the central section can characterize the penetration
characteristics of the jet. Figure 3 shows the particle size distribution of the droplet in
the central section of the jet in different cases, where the diameter and color of the circle
represent the size of the droplet. The following can be seen from the results: (1) When there
is no incident shock, there is a certain distance between the inner edge of the jet and the
lower wall surface, and there is a long pure gas zone between the jet and the combustor
wall. The species in this zone are almost all gaseous, with only a few liquid drops. The
particle size upstream of the jet is larger than the size downstream, and the particle size
of the inner edge of the jet is smaller than that of the outer edge. (2) When there is a
shock wave, the outer-edge trajectory of the jet does not change much, but the inner-edge
trajectory is close to the combustion chamber wall. Moreover, the length of the pure gas
zone gets shorter. (3) With the shock wave moving upstream, the pure gas region is pushed
farther towards the jet root (the outlet of the orifice) and is divided into two parts.

Figure 4 shows the influence of different incident positions on the concentration
distribution of kerosene in the jet center section. Due to the K-H instability, obvious surface
waves appear on the upper surface of the jet, and Lmax is the farthest distance affected by
the surface wave. When X is greater than Lmax, the outer edge of the spray is relatively
smooth. The following can be seen from the results: As the incident point moves upstream,
(1) the surface wave moves upstream; the wavelength becomes shorter, and Lmax gradually
decreases. This indicates that, due to the effect of shock waves, the unsteadiness of the
jet root is strengthened, while the unsteadiness downstream of the jet is weakened. In
other words, the jet accelerates atomization and achieves stability more quickly. (2) The
high-concentration core area becomes shorter, and the penetration depth of the jet in front
of the shock wave increases. The height of the central trajectory increases. Case0 is L, and
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Case1 is L + 0.5 D. Due to the small movement of the incident position of the shock wave,
the heights of the central trajectory of CASE2 and Case3 are not much different, both of
which are L + 1.25 D.

  
(a) Penetration depth of CASE0 (b) Penetration depth of CASE1 

  
(c) Penetration depth of CASE2 (d) Penetration depth of CASE3 

Figure 3. Influence of different incident positions on penetration depth (z = 0 m).

   
(a) Concentration distribution of CASE0 (b) Concentration distribution of CASE1 

  
(c) Concentration distribution of CASE2 (d) Concentration distribution of CASE3 

Figure 4. Concentration distribution of liquid kerosene at different incident locations (z = 0 m).

In order to analyze the causes of the above changes, the influence of the shock wave
incident position on the flow-field characteristics of the jet center section were obtained, as
shown in Figure 5. When the shock wave interacts with the jet, a reflux region is formed in
the shock front. When the incident point of the shock wave moves upstream, the reflux
region will move upstream. Due to the influence of the jet root, a new reverse reflux
region will be formed, and the area of the reflux region will increase. The change in the
characteristics of the reflux region leads to the change in the characteristics of the jet.
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(a) Pressure distribution of CASE0 (b) Pressure distribution of CASE1 

 
(c) Pressure distribution of CASE2 (d) Pressure distribution of CASE3 

Figure 5. Influence of different incident locations on flow-field characteristics (z = 0 m).

3.2. Influence of Shock Waves on Jet Characteristics in the Transverse Section

The SMD of different sections was counted along the flow direction, and the results
are shown in Figure 6. It can be seen that when there is no incident shock, the SMD does
not change much after the X = 20 D section, and when there is an incident shock, the SMD
does not change much after the X = 60 D section. After the incident shock wave, the SMD
of the cross section becomes significantly smaller and further decreases as the shock wave
moves upstream of the jet.

Figure 6. SMD of different sections along the flow direction.

The histograms of the particle size distribution in different sections of CASE0 and
CASE4 were obtained, as shown in Figure 7. The distribution of the droplet diameter gen-
erally increases first and then decreases, and the particle size distribution is approximately
Gaussian, which is similar to the results obtained by Inamura [23] and Wu [24]. Compared
with the condition without an incident shock wave, when there is an incident shock wave,
the bandwidth of the particle size distribution before X = 10 D is not affected, but the
bandwidth of the particle size distribution downstream of the jet decreases gradually and
concentrates in the area of small particle size. After X = 40 D, the particle size bandwidth is
essentially unchanged.
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(a1) Particle size distribution at X = 5 D (a2)Particle size distribution at X = 10 D 

 
(a3) Particle size distribution at X = 20 D (a4) Particle size distribution at X = 40 D 

 
(a5) Particle size distribution at X = 60 D (a6) Particle size distribution at X = 80 D 

(a) Histogram of particle size distribution at different sections of CASE0 

 
(b1) Particle size distribution at X = 5 D (b2) Particle size distribution at X = 10 D 

 
(b3) Particle size distribution at X = 20 D (b4) Particle size distribution at X = 40 D 

 
(b5) Particle size distribution at X = 60 D (b6) Particle size distribution at X = 80 D 

(b) Histogram of particle size distribution at different sections of CASE0 

Figure 7. Histogram of the particle size distribution in different sections.

Figure 8 shows the spatial distribution of droplets spanwise at different incident
positions at X = 80 D. It can be seen that large droplets are not only distributed in the
periphery of the spray, but also in the middle of the spray. When a shock wave is incident,
the spatial distribution of the droplet is more uniform. The droplet distribution area moves
to the lower wall of the combustion chamber; as the incident point of the shock wave moves
upstream of the jet, the spatial distribution of the droplets becomes more uniform.
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(a) Droplet distribution of CASE0 (b) Droplet distribution of CASE1 

  
(c) Droplet distribution of CASE2 (d) Droplet distribution of CASE3 

Figure 8. Influence of different incident positions on spanwise distribution of droplet (X = 80 D).

Figure 9 shows the Mach number distribution characteristics at different incident
locations. When there is no incident shock wave, the flow field has an obvious subsonic
region due to the momentum exchange between the droplet and the mainstream. As
the shock wave moves upstream, the subsonic region moves towards the lower wall of
the combustor, and the subsonic region gradually becomes smaller. This shows that the
shock wave accelerates the momentum exchange between the droplet and the mainstream,
making the distribution of the droplets more uniform.

  
(a) Mach number distribution of CASE0 (b) Mach number distribution of CASE1 

  
(c) Mach number distribution of CASE2 (d) Mach number distribution of CASE3 

Figure 9. Influence of different incident locations on the Mach number distribution (X = 80 D).
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3.3. Influence of Shock Waves on Jet Characteristics in the Spanwise Section

The particle size distribution of the y = 0.01 m section was selected to analyze the effect
of shock waves on the atomization angle, and the results are shown in Figure 10. When
there is no incident shock, the width of the jet increases gradually. When a shock wave is
incident, the width of the jet increases first and then decreases. This change becomes more
obvious as the shock wave moves upstream of the jet. In the initial stage, large droplets are
mainly distributed in the middle of the jet, while small droplets are distributed at both the
edge and the middle of the jet. When a shock wave is incident, large droplets will disappear
more quickly, and the particle size of the jet tends to become uniform more quickly.

  
(a) Atomization angle of CASE0 (b) Atomization angle of CASE1 

  
(c) Atomization angle of CASE2 (d) Atomization angle of CASE3 

Figure 10. Influence of different incident positions on the atomization angle (y = 0.01 m).

Figure 11 shows the influence of different incident locations on the pressure distribu-
tion in the y = 0.01 m section. The following can be seen: (1) When there is no incident shock
wave, due to the obstruction of the jet, a shock wave appears at the jet root and a high-
pressure region is formed. As the incident shock wave moves upstream, the high-pressure
region at the root of CASE1 and CASE2 is essentially unchanged, but the high-pressure
region at the root of CASE3 changes. (2) When there is no incident shock wave, there is
no adverse pressure gradient downstream of the jet root. When there is an incident shock
wave, the adverse pressure gradient will be formed downstream of the jet root, and with
the shock wave moving upstream, this leads to the change in the atomization angle.

  
(a) Pressure distribution of CASE0 (b) Pressure distribution of CASE1 

  
(c) Pressure distribution of CASE2 (d) Pressure distribution of CASE3 

Figure 11. Influence of different incident locations on the pressure distribution (y = 0.01 m).
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4. Conclusions

The effect of different incident positions of a shock wave on the atomization character-
istics in crossflow was studied by a precise unsteady simulation method. It focused on the
changes of atomization characteristics in the center, transverse, and spanwise sections at
different incident positions. The following conclusions were obtained:

1. When there is a shock wave, the outer-edge trajectory of the jet does not change much,
but the inner-edge trajectory is close to the combustion chamber wall. Additionally,
the length of the pure gas zone gets shorter. With the shock wave moving upstream,
the pure gas region is pushed further towards the jet root and is divided into two
parts. Meanwhile, the incident shock wave changes the K-H instability of the jet. The
unsteadiness of the jet root is strengthened, while the unsteadiness downstream of
the jet is weakened. The main reason for the characteristic change is the change in the
reflux region caused by the incident shock wave.

2. Because the incident shock wave changes the momentum exchange characteristics
between the mainstream and the jet, the SMD of the transverse section of the jet
decreases, and the droplet distribution becomes more uniform.

3. Due to the adverse pressure gradient caused by the incident shock wave, the width of
the jet increases first and then decreases, and this change becomes more obvious as
the shock wave moves upstream of the jet.

In this study, the temperature of kerosene and inflow was 300 K, and the influence of
different temperatures was not considered, which weakens the influence of evaporation.
This will be studied in the future.
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Abstract: In order to explore plasma-assisted turbulent mixing in aerospace engines, the dielectric
barrier discharge plasma actuation for the turbulent mixing of fuel droplets and oxidant air in a
ramjet combustor was studied using computational fluid dynamics. A two-way coupling of turbulent
air and discrete droplets was realized by Eulerian–Lagrangian simulation, and the dielectric barrier
discharge plasma action on flow was modeled by body force. The results show that the plasma
actuation can rearrange the recirculation zone behind the evaporative V-groove flameholder, and the
main mechanism of actuation is to increase the local momentum of the fluid; the actuation dimension,
actuation intensity, and actuation position of the dielectric barrier discharge plasma have strong
effects on the turbulent mixing of fuel droplets and oxidant air; and a relatively optimal turbulent
mixing can be achieved by adjusting the actuation parameters.

Keywords: plasma actuation; turbulent mixing; fuel droplets; aerospace combustor; dielectric bar-
rier discharge

1. Introduction

Ramjet engines include subsonic combustion ramjet engines and scramjet engines. For
the subsonic combustion ramjet engines, although the flow velocity is lower than that of the
scramjet engines, the airflow velocity into the combustion chamber can generally reach a
Mach number between 0.2 and 0.3. In order to achieve reliable ignition and stable combus-
tion with high efficiency at higher velocity airflow conditions, various flameholders have
been proposed and developed, including a V-groove flameholder, dune standing vortex
flameholder, flat-plate flameholder, pneumatic flameholder, and evaporative flameholder,
among which the evaporative flameholder has better ignition capacity, wider working
range, higher combustion efficiency, and the ability to ignite separately [1]. Due to the
above advantages, evaporative flameholders have gained wide application in both turbine
and ramjet engines [2–6].

Plasma actuation technology generates plasma by ionizing the gas through a high
voltage and frequency power to induce additional flow of fluid and accelerate chemical
reactions by applying kinetic, thermal, and chemical actions to the neutral gas through
the plasma. According to Li et al. [7], this technology is expected to provide breakthrough
technology support for advanced aircraft/engine development based on active flow and
combustion control. Due to the superior nature of plasma actuation, with a short response
time, wide actuation band, and no moving parts, it is being widely studied by scholars,
and the main directions of the research are dielectric barrier discharge (DBD), surface arc
discharge, etc. Among them, DBD plasma actuation technology has received extensive
attention in simulations [8–14], experiments [15–22], and mechanism studies [23–29]. The
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main working principle of this technology is flow control by inducing additional velocity
of the fluid in the actuation region through the momentum effect of plasma actuation.

Recently, Ombrello et al. [30] studied the effect of plasma discharge on the ignition
process, ignition delay time, flame propagation velocity, and combustion chamber flow
field. Jin et al. [31] developed a two-dimensional mathematical model of the effect of
DBD plasma on the atmospheric combustion of methane–air mixtures, which can well
predict the adiabatic flame temperature in the combustion chamber. In addition, it was
found that plasma can accelerate the diffusion and mixing of reactants, thus reducing
the turbulent mixing time. Cui et al. [32] investigated the optimal delay time for the
flammability limit at different plasma frequencies and fuel types. It was found that for
methane and propane, the optimal delay time for plasma enhancement precedes the flux
pulsation when the flame starts to extinguish. The ignition limit of a methane–air flame can
be extended from 0.63 to 0.45 at a specific frequency. Huang et al. [33] showed that plasma
actuation can promote kerosene atomization, achieve uniform distribution of kerosene, and
improve the ignition limit by forming a rotating arc discharge plasma column between
the electrodes and the evaporative flameholder fins in a ramjet combustor. Based on their
work, it is necessary to explore other plasma actuation technology potential in this kind of
combustor. In the present paper, the cold flow field of a kerosene injection combustor with
an evaporative V-groove flameholder is used as the basic flow field, and the modulation
effect of DBD plasma actuation on the cold flow field of a kerosene injection combustor
with an evaporative V-groove flameholder is investigated by introducing plasma actuation
of different dimensions, plasma actuation with different intensities, and plasma actuation
at different positions.

The remainder of this paper is organized as follows: We first outline the numerical
simulation method in Section 2, including the two-phase-flow mathematical model and
the DBD mathematical model. To determine whether the DBD mathematical model can
provide accurate flow field characteristics, a numerical simulation on flat-plate flow field is
performed in this section and the results are verified with the literature. Section 3 gives
results on numerical simulation of ramjet combustor and discussions on turbulent mixing
of fuel droplets and oxidant air with different plasma actuation parameters. Finally, the
conclusions are summarized in Section 4.

2. Numerical Simulation Method

2.1. Mathematical Model of Two-Phase Flow

The focus of this paper is on the plasma actuation for the turbulent mixing of fuel
droplets and oxidant air. The numerical simulation contains gas and liquid droplets. The
gaseous phase compressible Reynolds-averaged equations are as follows:
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where ρ, t, p, μ, E, k, T, and cp denote density, time, pressure, dynamic viscosity, total internal
energy, heat transfer coefficient, temperature, and specific heat capacity, respectively. Here,
ui is the velocity component in three directions (i = 1,2,3); δij is the Kronecker function;(
τij

)
e f f is the strain rate tensor; Fi is the body force source term in the i direction; Ys and
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Ds are the mass fraction and diffusion coefficients, respectively, of the s component; the
component number s = 1, 2, 3, . . . , Ns−1; and Ns is the total number of components.

The Reynolds stress term in the above gaseous phase compressible Reynolds-averaged
equations needs to be closed by a turbulence model, and the standard k–ε turbulence model
is used in this paper.

The liquid phase equation is given as follows:

dXd
dt

= Ud (5)
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dt
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md
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where Xd, Ud, Useen, Tseen, and Cp,g denote the position vector of the droplet in the flow field,
the velocity vector, and the flow velocity, temperature, and specific heat capacity of the
gas around the droplet, respectively. Here, Nu, Pr, Sc, Cp,l , LV , f2, and BM are the Nusselt
number, Sherwood number, Prandtl number, Schmidt number, liquid-phase-specific heat
capacity, latent heat of evaporation of liquid droplets, heat transfer correction factor due
to evaporation, and Spalding mass transport coefficient, respectively. In this paper, the
KH/RT model is used to calculate the breakdown of kerosene droplets.

2.2. DBD Plasma Actuation Model

A schematic diagram of the structure of DBD plasma actuation is shown in Figure 1.
Exposed and covered electrodes were installed above and at the bottom of the insulating
media barrier layer, respectively. When the voltage and frequency (amplitude of 5–40 kV
and frequency of 1–20 kHz [34]) applied at both ends of the electrode were high enough, the
air on the upper surface of the covered electrode was weakly ionized with a large number of
charged particles, which were driven by the electric field force and collided with the neutral
gas, inducing the gas to flow downstream. The mainstream view on the mechanism of
DBD plasma actuation induced flow is the “momentum injection effect.” According to this
mechanism, researchers carried out a corresponding simplification study; the simplification
method was mainly conducted by decomposing the momentum exchange rate in unit
volume of the DBD induced injection flow field into x direction component and y direction
component, and adding to the momentum equations through the form of source terms, to
simulate the DBD plasma actuation effect.

Figure 1. Schematic diagram of DBD plasma actuation structure.

The phenomenological modeling proposed by Shyy et al. [9] is one of the commonly
used modeling methods, with the advantages of fast calculation and accurate results, which
were used in this study to simulate the effect of plasma on the modulation of the cold flow
field in a kerosene-injected combustion chamber with an evaporative V-groove flameholder.
As shown in Figure 1, with the Shyy model, the electric field force is located in a triangular
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area on the upper surface of the covered electrode and is uniformly linearized. The electric
field intensity is greatest near the edge of the exposed electrodes as E0 = U0/d, U0 is the
voltage applied between the electrodes, and d = 0.25 mm is the distance between the two
electrodes. As the distance away from the O point increases, the electric field intensity
gradually decreases. The equation of the electric field intensity is as follows:∣∣∣∣→E ∣∣∣∣ = E0 − n1x − n2y (9)

where n1 and n2 are constants. These are defined as follows:

n1 = (E0 − Eb)/b (10)

n1 = (E0 − Eb)/a (11)

where Eb = 30 kV/cm is the breakdown electric field intensity, the height a of the triangular
area is 1.5 mm, and the length b is 3 mm. The electric field intensity in the x and y direction
components can be expressed as:

Ex =
En2√

n1
2 + n22

(12)

Ey =
En1√

n1
2 + n22

(13)

The body force generated by the DBD plasma actuation in the x and y directions are given as:

Fx = ExρcecαδϑΔt (14)

Fy = EyρcecαδϑΔt (15)

where ρc (= 1017 m−3) is the charge density, ec (= 1.602 × 10−19) is the meta-charge, α is the
charge collision efficiency factor, δ is the Dirac function (located in the triangular region
where the body force exists, otherwise it is 0), ϑ is the frequency of the applied voltage, and
Δt is the time of the plasma action in one actuation cycle of a radio frequency AC voltage.

2.3. Numerical Simulation Implementation Method

For the numerical simulation of the combustor, the continuity equation, momentum
equation, energy equation, and component transport equation of the gaseous phase were
solved simultaneously and implicitly. Next, the turbulence model transport equations were
solved implicitly; then, the liquid-phase equations were solved, and the source terms of
the gas-phase equations were updated; these steps were repeated until convergence of the
flow field was reached. The main transport equation and the turbulence model transport
equation were spatially discretized using the second-order upwind scheme. The gradient
was calculated using the least-squares method based on grid cells. The Roe flux differential
split scheme was adopted for the convection flux.

In the numerical simulation of the plasma actuation of the spray field in the combustor
carried out in Section 3, in order to enhance the stability of the numerical simulation of
the two-phase flow field, the numerical simulation of the pure airflow in the combustor
was carried out first. After obtaining the converged flow field, the liquid kerosene fuel was
injected, and the numerical simulation studies on the spray field (without and with plasma
actuation) in the combustor were carried out.

2.4. Validation of Numerical Simulation Method

In order to obtain satisfactory plasma actuation, the phenomenological model pro-
posed by Shyy et al. [9] was validated numerically. The computation domain and geometry
model are consistent with that study, as shown in Figure 2.
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Figure 2. Schematic diagram of calculation domain.

The height of the computational domain was 10 mm, and the distance between the
inlet and outlet was 21.5 mm. The flat plate, at a distance of 1 mm from the inlet, constituted
the bottom of the computational domain. The exposed electrode, with a length of 0.5 mm
and a height of 0.1 mm, was mounted at a distance of 12 mm from the top of the plate. The
mesh of the computational domain is shown in Figure 3, and the grid near the electrodes
was refined to observe the effect of DBD plasma actuation on the flow field. The number
of cells for the plate was 180 thousand. The velocity inlet was used as the inlet boundary
condition, and the pressure outlet was used as the outlet boundary condition. The upper
wall surface was set as the slip boundary condition, and the lower wall surface had two
boundary conditions: the 1 mm length area from the front edge of the plate to the left
boundary of the grid was set as the slip boundary condition, and the plate was set as the
no-slip boundary condition.

Figure 3. Computational grid.

The velocity distributions at four different locations for inlet parameters of 3 kHz, 4 kV,
and 5 m/s are provided in Figure 4, and the results are in agreement with the paper by
Shyy et al. [9]. It can be seen that the velocity reaches a maximum downstream from the
electrode, and the extent to which the velocity exceeds the free flow velocity indicates the
intensity of the plasma actuation; and, in general, the velocity structure downstream from
the electrode is similar to that of a wall jet. In addition, it can be seen from Figure 5 that
the wall shear stress in the presence of the plasma actuation is larger than that without the
plasma actuation. The flow velocity gradually decreases to the free flow velocity away from
the wall, which explains the reason that the wall shear stress is negative. The wall shear
stress profiles at different frequencies and voltages are given in Figure 5a,b, respectively,
and it can be seen that the peak value of the corresponding shear stress becomes larger
as the voltage and frequency increase. Wall shear stress profiles for different inlet flow
velocities (5 m/s and 2 m/s) at the same actuation voltage and frequency are presented in
Figure 5c,d, where the shear stress is dimensionless in terms of the corresponding maximum
shear stress without plasma actuation. Here, V∞ = 2 m/s achieves a larger peak, indicating
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that the corresponding effect of the induced generated wall jet increases with decreasing
free flow velocity.

Figure 4. Velocity profiles at four different locations.

Figure 5. Effects of different parameters on wall shear stress at ST4. (a) Frequency, (b) voltage, (c) inlet
velocity with 5 m/s, (d) inlet velocity with 2 m/s.

The root mean square error (RMSE) was used to assess the distance between the
current simulation results and Shyy et al. [9]. RMSE is given as follows:

RMSE =

√√√√√ n
∑

i=1
(Xpresent,i − XShyy,i)

2

n
(16)

where X denotes normalized velocity u of Figure 4 and normalized wall shear stress of
Figure 5, respectively. Table 1 provides the velocity RMSE of the baseline model at different
flow locations; the RMSE at different locations is very small, which implies that the current
numerical simulation method is quite reliable. At the same time, the RMSE for shear
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stresses with different parameters in Table 2 is also very small relative to the normalized
wall shear stress results. Overall, the results are in better agreement with those in the
paper of Shyy et al. [9]. For the combustor flow field simulation in Section 3, computation
results are not compared with experiment results, because there are no turbulent mixing
experiment data available for these aerospace combustors.

Table 1. The RMSE of velocity profiles at four different locations.

Location ST1 ST2 ST3 ST4

RMSE 0.0101 0.0097 0.0254 0.0567

Table 2. RMSE of normalized wall shear stress with different parameters.

Frequency RMSE Voltage RMSE V∞ = 5 m/s RMSE V∞ = 2 m/s RMSE

0 kHz 0.0491
0 kV 0.0491 No DBD 0.0104 No DBD 0.06542 kHz 1.0853

3 kHz 1.5048 3 kV 1.6115
DBD 1.2720 DBD 4.49234 kHz 1.6202 4 kV 1.3871

6 kHz 2.5094 5 kV 0.6133

3. Results and Discussion

3.1. Basic Characteristics of the Spray Field in the Combustor

In the subsonic combustion ramjet combustor, although the incoming Mach number
ahead of the holder was less than 0.3, the velocity at the trailing edge of the holder was
generally greater than Mach number 0.3 because of the relatively large blockage of the
holder, so the flow field was treated as a flow of compressible viscous fluid [1].

The flameholder model is illustrated in Figure 6b, and the local and overall grids of the
flow field are shown in Figure 6a,c. The length and width of the combustion chamber were
1487 mm and 140 mm, respectively, and the evaporation tube was located in the center of
the combustion chamber. The rest of the flow field grid parameters were similar to those
used in Xu [1]. Since the fuel mixing and combustion occurred mainly in the evaporation
tube location (purple area) and its wake area (red area), these two parts were refined.
To accommodate the complex shape of the flameholder, the computational domain was
divided using an unstructured grid. The refining of the regions was beneficial for capturing
more flow details. The number of cells in the whole combustion chamber was 0.3 million.
The maximum dimensions of the purple, red, and green regions were 0.5 mm, 1 mm and
5 mm, respectively, and the boundary layer of the flameholder wall was also refined. To
make the simulation results more general, the working conditions of Huang et al. [33]
were used. The inlet Mach number was 0.2, the inlet static pressure was 70 kPa, the inlet
static temperature was 357 K, the kerosene injection position was 11 mm upstream of
the evaporation tube circle, and the kerosene injection used the upper and lower holes
simultaneously to ensure that the kerosene was evenly distributed up and down with the
airflow movement into the evaporation tube, which is more consistent with the actual
situation. The numerical simulation of the plasma on the spray mist field of the evaporation
tube was constant. The air flow field velocity contour, velocity vector, and kerosene droplets
distribution in the situation of the equivalent ratio of 0.4 for injection are shown in Figure 7,
from which it can be seen that the kerosene droplets are uniformly distributed on the upper
and lower sides of the V-groove, and the evaporation tube plays the role of slowing down
the kerosene droplets and increasing their evaporation time.
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Figure 6. Flameholder structure and grid: (a) whole grid of combustor, (b) flameholder structure,
(c) local grid of flameholder.

Figure 7. The basic characteristics of the spray field.

3.2. Plasma Actuation of the Spray Field in the Combustor

This section focuses on the effects of different plasma actuation dimensions, intensities,
and positions on the air flow field and kerosene droplet distribution.

3.2.1. Actuation Dimensions

The different actuation dimensions are depicted schematically in Figure 8, where DBD
plasma actuation with covered electrode lengths of 20 mm, 10 mm, and 5 mm are evenly
arranged on the upper and lower wall inner surface of the V-groove.

Figure 8. Different actuation dimensions (only the upper wall of the V-groove is shown).

104



Aerospace 2023, 10, 77

We have analyzed the effects of different actuation dimensions on the spray field in
the combustor under three different actuation intensities, and the actuation parameters are
shown in Table 3.

Table 3. Different actuation dimensions.

Actuation Intensity
Actuation Dimensions on Inner Surface

Length 1 Length 2 Length 3
(mm) (mm) (mm)

85 kV, 14 kHz 20 10 5
45 kV, 14 kHz 20 10 5
5 kV, 14 kHz 20 10 5

The effects of different actuation dimensions on the actuation of the spray field are
demonstrated in Figures 9–11. In Figure 9, it can be seen that the region and velocity of the
induced jet increase with the increase in the actuation dimensions at the same actuation
intensity. In the case of the inner surface actuation length of 20 mm, the plasma actuation
forms a recirculation zone inside the flameholder. Due to the excessive velocity, the kerosene
droplets all gather to the midline position of the flameholder, with the result that most of
the droplets cannot flow out from the outlet of the evaporation tube and can only flow
out from the inlet of the evaporation tube in the reverse direction, which has a harmful
impact on stabilizing the flame and improving the combustion efficiency. When the inner
surface actuation length is 10 mm, the region affected by the DBD plasma actuation and
the induced velocity is significantly reduced. At the same time, kerosene droplets flowing
out of the evaporation tube nozzles are entrained by the recirculation zone to the middle
position before intersecting at the position downstream of the evaporation tube, and finally,
the droplets are propelled out of the flameholder by the recirculation zone. With the inner
surface actuation length of 5 mm, the DBD plasma actuation-induced jet can only affect the
shape of the recirculation zone after the evaporation tube in a small region. The kerosene
droplets do not touch the V-groove fins because of the recirculation zone near the wall, and
they flow directly out of the flameholder. Finally, similar results to those in Figure 9 can
be observed in Figures 10 and 11. With other plasma actuation conditions being the same,
the larger the actuation dimensions, the larger the induced velocity and recirculation zone
generated, and ultimately the effect on the flow field is more significant. It is interesting
that in Figure 11b a fine mixing is obtained.

Figure 9. Cont.
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Figure 9. Spray field at different actuation dimensions: (a) 20 mm, (b) 10 mm, (c) 5 mm with 85 kV
and 14 kHz.

Figure 10. Cont.
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Figure 10. Spray field at different actuation dimensions: (a) 20 mm, (b) 10 mm, (c) 5 mm with 45 kV
and 14 kHz.

Figure 11. Spray field at different actuation dimensions: (a) 20 mm, (b) 10 mm, (c) 5 mm with 5 kV
and 14 kHz.
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3.2.2. Actuation Intensities

In this section, the effects of different actuation intensities on the gas-phase flow field
and kerosene droplet distribution for actuation lengths of 20, 10, and 5 mm at the inner
surface of the flameholder (the actuation position is shown in Figure 10) are investigated.
The actuation parameters for the different intensities are summarized in Tables 4 and 5.

Table 4. Different actuation intensities with 20 mm actuation length on inner surface.

Work Conditions Voltage (kV) Frequency (kHz)

a 85 14
b 85 9
c 85 5
d 45 14
e 45 9
f 45 5
g 5 14
h 5 9
i 5 5

Table 5. Different actuation intensities with 10 mm and 5 mm actuation lengths on inner surface.

Work Conditions Voltage (kV) Frequency (kHz)

a 5 14
b 45 14
c 85 14

The spray field of different actuation intensities is shown in Figure 12, whereas the
case in Figure 12a has been discussed in Section 3.2.1 and will not be repeated here. As
shown in Figure 12a,b, with large actuation intensity, the induced velocity generated by
the plasma actuation far exceeds the velocity at the outlet of the evaporation tube, forcing
the kerosene droplets to flow out from the evaporation tube inlet instead of the exit, which
is not conducive to the evaporation and combustion of kerosene droplets. For operating
conditions (c) and (d), it can be seen that the velocity generated by DBD plasma actuation
is still slightly on the high side, and the kerosene droplets are gathered in the center of the
V-groove by the induced airflow, which accelerates the velocity of the kerosene droplets and
reduces the contact time between the kerosene and air. At the same time, the concentration
of a large number of droplets in the center leads to a local fuel enrichment, which is
unfavorable to ignition. Observing the remaining five working conditions (Figure 12e–i), it
can be found that as the actuation intensity gradually decreases, the DBD-induced velocity
also gradually decreases, and the airflow returns from the end of the V-groove fin plate
to the exit position of the evaporation tube, which is conducive to increasing the heat
exchange between high-temperature air and kerosene, increasing the air–fuel ratio and
reducing the ignition delay time.
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Figure 12. Cont.
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Figure 12. Spray field under different actuation intensities with 20 mm actuation length on inner
surface: (a) 85kV, 14kHz, (b) 85kV, 9kHz, (c) 85kV, 5kHz, (d) 45kV, 14kHz, (e) 45kV, 9kHz, (f) 45kV,
5kHz, (g) 5kV, 14kHz, (h) 5kV, 9kHz, (i) 5kV, 5kHz.

Figures 13 and 14 provide the spray fields for inner surface actuation lengths of 10 mm
and 5 mm, respectively (actuation positions are shown in Figure 8), and the actuation
parameters for the different intensities are given in Table 5. As illustrated in Figure 13, the
DBD plasma actuation induces an increase in the wall jet velocity as the plasma actuation
intensity increases. Figure 13a demonstrates that the distribution region of kerosene
droplets is greater compared to other operating conditions, and some of the kerosene
droplets flow back inside the flameholder, which can increase the contact time between the
kerosene droplets and the air, thus further facilitating kerosene ignition and combustion.
For the contour of the spray field in the flameholder in Figure 13b,c, it can be seen that the
kerosene droplets cannot be uniformly distributed in the rear region of the V-groove due
to the increase in the induced velocity caused by the excessive actuation intensity and the
formation of kerosene droplet aggregation. The heating effect of high temperature backflow
on kerosene droplets is reduced, which is not helpful for the evaporation of kerosene. At
the same time, the backflow generated by the actuation induction accelerates the speed of
the kerosene droplet outflow, and the contact time with the air becomes shorter, which is
not beneficial for ignition and combustion.

Figure 13. Cont.
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Figure 13. Spray field under different actuation intensities with 10 mm actuation length on inner
surface: (a) 5kV, 14kHz, (b) 45kV, 14kHz, (c) 85kV, 14kHz.

Figure 14. Cont.
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Figure 14. Spray field under different actuation intensities with 5 mm actuation length on inner
surface: (a) 5kV, 14kHz, (b) 45kV, 14kHz, (c) 85kV, 14kHz.

As can be seen in Figure 14, the inner surface actuation length of 5 mm has the same
trend as the inner surface actuation lengths of 20 mm and 10 mm, and the induced velocity
generated by the DBD plasma actuation increases with the increase in the actuation voltage.
However, the excellent effect of plasma actuation in Figure 14a is not obvious due to the
small actuation dimension. In addition, the kerosene droplets in Figure 14b appear on the
inner side of the V-groove fin plate under the action of the induced jet, which is beneficial
for the contact between the kerosene and the air and the improvement of the efficiency of
kerosene evaporation and combustion. For working condition (c), the induced velocity
is too large, resulting in the kerosene droplets failing to reach the V-groove fin plate wall
surface under the action of the induced jet. In addition, the kerosene droplets are propelled
away from the flameholder by the plasma induced jet, which is not conducive to ignition
and combustion.

3.2.3. Actuation Positions

This section examines the effects of different DBD plasma actuation positions on the
spray field, and it compares and analyzes the gas-phase flow field and kerosene droplet
distribution at different actuation positions.

For the plasma actuation with an inner surface actuation length of 10 mm, two different
positions are arranged on the inner surface of the V-groove fin plate (actuation parameters
are shown in Table 6), as presented in Figure 15.

Figure 15. Schematic diagram of different actuation positions with 10 mm actuation length on inner
surface (upper part).
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Table 6. Parameters of different actuation positions with 10 mm actuation length on inner surface.

Positions Voltage (kV) Frequency (kHz)

P1 5 14
P2 5 14

The contours of the kerosene droplet and gaseous flow field at different actuation
locations for an inner surface actuation length of 10 mm are provided in Figure 16. It can be
seen that the actuation at position P1 in Figure 16a makes the kerosene droplets extensively
return to cover the whole flameholder, which is conducive to the sufficient contact between
the kerosene droplets and the high temperature gas, which is beneficial for the evaporation
and combustion of the droplets. As for the actuation at position P2 in Figure 16b, the useful
effect of the actuation is less on the spray field, because the induced recirculation region
has less interaction with the kerosene droplets.

Figure 16. Spray field under different actuation positions with 10 mm actuation length on inner
surface: (a) P1 position, (b) P2 position.

For the plasma actuation with the inner surface actuation length of 5 mm, four different
positions are arranged on the inner wall of the V-groove fin plate (actuation parameters are
provided in Table 7), as shown in Figure 17.

Table 7. Parameters of different actuation positions with 5 mm actuation length on inner surface.

Positions Voltage (kV) Frequency (kHz)

P1 5 14
P2 5 14
P3 5 14
P4 5 14
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Figure 17. Schematic diagram of different actuation positions with 5 mm actuation length on inner
surface (upper part).

The contours of the spray field at different actuation locations for an inner surface
actuation length of 5 mm are provided in Figure 18. It is worth noting that the effect of
different positions of the DBD plasma actuation (with 5 mm inner surface actuation length)
on the gaseous flow field and kerosene droplets is not significant, which is mainly due to
the actuation dimensions being too small, resulting in the velocity of the induced jet and
the area of influence not being large.

Figure 18. Spray field under different actuation positions with 5 mm actuation length on inner
surface: (a) P1 position, (b) P2 position, (c) P3 position, (d) P4 position.
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In the above study on DBD plasma actuation dimension, intensity, and position effects
on the spray field in the subsonic ramjet combustor, it can be found that to obtain a better
actuation effect, the velocity of the flow induced by the DBD plasma actuation must be
close to the velocity of the flow out of the evaporation tube, and the position of the induced
jet must coincide with the position of the kerosene spray reaching the inner surface of the
V-groove fin plate. The relative optimal parameters are an inner surface actuation length of
10 mm at position P1, a voltage of 5 kV, and a frequency of 14 kHz. The overall contour of
the flow field is shown in Figure 16a and the local flow field is shown in Figure 19.

It is observed in Figure 19a that kerosene droplets are fully distributed in the V-groove
near the vertical walls when plasma actuation is applied. The kerosene droplets stay in the
V-groove for a long time and are in contact with the high-temperature gas for a long time,
which is convenient for the evaporation and combustion of kerosene. In Figure 19b, the
wall jet velocity generated by the plasma actuation is about −40 m/s. Since the actuation
position is at P1, and the actuation dimension is not too large, the influence of the induced
jet on the flow is smaller near the vertical wall of the V-groove, and the same conclusion can
be drawn from the fact that the velocity in the y-direction in this region is close to 0 m/s in
Figure 19c. In Figure 19d, the recirculation region—under the joint action of the actuation-
induced wall jet, the vertical wall inlet jet, and the evaporation tube outlet jet—is once
again demonstrated by velocity vector as is shown in Figure 19b,c. The low-temperature
region in Figure 19f indicates the denser region of kerosene droplets, and the kerosene
droplets with actuation also flow to the upper right after exiting the evaporation tube under
the effect of the recirculation region, but the angle is smaller compared to the one with
non-actuation, which is beneficial for the better distribution of kerosene droplets. In all, a
relatively optimal turbulent mixing of fuel droplets and oxidant air is achieved using the
above-mentioned set of DBD plasma actuation parameters.

Figure 19. Cont.
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Figure 19. Cont.
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Figure 19. Comparison under non-actuation and actuation. (a) Kerosene droplet distribution;
(b) X direction velocity; (c) Y direction velocity; (d) magnitude velocity; (e) temperature contour.

4. Conclusions

Herein, a DBD plasma actuation study was conducted for the turbulent mixing of fuel
droplets and oxidant air in a subsonic combustion ramjet combustor, and the conclusions
are as follows:

(1) Comparing the cases with and without plasma actuation, it can be observed that
DBD plasma actuation has a significant effect on the spray field because DBD plasma
actuation causes a significant change in the velocity near the inner wall surface of
the evaporative V-groove flameholder fin plate, which in turn causes an important
change in the recirculation regions inside the flameholder and causes a prominent
change in the turbulent mixing of fuel droplets and oxidant air.

(2) DBD plasma actuation dimension, intensity, and position all affect the air flow and
droplet movement in the evaporative V-groove flameholder. When the actuation
dimension decreases, the effect is reduced; when the actuation intensity increases,
the effect is an increase; and when the actuation position changes, the air flow and
droplet movement vary accordingly.

(3) By adjusting the DBD plasma actuation parameters, relatively optimal turbulent
mixing of fuel droplets and oxidant air can be achieved.
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Abstract: Extensively used in modern gas turbine engines in various applications, ranging from
aerospace, marine and terrestrial propulsion to power generation and gas pumping, the axial flow
turbines have been continuously updated and are now capable of high performances and reliability.
One drawback that has not yet been resolved is the poor performance of the axial turbines at lower-
than-nominal regimes. To solve these shortcomings, a new method to improve the performances
at partial regimes by specific fluid injection is proposed in this paper. The influence of the injection
system is determined by conducting a numerical analyze, studying the influence of different parame-
ters (i.e., number, dimensions and position of the of injection orifices) on the overall performances
of the turbine. The study is completed on a single stage 1300 KW turbine with the injection system
being applied to different power settings across the working line. The results show that the power
generated by the turbine can be enhanced by as much as 30% for different configurations of the
injection system (i.e., high number of small size orifices) and different partial regimes.

Keywords: axial turbine; injection system; performance enhancement; partial regimes; CFD

1. Introduction

Due to large-scale use of turbomachinery in different industries such as aviation,
marine and terrestrial propulsion, power generation, gas pumping etc. and due to constant
tightening of regulations regarding greenhouse, these systems have been constantly im-
proved. Modern axial flow turbines are capable of withstanding high temperatures and
mechanical loads achieving high performances without sacrificing reliability. In a modern
gas turbine engine, it is common that the service life of the axial turbines should match
those of the respective engines. As the turbines are designed for nominal regimes, thus for
a set of input parameters and requirements, the performances at different regimes (different
input parameters) may be less than desirable. Connecting the turbine with the compressor
in a gas turbine engine assembly or with a power consumer (in the case of a power turbine)
which can have different power requirements depending on the rotational speed, results
in low efficiencies at partial regimes. Thus, a need to adjust the flow through the turbine,
to better adapt at the respective requirements and inlet parameters, can be identified. In
order to achieve this, it is necessary to introduce a regulation factor through which the
flow regime and implicitly the performance of the turbine can be controlled depending
on the engine regime or the requirements of the mechanical power consumer. One such
control system was proposed as early as 1966 in form of variable vanes [1]. By controlling
the vane angle it is possible to modify the minimal section and the exit flow angles, thus
modifying the flow through the vanes to obtain higher performances for the respective
inlet parameters. A solution such as this has yet to be implemented on a modern high
temperature engine due to issues regarding the reliability of a movable mechanism in an
extreme temperature environment.

The method discussed in this paper targets the same control of the flow through the
vanes but using an injection system instead of mobile elements. By specific fluid injection,
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a deviation of the main flow through the vane near the minimal section is anticipated, thus
reducing the flow section.

The use of injection in turbine profiles is not a new concept, this process being used
for long time for cooling purposes. Due to the extreme temperature environment (modern
gas turbines work at a turbine inlet temperature around 1800 ◦C [2], which is significantly
higher than the melting point of the blades’ material), an efficient cooling is needed. The
methods currently in use are classified as internal and external cooling. The cooling fluid
that passes through cooling channel inside the profiles (a process known as internal cooling)
is injected in the boundary layer on the profile exterior in order to form a fluid film that
protects the blades material from the high temperature gases of the main stream (process
known as external cooling or film cooling). The difference in temperature of the blade
material respective to the hot gases is a few hundred degrees. The flow structure complexity
of coolant ejected from the film holes is determined by the blowing ratio, distribution of
the film holes, direction of the film holes and the pressure gradient in the main stream
direction [2]. The film cooling method was the subject of many studies (e.g., [3–8]) which
analyzed the cooling efficiency, the flow around the injection orifices, and the interaction of
cooling flow with the hot gases.

Another related application of fluid injection in the boundary layer is the system
applied for aircraft wings in order to increase lift and decrease the aerodynamic drag. By
injecting a fluid with a specific momentum, it is possible to delay or even entirely remove
the separation phenomena. This method of fluid injection near the leading edge followed by
suction in the boundary layer is called the co-flow jet active control method. The results [9]
showed that the wing efficiency can be increased by more than 30% using this method.

A number of studies have been conducted on the active flow control for axial tur-
bines. These studies have been focused on a reduction of turbine losses at low Reynolds
numbers [10–15]. At high attitudes a large drop in Reynolds number results when com-
pared to take-off conditions which causes the flow through the low-pressure turbine to
become laminar, thus separates more quickly form the suction sides of the blades. This
phenomenon leads to a considerable reduction in turbine efficiency and aircraft engine
performances. A number of different flow control methods have been proposed to prevent
boundary layer separation, such as dielectric barrier discharges, synthetic jets and vortex
generators. In the paper Optimisation in Active Flow Separation Control in Low-Pressure
Turbines [11] the authors showed that using flow injection at the right axial distance the
boundary layer detachment process can be completely mitigated with minimal pressure
losses. The paper also finds that the efficiency of the reattachment process is strongly
dependent on the injection location and the blow rate. Use of pulsating injection in the
turbine flow was studied in the paper Efficiency of Pulsating Base Bleeding to Control
Trailing Edge Flow Configurations [16], the authors showed, using numerical simulations,
that a pulsed injection configuration can result in similar gains but with a more efficient
use of the energy compared with steady blowing.

The use of fluid injection can also be used as a method of reducing endwall losses
for high-lift aft loaded profiles. In the paper Secondary Flow Loss Reduction Through
Blowing for a High-Lift Front-Loaded Low Pressure Turbine Cascade a row of injection jets
are used on the suction side of the blade near the endwall. The injection jets were designed
with a 30◦ angle respective to blade surface in order to reduce mixing losses. This flow
control method was studied at high Reynolds number resulting in a maximum reduction
of 42% in the area averaged total pressure loss coefficient. The same blade has been tested
with midspan vortex generator jets resulting in a 21% reduction in the area averaged total
pressure loss for a Reynolds number of 20,000 [17]. In a similar study [18], the authors
showed that similar reductions are possible but using a lower mass flow rate (up to 22%)
by using unsteady injection jets.

The use of fluid injection to increase turbine performances at off design regimes is
a less studied domain with few articles describing this technology. Rohr and Yang [19]
described in their paper a method of turbine efficiency enhancement at partial load through
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fluid injection into boundary layer on the pressure side of the vanes near the trailing edge.
The numerical study was conducted with STAR-CCM+ software on a Pak-B LPT blade,
two configurations of the injection jet being tested. The first case numerically simulated
was with the injection jet normally to blade with the second configuration using a 45◦ tilt
injection jet relative to blade pressure side. Tilting the injection jet yields considerable
advantages in loss reduction.The previous best case of 14.3% total pressure loss for the
right-angled jet can be almost reduced to zero for aninjection jet mass flow rate of 3.5%.

In this paper the study of a new injection system, designed as a method of enhancing
the turbine performances at partial regimes, is presented. This study represents a continua-
tion on the work started in paper [20], where the influence of a number of parameters was
determined on a simplified 2D model and aims at determining the influence of geometrical
parameters as well as the influence of the injection system at different regimes across the
turbine working line. The 3D numerical model construction and the definition of the
injection system are presented, and analyses are conducted to determine the influence of
the number and dimension of injection orifices on the overall performances. The injection
system is then applied for other partial regimes of lower respective higher power settings.

2. Materials and Methods

This chapter presents the research methodology used for this study, construction of
the injection model, numerical grid parameters and influence as well as the boundary
conditions and numerical model.

In order to study the influence of various geometrical and gas dynamic parameters
on the performances of the injection system and the overall performances of the turbine a
study methodology has been created. For this study an axial turbine for which the geometry
and performances are known was defined and the flow field was determined by numerical
simulation for both nominal and a partial regime. A simplified 2D model was created and
the influence of a number of parameters (i.e., angle of injection, axial position on the suction
side of the blade, mass flow and orifice diameter) was determined. This paper focuses
on the analysis on a 3D model and the influence of related parameters such as orifice
dimensions, number of orifices and axial distances as well as performances at different
partial regimes. The study methodology for the entire work on the injection method is
presented in Figure 1, the work presented in this paper being described by the steps 7–11.

The reference turbine used in this study is a single stage free power turbine with a
nominal mass flow of 8 kg/s and a rated power of approximately 1350 KW. The profile of
the vane and the rotor are presented in Figure 2 and the turbine parameters in Table 1.

Table 1. Reference turbine main parameters.

Parameter Measurement Unit Value

Vane shroud diameter mm 381
Rotor shroud diameter mm 470
Vane maximum height mm 63.5
Rotor maximum height mm 94.4

Number of vanes - 44
Number of rotor blades - 53

Rotational speed rpm 22,000
Nominal power KW 1351
Pressure ratio - 2.1

Isentropic efficiency % 87.8

In order to construct the turbine 3D model which incorporates the injection system it is
necessary to determine the dimension and position of the critical section. For the reference
turbine the critical section was determined by geometrical measurements at 7 different
radiuses along the vane height and by joining these 7 points the minimal section projection
curve on the vanes suction sidewas generated. The curve was then translated upstream
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with a specific value (depending on the studied case). For the injection orifices, a circular
injection surface with a specific diameter was generated perpendicular to the suction side.
For this study the injection angle was 90◦ as it was found that the best results were obtained
in the case of perpendicular injection [20]. The orifices were displaced equidistant on the
translated curve, the number of orifices being different from case to case. The logical steps
for injection system generation are presented in Figure 3.

 

Figure 1. Study methodology for injection method characterization.

   

(a) (b) (c) 

Figure 2. (a) Reference turbine vane profiles; (b) Reference turbine rotor blade profiles; (c) reference
turbine assembly.

Numerical simulations were conducted to determine the influence of the injection
system on the turbine flow and performances using ANSYS CFX software. The flow
through the turbine was considered uniform, thus a single channel was used for vane and
rotor respectively, using periodic conditions. The numerical grid, generated using ANSYS
Mesh, is unstructured. A grid dependency analysis was conducted using 4 configurations
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with the number of elements increasing with a factor of approximately 2.5 between the
first and the last configuration. The results of the analysis are presented in Table 2. The
influence of the numerical grid is negligible as the power generated, the main parameter
for this study, and the isentropic efficiencies for all the configurations are similar.

 

Figure 3. Steps for injection model generation.

Table 2. Numerical grid analysis results.

Configuration Number of Elements Generated Power [KW] Isentropic Efficiency

1 982,282 538.46 0.8423
2 1,086,756 540.38 0.8420
3 1,855,315 538.30 0.8400
4 2,676,438 536.36 0.8410

The second configuration was chosen in order to lower the computational demands
and because, for this configuration, the values of the y+ parameter are in the recommended
interval [21]. The numerical volumes and grid for both the vane and the rotor are presented
in Figure 4. The general mesh size is 1 mm with 0.5 mm near the walls, 0.2 mm in the
vicinity of the injection orifices and 0.05 mm for injection orifices. The maximum values of
the y+ parameter are below 150, with an average value of 80.

 

(a) (b) 

Figure 4. (a) Numerical grid for the vane; (b) Numerical grid for the rotor blade.

The numerical case is typical for axial turbine simulations; with the mass flow being
set at the rotor exit, using outlet boundary conditions, and the pressure and temperature set
at the vane inlet, using inlet boundary conditions. For the turbine walls, adiabatic no slip
conditions were assumed.At the vane-rotor interface stage conditions were selected, as well
as periodic condition for rotational periodicity for both vane and rotor blade. Furthermore,
for the injection sections, inlet boundary conditions were selected, fixing the temperature
and the injection mass flow. The turbulence model used for these simulations is the k–ε.
The model is used many industrial processes to predict the flow in turbulent conditions
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due to its robustness, lower computational cost and reasonable accuracy. The superior
performances of the k–ε model in turbulent flows are of particular interest for the presented
study due to the turbulent nature of fluid interactions near the injection sections [21–24].

For the convergence criteria 3 parameters were monitored: residuals, mass flow
imbalance and the rotor blade torque. The residual target was fixed at1 × 10−6 reaching
at least 1 × 10−4 for each case (with mass flow residuals achieving smaller values). In
terms of mass flow imbalance, the values were smaller than 0.1% for both stator and rotor
volumes at each of the simulated cases. The blade torque represents the final parameter
that was monitored, the torque curve flattened with the criteria being a variation smaller
than 0.2% at 300 iterations.

For the boundary conditions, these were set identically for all the studied cases.Verification
was completed at the nominal point, the parameters at this point being similar with those for
which the turbine was designed.

The influence of the injection system on the turbine performances was determined at
a partial regime of approximately 89% of the engine speed. The input parameters for this
regime were determined using the turbine map and working line; the parameters for both
nominal and partial regime are presented in Table 3.

Table 3. Nominal and partial regime parameters.

Parameter Measurement Unit Nominal Regime Partial Regime

Total Inlet Pressure [BarA] 2.55 2.34
Total Inlet Temperature [K] 977 868

Mass flow [kg/s] 8 7
Rotational speed [rpm] 22,000 20,000
Expansion ratio - 2.12 1.37

Isentropic efficiency [%] 87.8 87.2
Generated power [KW] 1351 466.6

3. Results and Discussion

This study will focus on the influence of the injection section diameter and number
of orifices on the turbine performances. For the orifice diameter four values were studied
(0.4, 0.6, 0.8 and 1 mm) and different axial distances. As it was determined in previous
studies that the lower values of the diameter lead to better results, lower than 1 mm
dimensions were considered. The diameter was limited to 0.4 mm as lower values will not
be feasible from a construction point of view. In case of the number of injection sections
these values were determined respectively to orifice dimensions raging from 19 to 100. The
injection mass flow was also limited to 2.5% of the working fluid as the fluid is considered
to be drawn from the engine compressor.Using outlet boundary condition and fixing the
mass flow at the rotor outlet leads to a decrease of the inlet mass flow with the respective
injected mass flow.

3.1. Orifice Diameter Influence

In order to compare the influence of the injection diameter on the axial turbine per-
formance, it is essential to maintain the inlet conditions constant for each injection section.
Thus, for each diameter studied, a number of orifices were determined in order to achieve
approximately the same speed and Mach number at the injection section. The Mach number
values in the injection orifices for each diameter and axial distance are presented in Table 4.

The axial distance (Za) represents a dimensionless parameter that describes the axial
position of the injection orifice on the suction side of the blade. It is defined as the axial
distance between the injection orifice center and the projection of the minimal section of
the vane on the suction side divided by the length of the minimal section.
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Table 4. Mach number in the injection section.

Injection Diameter
Øinj[mm]

Number of
Orifices

Mach Number

Za = 0.1 Za = 0.2 Za = 0.317 Za = 0.5/0.6

0.4 100 0.673 0.686 0.691 0.671
0.6 50 0.681 0.691 0.7 0.674
0.8 30 0.67 0.676 0.683 0.673
1 19 0.687 0.695 0.697 0.691

From the result analysis it was determined that the power generated by the turbine
has increased by as much as 33% after the injection process, with the best result obtained
for a smaller diameter and a higher number of orifices. The injection system influence
on the axial turbine performances decrees for higher dimension of the orifices, as can be
determined from Figure 5.

 

Figure 5. Turbine power increase after the injection process.

The injected fluid acts as a barrier which diverts the working fluid from the suction
side of the vane near the injection section. This deviation in the near vicinity of the critical
section leads to a smaller flow section for the working fluid which translates into a higher
speed and a higher power generated by the rotor. After the interactions between the fluids,
the injected fluid assumes the direction of the main flow and attaches to the suction side
of the blade. As a result of the injection process, a low-pressure zone downstream of the
injection section is created due to the main fluid deviation. This effect can be observed
in Figure 6, which presents the total pressure distribution at the mean radius of the vane
for the cases with and without injection. Without the injection process the flow section
of the vanes is approximately equal to the geometrical section, a small low-pressure zone
being created by the boundary layer on the suction side. After the injection process the
low-pressure zone is greatly enhanced which determines a noticeable smaller flow section.
As a result, the effective geometry of the flow channel is modified. This effect is obtained
across the vane height where the system is active, as can be determined from Figure 7. As
the boundary conditions were set with a fixed mass flow at the rotor outlet, the power
enhancement is not a result of a mass flow increase but a result of different flow geometry.
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(a) (b) 

Figure 6. (a) Total pressure distribution at mean radius without injection; (b) Total pressure distribu-
tion at mean radius after the injection process.

 
(a) (b) 

Figure 7. (a) Total pressure distribution without injection; (b) Total pressure distribution after the
injection process.

3.2. Number of Orifices Influence

With the increase in injection diameter and the decrease in number of orifices (as
previously explained) the distance between adjacent injection sections grows. This leads to
lower effectiveness of the injection system as working fluid passes between the orifices.This
effect is visible in Figure 8, for the 0.8 and 1 mm diameters, where the number of injection
sections is not adequate for the vane height.
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(a) (b) (c) (d) 

Figure 8. Total pressure distribution downstream of the injection section for: (a) ∅inj = 0.4 mm;
(b) ∅inj = 0.6 mm; (c) ∅inj = 0.8 mm; (d) ∅inj = 1 mm.

In order to determine the influence of the number of orifices, the diameter and the inlet
parameters of the injection fluid were maintained constant. The number of injection sections
was increased from 50 to 70 for a diameter of 0.6 mm and from 30 to 45 for a diameter of
0.8 mm. The results showed, in both cases, a steady increase in the effectiveness of the injection
system with the increase in number of injection sections. To better quantify the influence of
the number of injection sections, relative to vane dimensions, a new dimensionless parameter,
named coverage degree, has been introduced. The parameter, described by Equation (1),
represents the percent of the vane height covered by injection sections.

τ =
n∅inj

RS − RH
(1)

where: τ—coverage degree, n—number of injection orifices, ∅inj—orifice diameter,
RS—shroud radius, RH—hub radius.

Applying the coverage degree to cases studied in this paper enables the comparison of
cases with different dimensions and number of injection orifices. By plotting these results,
Figure 9, a linear tendency can be observed. The increase effectiveness of the injection
system at higher values of the coverage degree can be explained by a better isolation of
the gap between two adjacent injection sections. This effect is visible in Figure 10 where a
homogenization of the low-pressure zone across the vane height can be observed at the
increase of the coverage degree. With the increase of this parameter from 53.6% to 75%, the
influence of the injection system has grown from +20% to +30% in generated power.
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Figure 9. Turbine power increase for coverage degree variation.

  
(a) (b) 

Figure 10. (a) Total pressure distribution for τ = 53.6%; (b) Total pressure distribution for τ = 75%.

3.3. Injection System Influence at Different Partial Regimes

The influence of the injection system on the turbine performances has been deter-
mined at different partial regimes by calculating the flow and the performances before and
after injection for other regimes, regimes of lower respective higher power. The results
previously presented have been determined for a partial regime of 89%, named “partial 1”.
Using the turbine map and working line, the inlet parameters for lower power regimes of
approximately 84.5% and 80% and higher regimes of 91% and 92.5% have been determined.
With these inlet parameters the flow and performances of the axial turbine were calculated
using the same numerical model as the one previously discussed. The parameters for the
partial regimes are presented in Table 5.
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Table 5. Partial regimes parameters.

Name Regime [%]
.

M [kg/s] P*
in[bar] T*

in[K] Speed [rpm] Power [KW]

Partial 4 80 5.3 1.93 753 18,000 119.2
Partial 2 84.5 6.1 2.11 810 19,100 253.1
Partial 1 89 7 2.34 868 20,000 466.6
Partial 3 91 7.4 2.42 898 20,650 587.3
Partial 5 93 7.6 2.50 925 21,000 679.3

The injection system used for this analysis consists of 55 injection orifices with a
diameter of 0.6 mm resulting in a coverage degree of approximately 59%. The axial
distance is 0.2, the injection temperature is similar to the turbine inlet temperature and the
injection mass flow represents 2.5% of the working flow, the injection system configuration
is presented in Figure 11. The injection fluid is considered to be extracted from the engine
compressor and injected in the turbine vane, thus the rotor outlet mass flow (set in the
numerical case with the outlet boundary conditions) is constant for the cases with and
without injection.

 
Figure 11. Selected injection configuration.

For all the partial regimes studied the generated power has increased by approximately
23% with slightly higher values at higher regimes. These increases lead to equivalent levels
of power 1.5% to 2% higher.The results of the partial regimes analysis are presented in
Table 6 and by plotting the results, Figure 12, it can be determined that the injection process
leads to an increase of curve slope.

From this analysis it can be determined that the performance of the injection system is
not limited to certain regimes but can be used for multiple power settings. The influence of
the system is slightly smaller at lower power settings and increases with the engine regime.
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Figure 12. Turbine working line with and without injection.

Table 6. Partial regimes analysis results.

Name Regime [%]
Power without
Injection [KW]

Power after
Injection [KW]

Power
Increase [%]

Equivalent
Regime [%]

Partial 4 80 119.2 146.0 22.5 81.5
Partial 2 84.5 253.1 306.8 21.2 86
Partial 1 89 466.6 571.0 22.4 91
Partial 3 91 587.3 733.6 24.9 93
Partial 5 92.5 679.3 847.4 24.8 94

The results of the present study are not easily comparable with other studies on
performance enhancement at partial regimes as the injection system presented in this study
focuses on increasing the power output of the turbine by modifying the flow geometry and
not by reducing specific flow losses in the turbine by injection. The studies identified in the
literature focus on loss reductions by increasing the flow momentum in certain areas of the
blades using fluid injection. Thus, the injection jets are places at a low angle to reduce the
resulting mixing loses. The main effect of these jets is the reattachment of the boundary
layer on the suction side. The system presented in this paper focuses on changing the flow
geometry of the vanes working channel to better adapt the turbine to inlet conditions for
the respective partial regime. The injection angle is high, when compared with existing
studies, in order to obtain an increased flow deviation in specific locations.

The placement of injection jets is also different from the studies discussed in this paper.
For loss reduction, the studies showed that the injection jets should be positioned near the
separation inception as for the performance enhancement, the injection orifices are placed
close to the critical section. The placement of injection orifices upstream of the critical
section ensures that the low-pressure bubble, formed as a result of injection, determines a
decrease in minimal flow section leading to an acceleration of the main fluid.

The overall effect of the injection system can be determined in terms of fuel consump-
tion. Thus, for the 89% partial regime presented (“partial 1”) and an 22% power increase, by
injection the flow consumption for the respective regime has decreased by approximately
11.5% and can reach 15% when calculated for higher partial regimes.

The results of this study should be of great interest especially for industries where
long duration partial regimes operation are common. For marine propulsion the cruise
gas turbine engines could operate for long periods of time (i.e., tens of hours) at these
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regimes, thus the 11.5% fuel savings represents an important reduction in cost of operation
and an increase in ship operational range. For aviation gas turbines, the injection system
can be used at partial regimes even that these regimes are reduced in term of time of
operation. Furthermore, the use of the injection system could offset the impact of high
ambient temperature on the engine performances.

Future research should concentrate on using multiple injection curves to simplify
the manufacturing complexity of the system. By using curves to position the orifices it
may be possible to obtain the same results with higher distances between the injection
sections. The influence of the injection system on the engine cycle should also be studied,
as by modifying the minimal section of the turbine other elements, such as the compressor,
other turbine stages and burning chamber, could be affected. Another interesting topic
is the interaction between the injection fluid and the cooling flow (if the turbine requires
film cooling).

4. Conclusions

The purpose of this paper is to continue the research into the novel performance
enhancement method by determining the influence of geometrical parameters as well as
the influence of the injection system at different partial regimes. The specific fluid injection
in the axial turbine flow was found to be a possible method to enhance the performances
at partial regimes. The injection process leads to a deviation of the working fluid flow
through the turbine vanes, which determines a decrease in the minimal flow section, thus
an acceleration of the flow in the vanes and an increase power output.

From the orifice dimensions analyses it was determined that the influence of the
injection system decreases at higher values of the orifices diameter for the same mass flow,
as a result of higher spacing between injection sections which limits the flow deviation
across the vane height. For the cases studied in this paper, the turbine power increase
varied from approximately 30% for small diameter orifices (0.4 mm) to around 10% for
larger orifices (0.8 and 1 mm).

From the number of injection orifices analyses it was determined that high numbers
of injection sections lead to higher powers. The power increase was found to be as much as
33%, depending on the injection system configuration, with smaller dimensions and high
number of injection section having the greatest influence. The number and dimensions of
the injection sections must be analyzed together when designing the injection system, thus
a new parameter, named the coverage degree, was introduced to incorporate both. The
parameter was found to have a linear tendency when plotting against the power increase.
A high value of this parameter leads to closer injection sections which limits the working
fluid flow between the orifices, thus the system acts as a barrier which deviates the flow
near the minimal section of the vanes leading to a lower flow section.

From a technological point of view the injection system is similar to film cooling
systems. The orifice dimensions do not pose a considerable challenge but the high number
of injection sections and the higher values of the coverage degree may be difficult to achieve,
due to high number and close proximity of the injection orifices. This system is most suited
to low-pressure turbines and free power turbines as these elements are usually not cooled
and the necessary injection pressures are lower. Furthermore, the injection system can
better adapt the generated power to the consumer needs with minimum influence on the
gas generator. The injection system can be used for high-pressure turbines but further
studies on interactions between injection flow and cooling flow, engine control and stability
and available injection pressures are needed.

The injection system is not limited to a specific partial regime and can be applied to
multiple power settings with similar performances in terms of percentage power increase.
The power increase was determined to be around 22% achieving approximately 25% at
higher regimes.

The results of the studies conducted in this paper suggest that the turbine mass flow is
better used at partial regimes in an injection configuration (97.5% turbine inlet mass flow
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and 2.5% injection mass flow, values used in this study) than a no injection configuration
(100% turbine inlet mass flow). Thus, additional power is extracted from the available
energy at the turbine inlet by using a more efficient turbine geometry for the respective
partial regime, geometry obtained as a result of fluid injection. The additional power
extraction leads to an increase in overall engine efficiency which can improve the inherent
low efficiencies of the gas turbines engines at partial regimes.

The work presented in this paper contributes to further characterize the novel perfor-
mance enhancement method by specific fluid injection. In theory, the results can be used
to determine the influence variation for different parameters in order to further develop
the method and achieve an optimum configuration. In practice the optimum configu-
ration might not be technically feasible due to manufacturing limitations, thus the final
configuration must take into account these limitations.
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Nomenclature

∅inj injection orifice diameter
Za axial distance of the injection orifice
τ coverage degree
n number of injection orifices
Rs shroud radius
RH hub radius
.

M working fluid mass flow
P∗

in total pressure at the turbine inlet
T∗

in total temperature at the turbine inlet
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Abstract: The current study addresses the effect of different designs of the exhaust mixer and aft-deck
on the performance of a two-dimensional convergent nozzle represented by the internal and external
flows and heat transfer process. The effect of different exhaust mixer cone angles of 10◦, 15◦, and
20◦, and different aft-deck lengths of 140 mm, 280 mm, and 420 mm on the nozzle performance was
investigated. To address the effect of an aft-deck, the flow behavior of a nozzle with an aft-deck was
compared to that of a nozzle without an aft-deck. Then, the effect of different aft-deck lengths and
different aft-decks with rectangular and trapezoid shapes was investigated. The results demonstrated
that increasing the mixer cone angle resulted in decreasing the high-temperature core flow and
increasing the low-temperature bypass flow. Increasing the mixer cone angle resulted in reducing
the velocity inside the nozzle and at the exhausted jet, which can reduce the noise generated by
the engine. Furthermore, increasing the mixer cone angle decreased the internal temperature of the
nozzle and, along with the exhausted jet, decreased the infrared radiation. The results also illustrated
that the presence of the aft-deck resulted in decreasing the pressure, temperature, and velocity inside
the nozzle. The aft-deck also decreased the length and size of the potential core. The aft-deck length
had no clear effect on the internal flow. However, increasing the aft-deck length resulted in a decrease
in the exhaust gas temperature, which can decrease the infrared radiation. On another hand, using
trapezoid and triangle aft-deck can enhance the performance of the nozzle by decreasing the velocity
and temperature inside the nozzle and at the exhausted jet.

Keywords: aft-deck length; external jet; infrared radiation; two-dimensional nozzle

1. Introduction

An area of military application interest is stealth technology that needs to decrease
infrared radiation and jet noise. The infrared radiation is mainly emitted by the walls of
high-temperature including nozzle walls, the exit of the turbine, and the booster sleeve, in
addition to hot gases generated from the exhaust system. About 90% of infrared radiation
is provided by the exhaust nozzle and turbine section [1]. Therefore, the management and
suppression of the infrared radiation of the exhaust system are very important to enhance
the aircraft’s stealth performance [2,3]. There are various techniques that can be used to
minimize infrared radiation. The most vital methods that are used in almost all military
aircraft include using a jacket in cold water around the exhaust walls and using a material
with low emissivity for coating the nozzle’s inner surface. However, using a jacket of
cold-water results in extra weight problems on the aircraft, and using coating technology
has a limitation on the capability of material heat resistance [4]. Moreover, a nozzle with a
curved shape and rectangular or ellipse shape can be used to reduce both infrared radiation
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and jet noise. Serpentine nozzles are widely employed on different types of aircraft to
increase survivability for their performance to suppress the infrared radiation signature.
The curved shape of the serpentine nozzle can reduce the turbine exit’s high temperature.
The serpentine nozzle can be used to decrease infrared radiation by 70%. Consequently, a
serpentine nozzle has been used in a series of UAVs and stealth bombers to suppress the IR
radiation resulting from an engine exhaust system [1]. The two-dimensional rectangular
exit of the nozzle can intensify the mixing process between the hot jet and atmospheric
air, which can reduce the size and length of the high-temperature potential core. The
performance of the serpentine nozzle can be further improved by adding an aft-deck at the
nozzle exit [5].

In the open literature, there are few studies [1–23] that investigate the flow charac-
teristics of the serpentine nozzle. The double serpentine nozzle flow characteristics were
numerically investigated by Xiao et al. [1]. The influence of the length ratio that defined
the first S length to the second S length on the nozzle performance was studied. The Flow
characteristics, such as total and static pressures, wall shear stress, and streamlines of the
Mach number, were investigated. Compared to the axisymmetric nozzle, a double serpen-
tine nozzle has different static pressure distribution at the lower walls and upper walls.
The influence of the ratio of length to the diameter, aspect, and offset ratios on the infrared
radiation and flow characteristics of the serpentine nozzle was studied by Yong et al. [2].
The study indicated that both thrust coefficient and total pressure recovery were first im-
proved by increasing the offset ratio, and both parameters rapidly decreased. The friction
and viscous losses resulting from stream vortices dominated the aerodynamic performance
of the nozzle. The infrared radiation can be decreased by a higher 50% double S-shaped
nozzle compared to the circular nozzle. Increasing the aspect and offset ratios can suppress
the plume radiation. In another study by Xiao et al. [3], a numerical study was performed
to study the effect of specific design parameters at the first serpentine exit on the flow field.
Among the six different turbulent models used in this study, a shear-stress transport (SST)
k-ω model achieved more accurate results and was used to simulate a serpentine nozzle
flow. Increasing the width ratio W1/D increased the friction losses because of increasing
the wetted perimeter, while small values of the width ratio resulted in increasing secondary
flow losses. High flow velocity was induced in the first duct for a small area of the first ser-
pentine duct. High local losses resulted from the steep offset distance of the first serpentine
nozzle. These results demonstrated that the first serpentine duct width was recommended
to range from one to three, and its area should be as large as possible, while the offset
distance should be small. The serpentine nozzle friction losses were high because of the
steep passage slope and rapid turning. Wen et al. [4] investigated the influence of engine
swirl on the infrared radiation of the serpentine nozzle. The study results indicated the
ability of engine swirl to suppress the infrared signature. The hot streak can be produced
by the engine swirl, which can affect the infrared signature on the walls. The total infrared
radiation could be reduced by 31.21% in the vertical plane and by 13.84% in the horizontal
plane, compared to the engine without a swirl. An experimental study was conducted by
Rajkumar et al. [5] to study the influence of pressure ratio on the flow characteristics in a
single serpentine nozzle. The flow behavior was analyzed based on wall static pressure
measurements and exhausted jet flow visualization. The pressure coefficient variation was
symmetric, along with various pressure ratios. The flow of the core increased because the
geometric transition resulted in transferring to sonic and supersonic flow. The symmetry
of flow is reduced at the extension section exit with the constant area. The presence of an
aft-deck can prevent barrel shock formation. In the study by Hamada et al. [6], the effect of
different types of annular mixers on the performance of a two-dimensional nozzle was in-
vestigated. An annular mixer with different lengths of 140 and 280 mm, different diameters
of 320 and 340 mm, and different shapes were used. The results indicated that decreasing
the mixer diameter increased the cold bypass flow and improved the mixing between the
hot core flow and cold bypass flow, which resulted in decreasing the temperature inside
the nozzle and at the external jet. The mixer with a cone shape decreased the temperature
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inside the nozzle and increased it at the external jet. The results demonstrated that the
best nozzle performance could be obtained using a smaller cylindrical mixer with a shorter
length and a smaller diameter. Sun et al. [7] studied the effect of a serpentine nozzle on the
bypass ratio of the turbofan engine exhaust and compared it to that of an axisymmetric
nozzle. The results indicated that the bedded duct at the serpentine nozzle generated a
pressure gradient in the streamline’s directions that resulted in a change in the flow through
the bypass and core. Compared to the axisymmetric nozzle, the exhaust bypass ratio of
the serpentine nozzle was higher by 8.1%. The impact of the shield ratio on the infrared
radiation of the serpentine nozzle was studied by Wen et al. [8]. The infrared radiation of
the serpentine and circular nozzles was numerically studied at various shield ratios. The
results showed that, compared to the circular nozzle, the serpentine nozzle could reduce
infrared radiation by 28.9. The complete nozzle shielding had no apparent advantages on
the shielding ratio and infrared radiation, but it had a small influence on the serpentine
nozzle outlet gases. The area ratio of double and single serpentine nozzles should be lower
than 0.35 and 0.15, respectively, to achieve an effective reduction in the infrared radiation.
The influence of aspect ratio on the flow characteristics of the double serpentine nozzle
was studied by Sun et al. [9]. The aerodynamic performance based on internal flow and the
external jet was numerically investigated for six different models of a nozzle with different
aspect ratios of 3, 5, 7, 9, and 11. The variation in the lateral width leads to different pressure
gradients and vortex distribution in the lateral direction. The length of the potential core
was reduced by increasing the aspect ratio. The results demonstrated that an aspect ratio
of five could achieve the best aerodynamic characteristics. The double serpentine nozzle
flow characteristics for different inlet configurations were studied by Sun et al. [10]. The
influence of strut setting angles and inlet swirl angles on the performance and flow field
was also studied. The results indicated that the vortices found at the corner did not affect
the tail con, struts, and bypass. There were differences in high-vorticity regimes of the core
region due to the presence of a tail cone. Increasing strut setting angles and an inlet swirl
angle resulted in reducing the high static temperature region. As the angles of the strut
setting and inlet swirl increased, the serpentine nozzle decreased.

Most studies, including the above studies, focus on investigating the performance of
the serpentine nozzle without considering the exhaust system, which exists in real turbofan
engines. Furthermore, the utilization of the aft-deck can improve the nozzle performance
by decreasing the external jet length and shielding the high-temperature sections, which
can reduce IR radiation by 90% [16]. Therefore, this study investigates numerically the
serpentine nozzle performance and considers the engine exhaust system and aft-deck. This
study is an extension of a previous study [6] to achieve more understanding of the internal
flow and exhausted jet characteristics of the nozzle. The effect of different mixer cone angles
of 10◦,15◦, and 20◦ on the serpentine nozzle operation was studied. Then, the effect of an
aft-deck on the flow characteristics and heat transfer process was studied. First, the nozzle
performance of a nozzle with an aft-deck was compared to a nozzle without an aft-deck.
Second, the influence of different aft-deck lengths of 140 mm, 280 mm, and 420 mm on the
nozzle performance was studied. The simulation study was conducted using Commercial
STAR CCM+ software via a three-dimensional model of the serpentine nozzle.

2. The Exhaust System Geometry

The exhaust system of an aircraft represents the main source of IR radiation in a band
of 3–5 μm due to the large quantity of heat generated by the engine turbine, which increases
the temperature of turbine entry above 2000 K [4]. Therefore, infrared radiation treatment
requires more attention during the engine exhaust system design process. The exhaust
system of the aircraft has two sections: the exhaust mixer and the nozzle section. The mixer
part has double ducts called a bypass and core, as well as a mixer and tail cone. The exiting
hot gases flow through the core, while low-temperature fluids flow through the bypass. The
nozzle, as illustrated in Figure 1, has a curved shape with a circular inlet and an internal
diameter of 470 mm, which is converted to a rectangular exit with a major and minor axis of
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728 × 146 mm and hydraulic diameter (Dh) of 266 mm. The transformation from a circular
inlet shape into a rectangular exit provides a serpentine shape so that the serpentine nozzle
can shield the high-temperature parts. The serpentine nozzle was attached to a conical
mixer with a length of 140 mm and diameter (D2) of 320 mm, and different cone angles
(θ) of 10◦, 15◦, and 20◦. The mixer is coupled with a central cone with a length of 280 mm
and a diameter (D3) of 135 mm. The nozzle exit is attached to an aft-deck with a width of
728 mm with different lengths of 140 mm, 280 mm, and 420 mm, and different shapes.

Figure 1. The CAD model and schematic of the serpentine nozzle with conical mixer under study.

3. Numerical Method

3.1. Numerical Model Setup

The three-dimensional model of the serpentine nozzle used in the simulation study is
shown in Figure 2. A block with dimensions of 5 × 5 × 20 m was set as the computational
flow domain to simulate the flow from the nozzle and the exhaust jet. The grid system
shown in Figure 2 was used in the simulations, and the base size of the flow domain was
10 mm; for the nozzle wall, cone, and annular mixer, the mesh size was reduced to 0.5 mm.
Two prism layers were used as the boundary cells with a total length of 0.5 mm. The
bypass and core were considered pressure inlet boundary conditions with a uniform total
temperature, pressure, and turbulence intensity. The nozzle exit was treated as a pressure
outlet and subjected to atmospheric pressure and temperature. The walls of the nozzle
were considered adiabatic walls, where the insulating material is typically used, and no-slip
boundary conditions were considered. The SST (k-ω) turbulence model was used to model
the flow inside the nozzle. For wall treatment, the all-y+ wall treatment was selected and
provided the best results compared to other wall treatments provided by STAR CCM+
software. The all-y+ wall treatment is a hybrid treatment that uses a mixed wall function
that emulates the high y+ wall treatment for coarse mesh and the low-y+ wall treatment
for fine mesh. Consequently, the all-y+ wall treatment is relevant for a wide range of
near-wall grid conditions. Table 1 summarizes the pressure and temperature values at
different flow regions. The simulations were carried out using STAR CCM+ software, in
which the equations were discretized with a finite volume method for each control volume.
For spatial discretization, a second-order upwind scheme was used. The conservation
equations of continuity, momentum, and energy were solved by using a coupled implicit
flow solver in which the conservation equations are solved simultaneously as a vector of
equations. The velocity field is obtained from the momentum equation, and the density is
estimated from the equation of state. The flow inside the nozzle was treated as the ideal gas
generated by mixing the high-temperature gases from the core with low-temperature gases
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from the bypass at high pressure, which results in different complicated features inside the
nozzle. In this study, the flow-through core and bypass regions were considered air with
the properties given in Table 2.

Figure 2. Grid system used in the simulations [6].

Table 1. Boundary conditions at different regions used in the simulations.

Region Type Pressure (Bar) Temperature (K) Turbulent Intensity

Core Pressure inlet 0.45 800 0.01
Bypass Pressure inlet 0.48 330 0.01
Outlet Pressure outlet 1.013 288 0.01

Table 2. Properties of air used in the calculations.

Property Value Unit

Dynamic viscosity 1.85508 × 10−5 Pa·s
Molecular weight 28.9664 kg/kmol

Specific heat 1003.62 J/kg·K
Thermal conductivity 0.0260305 W/m·K

Prandtl Number 0.9 -

The flow characteristics inside the nozzle were determined at different locations in
the axial direction (X), which were non-dimensionalized with the length of the nozzle (L).
The axial locations of 0, 0.12, 0.26, 0.5, 0.78, and 1 were selected to evaluate the different
flow characteristics. The axial location X/L = 0 refers to the nozzle inlet, the axial location
X/L = 0.12 refers to the annular mixer end, the axial location X/L = 0.26 refers to the cone
outlet, and the axial location X/L = 1 refers to the nozzle exit [6]. The variation of the
nozzle frontal area along its length is shown in Figure 3. The frontal area is defined as the
area projected along the fluid flow path to a plane perpendicular to the direction of motion.
As illustrated by the figure, the frontal area gradually increased until it reached the axial
location of 0.26 and then gradually reduced until the axial location of 0.78 before the nozzle
area was almost the nozzle outlet.
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Figure 3. Variation of the frontal area along the nozzle length.

For the grid independence study, three grids were used in the simulations with a total
number of cells of one million and 200,150 cells, five million and 420,193 cells, and twelve
million and 360,253 cells for the course, medium, and fine grids, respectively. Figure 4
indicates the flow characteristics inside the nozzle at different sections along the nozzle
length for the different grids. As shown in the figure, both medium and fine grids have
almost the same results indicating that at a certain cell size, the results are not affected by
the cell size. To save the solution time, the medium grid is used in the simulations.

Figure 4. Flow characteristics inside the nozzle for different grids.
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3.2. Model Validation

The simulation results were validated using the experimental results. The experi-
mental procedure is mentioned in detail in the previous study [6]. The nozzle used in
the experiments, as shown in Figure 5, was manufactured from a polylactic acid material
using a technology of 3D printing and modeled using CATIA V5 software. The nozzle
had an around inlet and rectangular exit attached with a rectangular aft-deck. To measure
the wall static pressure, the nozzle thickness of 10 mm was used to attach the required
pressure taps. The upper and lower wall pressures were measured using ten pressure taps
connected to a microprocessor micro-manometer (FCO510) and LAB VIEW data acquisition
software. The experiments were carried out at a temperature of 295 K and at an inlet air
pressure of 0.25 bar. The experiments were repeated ten times, and the averaged values
were considered. Figure 6 shows the profile of static pressure for the lower and upper walls
of the nozzle. The figure indicates a good agreement between experimental and simulation
results with a deviation of 5%. The method by Kline and Mcclintock [24] was selected for
the uncertainty analysis.

Figure 5. Photo of serpentine nozzle used in the experiments [6].

Figure 6. Axial distribution of the pressure at the upper and lower nozzle walls for experiments and
simulations [6].
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4. Results and Discussion

4.1. Effect of the Mixer Cone Angle

The conical mixer has two flow areas: the core inlet, where the hot gases enter, and the
bypass flow inlet, where cold air enters. The flow through the bypass region depends on
the flow through the core region and the static pressure distribution at the conical mixer
end. The ratio between the core and bypass flow rates is an important parameter that
affects the operation of the nozzle. The values of the core and bypass flow rates at different
mixer cone angles are given in Table 3. Despite all used models being subjected to the
same inlet conditions, both the core and bypass flow rates varied with the variation in the
mixer cone angle. Increasing the mixer cone angle resulted in reducing core flow rates and
increasing bypass flow rates. The variation in the core and bypass flow rates is due to the
variation in the static pressure at the end of the conical mixer resulting from the core flow
with a high velocity. Decreasing the cone angle resulted in decreasing the area available
for core flow, and increasing the area available for bypass flow resulted in reducing core
flow rates and increasing bypass flow rates. The effect of the variation of core and bypass
flow rates with mixer angles will be explained based on internal flow and exhausted jet
characteristics in the following sections.

Table 3. The flow rates at core and bypass regions for different mixer cone angles.

Cone Angle Core Flowrate (kg/s) Bypass Flowrate (kg/s) Total Flowrate (kg/s)

10◦ 3.08 27 30.08
15◦ 2.16 28.35 30.46
20◦ 1.27 29.17 30.44

The variation in static pressure along the upper and lower nozzle walls at different
mixer cone angles is shown in Figure 7. As shown by the figure, the pressure gradually
decreased with the decreasing nozzle area. The pressure decreased with the increasing
mixer cone angle because increasing the cone angle led to a greater expansion of flow inside
the nozzle, which resulted in decreasing the pressure near the nozzle walls. The pressure
along the upper and lower walls was almost identical due to the symmetry of the nozzle.
Increasing the mixer cone angle reduced the pressure along the upper and lower walls.

Figure 7. Pressure distribution on the upper and lower nozzle walls for different mixer cone angles.

Figure 8 indicates the velocity contour and distribution at different locations inside the
nozzle at different mixer cone angles. The figure indicated that the velocity decreased from
the nozzle inlet until the end of the cone at X/L of 0.26, then the velocity gradually increased
up to the nozzle exit as the area of the nozzle decreased. The velocity contours show the
exiting of the core region at the center of the nozzle with the highest velocity. The size
and velocity of the core region decreased with the increasing mixer cone angle. Figure 8d
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shows the average velocity distribution at different locations along the nozzle length. The
figure demonstrates that increasing the mixer cone angle decreased the velocity inside
the nozzle. This may be due to the flow separation point moving upstream. Additionally,
as indicated by the velocity contour, the size of the core region with the highest velocity
decreased with the increasing mixer cone angle due to the reduction in the core flow rate,
as given in Table 3. This indicated that the velocity inside the nozzle strongly depended on
the core flow rates and hence the mixer cone angle despite the constant area of the nozzle.

Figure 8. Velocity contour and distribution at different locations along the nozzle length for different
mixer cone angles.

The turbulent kinetic energy (TKE) contours and distribution are shown in Figure 9.
TKE is the most important parameter in the fluid flow because it is a measure of turbulence
intensity and is directly related to momentum and heat. TKE can be used as an indication
of mixing intensity. TKE was the highest at the end of the mixer cone, where the mixing
between the lower-temperature bypass flow and higher-temperature core flow occurs.
Figure 9d indicates the average values of TKE at different locations along the nozzle
length. The figure indicates that the TKE was the highest at the largest mixer cone angle,
demonstrating that increasing the mixer cone angle increased the turbulence motion inside
the nozzle and hence improved the mixing process between the hot and cold streams,
which resulted in decreasing the temperature.

Figure 10 indicates the distribution of thrust force at different locations for different
cone angles. The thrust force proportion with the nozzle area increased gradually up to
the mixer end as the nozzle area increased, then gradually decreased and became nearly
constant near the nozzle exit, where the area was almost the same. The thrust force
accelerates the flow inside the nozzle by decreasing the pressure and increasing the velocity
so that the velocity gradually increases after the mixer ends up at the nozzle exit, as shown
in Figure 8. The figure shows that the thrust decreased with the increasing cone angle. As
the cone angle increased, the area available for flow decreased, resulting in a reduction in
the flow rate and hence decreasing the thrust.
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Figure 9. Turbulent kinetic energy contour and distribution at different locations along the nozzle
length for different mixer cone angles.

Figure 10. Thrust force distribution at different locations along the nozzle length for different mixer
cone angles.

The distribution and temperature contours at different sections along the length of
the nozzle for different cone angles of the mixer are illustrated in Figure 11. As shown by
the temperature contours, there was a core flow region with high temperature surrounded
and separated by a bypass flow with low temperature. As indicated by the figure, the
temperature of the core region at the center of the nozzle decreased with the increasing
mixer cone angle due to the reduction in the core flow rate. The average temperature of the
selected sections, as shown in Figure 11d, decreased gradually from the end of the tail cone
up to the nozzle exit because the nozzle geometry shields the temperature. The reduction in
the temperature results from increasing the mixer cone angle, which is due to the reduction
in a high-temperature core flow and increasing bypass cold flow, as indicated in Table 3.
Additionally, improving the mixing process due to increasing the turbulence motion, as
illustrated by TKE in Figure 9, was another reason.
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Figure 11. Temperature contour and distribution at different locations along the nozzle length for
different mixer cone angles.

The exhausted jet, which is indicated by velocity contour and radial velocity distri-
bution at different axial locations along the jet length at different mixer cone angles, is
shown in Figure 12. As indicated by the velocity contour, the external jet is characterized
by the highest velocity region at its centerline, which is called a potential core region. The
potential core is known as a region in the jet where the centerline velocity is uniform and
equal to the exit centerline velocity, as indicated by the velocity distribution. The jet’s initial
regime is known as the region of the establishment of flow and extends from the exit of the
nozzle until the potential core apex. The other region is known as the region of stabled flow,
which starts at the potential core end and is characterized by the gradual reduction in the
centerline velocity. The velocity distribution illustrated in Figure 13 shows that the velocity
increased at the nozzle exit, where the mixing between the ambient air and exhausting
hot gases was weak. With increasing the distance from the nozzle exit, the surrounding
air was entrained into the exhausted jet and resulting in an increase in the jet size in the
axial direction and a reduction in the centerline velocity. The figure also indicated that
the higher mixer cone angle had the lowest velocity at the nozzle exit at X/L = 1. This
demonstrated that increasing the mixer cone angle could decrease the noise generated by
the engine nozzle by decreasing the peak velocity at the nozzle exit.

Figure 14 indicates constrained streamlines at the vertical plane along with the com-
putational domain for different mixer cone angles. As indicated by the figure, large-scale
vortices are formed on the jet boundary so that vortices can entrain the surrounding air into
the exhausted jet. The entrained ambient air with low momentum tries to gain momentum
from the high-velocity exhausted jet that prevails in the centerline of the exhausted jet. This
results in the transfer of entertain air into the jet centerline, leading to a reduction in the
velocity and temperature at this region.
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Figure 12. Velocity contour at the vertical plan downstream nozzle exit for different mixer
cone angles.

Figure 13. Velocity distribution at the centerline of the exhausted jet for different mixer cone angles.

The M distribution at the centerline of the exhausted jet for different mixer cone angles
is shown in Figure 15. As shown by the figure, M increased from the nozzle exit up to
X/L = 1.3, indicating the extension of the core region in the axial direction. After the core
region, there was a steep reduction in M along the centerline of the jet. At the core region,
the mixing was the lowest and resulted in increasing M, and with increasing the distance
from the nozzle exit, the mixing process increased until reaching the jet centerline, which
resulted in increasing the spread of the jet and vanishing the core region leading to a further
decrease in M. The M distribution at the jet centerline decreased with the increasing mixer
cone angle, indicating the improvement of the mixing process between the exhausted jet
and entrained ambient air. The velocity contour and M distribution show that the length of
the core region is almost the same for different mixer angles.
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Figure 14. Constrain streamlines at the vertical plane for different mixer cone angles.

Figure 15. M distribution at the centerline of the exhausted jet for different mixer cone angles.

Figure 16 illustrates the temperature distribution along the centerline of the exhausted
jet at different angles. The temperature increased near the nozzle exit along the potential
core region, and then the temperature gradually reduced due to the spreading of the jet,
thus improving the mixing between the exhausted gases and surrounding air. The figure
indicated that the temperature distribution along the jet centerline decreased with the
increasing mixer cone angle. As shown by the temperature contour in Figure 11, the size
and temperature at the nozzle exit decreased with the increasing mixer cone angle, which
resulted in the reduction of the centerline temperature. Moreover, as discussed in the
previous sections, increasing the mixer cone angle improved the mixing between the hot
gases and cold surrounding air, which resulted in reducing the temperature. The reduction
in the temperature downstream of the nozzle exit reduced the infrared radiation.
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Figure 16. Temperature distribution at the centerline of the exhausted jet for different mixer
cone angles.

4.2. Effect of Aft-Deck

In this section, the effect of the aft-deck on the nozzle performance was discussed. The
nozzle performance with aft-deck was compared to that of the nozzle without aft-deck.
Then, the effect of the aft-deck length and shape was studied. The internal flow at different
sections of the serpentine nozzle without and with an aft-deck is shown in Figure 17.
Figure 17a indicates the pressure distribution at different sections along the length of the
nozzle. The pressure (P) was nondimensionalized with atmospheric pressure (Patm). For
the two nozzles, the pressure increased gradually until X/L = 0.26 as the area increased,
and then it decreased downstream until the distance of X/L = 0.78 as the area gradually
decreased, and the flow expanded. The two nozzles have an almost constant area region
from distance X/L = 0.78; in this region, the pressure was almost constant up to the nozzle
exit. The nozzle without the aft-deck had an almost higher-pressure distribution than
that of the nozzle with the aft-deck. As mentioned by Nageswara and Kushari [15], the
presence of the aft-deck resulted in an additional nozzle length leading to an increase in the
wetted surface and boundary layer thickness in this section, so the flow accelerated in the
central part of the nozzle cross-sectional area to satisfy the mass conservation that resulted
in a greater expansion of flow inside the nozzle and hence decreased the pressure inside
the nozzle.

Figure 17b indicates the velocity magnitude at different locations inside the nozzle
without and with an aft-deck. As shown by the figures, the velocity decreased gradually
from the nozzle inlet until the distance of X/L = 0.26 and then increased gradually up to the
nozzle exit exhibiting the opposite trend of pressure. As it is known, the area variation of
the nozzle area along its length resulted in converting pressure energy into kinetic energy.
The figure illustrated that the velocity of the nozzle with aft-deck was lower than that of
the nozzle without the aft-deck. The lower velocity of the nozzle with an aft-deck may be
attributed to the viscous interaction between the aft- deck and the jet, which decreased
the velocity.

The distribution of Ma at various locations along the nozzle length without and with
an aft-deck is shown in Figure 17c. As shown by the figure, the Ma of the nozzle with an
aft-deck is lower than that of the nozzle without an aft-deck. The aft-deck at the exit of the
nozzle restricted the entrainment of the surrounding fluid at the aft-deck side. This resulted
in reducing the momentum gains from the fluid with a high momentum surrounding the
jet axis, leading to a reduction in the spreading of the jet.

Figure 17d illustrates the distribution of the temperature at different locations along
the length of the nozzle without and with an aft-deck. The temperature decreased gradually
after a distance of X/L = 0.26, where the annular mixer intensified the mixing process
between cold air from bypass and core hot gases, and resulted in a reduction in temperature.
The temperature inside the nozzle with the aft-deck was almost lower than that of the
nozzle without an aft-deck. As mentioned in the above sections, the presence of the aft-deck
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increases the flow expansion inside the nozzle and enhances the mixing process between
the bypass cold air and core hot gases leading to a decrease in the temperature inside
the nozzle.
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Figure 17. Internal flow characteristics at different sections along the length of the nozzle with-
out and with an aft-deck. (a) Pressure distribution, (b) Velocity distribution, (c) M distribution,
(d) Temperature distribution.

The velocity contour at the horizontal plane and radial velocity profiles along the jet
length of the nozzle with and without an aft-deck is shown in Figures 18 and 19, respectively.
As shown in the figure, at the exit of the nozzle (X/L = 1), the jet velocity was uniform
and at the highest level, with a nearly top-hat profile because the mixing process between
the jet and ambient air was weak. A thin shear layer was created at the exit of the nozzle
because of the large velocity difference between the jet and ambient air, and this shear layer
continuously grew downstream. With the increase in the shear layer, the entrainment of
the ambient air into the jet increased, increasing the mixing process. As a consequence, the
jet spreads outward in a radial direction, and the velocity of the jet gradually decreases
downstream. The region at the nozzle exit along the central portion of the jet with an
almost uniform mean velocity refers to the potential core region (represented as a dotted
box). The potential core eventually disappears due to the spreading of the jet and the shear
layer. Beyond the potential core region, the velocity profiles convert to a bell-shaped profile
at an axial distance (X/L) from three to five. The aft-deck increased the length of the nozzle;
hence, the wetted perimeter area at the exit of the nozzle increased, which resulted in a
reduction of the size and length of the potential core of the jet, which is considered the
highest temperature region, as illustrated by the velocity contour shown in Figure 18 that
can reduce the infrared radiation. On the other hand, the reduction in the velocity at the
nozzle exit can reduce the noise produced by the nozzle.
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Figure 18. Velocity magnitude contours for nozzle without and with an aft-deck.

Figure 19. Radial profiles of velocity magnitude at different locations along jet length.

Figure 20 illustrates the temperature profiles at different locations (X/L) of 1, 1.5, 3,
and 5 along the jet length for the nozzle with and without an aft-deck. As indicated by the
figure, the temperature was the highest at the nozzle exit where the highest temperature
core region is exited. With the increasing distance from the nozzle exit, the temperature
decreased as the mixing between the exhausted gases and ambient air increased, and the
exhausted jet expanded more. Furthermore, the figure demonstrated that the presence of
the aft-deck decreased the temperature of the exhausted gas. As discussed in the above
sections, the aft-deck reduced the length and size of the potential core with the highest
temperature. Additionally, the aft-deck increased the wetted area at the nozzle exit, which
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improved the mixing process between exhausted gases and ambient air and increased the
expansion of the exhausted gases, which resulted in a decreasing temperature.

Figure 20. Temperature radial profiles at different locations along jet length. Effect of the length and
shape of the aft-deck.

This section investigated the effect of the aft-deck length and shape on the flow
characteristics. Three aft-deck lengths of 140, 280, and 420 mm and three different models
of aft-deck with trapezoid, triangle, and rectangular shapes, as shown in Figure 21, were
investigated. The length of all shapes was kept at the largest length of 420 mm.

Figure 21. Different shapes of aft-deck used in the study.

Figure 22 indicates the average velocity magnitude and temperature distributions at
different locations along the nozzle length for different lengths and shapes of the aft-deck.
As shown in Figure 22a,b, the aft-deck had no effect on the velocity and temperature
distributions inside the nozzle. Although increasing the aft-deck length increased the
length of the nozzle and wetted area at the exit, this had no effect on the internal flow.
On another hand, as indicated by Figure 22c,d, the velocity and temperature inside the
nozzles with a trapezoid and triangle aft-deck was the same, and it was high for the nozzle
with a rectangular aft- deck. This demonstrated that the aft-deck with a rectangular shape
can increase the expansion of flow inside the nozzle, which resulted in decreasing the
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pressure and, hence, increasing the velocity. The increase in temperature for the nozzle
with a rectangular aft-deck can be explained using the temperature contours indicated by
Figure 23a–c. As illustrated by the figure, the size and temperature of the hottest core region
for the nozzle with a trapezoid and triangle aft-deck were smaller than that of the nozzle
with a rectangular aft-deck. Therefore, the average temperature at each location, indicated
by the temperature contour for the triangle and trapezoid aft-deck shapes, was lower than
that of a rectangular aft-deck. It can be concluded that the aft-deck with trapezoid and
triangle shapes had the same effect on the internal flow characteristics. The trapezoid and
triangle aft-deck shapes could increase the flow expansion inside the nozzle, which can
reduce the velocity, and the noise generated by the nozzle, as well as decrease the wall
temperature by decreasing the high-temperature core flow, which results in decreased
infrared radiation. The figure demonstrated that the length of the aft-deck had no effect on
the internal flow characteristics, but its shape could affect it.

Figure 22. The velocity and temperature profiles inside the nozzle at different axial positions: (a,b) For
different aft-deck lengths, (c,d) For different aft-deck shapes.

Figures 24 and 25 illustrate the velocity contour in the horizontal plane and the radial
distribution of velocity at different aft-deck lengths. The two figures demonstrate that an
aft-deck had no obvious effect on the jet velocity. However, the velocity contours shown
in Figure 24 indicate that an aft-deck can increase the spreading of the jet. This can be
explained by using a new parameter that can characterize the external jet called the half
jet width. The velocity distribution shown in Figure 22 indicated that the maximum mean
velocity was located at the jet centerline. The distance from the jet centerline to that at
which the velocity is equal to a half maximum velocity is known as the width of the half-jet
(b), and this characterizes the jet growth. The jet half-width (b) normalized by the nozzle
exit hydraulic diameter (Dh) at different axial lengths for different aft-deck lengths is shown
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in Figure 26. As indicated by the figure, increasing the axial distance from the exit of the
nozzle increased the jet’s half-width because the jet gradually spread. Figures 24 and 26
demonstrate that increasing the aft-deck length increased the half-jet width, which resulted
in the increased spreading of the jet.

 
(a) Trapezoid 

 
(b) Triangle 

 
(c) Rectangular 

Figure 23. Temperature contour inside the nozzle at different axial locations for different
aft-deck shapes.

Figure 24. Velocity contour of the nozzle at different aft-deck lengths.
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Figure 25. Radial velocity distribution at different axial lengths along the jet centerline for different
aft-deck lengths.

Figure 26. Jet half-length distributions at different axial lengths for different aft-deck lengths.

The temperature profiles at different locations at the jet centerline and at different
aft-deck lengths are shown in Figure 27. The figure indicates that increasing the length
of the aft-deck resulted in decreasing the temperature from the nozzle exit by up to 10 m.
Increasing the aft-deck length leads to an increase in the wetted area and, hence, increases
the expansion of the exhausted jet, as shown in Figure 24. This resulted in intensive
mixing between the jet and ambient air, which resulted in reducing the temperature of
the exhausted jet. Furthermore, with increasing the distance from the nozzle exit, the
temperature reduced as the jet expanded more, as shown in velocity contours.
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Figure 27. Temperature distribution at different locations along the jet centerline for different
aft-deck lengths.

Figure 28a,b illustrate the velocity contour and velocity distribution, respectively,
downstream at the nozzle exit. Figure 28a shows the exhausted jet indicated by velocity
contours at a vertical plane for different aft-deck shapes. The velocity contour indicates
that the potential core of the exhausted jet for the nozzle with a rectangular aft-deck was
almost higher than that of the nozzle with a trapezoid or triangle aft-deck. The velocity
distribution along the centerline of the exhausted jet is shown in Figure 28b. The velocity at
the nozzle exit was the highest and gradually decreased with the increasing distance from
the nozzle exit. Due to the momentum exchange, the surrounding air was entrained with
the exhausted jet. As a consequence, the flow of the jet gradually increased in the axial
direction, which led to the expansion of the jet volume and, hence, a decrease in the velocity.
As shown by the velocity distribution, the velocity at the nozzle exit of the nozzle with
a trapezoid and a triangle aft-deck was lower than that of the nozzle with a rectangular
aft-deck shape; this also demonstrated that using both the triangle and trapezoid aft-deck
could reduce the noise generated by the engine and improve the performance of the nozzle.
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Figure 28. Velocity contour and (a) velocity distribution, (b) at the exhausted jet for different
aft-deck shapes.

The temperature distribution along the centerline of the exhausted jet for different
shapes of the aft-deck is shown in Figure 29. The figure shows that the temperature was the
highest at the nozzle exit where the potential core region exited, and then the temperature
gradually reduced with the increasing distance from the nozzle exit due to the mixing
between the exhausted jet and ambient air. The figure demonstrates that using a nozzle
with a trapezoid or triangle aft-deck can reduce the temperature at the nozzle exit compared
to using a nozzle with a rectangular aft-deck. This can reduce the infrared radiation and
hence improve the nozzle performance. Both the trapezoid and triangle aft-deck increased
the projected area available for the exhausted jet to mix with the surrounding air, which
enhanced the mixing process and led to the decreasing size and length of the potential core
region, as shown in Figure 28.
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Figure 29. Temperature distribution at the centerline of the exhausted jet for different aft-deck shapes.

5. Conclusions

The serpentine nozzle is of strategic interest to researchers and military forces because
it can shield the high-temperature components of the engine. Most studies in the open
literature only investigate the serpentine nozzle performance; however, in the actual
aircraft, the serpentine nozzle is attached to the engine exhaust system. The engine exhaust
system consists of a double duct, mixer, and tail cone. Furthermore, the serpentine nozzle
performance can be further improved by adding an aft-deck to the end of the nozzle.
Therefore, the main goal of this study was to investigate the performance of a serpentine
nozzle considering the engine exhaust system and aft-deck and using the computational
fluid dynamics technique. The main conclusions can be summarized in the following.

• A new design of a mixer with a cone shape was used, and the effect of different mixer
cone angles of 10◦, 15◦, and 20◦ was studied.

• The importance of the aft-deck was indicated by comparing the performance of nozzles
with and without an aft-deck. Then, the influence of aft-deck lengths and shapes was
also investigated.

• Increasing the mixer cone angle resulted in a decrease in the high-temperature core
flow and an increase in the low-temperature bypass flow. The velocity inside the
nozzle and at the exhausted jet decreased with the increasing mixer cone angle and
could reduce the noise generated from engine exhaust systems.

• Increasing the mixer cone angle resulted in a decrease in the internal temperature of
the nozzle and at the exit jet, which could minimize the infrared radiation.

• Compared to the nozzle without an aft-deck, the presence of an aft-deck resulted in a
decrease in the pressure, temperature, and velocity inside the nozzle. The aft- deck
also reduced the temperature of exhausted gases, which helped decrease infrared
radiation. Furthermore, the aft-deck can decrease the velocity at the nozzle exit, which
can decrease the noise generated from the nozzle.

• The aft-deck length did not affect the internal flow characteristics. However, increasing
the aft-deck length can decrease the temperature of the external jet, which can reduce
infrared radiation.

• The shape of the aft-deck affects the internal flow and exhaust jet characteristics. Using
a trapezoid and triangle aft-deck improved the nozzle performance compared to a
rectangular aft-deck. Using the aft-deck with trapezoid and triangle shapes reduced
the velocity and temperature inside the nozzle, and the exhausted jet could reduce the
noise and infrared radiation.
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Abstract: A MCOHP (micro-channel oscillating heat pipe) can provide lightweight and efficient
temperature control capabilities for aerospace spacecraft with a high power and small size. The
research about the heat flow effects on the thermal performance of MCOHPs is both necessary and
essential for aerospace heat dissipation. In this paper, the heat flow effects on the thermal performance
of MCOHPs are summarized and studied. The flow thermal performance enhancement changes
of MCOHPs are given, which are caused by the heat flow work fluids of nano-fluids, gases, single
liquids, mixed liquids, surfactants, and self-humidifying fluids. The use of graphene nano-fluids
as the heat flow work medium can reduce the thermal resistance by 83.6%, which can enhance the
maximum thermal conductivity by 105%. The influences of gravity and flow characteristics are
also discussed. The heat flow pattern changes with the work stage, which affects the flow mode
and the heat and mass transfer efficiency of OHP. The effective thermal conductivity varies from
4.8 kW/(m·K) to 70 kW/(m·K) when different gases are selected as the working fluid in OHP. The
study of heat flow effects on the thermal performance of MCOHPs is conducive to exploring in-depth
aerospace applications.

Keywords: aerospace heat dissipation; micro-channel oscillating heat pipe; heat flow; thermal
performance; heat flow pattern

1. Introduction

The working environment of aerospace equipment is special, including cold and
heat exchange [1,2], heat transfer [3,4], energy mode conversion [5,6], and energy man-
agement [7,8]. The heat dissipation that is caused by heat conduction [9,10], heat convec-
tion [11,12], and radiation [13,14] during the operation of aerospace equipment should not
be underestimated. Oscillating heat pipe (OHP) is the preferred heat dissipation technol-
ogy for aerospace equipment, battery, and electronic equipment, due to its superior heat
transfer performance, simple structure, and miniaturization [15,16]. The changes of the
array layout, heating mode, working fluid, pipe wall material, and working fluid flow in
the pipe are the primary factors that affect the OHP heat transfer performance [17]. The
OHP has been studied using a variety of working fluids and nano-fluids have emerged as
a research fad [18]. OHPs with a 3D structure have been mentioned in recent years [19],
which can provide excellent performance in some space heat transfer scenarios [20]. The
OHP turns [21], and the heating settings and pulsing heating techniques also have an
impact on the thermal performance [22,23].

Based on the outcomes of the visualization, Senjaya et al. [24] developed a model for
the creation and expansion of tube diameter bubbles. The liquid slug velocity was less than
0.2 m/s, which promotes bubbles formation. Ando et al. [25] tested the OHP with a check
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valve, which is located near the condensation section. The valve intermittently supplied
liquid plugs to the evaporation section to start the pipe successfully. Wang et al. [26]
investigated the intricate hydrodynamic processes and presented a new, closed OHP with
periodic expansion and contraction condensation. The thermal efficiency was raised by
45% and the contraction condensation increased the oscillation frequency of the vapor
plug/liquid slug. Shi et al. [27] performed an experiment investigation on a closed-loop
OHP with a 0.5% mass-concentrated micro-encapsulated phase change material suspension.
The vertical installation performed better for heat transfer under the effect of gravity. Lim
et al. [28] adopted a randomly arranged pipeline layout OHP and studied the internal
working fluid oscillation. The liquid slugs oscillated with large amplitude in every channel
and the thermal performance was 32% higher than MCOHPs with a uniform channel
layout. Liu et al. [29] made 15 turns of the anti-gravity OHP and carried out the research
with the heat recovery rate of 1.66 times than that of pure copper tubes, which proved that
gravity had a positive effect on the internal hydrodynamics.

The heat transmission capabilities of liquid metal and water as the working fluids
of OHPs were compared by Hao et al. [30]. The heat transfer performance of the OHP
is increased by 13% when the liquid metal is the working fluid instead of pure water.
Schwarz et al. [31] proposed two design methods of floral OHP and star-shaped OHP
and conducted experiments. The floral OHP increased the latent heat transfer, while the
star-shaped OHP improved the convective heat transfer. The floral OHP design reduced
the thermal resistance by 7% in the horizontal position and 12% in the vertical position.
Kwon et al. [32] reported the influence of double-diameter tubes on single-turn OHPs.
The circular flow was promoted by double-diameter tubes, which reduced the thermal
resistance of the OHP by 45%. Liu et al. [33] designed and manufactured a new type of
flat-plate OHP (FPOHP) with double serpentine channels. FPOHPs can successfully start
at all tilt angles from 0◦ to 90◦. The thermal conductivity of FPOHPs is 5.8 times than that
of ordinary OHPs. Arai et al. [34] designed three kinds of polycarbonate OHPs of actual
flow channel structures with an additive manufacture method and conducted research. By
comparison of the effective thermal conductivity of different flow channel sizes at the same
filling ratio, the effective thermal conductivity of a 0.8 mm square flow channel was about
seven times that of a 2 mm square flow channel.

The working fluids and flow state have effects on the thermal performance of the
micro-channel oscillating heat pipe, which are confirmed by all the above studies. In this
paper, the effects of working fluids and the flow state on OHPs factors on the heat transfer
performance are studied. The heat dissipation mechanism and technical characteristics of
OHP are introduced. The effects of various filling working fluids including metal nano-
fluids, filling working fluids, non-metallic nano-fluids, mixed nano-fluids, gas, organic
solvents, mixed liquids, surfactants, and self-rewetting fluids (SRWFs) on heat dissipation
are listed in detail. The influence of gravity on the flow, the flow pattern characteristics,
and the two-phase oscillating flow are compared.

2. Heat Dissipation Mechanism and Characteristics of the MCOHP

2.1. Heat Dissipation Mechanism of the OHP

The working fluid is filled into a vacuum pipe with a certain proportion, which can
be blended into various shapes and divided into an evaporation section, adiabatic section,
and a condensation section [35]. The working fluid absorbs heat in the evaporation section
and releases heat in the condensation section, which can transfer the heat generated at
the evaporation section to the condensation section to achieve heat dissipation [36]. The
mass forms randomly distributed air and liquid plugs under the effect of temperature
difference between the cold and hot ends and the surface tension [37,38]. Due to the
pressure difference between the evaporation section and the condensation section, the
working fluid is driven to flow to the condensation section. The working fluid flows back
to the evaporation section under the gravity action after the heat release [39]. The working
process of the OHP is given in Figure 1.
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Figure 1. Working process of OHP.

There are many complex physical phenomenon and heat transfer processes in the
internal operation of the OHP, including heat convection, latent heat transfer, pressure
difference, temperature difference, inertial force, friction, gravity, and other factors [40],
which are complex coupling processes [41,42]. When the OHP is placed vertically and
the heater is located at the bottom, the thermal resistance representing the heat transfer
performance of the OHP can be obtained from Equation (1) [43], after reaching a pseudo-
steady state under each heating power condition.

Rth =
Tevap − Tcond

Qin
=

1
ta

1
W

∫ ta
0

∫ W
0 TSi(x, L, t)dxdt − 1

ta
1

W
∫ ta

0

∫ W
0 TSi(x, 0, t)dxdt

Qin
(1)

where Rth is the thermal resistance, K/W. Tevap and Tcond are the average temperature of
evaporation and condensation, respectively, K. Qin is the input power, W. ta is the time
interval for time averaging, s. W and L are the width and length of the OHP, respectively,
m. TSi is the temperature of the silicon substrate, K. x is the horizontal coordinate, m. t is
the time, s.

It is assumed that the temperature distribution of the liquid film is linearly related
to the thickness of the liquid film. The total heat transferred from the heating wall to the
liquid film and the heat transferred from the liquid film to the cooling wall is calculated by
Equation (2) [44]. {

Qw,H = (Tw − Tsur,H)πdxHλl/δ
Qw,C = (Tsur,C − Tw)πdxCλl/δ

(2)

where Qw,H and Qw,C are the total heats transferred from the heating wall to the liquid film
and from the liquid film to the cooling wall, W. Tw is the wall temperature, Tsur,H and Tsur,C
are the temperature of liquid film during heating and that of cooling, respectively, K. λl is
the thermal conductivity of the liquid, W/m·K. δ is the liquid film thickness, m.

In OHPs, the liquid phase is regarded as an incompressible flow and the gas phase
as an ideal gas. The temperature and pressure in each vapor plug are uniform. The
temperature changes for liquid plugs and vapor plugs can be calculated by Equation (3) [45].⎧⎨⎩cp,lρl Acr

∂Tl
∂t = hw,l(Tw − Tl)S + λl Acr

∂2Tl
∂l2

dTv
dt =

(
Qv,sen + Qv,lat − Pv

dVv
dt

)
/cv,vmv

(3)
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where cp,l is the specific heat of the liquid, J/(kg·K). ρl is the density of the liquid, kg/m3.
Acr is the cross-sectional area of the flow path, m2. Tw and Tl are the temperature of channel
wall and liquid plug, respectively, K. hw,l is the heat transfer coefficient between the channel
wall and the liquid plug, W/(m2·K). S is the perimeter of the liquid plug, m. Tv is the
temperature of the vapor plug, K. Qv,sen and Qv,lat are the total amount of sensible heat and
latent heat, respectively, W. Pv is the pressure of vapor plug, Pa. Vv is the volume of the
vapor plug, m3. cv,v is the specific heat at constant volume, J/(kg·K). mv is the mass of the
vapor plug, kg.

2.2. Technical Characteristics of OHP
2.2.1. Excellent Heat Transfer Performance

Yu et al. [46] designed the 18-channel 3D-OHP with liquid metal as the working fluid,
as listed in Figure 2a. The thermal resistance was as low as 0.0351 ◦C/W and the heat
transfer performance was improved by 20.57% compared with the pure ammonia OHP.
Thompson et al. [47] measured the thermal resistance data (0.08 ◦C/W) of a plate OHP with
staggered micro-channels when the working fluid, heating mode, and heat pipe matched.
Ji et al. [48] manufactured the high-temperature OHP for liquid metal. The minimum
thermal resistance was 0.08 ◦C/W with a filling rate of 45% and a heating power of 3168 W.
Ji et al. [49] tested the high-temperature vibration OHP of a liquid metal through different
proportions of NaK. The minimum thermal resistance was 0.071 ◦C/W with 3528 W input
power and a 90◦ inclination angle. Czajkowski et al. [50] studied the patterned OHP with a
special rotation system. The thermal resistance was 0.05 ◦C/W when the rotation speed was
higher than 200 rpm. Qu et al. [51] discovered the OHP of spherical Al3O3. The maximum
thermal resistance of the OHP decreased by 0.14 ◦C/W with the filling rate of 70%. The
thermal resistance of water was lower than that of ethanol [52]. Tokuda et al. [53] tested the
double-loop closed OHP made of Incoloy 800 HT with sodium and the effective thermal
conductivity was 2.6 × 103 to 2.3 × 104 W/(m·K). Zhao et al. [54] constructed a sizable OHP
experiment to investigate the variables of thermal conductivity. The OHP had a significant
thermal load with an effective thermal conductivity of 5676 W·m−1·C−1 when the filling
rate was 40%. Lin et al. [55] took aluminum materials to make interconnected rectangular
channels of the OHP for heat dissipation of high-power LED, as given in Figure 2b. The
thermal resistance was 0.18 ◦C/W with the heating power of 110 W to achieve a good
heat dissipation.

Figure 2. Cont.
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Figure 2. Two-dimensional and three-dimensional OHP devices. (a) An 18-channel 3D-OHP experi-
mental device; (b) 2D OHP unit. (I) Thompson et al., (2011), [47]. (II) Zhao et al., (2017), [54]. (III) Lin
et al., (2011), [55]. (IV) Tokuda et al., (2022), [53].

2.2.2. Simple Structure of the OHP with a Small Volume

The most prominent characteristics of OHPs are its miniaturization abilities and simple
structure, as listed in Figure 3a. An OHP can oscillate by itself without the liquid suction
core and the assistance of other equipment. Qian et al. [56] applied loop OHP to study the
heat dissipation of grinding wheels. Monroe et al. [57] used a four-loop OHP to test the fluid
stirring of magnets to collect energy with aluminum blocks to assist heating and cooling.
Zhao et al. [58] carried out the experiment with three turns of the OHPs to achieve the
thermal properties of the coupling phase change materials. Qu et al. [59] made three kinds
of copper OHPs (a 2D-OHP, three-layer 3D-OHP, and four-layer 3D-OHP) and studied the
coupled heat transfer of the phase change materials. Jin et al. [60] used high-temperature
quartz glass to make transparent OHPs with high solar light transmittance, which can
realize the experiment research of solar energy-absorbing nano-fluids. The highest thermal
conductivity can be achieved when the OHP is filled with 3.0 wt.% nano-fluids. Alqahtani
et al. [61] explored the influence of the bending degree of OHPs on heat transfer. There
is no significant effect on the thermal performance when the bending angle increases.
Iwata et al. [62] developed 10 laps of OHPs. A flexible and highly conductive tropical
belt was formed, which can be used as a cooling device in a spacecraft. Wei et al. [63]
clamped between commercial battery packs to simulate the thermal power generated by
two adjacent battery modules, as shown in Figure 3b. The OHP was filled with the dual
fluid mixed ethanol–water and the size was consistent with the length of the battery pack.
The evaporation section was heated by the battery and the condensation section used fans
to dissipate heat, which had a good battery cooling effect and provided a new idea for the
battery cooling of electric vehicles.
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Figure 3. OHP array and distribution structure for cooling. (a) Multi-loop OHP array and distribution
structure for spacecraft cooling; (b) OHP distribution for battery cooling. (I) Qian et al., (2019), [56].
(II) Zhao et al., (2016), [58]. (III). Jin et al., (2019), [60]. (IV). Monroe et al., (2018), [57]. (V). Qu et al.,
(2019), [59]. (VI). Alqahtani et al., (2022), [61]. (VII). Iwata et al., (2021), [62].

3. Effect of Various Filling Working Fluids of OHPs on Heat Dissipation

The common working fluids used in OHPs are nano-fluids, gases, single liquids,
mixed liquids, surfactants, and SWRF.

3.1. Metal Nano-Fluid

A metal nano-fluid refers to a new type of heat transfer medium with uniform, stable,
and high thermal conductivity, which is prepared by dispersing metal nano-powders into
the base liquid [64]. At an appropriate concentration, nano-fluids have better thermal
conductivity [65,66] and higher heat transfer limits [67] than traditional working fluids.
The common nano-particles are metals (Al, Ag, Cu, Fe, etc.) and metal oxides (Al2O3,
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Fe3O4, TiO2, etc.). Table 1 demonstrates the metal nano-fluids effect on the heat transfer
performance of OHPs. The heat transfer performance of the OHP can be significantly
improved by the appropriate particle size [68,69], fluid concentration [70,71], filling rate [72],
tilt angle [73], and heating power [74] of metal nano-particles. Furthermore, for metal nano-
fluid OHPs, an applied magnetic field helps to reach the start-up faster at low heat input
conditions [75,76].

Table 1. Thermal properties of metal nano-fluids.

Metal
Nano-Category

Particle
Size

Concentration
Liquid Filling
Rate

Inclination
Angle/◦

Heating
Power/W

Reduction of
Thermal Resistance

Al2O3 [68] − 0, 0.1, and 0.5
wt.% 50% 0, 90 10~80 15.8%

Al2O3 [69] 56 nm 0~1.2 wt.% 50% 90 20~140 25.7%

Ag [70] 50 nm 50, 200, and
600 ppm − − 314, 385, and

488 30%

Al2O3 [71] 10~30 0.5, 1, and
3 wt.%

20%, 40%, 60%,
and 80%

10, 40, 70, and
90 20, 30, and 40

Improved thermal
performance by
56.3%

7-Fe2O3 [72] 20 2 vol.% 50% 90 0~160 12%
Fe2O3 [73] 20 2 vol.% 50% 0~90 10~90 24.1%

Fe3O4 [74] 5~20 90, 270, and 450
ppm 70% 90 20, 55, 90, 125,

and 160 27.6%

Fe3O4 [75] 25 0.2 wt.% 50% 90 0~200 11%

NiFe2O4 [76] 25 1.5, 3 wt.% − 90 200, 300, and
400 30.4%

Karthikeyan et al. [77] conducted an experimental study on a COHP with colloidal
nano-fluids of Cu (average nano-particle size is 100 nm) and Ag (average nano-particle
size is 60 nm). Compared with deionized water, the Ag nano-fluid increased the OHP
heat transfer limit by 33.3% and the evaporation wall temperature was lower. The shape
of the nano-particles also had an impact on the thermal resistance. Kim et al. [78] found
that the OHP thermal resistance of Al2O3/acetone nano-fluids with spherical, brick, and
cylindrical nano-particles decreased 33%, 29%, and 16%, respectively. The nano-particles
effect on the thermal performance of the OHP was revealed by Jafarmadar et al. [79] with
Al2O3, CuO, and Ag. The flow, heat transfer, and entropy generation of the OHP in the case
of pure water were checked. The entropy produced by Ag was the highest. The volume
concentration of nano-particles was 0.5~1%, which can minimize the generation of entropy
and proper thermal operation. Goshayeshi et al. [80] studied the influence of nano-fluids
on the flow and thermal properties of OHPs with Fe2O3/kerosene, as Figure 4 displayed.
The five-flow modes were obtained of the evaporation section when the filling rate of the
Fe2O3 nano-fluids was 50% (average nano-particle size of 20 nm with the concentration
of 5 vol.%). With the increase in heat (10~80 W), the bubble flow, slug flow, foam flow,
annular steak flow, and annular flow will gradually appear in the evaporation section.
When the liquid plug speed was ≤ 0.15 m/s, bubbles with a diameter equal to the inner
diameter of the pipe were generated. Subsequently, [81] compared Fe3O4/water and the
effect of -Fe2O3/kerosene nano-fluids on the heat transfer performance. Fe3O4/water
and -Fe2O3/kerosene nano-fluids reduced the thermal resistance by 30.8% and 16.7%.
Gandomkar et al. [82] studied the glass and copper OHP of ferromagnetic fluid under
different magnetic fields through visual experiments. The place with the magnetic field
had a smaller thermal resistance and the best thermal performance of the copper OHP. The
performance without a magnetic field was the best for the glass OHP. Monroe et al. [83]
examined the performance of solenoid-assisted OHPs for CoFe2O4 nano-fluids. A ring
magnet was used to magnetize and the CoFe2O4 nano-fluids improved the heat transfer of
heat pipes by 58%.
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Figure 4. Flow pattern of Fe2O3/kerosene metal nano-fluid of OHP [80]. Goshayeshi et al., (2016).

3.2. Non-Metallic Nano-Fluid

Non-metallic nano-fluids are SiC, CNT, graphene, CaCO3, and other compounds.
Table 2 highlights the influence of non-metallic nano-fluids on the heat transfer performance
of OHPs. In the OHP, heat transfer occurs due to repeated pressure fluctuations, with
higher heat transfer occurring with more repetitions of pressure fluctuations. To provide a
higher frequency of pressure and an average pressure inside the OHP, Tanshen et al. [84]
used an aqueous solution of 0.2 wt.% of multi-walled carbon nano-tubes (MWCNTs) to
experimentally investigate the thermal resistance and pressure fluctuations inside the
OHP. Sadeghinezhad et al. [85] found through experimental studies that the deposition of
graphene formed a coating on the surface of the sintered core in the evaporator section. This
coating increased the surface wettability and thus improved the thermal performance of the
heat pipe. Kim and Bang [86] discovered that the capillary limit of heat pipes containing
graphene oxide/water nano-fluids was higher than that of the aqueous heat pipes. This is
because the nano-particle coating changes the effective capillary radius and the bending
moon surface, leading to an increase in the maximum fluid flow rate through the core
structure. On the other hand, Wu et al. [87] showed in their study that the variation of
thermal load has a greater effect on the thermal performance of the OHP than the variation
of concentration. Beyond this, the addition of nano-particles to the working fluid can
significantly enhance the heat transfer characteristics of the OHP and further improve the
heat dissipation capacity of the OHP [88]. Zhou et al. [89] indicated that the addition of a
graphene nano-sheet nano-fluid to distilled water can alleviate drying and improve the
heat transfer performance of OHPs. Nazari et al. [90] reported that the addition of graphene
oxide flakes improved the thermal conductivity and viscosity of the base fluid. Furthermore,
the high concentration of nano-fluids reduces the thermal properties of OHPs compared to
pure water, which is attributed to the increase in the dynamic viscosity of the nano-fluid. To
prepare graphene nano-fluids with excellent stability, Xu et al. [91] as well as Zhou et al. [92]
chose to use ethanol–water mixtures as the base fluid. In addition to this, the addition of
appropriate graphene oxide nano-particles improved the OHPs initiation performance [93].
Zhang et al. [94] revealed that the addition of nano-particles promoted the phase transition
of the work fluid in the OHP on the one hand, while increasing the transient velocity and
driving force of the work fluid on the other hand. These are conducive to the reflux of
condensate, and they can effectively avoid the dry-out phenomenon.
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Table 2. Thermal properties of non-metallic nano-fluids.

Non-Metallic Nano-Fluids Concentration
Liquid Filling
Rate/%

Inclination
Angle/◦

Input
Power/W

Reduction of
Thermal Resistance

MWCNTs [84] 0.05, 0.1, 0.2, and
0.3 wt.% 60 90 50 ~400 About 36.2%

Graphene [85] 0.025, 0.05, 0.075,
and 0.1 wt.% − 0~90 20~120 48.4%

Graphene oxide (GO) [86] 0.01 and 0.03 vol.% 100 90 50 ~400
Maximum heat
transfer
enhancement 25%

C60 [87] 0.1, 0.2, and 0.3 wt.% 50 50 10~60 36%
Hydroxylation MWNTs [88] 0.1~1 wt.% 50 90 – 34%

Graphene Nano-sheets [89] 1.2, 2, 5.7, 9.1, 13.8,
and 16.7 vol.%

45, 55, 62, 70, and
90 90 10 ~100 83.6%

Graphene oxide [90] 0.25, 0.5, 1, and 1.5
g/L 50 90 10~70 42%

Oligographene (FLG) [91] 0.1, 0.3, 0.5, 0.75, and
1 mg/mL 55 90 20~60 25.16%

Carbon nano-tubes (CNTs) [92] 0.05, 0.1, 0.2, 0.3, and
0.5 wt.% 35 90 8~56 About 66.6%

Graphene oxide [93] 0.02~0.1 wt.% 20, 50, and 80 90 10~30 54.34%
SiO2 [94] 0.5, 1, 1.5, and 2 wt.% 50 90 10~50 40.1%

Sadeghinezhad et al. [95] studied the thermal properties of copper sintered heat pipes
with graphene nano-fluids at different dip angles of 0◦~70◦and liquid filling rates of 30~60%.
The maximum thermal conductivity of the graphene nano-fluids heat pipe (5 vol.%) was
increased by 105% and the thermal resistance was reduced by 26.4%. Khajehpour et al. [96]
discovered the performance of the L-shaped OHP with SiO2 nano-fluids with different
nano-particle sizes (11~14 nm and 60~70 nm). The experiment thermal resistance increased
with the nano-particle size. For SiO2 nano-fluids at 11~14 nm (0.5 wt.%), the maximum
reduction of thermal resistance was about 24% at the vertical position under a heat load
of 10 W and a liquid filling rate of 100%. Li et al. [97] studied the thermal performance of
OHPs with aqueous ethylene glycol-based graphene nano-fluids. The minimum thermal
resistance of 0.36 K/W was achieved at a thermal load of 85 W and a liquid filling rate of 35%
for 2 g/L graphene nano-fluids. Choi [98] tested the thermal performance of thermosyphon
heat pipes with cellulose nano-fluids, which increased the boiling heat transfer coefficient
by about 71.74%.

3.3. Mixed Nano-Fluid

Both metallic and non-metallic nano-fluids are prepared by suspending a single nano-
particle in a base solution to obtain a stable suspension. Mixed nano-fluids are made up of
two or more different nano-particles [99]. Zufar et al. [100] studied the thermal performance
of Al2O3-CuO/water mixed nano-fluids (0.1 wt.%) and SiO2-CuO/water mixed nano-fluids
(0.1 wt.%) under different heat inputs (10–100 W) with the liquid filling rates of 50–60%. A
minimum thermal resistance of 0.27 ◦C/W can be obtained with SiO2-CuO mixed nano-
fluid. The thermal resistance of Al2O3-CuO and SiO2-CuO mixed nano-fluids were reduced
by 57% and 34%, respectively [101]. Moghadasi et al. [102] conducted a 3D numerical
study on the laminar flow and heat transfer of Al2O3-CuO/water mixed nano-fluids in a
U-shaped bend in porous media. The temperature and velocity contour of different volume
fractions with water at the base fluid and mixed nano-fluids are given in Figure 5a,b, where
ϕ is the volume fraction and rp is the porosity. Nano-fluids are applied in the presence of
porous media as fluids accumulate near the walls and enhance the heat transfer. When
the volume fraction changed from 1% to 5%, the velocity distribution improved, and the
temperature gradient increased. Xu et al. [103] studied the performance of thermosyphon
OHPs mixed with Al2O3-TiO2/water (0.2 vol.%). The conditions under different filling
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rates (30~70%) and coolant flow rates (0.4~0.56 L/min) were compared with 25% (Al2O3)
and 75% (TiO2) mixed nano-fluids, which achieved a thermal resistance reduction of 26.8%
and increased the thermal efficiency by 10.6%. Mukherjee et al. [104] configured the SiO2-
ZnO/water mixed nano-fluids of different mass fractions (0.025~0.10 wt.%) and Reynolds
numbers (7743~23,228). The thermal conductivity at 60 ◦C can be increased by up to 30%
with a mass fraction of 0.10 wt.%. Veeramachaneni et al. [105] fabricated a rectangular flat
loop OHP for electron cooling applications with Cu-graphene/water mixed nano-fluids
(0.1~0.2 vol.%). For a mixed nano-fluid with a volume concentration of 0.02%, the capillary
limit increased by 36.97% and the wall temperature of the evaporation section decreased by
9.8%. The mixed nano-fluid with a copper/graphene ratio of 30:70 can obtain a minimum
thermal resistance of 0.1 K/W.

Figure 5. Temperature and velocity contours of mixed nano-fluids [102]. Moghadasi et al., (2020).
(a) Temperature contours with mixed nano-fluids of different volume fractions. (b) Velocity contours
using mixed nano-fluids of different volume fractions.
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3.4. Gas Working Fluid

The gas can be applied as the working fluid of OHPs if the temperature of the work-
ing environment is too low. The researchers explored various gases of neon, argon,
nitrogen [106,107], helium [108], and hydrogen [109,110]. Liang et al. [111,112] experi-
mentally tested OHPs with neon, and the maximum effective thermal conductivity was
22.18 kW/(m·K) at an optimal filling rate of 24.5%. Barba et al. [113] found that the expan-
sion and contraction of gases play an important role in the circulation of working fluids.
The circulation was hindered when the filling rate was too low and the OHP could not be
started normally. Sun et al. [114] simulated OHPs with hydrogen as the working fluid. The
influence of hydrogen on the latent heat transfer was 45~51%, which is proportional to the
volume fraction of gas. Li et al. [115] researched nitrogen as the working fluid and the ther-
mal conductivity of the bottom heated was about 16 k W/(m·K), which was about 32 times
that of pure copper. Xu et al. [116] conducted experimental studies on low-temperature
OHPs filled with helium. The effective thermal conductivity was 4.8~13 kW/(m·K) with
an inclination angle of 30◦ and a liquid filling rate of 70.8%. Fonseca et al. [117] took the
experiments between 77 K and 80 K with nitrogen. The temperature difference between the
OHP sections was small and the maximum thermal conductivity was 70 kW/(m·K), with a
liquid filling rate of 20% [118]. The thermal performance of more than 2000 helium working
fluid OHPs under the filling rate of 20~90% was tested. The liquid filling rate was 69.5% and
the maximum effective thermal conductivity was 50 kW/(m·K). The non-condensable gas
of the OHP reduced the evaporation amount to slow down the circulation of the working
fluid, which can weaken the oscillation and reduce the heat transfer performance [119,120].
The OHP with a heat flux constant and wall temperature constant is displayed in Figure 6a.
The effect of non-condensable gases on OHPs is demonstrated in Figure 6b. (Q is the heat
flux, T is the temperature, and ω is the mass concentration). The higher the temperature of
the evaporation section, the less influence of the non-condensable gas. Chen et al. [121] con-
ducted a series of experiments to study the thermal performance of ethane OHPs (EOHPs)
in the medium and low temperature regions (−90~0 ◦C). The liquid filling rate of the best
performance of EOHPs was not affected by the operating temperature and heat input,
which was always maintained at about 30%. The lowest corresponding thermal resistance
was 0.02 ◦C/W at the inclination angle of 30◦ and the temperature of −80 ◦C. At a high
heat input of 30~50 W, the latent heat of vaporization was the main characteristic that
determined the thermal performance of the EOHP.

Figure 6. Cont.
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Figure 6. Effect of non-condensable gas on heat pipe [120]. Senjaya et al., (2014). (a) EOHP with heat
flux constant and wall temperature constant. (b) Measurement point temperature status and flow
image of OHP.

3.5. Organic Solvent

Table 3 summarizes some trends in the heat transfer performance of OHPs with dif-
ferent organic solvent liquids as the working fluids. From the information in Table 3, the
working fluids, filling rate, input power, lowest thermal resistance, and lowest thermal re-
sistance obtained from the nine papers are compared. At a low heat input, the heat transfer
depends strongly on whether the oscillations are triggered or whether the oscillatory flow
is triggered fast. In contrast, the effect of viscosity on the heat input and the effect of the
latent heat of vaporization increases at a high heat input. It can be concluded from Table 3
that the choice of the working medium and filling ratio should be determined according to
the actual situation. In terms of taking full advantage of low thermal resistance, 50% is a
good filling ratio for ethanol, which should have a low heat input. In the case of a large
filling ratio and large heat input, methanol is a better choice. Acetone has a good fill ratio
of 50–70% with high heat input. The best filling ratio for lonic liquids is about 44% with
high heat input. The LiCl solution performs well at a 62% filling rate. R1233zd (E) with a
filling rate of about 50% at moderate heat input is also an option.
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Table 3. Heat transfer performance with different organic solvent liquids as working fluids.

Working Fluids Filling Rate/%
Input
Power/W

Lowest Thermal
Resistance/◦C·W−1

Lowest Thermal
Resistance Obtained

Ethanol [122] 0, 25, 37.5, 50, 62.5, 75, and 100 – 0.95 50%
Methanol [123] 20~95 5~100 0.2 95% and 100 W
Ethanol [124] 50 15~50 0.6244 50 W
Acetone [125] 50 ± 5% and 70 ± 5% 60~300 0.092 70% and 260 W
Lonic liquids [126] 65 ± 5 50~250 0.15 44.4% and 250 W
Acetone [127] 50 10~200 0.14 200 W
LiCl solution [128] 45, 55, 62, 70, 80, and 90 10~100 0.9 62% and 10 wt.%
Acetone [129] 0~100 10~120 0.39 60% and 100 W
R1233zd(E) [130] 40~70 0~200 0.1184 50% and 70 W

Takawale et al. [131] studied the performance of FPOHPs and capillary tube OHPs
(CTOHPs) under different heat inputs (20 W~180 W) and liquid filling rates (40%, 60%,
and 80%). After ethanol was filled into the OHP, the thermal resistance of the FPOHP
and CTOHP decreased by 83% and 35%, respectively. Bastakoti et al. [132] tested the
heat transfer performance of OHPs with methanol, ethanol, cetyltrimethylammonium
chloride (CTAC), and deionized water as the working fluids. The heat pipe charged into
the CTAC had the lowest thermal resistance of 0.30 K/W. The thermal resistance of the
OHP with deionized water, methanol, ethanol, and acetone as the working fluid tended to
increase after the heating power reached 65 W identically [133]. Bae et al. [134] established
a numerical model of the OHP and simulated the change in the liquid film thickness. The
numerical model was based on a 1D piston flow hypothesis. Figure 7a is a schematic
diagram of two vertical heat pipes. Figure 7b is the plug flow on the z-axis. Figure 7c is
a piston flow. Figure 7d is the liquid plug. Figure 7e is the plug (bubble). Figure 7f is the
liquid film. Figure 7g is the pipe wall. The simulation results had an error of less than 20%
compared with the experimental data, which proved that the oscillation prediction of fluids
needs to consider membrane dynamics.

Figure 7. Schematics of vertical heat pipe and control volume analysis [134]. Bae et al., (2017).
(a) Schematic. (b) Plug flow on z-axis. (c) One-dimensional plug flow. (d) Liquid slug. (e) Vapor plug.
(f) Liquid film. (g) Wall.

Sun et al. [135] studied the hydro-thermodynamic behavior of the ethanol-based
bubble distribution, bubble motion, and temperature of the working fluid. The proportion
of small-sized bubbles increased with the improvement in the liquid filling rate and heating
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power. The proportion of medium-sized and large-sized bubbles decreased when the
oscillation frequency and amplitude of bubbles increased. The high boiling point fluid
working fluid heat pipes was studied by Mahapatra et al. [136] using the Buckingham’s pi
theorem to perform a dimensionless analysis of the heat transfer performance. High boiling
point working fluids alleviated locally high heat flux densities. Xue et al. [137] conducted a
novel full-visualization experiment on ammonia water OHPs with a high-speed camera.
As the heating power increased, the flow pattern changed from a stopper flow to a ring
flow and the proportion of evaporation heat increased from 7.7% to 32.4%. Liu et al. [138]
analyzed the starting performance of the OHP based on system identification theory. The
working fluids with small dynamic viscosity, small specific heat, and large saturation
pressure gradients favored the start-up of OHPs. Hao et al. [139] studied the effect of
polytetrafluoroethylene with ionized water, ethanol, and acetone as the working fluids on
the heat transfer performance. When acetone was used as the working fluid, the liquid plug
oscillation amplitude and speed were the highest and the thermal resistance was 30~63%
lower than that with water as the working fluid.

3.6. Mix Liquids

Different pure working fluids have their own advantages under working conditions.
Non-azeotropic mixtures have the characteristics of phase change and temperature fluctua-
tion, which can make the heat source and working fluid well-matched [140]. The mixture
plays the superior characteristics of each different components, which cause the OHP to
achieve better start-up and heat transfer performances [141]. Zhu et al. [142] concluded that
the thermal resistance of the OHP was filled with a ketone-pure–water mixture. When the
filling rate was high, the thermal resistance of the OHP filled with pure water and acetone
was 45.8% and 38.7% lower than that of the ketone-pure–water mixture. The mixture had
better resistance to dryness at a low liquid filling rate [143]. Shi et al. [144] studied the OHP
with ethanol–water, ethanol–methanol, and ethanol–acetone as working fluids with differ-
ent mixing ratios. When the filling rate was increased to 62%, the heat transfer performance
of OHPs with pure working fluids was better than that with mixed working fluids. When
the filling rate reached 70%, the thermal resistance of the different working fluids tended to
be approximated with the increase in the heating power. When the filling rate was low, the
methanol working fluid can inhibit the drying up of the OHP [145]. Xu et al. [146] tested
the effect of HFE-7100 and the lowest thermal resistance was 0.1634 ◦C/W with the mixing
ratio of the working fluid was 1:2. Chang et al. [147] obtained the internal pressure of
methanol-deionized water OHPs with different mass ratios. When the mass ratio of binary
working fluid methanol and deionized water was 1:5, the starting performance of the OHP
was the best with the temperature of 80 ◦C, the thermal resistance of 0.114 ◦C/W, and the
heat flux density of 1.47 W/cm2.

Markal and Varol [148] studied the effects of the volume mixing ratio, inclination angle,
and fill ratio on the OHP thermal performance of ethanol (E)–pentane (P) mixtures under
different heat inputs. The ethanol–pentane mixture exhibited lower thermal resistance
and had the best thermal performance with the filling rate FR of 30%, the dip angle IA of
90◦, and the mixing ratio E:P of 1:3. Under the same filling rate and inclination conditions,
the ternary mixture of deionized water (W), methanol (M), and pentane (P) had a better
thermal performance when the mixing ratio was 1:2:3, as shown in Figure 8. The best
thermal performance occurred when the filling rate was 50% [149]. Compared with the two
binary mixtures of ethanol–pentane and methanol–pentane, the overall performance of
the ternary mixture was low. Markal and Varol [150] also compared the effects of pentane–
methanol, methanol–hexane, and water–methanol–pentane mixtures on OHP thermal
properties. The immiscible pentane–methanol (P:M = 1:1) mixture had better thermal
properties than the mixture of hexane–pentane.
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Figure 8. Change in thermal resistance with heat load for each mixture under different mixing
ratios [149]. Markal et al., (2021).

3.7. Surfactants and Self-Rewetting Fluids

When the working fluid flows in the MCOHP, the flow of the working fluid will
be affected by resistance due to the presence of surface tension. The surface tension of
the working fluid can be reduced if surfactants are added. The capillary resistance can
be reduced and the heat transfer performance of the OHP can be improved [151,152].
Hao et al. [153] conducted a series of experiments to study the effects of super-hydrophilic
and hydrophilic surfaces on the segment plug motion of OHPs. The influence of surface
wetting characteristics on the gas–liquid interface at the end of the plug is shown in Figure 9.
The length of the film in super-hydrophilic OHPs is significantly increased. Compared with
the copper OHP, the thermal resistance of the super-hydrophilic and hydrophilic OHP were
reduced by about 5~15% and 15~25%, respectively. Xing et al. [154] obtained OHPs with a
cetyltrimethylammonium bromide (CTAB) solution as the working fluid, which can reduce
the surface tension of the solution and the contact angle. The thermal resistance of 0.25 wt.%
of the CTAB solution is reduced by 48.5% with the filling rate of 50%. The addition of
surfactants can increase the critical heat flux density of the heat pipe by 1.26 times with the
enhancement of pressure fluctuations [155]. Compared with deionized hydraulic working
fluid heat pipes, the thermal resistance of the cetyltrimethylammonium chloride working
fluid was reduced by 4.78% [156], which prevents drying up. Bao et al. [157] experimentally
proved that the thermal resistance of OHPs that had surfactants as the working fluid was
reduced by a maximum of 27.8%.

Figure 9. Schematic of the liquid–gas interface in super-hydrophilic, hydrophilic, copper, and
hydrophobic OHPs [153]. Hao et al., (2014).
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Abe et al. [158] proposed the concept of SRWFs by the physical properties of dilute
aqueous solutions with high carbon alcohols. A SRWF enhances the heat transfer perfor-
mance and heat transfer limit of OHPs with an incensement of the surface tension and a
reduction of the contact angle [159]. Hu et al. [160] used a heptanol–aqueous solution to
study the enhancement effect of SRWFs. The characteristics of SRWFs caused the working
fluid to be spontaneously wetted in the overheated part of the tube. Wu et al. [161] applied
butanol at a concentration of 6% as a working fluid for performance testing. The critical
heat load was 650 W, and the total thermal resistance was 0.25 ◦C/W with a reduction
of 60%. The SRWF nano-fluids exhibited an excellent heat transfer performance over the
entire heat load range, with a maximum enhancement rate of approximately 15% [162]. The
influence of a SRWF nano-fluid base prepared by mixing graphene oxide dispersion with an
n-butanol–aqueous solution on OHPs had been studied [163]. The following percentages,
0.07 wt.% and 0.7 wt.% were the optimal concentrations of graphene oxide and n-butanol.
The heat transfer performances were increased by 16% and 12% compared with the SRWF
and nano-fluid. Savino et al. [164] performed a microgravity heat pipe experiment. They
researched working fluids including aqueous alcohol solutions, multi-component brine
and nanoparticle suspensions. It was shown that self-rewetting brines and self-rewetting
nanofluid brines have good thermal properties. Wang et al. [165] conducted numerical
studies on CLOHP with different wettability (contact angles of 5◦, 33◦, 147◦, and 175◦).
Figure 10 shows the volume fraction of the liquid and vapor distribution at a heat load
20 W. Compared with superhydrophobic surfaces, CLOHPs on super-hydrophilic surfaces
had a 10.8% reduction in thermal resistance at an input heat load of 20 W.

Figure 10. Volume fraction of liquid and vapor at heat load 20 W [165]. Wang et al., (2020). (a) Volume
fraction of liquid and vapor at heat load 20 W and contact angle 147◦. (b) Volume fraction of liquid
and vapor at heat load 20 W and contact angle 33◦.
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4. Effect of In-Tube Flow State on Heat Dissipation Properties

The heating method, effect of gravity, characteristics of the flow pattern, and the
oscillatory characteristics have influences on the heat dissipation properties.

4.1. Different Heating Method of Evaporation Section

An OHP has a very flexible use, which is reflected in its ability to heat in different
positions; for example, its heating methods can be pulse heating, alternating heating, and
continuous heating, and it can have a number of evaporation and condensation sections.
Lin et al. [166] used vertical bottom heating to study the heat transfer performance of
OHPs. The pulse heating method had a lower temperature difference than the continuous
heating method [167]. Zhao et al. [168] found that the advantages of thermal resistance
were pulse heating, alternating heating, and continuous heating. Taft et al. [169] compared
the heat transfer performance of OHPs under DC and pulse modulation input modes.
Chu et al. [170] used asymmetric heating to study a 3D helix OHP. The non-uniform heating
method of multiple heat sources has also been studied in series with a two-channel flat
OHP [171], as given in Figure 11a.

Mangini et al. [172] studied the heat transfer performance of hybrid OHPs in the
super/microgravity environment and the non-uniform heating configuration promoted
the net circulation of the fluid in the preferential direction, which improved the thermal
performance relative to uniform heating. Peng et al. [173] took the bottom heating method
to perform a numerical simulation study on the completely non-linear thermo-mechanical
finite element model OHP. Qu et al. [174] used vertical and horizontal heating methods
to study 3D-OHP. Yasuda et al. [175] studied flat-plate OHPs made of aluminum alloy by
bottom heating and top heating. Lim et al. [176] used local heating to study the flat MOHP.
As listed in Figure 11b, the heating method will directly affect the internal flow.

Figure 11. Cont.
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Figure 11. OHP for different heating methods. (a) OHP pulse heating and asymmetric heating
method; (b) OHP for non-uniform heating and local heating. (I) [168]. Zhao et al., (2019); (II) [169].
Taft et al., (2017); (III) [171]. Chen et al., (2021); (IV) [170]. Chu et al., (2022); (b) OHP for non-uniform
heating and local heating: (I) [172]. Mangini et al., (2017); (II) [174]. Qu et al., (2017); (III) [175].
Yasuda et al., (2022). (IV) [176]. Lim et al., (2021).

4.2. Flow State

E et al. [177] established a CLOHP model using the VOF (volume of fluid) method as the
solution scheme to numerically simulate the liquid vapor in the two-phase conversion process.
The distribution and fluctuation relationship of the pressure and vapor flow mode during the
start-up under different vacuum degrees was determined. The interphase mass transfer due to
evaporation and condensation in the VOF method can be applied to energy jump conditions,
the Tanasawa model, and the Lee model [178]; the relevant equations are given in Table 4.

Table 4. Numerical model of interphase mass transfer.

Content Remarks

Energy jump conditions [179]

.
m = −

(
Lv + (cp,l − cp,v)(Tsat − Tint)

)
[−klv∇T · →N]Γ

(4)

.
m is the phase change local mass flow rate, kg/(m3·s). Lv is latent heat.
cp,v is constant pressure specific heat of vapor, J/(kg·K). Tsat is the saturation
temperature associated with the considered pressure, K. Tint is the local interface

temperature, K. klv is thermal conductivity, W/(m·K).
→
N is the normal vector

pointing in the direction of the gas phase at the Γ of the interface.

Tanasawa model [180]

.
m =

2γ

2 − γ

(
M

2πRg

)1/2 ρvLv(Ti f − Tv)

T3/2
v

(5)

γ is the adjustment factor. M is the molecular weight. Rg is a general gas constant.
is 8.314 J/(mol K). ρv is the density of vapor, kg/m3. Tif is the interface
temperature, K.

Lee model [181]{ .
mlv = αlρl

cp,l Tsat
Lv

· Tl−Tsat
Tsat

, Tl > Tsat
.

mvl = αvρv
cp,vTsat

Lv
· Tsat−Tv

Tsat
, Tsat > Tv

(6)

.
mlv is the mass transfer of each time step in the evaporation process, kg/(m3·s).
.

mvl is the mass transfer of each time step in the condensation process, kg/(m3·s).
αl and αv are the volume fraction of liquids and vapors.
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The heat exchange units established by Nuntaphan et al. [182] can be used to eval-
uate the efficiency of the heat exchanger and the heat transfer coefficient of the air side.
Qian et al. [183] proposed a novel heat transfer prediction model based on an extreme
gradient boost algorithm and studied the design and cooling method of OHP prototypes
during optimized processing. Sun et al. [184] established a model to study the oscillatory
motion characteristics of liquid plug and vapor plug/bubble in OHPs. Nemati et al. [185]
used numerical models to study the heat transfer mechanism of OHPs and predict heat
transfer capacity, which simulated the oscillation behavior of the liquid plug, considering
the thickness of the liquid film in the evaporation and the decrease in the liquid film thick-
ness caused by evaporation. Daimaru et al. [186] proposed a numerical simulation method
for OHPs with a check valve and new modeling features, including the pipe wall energy
equation. The check valve model included pressure loss, the detailed boiling algorithm,
and the pressure loss of a bending surface transformation. The temperature error of the
heating section was less than 1.7 ◦C. Adachi et al. [187] developed transient models of fluid
conditions to reproduce transmission lines. Odagiri et al. [188] combined thermo-fluid
behavior in channels with thermal diffusion in OHP casing segments, which was in good
agreement with the multi-branch OHP experiment results with a channel diameter of 1 mm
and several turns of 42 turns.

4.3. Gravity Effect

Gravity has an important effect on the flow and circulation of the working fluid of
OHPs. The gravity prevents the working fluid from flowing to the evaporation section
in the top heating mode. The gravity promotes the flow of the working fluid to the
evaporation section in the bottom heating mode. For micro-gravity research, the European
Space Agency used parabolic flights of aircrafts to create different gravity environments.
The variation of the tilt angle changed the flow pattern inside the OHP, resulting in different
performance levels [189]. Mameli et al. [190] studied the OHP under different gravities.
The change in gravity had a greater effect on the heat transfer performance of the OHP
in the case of vertical heating compared with horizontal heating. The FC-72 working
fluid was investigating the effect of gravity on the heat transfer performance at different
heating powers [191]. The thermal resistance of vertical heating was lower than that of
horizontal heating under the influence of gravity. The vertical heating was not as stable as
the horizontal heating during operation. Ayel et al. [192] reported that closed-loop FPOHPs
can respond to gravity changes more quickly and reach a steady state. Mangini et al. [193]
tested the sudden loss of buoyancy and activated the oscillating segment plug/stuff flow
state in micro-gravity, which had the lowest starting power. Cecere et al. [194] discovered
that FPOHPs with SRWF (butanol–water) were easier to keep working under micro-gravity
and a low heating power. Xing et al. [195] examined the effect of gravity on OHPs with
a surfactant solution as the working fluid. The influence of gravity on the OHPs of the
CTAB solution was relatively small. When the heating power was higher, the heat transfer
performance of the CTAB solution OHP was stronger and the thermal resistance was
reduced by 51%. Pagliarini et al. [196] trained the OHP used for the International Space
Station in microgravity, where the two states of the working condition included intermittent
flow (episodic fluid motion occurring in some channels) and full activation (steady fluid
movement throughout the adiabatic section). The fully activated state is given in Figure 12.
No significant variation between channel behaviors is observed with stable oscillations,
high heat flux amplitude, and oscillation frequency. The heat flux amplitude increased
almost linearly, 1500 W/m2 at 202 W, with the power input from 1100 W to 202 W.
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Figure 12. Wall temperature and heat fluxes in different channels under 202 W power input with
stable microgravity conditions [196]. Pagliarini et al., (2021).

4.4. Characteristics of Flow Pattern in Tube

Awareness of flow boiling and two-phase instability are important parts of under-
standing the complex phenomena and developing OHP technology, to explore the physical
mechanisms controlling the complex unsteady flow boiling heat transfer and two-phase
phenomena [197], which provide insight into the heat and mass transfer relationships in
OHPs. With the change in the OHP working stage, the flow pattern of the working fluid
in OHPs also changes, which can directly affect the flow mode of the working fluid and
the heat and mass transfer efficiency of OHPs. Yuan et al. [198] established a flow model
of the liquid plug based on the Lagrange method. Liquid plug oscillation amplitude and
angular frequency depend on the geometry of the OHP and the liquid filling rate. When the
flow type is slug flow, the sensible heat transfer can account for more than 80% of the total
heat transfer. Karthikeyan et al. [199] employed high-resolution infrared thermography to
measure the flow characteristics inside OHPs. The flow is the working fluid without inter-
nal oscillation, intermittent oscillation, or continuous local oscillation. With the increase
in heating power, the thermal resistance decreased from 1.90 K/W to 0.24 K/W. Spinato
et al. [200] used time-strip image processing techniques to study the two-phase flow of the
OHP. Low amplitude/high amplitude oscillations, cyclic oscillations, backflow, and steady
cycles were observed. The nucleation and rapid growth of bubbles in the U-bend of the
evaporation section lead to the transition of the working fluid from the circulating to the
oscillating state. Xian et al. [201] visualized the flow behavior in an OHP duct with pulsed
heating. The liquid film was thinner in pulsed heating than in continuous heating. Under
the condition of a short period of pulse heating, the proportion of bubble flows increased.
The flow pattern is the same as for continuous heating. Pouryoussefi et al. [202] worked
with numerical methods to simulate the chaotic behavior of fluids, as listed in Figure 13.
Volume fraction contours are provided for different time points for two different operating
conditions (red is vapor and blue is liquid). Figure 13a is the volume fraction diagram of
the OHP under a time series of 0.8 s, 2.5 s, 3.8 s, 5.5 s, 13 s, and 18 s, with the evaporation
temperature Th = 145 ◦C, the condensation temperature Tc = 35 ◦C, and the liquid filling
rate of 30%. Figure 13 b presents the volume fraction plots for the time sequences of 2.2 s,
3.8 s, 5.8 s, 10 s, 16.5 s, and 18.6 s, with Th = 150 ◦C, Tc = 35 ◦C, and a 60% filling rate. The
relevant dimension increases by promoting the filling rate and evaporation temperature.
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Figure 13. Volume fraction contours after formation of fluid flow [202]. Pouryoussefi et al., (2016).
(a) Th = 145 ◦C, Tc = 35 ◦C, and 30% liquid filling rate; (b) Th = 150 ◦C, Tc = 35 ◦C and 60% liquid
filling rate.

Feldmann et al. [203] simulated turbulence in a pipe at different Womersley numbers
and found that disturbance energy is required to trigger the non-linear transition process in
the subcritical state. Pouryoussefi et al. [204] modified the chaotic flow in a heat pipe based
on the VOF method. There was an upper limit to the accuracy of the simulation as the fluid
filling rate and heating power increased. The optimal filling rate and minimum thermal
resistance were measured to be 60% and 1.62 ◦C/W. Mangini et al. [205] demonstrated
the reliability of the infrared visualization of two-phase flows with a maximum error of
±1.5 ◦C in combination with a high-speed camera capable of detecting the wetting and
drying of liquid films. Xia et al. [206] studied the properties of unsteady flows in parallel
micro-channels. Continuous two-phase unsteady boiling often occurred when the flow rate
and heat flow density were greater than 607.6 kg/m2 and 30 W/cm2. This phenomenon
can be suppressed by increasing the forced convection heat transfer of 100% or increasing
the flow boiling heat transfer of 50%. Yoon et al. [207] investigated the oscillation frequency
of the liquid plug with a MOHP. The heat input can change the vapor temperature and
affect the oscillation frequency. The oscillation frequency increased with the increase in
the heat input. The liquid plug with a longer total length of the heat pipe had a lower
oscillation frequency. Ling et al. [208] found that the heat pipe temperature fluctuated
greatly during the stable circulation of the working fluid. Noh et al. [209] used a numerical
model to simulate the heat transfer between the tube wall and the liquid slug/vapor plug
and proposed guidelines for designing heat pipes. Figure 14a is the liquid slug and vapor
plug distributions for a two-turn heat pipe with an input power of 50 W (t = 145 s) and
a twenty-turn OHP with an input power of 48 W (t = 80 s). Figure 14b illustrates the
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heat flux distribution for the two heat pipes and Figure 14c presents the wall temperature
distribution for the two OHPs. After the pseudo-steady state, the liquid slug in the two-loop
heat pipe oscillates and shows a net circulating flow.

Figure 14. Heat pipe visualization data graph [209]. Noh et al., (2020). (a) Distribution of liquid slug
and vapor plug. (b) Heat flux distribution. (c) Wall temperature distribution.

Ahmad et al. [210] investigated the heat transfer performance as a function of the flow
pattern using OHPs with ethanol. The thermal resistance at a 50% filling rate was as low as
1.6 ◦C/W. Vo et al. [211] performed visualization experiments on the OHP and found that
the cyclic motion dominated the motion of the working fluid. A 3D computational fluid
dynamics model of the OHP was developed and the k-ε turbulence model was applicable to
the heat pipe simulation. Schwarz et al. [212] discovered through visualization experiments
that the thermal resistance of the fluid inside the heat pipe during start-up is constant
at 0.43 ◦C/W when there is no flow (25 W to 75 W). The thermal resistance dropped to
0.34 ◦C/W (200 W)~0.36 ◦C/W (100 W) at an average velocity of 240 mm/s.

4.5. Oscillatory Characteristics

The pulsed heat pipe is a kind of non-equilibrium, passive two-phase heat transfer
device with complicated internal transmission process. The heat transfer performance
of OHPs depends on the oscillation degree and stability of the self-sustained oscillating
two-phase flow, which leads to its unique heat transfer characteristics [213]. Yoon et al. [214]
observed that the internal oscillation frequency of the OHP was between 40 Hz and 50 Hz.
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Spinato et al. [215] examined the flow behavior inside the OHP using time-slot image
processing technology. The flow pattern changed from oscillating to circulating state while
the main frequency changed from 1.2 Hz to 0.6 Hz. Dilawar et al. [216] researched the
oscillating two-phase flow in a micro-channel based on a numerical model. The pressure
loss of the oscillating two-phase flow at the bend of the tube reduced the oscillation
amplitude and weakened the heat transfer performance. Kato et al. [217] investigated the
OHP consisting of a single straight pipe and open pipe. The heat transfer performance
was enhanced with an increased amplitude of the oscillatory flow. Liquid exchange due to
the oscillatory motion significantly enhanced the heat transfer with an effective thermal
conductivity of up to 40 kW/(m·K). Miura et al. [218] studied liquid column oscillations
with a forced oscillator. The evaporation of liquid film produced by the oscillation of
working fluid is the main process of latent heat transfer. Both evaporation and condensation
occur on the liquid film on the wall of micro-channel. Daimaru et al. [219] processed
oscillation data based on a fast Fourier transform and mutual analysis. The vapor plug
received or applied energy according to the direction of propagation. Das et al. [220]
suggested a theoretical model considering the two-phase oscillatory equilibrium, which
was calculated in good agreement with the experiment results. Jung et al. [221] evaluated
the effect of the oscillation amplitude of a miniature OHP on the heat transfer performance.
When the input power was 16 W, the time-resolved distribution of the heat flux and the
corresponding flow visualization after the miniature OHP reached the pseudo-steady state
are given in Figure 15. The total heat transfer rates of the evaporation and condensation
sections were 14.4 W and 14.2 W, while the average value of latent heat ratio increased
from 54.8% to 81.9%. When the input power increased from 7 W to 16 W, the oscillation
amplitude increased from 3.4 mm to 8.3 mm, with a 13.5% reduction in thermal resistance.
The oscillating motion of the liquid slug and vapor plug in the OHP promoted the heat
transfer between the evaporation section and the condensing section. The oscillation
amplitude and frequency are important parameters for estimating the heat flow density in
OHPs [222].

Figure 15. Time-resolved distribution and flow visualization of heat flux with input power of
16 W [221]. Jung et al., (2021).

Pai et al. [223] introduced a non-linear thermal model based on a U-shaped three-plug
OHP. When the ratio of liquid slug mass or vapor plug length to the tube cross-sectional
area decreased, the initial air pressure, liquid filling rate, gravity, and the oscillation
frequency increased. As the temperature difference or heat transfer coefficient between
the evaporation and condensation sections increased, the liquid filling rate or the initial
temperature decreased. Perna et al. [224] tested the main frequency of pressure signal
oscillation in the evaporation and condensation sections under micro-gravity. The main
frequency of the pressure signal was in the range of 0.6~0.9 Hz, which increased with
the heating power. Simplifying the entire OHP into a single unit can facilitate the study
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of various parameters of oscillation behavior [225]. Rao et al. [226,227] investigated self-
sustained thermally driven oscillating in micro-channels. The motion of the meniscus
generated a liquid film on the tube wall. The thickness of the liquid film and length at
a given time determined the overall dynamics of the meniscus. Fourgeaud et al. [228]
examined the variation of the liquid film thickness on the tube wall based on a single
branch OHP. The film thickness was larger compared with the wedge-shaped film in a
capillary OHP.

5. Bibliometric Study and Analysis

The OHP was first proposed in the 1990s and it has aroused wide attention in the
academic circle. Scholars around the world have published a lot of research in this field.
In order to understand the data from the relevant literature, we analyzed the literature
on the oscillating heat pipe from the Web of Science Core Collection (WOSCC) during the
20 years from 2003 to 2022, through the research method of bibliometrics and through the
data visualization analysis. Specific data are given as follows.

5.1. Publication Year and Number of Publications

In the WOSCC statistics, a total of 680 oscillating heat pipe literatures were published
from 2003 to 2022. The number of papers published each year reflect trends in a particular
field of research. As shown in Figure 16, the number of published articles in this field
peaked at 65 in 2017. In the past two years, the number of published documents has
fluctuated, but the overall trend is a slow rise.

Figure 16. The growth trend of relevant literatures from 2003 to 2022.

5.2. Keyword Distribution

A keywords statistics of the above 680 literatures were carried out. A total of 41 key-
words appeared more than 15 times. The top three keywords with the highest frequency
are oscillating heat pipe, thermal performance, and flow, and the times are 135, 106, and 89,
respectively. Figure 17 shows the connections among various words. The lines represent
the number of times that these two keywords appear at the same time in a piece of literature.
The thicker the lines are, the higher the number of times they appear together. The number
of co-occurrences between these words is very high. Among them, the co-occurrence
frequency of thermal performance and oscillating heat pipe is the highest, while the co-
occurrence frequency of oscillating heat pipe and flow rank second. It can be seen that the
OHP is closely related in the study of thermodynamics and fluid mechanics.
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Figure 17. Analysis of each keyword.

6. Current Research Shortcomings and Prospects for Future Works

6.1. Shortcomings of the Current Studies

(1) Effects of channel layout

Studies of OHPs have focused on the effect of the fluid volume on the heat transfer
performance, which neglected the synergistic effects of the layout optimization and internal
flow [229].

(2) Limitation of materials

The material of the OHPs tube wall affects the heat transfer performance and the layout
plasticity of the OHPs [230]. The overwhelming majority of the tube wall materials in the
current study are conventional materials of copper, aluminum, and stainless steel [231,232].
The thermal conductivity of copper is relatively high, and some composite metal tube wall
materials may have better performances in OHPs.

(3) Insufficient understanding of working fluid properties

The performance of the working fluid is the core material for OHPs, which directly
affects the heat transfer [233]. Most of the working fluids studies have focused on water,
ethanol, etc. [234,235]. For mixed nano-fluids as well as non-azeotropic mixture liquids, the
effect of the concentration and mixing ratio on the optimal thermal performance of OHPs
should be explored in depth. In addition, there is a lack of studies on the time-dependent
properties of nano-fluid OHPs.

(4) Inadequate recognition of the heat transfer mechanism

The operation mechanism of OHPs is complex. It is not beneficial to optimize the
performance of OHPs with a single thermodynamic theory to explain and derive the
mechanism [236]. The interaction and influence between vapor and liquid phases have not
been deeply studied, which provides a lack of accurate predictive numerical models [237].

(5) Limitations of the actual application environment

The superior heat transfer performance of OHPs should be focused on the practical
use aspects. The performance of OHPs [238,239] in different use environments (e.g., rotat-
ing, centrifugal, antigravity, and horizontal) can vary significantly from operating under
laboratory conditions. The actual application scenario environment will limit the operation
under different working conditions [240].
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6.2. Prospects for Future Research

(1) Further study of mixed nano-fluids

The nano-fluids have great potential for effective heat transfer as OHP working fluids.
Through the collaborative combination of different types of nano-particles, the mixed
nano-fluids can achieve higher advanced thermophysical properties and stability of single
nano-fluids [241]. The influence of the mixed nano-fluid on the thermal performance of
OHPs can be further studied by the optimization, analysis, and improvement of the thermal
efficiency of the mixed nano-fluid [242,243].

(2) Study of non-azeotropic mixtures

Theoretical analysis shows that the non-azeotropic immiscible binary mixture can
expand the operating temperature range of OHPs [244]. The non-azeotropic immiscible
binary mixture can solve the problems of starting temperatures and the drying under the
high heat flux of OHPs [245,246], which can improve the heat transfer performance and
heat transfer limit of OHPs [247,248]. Future studies can be performed on non-azeotropic
mixtures OHPs with different configurations by the analysis of the correlation among
profile mixing ratio, filling ratio, and power input.

(3) The improvement in the numerical model

VOF is a widely used method in order to study the complex coupling of pressure and
temperature of OHPs, which can capture the phase distribution and interface dynamics [249,
250]. Lee’s model is used to explain the phase transition principle. Numerical model
improvements can be made to better cover the microscopic and macroscopic levels [251].
Dreiling et al. [252] proposed a closed-interface tracking CFD-VOF method. The effect of
factors of the film around the bubble and the curvature of the interface, turbulence, or
mass transfer strength parameters on the OHP can be systematically investigated. More
stable and effective turbulence models that are applicable for OHPs need to be developed
in the prospective.

(4) The combination of artificial intelligence technology

Artificial intelligence techniques, in terms of efficiency and intelligence, have also
been applied in the field of OHPs [253]. Many cases of research with deep learning
algorithms optimize the parameters of OHPs [254]. With the development of AI technology,
the computational work of optimization algorithms has become more comfortable. Wen
et al. [255] modeled acetone OHP thermal resistance with human neural networks, and
the R-squared of the models proposed with MLP and GMDH were 0.989 and 0.965, which
were able to predict and simulate acetone-filled OHP thermal resistance. Jokar et al. [256]
proposed OHP simulation and optimization with the genetic algorithm approach and the
obtained the optimum filling rate of 38.25%.

7. Conclusions

This paper describes the various filling working fluids and in-tube flow states on
the heat dissipation properties of OHPs. The effect of metal nano-fluids, non-metallic
nano-fluids, mixed nano-fluids, gas working fluids, organic solvents, mixed liquids, and
SRWF fluids are given. The different heating methods of the evaporation section, flow state,
gravity effect, flow pattern, and oscillatory characteristics of the tube are illustrated. The
following are the main conclusions.

(1) With the addition of non-metallic nano-fluids in OHPs, the thermal resistance de-
creases from 24% to 83.6% with the change in the type, size, and concentration of
nano-particles. The maximum heat pipe thermal conductivity was enhanced by 105%
with the graphene nano-fluids. OHPs with gas as the working fluid can be used in
the field of low temperature cooling. The effective thermal conductivity varies from
4.8 kW/(m·K) to 70 kW/(m·K) when different gases are selected as the working fluid
in OHPs.
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(2) Compared with the pure working fluid, the thermal resistance of OHPs can be reduced
by 68.9% with the right mixture type, filling rate, and mixing ratio. The surfactant
and SRWF can be added to reduce the surface tension of the working fluid and the
thermal resistance of the OHP can be reduced by 4.78% to 60%.

(3) The change in gravity has a significant effect on the heat transfer performance of
OHPs with vertical heating. A sensible heat transfer can account for more than 80% of
the total heat transfer when the internal flow type of OHPs is the slug flow. The heat
transfer performance is enhanced with the increase in the oscillatory flow, amplitude
and the effective thermal conductivity can reach 40 kW/(m·K). The input power is
increased from 7 W to 16 W, the oscillation amplitude is increased from 3.4 mm to
8.3 mm, and the thermal resistance is reduced by 13.5%.
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Nomenclature

Rth the thermal resistance, K/W
Tevap the average temperature of the evaporation, K
Tcond the average temperature of the condensation, K
Qin the input power, W
ta the time interval for time averaging, s
W the width of OHP, m
L the length of OHP, m
TSi the temperature of the silicon substrate, K
x the horizontal coordinate, m
t the time, s
Qw,H the total heat transferred from the heating wall to the liquid film, W
Qw,C the total heat transferred from the liquid film to the cooling wall, W
Tw the wall temperature, K
Tsur,H the temperature of liquid film during heating K
Tsur,C the temperature of cooling, respectively, K
λl the thermal conductivity of the liquid, W/(m·K)
δ the liquid film thickness, m
cp,l the specific heat of the liquid, J/(kg·K)
ρl the density of the liquid, kg/m3

Acr the cross-sectional area of the flow path, m2

Tw the temperature of the channel wall, K
Tl the temperature of liquid plug, K
hw,l the heat transfer coefficient between channel wall and liquid plug, W/(m2·K)
S the perimeter of the liquid plug, m
Tv the temperature of the vapor plug, K
Qv,sen the total amount of sensible heat, W
Qv,lat the total amount of latent heat, W
Pv the pressure of vapor plug, Pa
Vv the volume of the vapor plug, m3
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cv,v the specific heat at constant volume, J/(kg·K)
mv the mass of the vapor plug, kg
.

m the phase change local mass flow rate, kg/(m3·s)
Lv the latent heat
cp,v the constant pressure specific heat of vapor, J/(kg·K)
Tsat the saturation temperature associated with the considered pressure, K
Tint the local interface temperature, K
klv the thermal conductivity, W/(m·K)
→
N the normal vector pointing in the direction of the gas phase at the Γ of the interface
γ the adjustment factor
M the molecular weight
Rg the general gas constant, J/(mol·K)
ρv the density of vapor, kg/m3

Tif the interface temperature, K
.

mlv the mass transfer of each time step in the evaporation process, kg/(m3·s)
.

mvl the mass transfer of each time step in the condensation process, kg/(m3·s)
αl the volume fraction of liquid
αv the volume fraction of vapor
MCOHP Micro-channel oscillating heat pipe
OHP Oscillating heat pipe
TS Tube diameter
CVOHP Oscillating heat pipe with check valves
CLOHP Closed-loop oscillating heat pipe
FPOHP Flat-plate oscillating heat pipe
SRWF Self-rewetting fluid
MWCNTs Multi walled carbon nano-tubes
EOHP Ethane oscillating heat pipe
CTOHP Capillary tube oscillating heat pipe
CTAC Cetyltrimethylammonium chloride
CTAB Cetyltrimethylammonium bromide
VOF Volume of fluid
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Abstract: The blockage is one of the important factors affecting the icing of airfoils in wind tunnel
tests. In this paper, numerical simulations are conducted to study the effect of blockage on the icing
of different airfoils. By reducing the height of testing wind tunnels, the blockage is increased, and the
changes in the height and angle of the ice horn are numerically investigated. The simulation results
indicate that as the blockage increases, the flow velocity above the stagnation point of the airfoil
increases, leading to larger pressure coefficients distribution and stronger heat transfer capacity. As
a result, the position of icing moves forward, and the angle of the upper ice horn becomes smaller.
In addition, the increased flow velocity facilitates the collection of water droplets in the area, which
improves the icing and increases the height of the upper ice horn. It is also found that the blockage
increases the angle of attack of the airfoil, moving the stagnation point backward and decreasing the
angle of the upper ice horn. When the blockage is above 15%, the joint influence of the opening angle
and height of the upper ice horn significantly reduces the projection height of the upper ice horn in
the direction of the incoming flow, leading to unacceptable criticality of the ice shape.

Keywords: blockage; icing of airfoils; stagnation point; angle of attack; criticality of the ice shape

1. Introduction

Ice accretion occurs immediately on wing, tail, propeller, rotor and even antenna when
aircraft fly through the cloud full of supercooled water droplets or encountering precip-
itations such as freezing rain or drizzle. Ice accumulating on the aerodynamic sensitive
surfaces leads safety issue because of its detrimental effect on the performance such as
maximum lift penalty, stall angle reduction, and parasite drag increase. Aviation accident
data showed that 583 icing accidents occurred and caused more than 800 fatalities from 1982
to 2000 in the United States [1]. For this reason, aircraft icing was even recognized as the
“most wanted aviation transportation safety improvement” by the National Transportation
Safety Board (NTSB) [2]. The Federal Aviation Regulations (FAR) Part 25 Appendix C
define icing envelopes (in terms of air temperature, liquid water content and droplets’ size)
for aircraft certification, corresponding to 99.9% of icing conditions found in stratiform
clouds [3]. Most light aircraft are not required to pass this certification and do not usually
have the required ice-protection systems for flying into icing conditions. Larger aircraft are
equipped with a variety of anti-icing or de-icing systems (heaters, pneumatic boots and
liquid flows) to help them prevent ice formation [4].

In order to guarantee safe and on schedule operations of transportation aircraft, accu-
rate prediction of ice accretion, related performance degradation and anti/de-icing systems
development play an important role for the design of aircraft. Over the years, test ap-
proaches including flight and wind-tunnel tests, and numerical simulations have been
adopted in the prediction of ice accretion. Following the development and progress of com-
putational science as well as the great advantages of numerical simulation in the economic
cost, many ice-prediction codes have been successfully developed and serve as valuable
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design and certification tools for the aircraft manufacturers such as LEWICE developed by
NASA Lewis Research Center [5], ONERA 2-D/3-D developed by ONERA [6], IMPIN3D
developed by Italy [7], and the second-generation 3-D icing simulation system FENSAP-
ICE developed by Numerical Technologies International [8], etc. Recently, a large number
of articles have been published that are devoted to the application of machine learning
methods, deep neural networks in the field of fluid dynamics and even the procedure and
method for the ice accretion prediction for different airfoils using artificial neural networks
(ANNs) are discussed [9]. It is worth expecting that the combination of two approaches:
machine learning and numerical simulation, will speed up the prediction of the icing shape
and significantly reduce computational costs.

Considering that the natural icing conditions are very difficult and costly to obtain, the
icing test in wind tunnels is not only an important means to study aircraft icing (an essential
step to obtaining civil aircraft airworthiness certification) [10,11] but also an important
method to develop and verify numerical tools used for icing [11–14]. The civil aircraft
authorities have set clear approval requirements for the wind tunnels and numerical tools
used for icing in the design of aircraft [15,16]. Previous wind tunnel tests show that wall
interference is an important factor affecting the accuracy of testing results [17–19]. In a
closed wind tunnel, the existence of walls limits the bending and diffusion of streamlines.
Therefore, the area through which the airflow between adjacent streamlines is smaller than
that in the free space, and the average flow velocity between the airfoil and tunnel wall
is larger. This phenomenon is called the blocking effect. In reality, the limitation of the
bending of streamlines is equivalent to inducing an upward angle to the airfoil, thereby
increasing the angle of attack as compared with that defined using the axis of the wind
tunnel [18]. The increased angle of attack will move the icing from the upper surface of the
airfoil to the lower surface, leading to overestimated aerodynamic performances of airfoils.
Consequently, the criticality of the ice shape is not guaranteed, and the test results will not
be recognized.

The blockage is defined as the ratio of the maximum incoming airflow area to the cross-
sectional area of the test tunnel. The US Federal Aviation Administration [20] reported that
the blockage should not exceed 10% in the icing test of airfoils in wind tunnels. However,
in practice, the chord length of the wings of large passenger aircraft is generally long (may
exceed 5 m). Even the world’s largest wind tunnel (the FL-16 ice wind tunnel [21] of the
China Aerodynamic Research and Development Center, with a size of 4.8 m × 3.2 m) is
not suitable for such experiments. On the other hand, the aircraft airworthiness examiners
generally do not allow the use of scaled test models in icing wind tunnel tests. Even though
the hybrid wing design technology is adopted [22,23], the blockage will still exceed 10%,
which makes the reliability of icing test results questionable under certain circumstances
(e.g., with a large angle of attack).

Guo Qiling et al. [24,25] of the Key Laboratory of Icing and Deicing of CARDC studied
the influence of walls on the impinging characteristics of water droplets and icing of airfoils.
Their research shows that the blockage will affect the impinging characteristics of water
droplets, and the increased blockage will improve icing on the surface of airfoils. Zocca
et al. [26] found that the blockage has a significant impact on the icing of airfoils and brings a
large deviation to the ice shape. Qin et al. [27] numerically examined the influence of cavity
walls on the impinging characteristics of water droplets. They concluded that the blockage
would shift the stagnation point of airflows on the airfoil, which significantly influences
the collection of water droplets on the airfoil surface. The NRC wind tunnel in Canada
also noticed that the increased blockage is beneficial for the collection of water droplets.
They revealed the relationships between the water droplet collection rate and the Reynolds
number of water droplets at different blockages [28]. It can be seen from the studies
mentioned above that the impinging characteristics of water droplets and resultant ice
shape are both affected by the blockage. Nonetheless, there is still no recommended value
of the maximum blockage acceptable in wind tunnel tests. In this paper, the NACA0012
and GLC305 airfoils in the literature are used as examples and numerically investigated.
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By adjusting the height of the testing wind tunnel, the icing characteristics of airfoils at
different blockages are simulated. Based on the ice shapes obtained from the tests, the
influence of the blockage on the ice shape is studied, and the maximum blockage allowed
in the icing tests of airfoils is explored. The outline of this article is organized as follows.
Section 2 introduces the numerical methodology employed in this research. Section 3
validates the numerical model. Section 4 presents and discusses the simulation results.
Finally, concluding remarks are drawn in Section 5.

2. Numerical Methodology

2.1. Model Description and Mesh Configuration

Figure 1a presents the sketch of the airfoil in a wind tunnel under investigation in
this study. In the numerical simulations, for simplicity, the airfoil is installed without fixed
boundary conditions, and its left and right supporting structures are omitted. The blockage
is changed by adjusting the height between the upper and lower tunnel walls, ignoring
the interference of the side tunnel walls. For instance, If the height of the teste section is
decrease and the installation angle of the wing model remains the same, the blockage is
increased. As shown in Figure 1a, two-dimensional unstructured grids are adopted to mesh
the airfoil and the surrounding flow field. To save computational cost, denser grids are
constructed in the airfoil region as compared with the surrounding flow field that employs
relatively coarse grids. As such, triangular prism boundary layer grids are used on the
surface of the airfoil, as displayed in Figure 1b. Likewise, triangular pyramid grids are
employed near the leading edge of the airfoil, as shown in Figure 1c. The prism layers are
40, the first layer is about 1 × 10−6 m high, and the expansion ratio is 1.2, the number of
grid cells along the airfoil is 120.

 (b) (c)

(a)

Figure 1. Model description and mesh configuration. (a) Sketch of the airfoil in a wind tunnel.
(b) Boundary layer grids. (c) Grids near the edge of the airfoil.
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2.2. Governing Equations

Following the construction of mesh for the airfoil in the wind tunnel, numerical
calculations are conducted to simulate the ice accretion. The working fluid is air and
follows the Navier-Stokes equations and the equation of state, which are,

∂ρ

∂t
+

∂

∂xi
(ρũi) = 0 (1)

∂

∂t
(ρũi) +

∂

∂xj

(
ρũiũj + pδij − τ̃tot

ij

)
= 0 (2)

∂

∂t
(ρẽtot) +

∂

∂xj

(
ρũj ẽtot + ũj p + q̃tot

j − ũiτ̃
tot
ij

)
= 0 (3)

p = ρRgT (4)

where the overbars “~” and “−” denote the density-weighted time averaging (Favre
averaging) and classical time averaging (Reynolds averaging), respectively. In this case, p,
ρ and T are pressure, density and temperature, ui or uj stands for the velocity component in
corresponding direction, etot = e + uiui/2 is the total energy with e being the specific internal
energy, τtot

ij is the total stress tensor, qtot
j is the heat flux, δij is the Kronecker delta, and Rg is

the specific gas constant. The Spalart–Allmaras turbulence model is used in the flow field
calculation. In the calculation of droplet trajectory, a single average diameter called Median
Volumetric Diameter (MVD) is used, and the coupled heat transfer calculation related to
the anti-ice system is not involved.

The governing equations stated above are resolved numerically using the commercial
CFD (computational fluid dynamics) package ANSYS Fensap-ice R19.0. Fensap-ice R19.0
includes many modules, such as flow field calculation, droplet collision calculation, ice
accretion, and heat transfer calculation, which can be used for icing analysis.

2.3. Boundary Conditions

The boundary conditions in the numerical simulations are defined referring to the
NACA0012 and GLC305 airfoils. Table 1 lists the parameters of NACA0012 and GLC305
airfoils used in the icing test in NASA Lewis icing Research Tunnel (IRT) [13].

Table 1. Parameters of airfoils used in the numerical simulations.

NACA0012 Airfoil GLC305 Airfoil

Chord length 21 in 36 in
Velocity 102.8 m/s 90 m/s

Angle of attack 4◦ 4.5◦
Time 7 min 16.7 min
LWC 0.55 g/m3 0.405 g/m3

MVD 20 μm 20 μm
Temperature 265.37 K 267.40 K

2.4. Sensitivity Studies

Sensitivity studies on the influence of grid number and icing step number on the
simulation results are performed. In the multistep icing calculation, the multi-step method
based on artificial mesh reconstruction is adopted to ensure that the reconstructed mesh can
accurately describe the ice shape and maintain sufficient mesh quality. The time interval of
each step of mesh reconstruction is equal: the icing time of each step is defined as the total
icing time divided by mesh reconstruction steps.

Figure 2 shows the ice shapes calculated at different grid numbers and mesh recon-
struction steps. The “160k 6steps” in the figure represents the case in which the total grid
number is 160,000 and the icing step number is 6. First, by comparing the ice shapes at
grid numbers of 160,000, 300,000 and 476,000, It has been found that the grid number
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of 476,000 is sufficient enough to accurately describe the ice shape while minimizing the
computational cost simultaneously. Therefore, the optimal grid number is chosen at 476,000.
Subsequently, by comparing the ice shapes at icing step numbers of 3, 6 and 7 when the grid
number is 476,000, It has been noticed that the mesh reconstruction time has a great impact
on the ice horn height. When the icing step number reaches 6, the ice shape becomes less
sensitive. Hence, 6 steps of icing are adopted in the subsequent simulations in this paper.

 
Figure 2. Calculated ice shapes at different grid numbers and icing steps.

3. Verification of Numerical Results

Comparisons are made between the experimental data of the NACA0012 airfoil in
the literature [13] and the ice shape calculated by ANSYS Fensap-ice R19.0 using the same
parameters. The results in Figure 3 indicate that the criticality of ice shape from numerical
simulations in terms of ice horn height and angle is consistent with that of the experiment,
which demonstrates the validity of the numerical methodologies proposed in this research.

 
Figure 3. Comparison of ice shapes from the experiment and numerical simulations.
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4. Results and Discussion

4.1. Criticality of Ice Shape

Gray [29] demonstrated that the height, position, and angle of the upper ice horn are
the critical parameters that affect the formation of ice shape which in return influences
the aerodynamic performance of the airfoil. The angle of the upper ice horn has a direct
impact on the size and position of bubbles separating on the surface of the airfoil while
the parameters of the lower ice horn generally affect the range of negative angle of attack,
having little influence on the aerodynamic characteristics of the airfoil. Figure 4a displays
the height of the upper ice horn h, the chord length of the upper ice horn c, and the opening
angle of the upper ice horn θ. The characteristic position x of the ice shape is determined
by the intersection of the trailing edge of the ice horn and the surface of the airfoil. The
characteristic height h is the distance between the intersection described above and the
highest point of the ice horn. In practical work, the projection height H of the upper ice
horn (see Figure 4b) in the incoming flow direction is generally used to judge the criticality
of the ice shape. Specifically, the larger H is, the more critical the ice shape is [30]. The
parameter H reflects the joint influence of h, x, and θ.

 
 

(a) (b) 

Figure 4. Characteristic parameters of the ice horn. (a) Ice horn dimensions. (b) Projection of upper
ice horn in the direction of the incoming flow.

4.2. Effect of Blockage on the Criticality of Ice Shape

To simulate the installation of supports (left and right) of the airfoil in practical
work, the upper and lower tunnel walls are moved toward the airfoil, thus increasing the
blockage. Three blockages (10%, 15.2%, and 20%) are investigated in the simulations and
the pressure coefficient distribution of each blockage is calculated. The results show that
when the angle of attack is unchanged, as the blockage increases, the peak of the pressure
coefficient distribution increases (see Figure 5a), and the stagnation point moves backward
(see Figure 5b). This phenomenon is also reported in reference [17] which concludes
that the average flow velocity between the airfoil and the tunnel wall increases after the
blockage increases, leading to more restrictions on the streamline bending by the tunnel
wall. Thus, the angle of attack increases because of the increase of the angle (upward) of
the incoming flow.

In the simulations, the ice shapes at different blockages are calculated and presented
in Figure 6. By comparing the calculated ice shape without a fixed boundary with that
measured in the experiment, it has been found that as the blockage increases, the height of
the upper ice horn increases, and the opening angle of the upper ice horn decreases. The
increase in the height of the upper ice corner is due to the increase of local velocity around
the head of the airfoil, thereby facilitating the collection of water droplets.
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(a) (b)

Figure 5. (a) Pressure coefficients distribution at different blockages. (b) Positions of stagnation point
at different blockages.

(a) (b)

Figure 6. Ice shapes at different blockages. (a) Ice shape with 10% blockage. (b) Ice shape of
NACA0012 airfoil at different blockages.

The local droplet collection efficiency β is defined as the ratio, for a given mass of
water, of the area of impingement to the area through which the water passes at some
distance upstream of the airfoil. Taking a unit width as one dimension of both area terms,
the local droplet collection efficiency can then be defined as,

β =
dy
ds

=
Δy0

Δs
(5)

where Δy0 is the spacing between water droplets at the release plane and Δs is the distance
along the airfoil surface between the impact locations of the same two droplets.

As can be seen from Figure 7, the local droplet collection coefficient β increases
with the increase of blockage, and the peak of β gradually moves towards the leading
edge. Meanwhile, due to the increase of flow velocity in this area, the heat transfer rate is
enhanced which results in faster icing of water film, smaller flow distance, and reduced
angle of the upper ice horn. Figure 6b shows that when the blockage reaches 20% or even
30%, the change in the opening angle of the upper ice horn becomes more obvious.
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Figure 7. Droplet collection coefficients at different blockages of NACA0012 airfoil.

Numerical simulations are also performed on the airfoil of GLC305 reported in the
literature [13]. As can be seen in Figure 8, as the blockage increases, the opening angle of
the upper ice horn decreases. In particular, when the blockage increases to 17.6%, there is an
obvious decline in the opening angle of the upper ice horn. Figure 9 shows the relationship
between the blockage and the dimensionless projection height H/c of the upper ice horn
in the direction of incoming flow, where c represents the chord length of the airfoil. It is
found that H/c is small when the blockage falls between 10% and 15%. When the blockage
is greater than 15%, H/c decreases remarkably, which significantly affects the criticality of
the ice shape.

 
Figure 8. Ice shape of GLC305 airfoil at different blockages.
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Figure 9. Relationship between the blockage and the dimensionless projection height.

5. Conclusions

This study investigates the effect of blockage on the icing of airfoils through com-
putational fluid dynamics. Simulations are performed on the airfoils of NACA0012 and
GLC305 tested in the wind tunnels, and comparisons are made between the calculated
results and experimental data in the literature. The criticality of ice shape from numerical
simulations in terms of ice horn height and angle is consistent with that of the experiment,
which demonstrates the validity of the numerical methodologies proposed in this study.
The key conclusions of this research are summarized as follows.

(1) The increase of ice horn height will increase the criticality of ice shape, while the
decrease of ice horn angle will reduce the criticality of ice shape

(2) As the blockage increases, the peak of the pressure coefficient distribution increases,
and the stagnation point moves backward. This is because the average flow velocity
between the airfoil and the tunnel wall increases after the blockage increases, leading
to more restrictions of the streamline bending by the tunnel wall.

(3) With the increase of the blockage of the ice tunnel, the joint influence of the opening
angle and height of the upper ice horn significantly reduces the projection height of
the upper ice horn in the direction of the incoming flow. As a result, the criticality of
the ice shape is reduced. To ensure the criticality of the ice shape, the blockage should
be below 15%.
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Abstract: In order to compare and analyze the similarities and differences between normal droplet
icing shapes and supercooled large droplet icing shapes, SADRI carried out normal droplet and
supercooled large droplet icing wind tunnel tests in the NRC−AIWT icing wind tunnel. Taking the
typical glaze ice in normal droplet icing conditions as the reference, the freezing drizzle and freezing
rain icing tests under the supercooled large droplet conditions were carried out. The test results show
that compared with normal droplets, the ice horn height of supercooled large droplets decreases with
the increase in droplet particle size, and even the ice horn characteristics are not obvious when the
icing condition is freezing rain. At the same time, the range and height of rough element ice shape
after the main ice horn of supercooled large droplets are significantly larger and higher than those of
the normal droplets, while the difference in the rough element in different supercooled large droplet
icing conditions is small.

Keywords: supercooled large droplets; icing wind tunnel tests; glaze ice; freezing rain; rough element

1. Introduction

When a plane crosses clouds containing supercooled droplets which hit the surface,
the droplets will ice and accrete on the surface when the temperature is below freezing. Ice
not only changes the aerodynamic configuration of the aircraft (especially on the wings),
it has a bad impact on the handling and stability of the aircraft, but also may fall off into
the engine or hit the body. So, aircraft icing is one of the main threats to flight safety [1].
Johnson stated [2], “The icing problem is one of the most important ones facing the aviation
industry today”. In 1938, Gulick [3] tested an aspect ratio 6 wing in the Langley Full-Scale
Tunnel with roughness intended to simulate an ice accretion. He found a 25% reduction
in maximum lift and a 90% increase in drag for the conditions tested. Therefore, icing
seriously affects the flight safety of aircraft. As for supercooled large droplet (SLD) ice,
Ashenden et al. [4] found a similar result in wind tunnel tests with simulated ice accretions.
The results showed more severe aerodynamic penalties due to the freezing drizzle case
when operation of the deicing boot was simulated. Lee and Bragg [5] found that when
the simulated ice shape was located at critical chordwise locations, a long separation
bubble formed downstream of the shape and effectively eliminated the formation of a
large leading-edge suction peak that was observed on the clean NACA 23012 airfoil. This
resulted in a significant reduction in the maximum lift coefficient. For more information on
the impact of icing on aircraft aerodynamics, refer to Reference [6].

Currently, civil aviation bureaus attach great importance to the safety of aircraft icing.
In the airworthiness regulations of transport aircraft, there are a large number of items
concerning the flight safety under icing conditions [7,8].

On 31 October 1994, an ATR72 model transport aircraft was wrecked in icing weather
conditions [9]. The NTSB investigated the accident and confirmed that the cause of the
accident was local freezing rain weather conditions that exceeded the normal drop icing
environment in the FAA airworthiness regulations (Appendix C icing environment). Later,
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after 20 years of meteorological research, the FAA officially issued a new airworthiness
icing requirement (the 140 amendment) in 2014, adding Appendix O SLD icing conditions.

With the release of new airworthiness regulations and the increasing importance of
the icing status and anti/de-icing devices under SLD icing conditions, the analysis and test
verification methods of icing conditions in SLD also face new challenges [10–16]. Numerical
simulation and icing wind tunnel experiments are the common methods to verify the
aerodynamic performance and the effect of anti/de-icing devices under icing conditions.
When the aircraft manufacturer indicates the aircraft’s compliance with airworthiness to a
civil aviation bureau, it generally needs to use more than one method to verify safety. For
flight safety under icing conditions, an icing wind tunnel test is one of the most important
methods. When additional SLD icing conditions are added to the airworthiness regulations,
the icing wind tunnel test becomes one of the most important and feasible means to
understand the similarities and differences between the normal droplet ice shape and SLD
ice shape. The icing wind tunnel can be used in any season with stable test conditions and
good repeatability. Compared with the natural icing test and icing tank test, the cost is
low and the test period is short, and is very safe. However, the test capability envelope is
limited, subject to the capability of the test equipment. At present, the icing wind tunnel
test plays an irreplaceable role in solving the three-dimensional icing ice type prediction,
verifying the effect of the anti/de-icing device, and verifying the accuracy of the numerical
simulation results [17–20].In order to obtain the similarities and differences between frozen
ice shapes and SLD ice freezing conditions, the Shanghai Aircraft Design and Research
Institute has carried out a phase of normal droplets and SLD at the high-Altitude Icy Wind
Tunnel (AIWT) of the National Research Council of Canada (NRC) [21,22] to compare the
icy air tunnel tests.

2. Icing Wind Tunnel

The AIWT belonging to the NRC is a refrigerated closed-loop low-speed wind tunnel
oriented in a vertical plane as shown in Figure 1. The wind tunnel has two available test
section sizes of 0.57 m × 0.57 m, with a demonstrated top simulated wind speed of over
100 m/s, and 0.52 m × 0.33 m, that increases the top wind speed to 180 m/s. The wind
tunnel has a height simulation capacity of 0~9100 m [10]. The air temperature in the AIWT
is controlled by varying the amount of refrigerant flowing through the heat exchanger
in the channel loop to achieve a static air temperature at a Mach number of 0.3, ranging
from −40 ◦C to + 30 ◦C or higher. The pressure in the wind tunnel can be controlled
between about 101 and 30 kPa, which allows the simulation to rise from the ground to at
least 40,000 ft. The wind tunnel uses 2 nozzle systems to simulate the icing conditions of
SLD [23,24]. The small nozzle and large nozzle each have a set of independent water supply
and gas supply systems. In the development of SLD icing condition simulation ability,
the wind tunnel researchers first used computational methods to simulate the granularity
distribution characteristics obtained by two nozzle joint injections with Langmuir-D distri-
bution, and compared them with the curve of Appendix O to obtain the calculation results
very close to the Appendix O curve in FAA Amendment 140. Based on the calculation
results, the verification work of the combined jet in the wind tunnel was conducted. By
continuously adjusting the water supply and gas supply pressure of the nozzle, the bimodal
distribution characteristics consistent with the SLD conditions were well realized, as shown
in Figure 2. The “App. O ZLE < 40” represents mean volume diameter (MVD) of freezing
drizzle (FZDZ) less than 40 μm. The “App. O ZRE < 40” represents mean volume diameter
(MVD) of freezing rain (FZRA) less than 40 μm.
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Figure 1. NRC−AIWT schematic diagram.

(a) Freezing drizzle (MVD < 40 m) (b) Freezing rain (MVD < 40 m) 

  
(c) Freezing drizzle (MVD  40 m) (d) Freezing rain (MVD  40 m) 

Figure 2. NRC−AIWT drop cumulative mass distribution for freezing drizzle and freezing rain.

3. Model

Considering the blockage in the icing wind tunnel in the 0.57 m × 0.57 m test section,
a NACA0012 airfoil with 0.533 m chord length and 0.565 m span length was selected as the
test model as shown in Figure 3 with details. The model was designed and manufactured
by the NRC. The model has two leading edges, one is equipped with pressure taps as
shown in Figure 4 to match the angle of attack by measuring the upper and lower surface
pressure distribution. The other leading edge is for all icing tests. As shown in Figure 5, to
reduce the weight, the first 1/4 of the airfoil is made of aluminum alloy (hollowed out),
and the aft 3/4 of the airfoil is made of acrylic.
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Figure 3. Test model and size.

  

Figure 4. Pressure taps at one leading edge.

  

Figure 5. Two different materials of the model: aluminium alloy (hollowed out) and acrylic.

4. Test Conditions

The tests were performed in accordance with Appendixes C and O of CFR 14 Part 25.
It should be noted that the AIWT does not fully guarantee that the in-flight icing simulation
meets the Appendix O conditions due to the difficult decreasing temperature and velocity
balance with the surrounding airflow.

As shown in Table 1, the test conditions include 10 test points (excluding repetitive
runs). Target test points include the following conditions: (1) Appendix C [25,26] (double
ice horns and single ice horn); (2) Appendix O glaze ice (double ice horns and single ice
horn). When the droplets collide on the surface of the component, they do not immediately
freeze and the water film (formed by droplets) gradually freezes while flowing along the
material surface, forming glaze ice. Water film squeezes small air bubbles during the flow,
so the ice is transparent and dense. Moreover, due to the aero-heating in the leading-edge
area, especially the stagnation point, the thickness of the ice is small, and the large-scale
icing occurs behind the two sides of the stagnation point, and it generally forms an ice horn.
When near the 0◦ angle of attack, the ice forms a significant double ice angle; when the
angle of attack is near the non-0◦ angle of attack, there is generally only one obvious angle
of ice (main ice angle). In Table 1, the App. C-CM represents the continuous maximum icing
conditions in Appendix C of Part 25 of CFR 14. App. O represents CFR 14 Part 25 Appendix
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O icing condition, while FZDZ/L is the freezing drizzle (MVD < 40 μm), and FZDZ/G is
the continuous maximum icing condition of the freezing drizzle (MVD ≥ 40 μm). FZRA
is the icing condition of Appendix O freezing rain. As the 14,000 ft altitude exceeds the
envelope of App. O when the static temperature Ts equals to −6.6 ◦C, altitude was set as H
= 5000 ft in the uniform. The value of the median volume diameter (MVD) is taken when
the cumulative mass of the droplets reaches 50%. The liquid water content (LWC) takes the
maximum value corresponding to Appendix O.

Table 1. Test conditions.

Run No.
H

(ft)
V (m/s) AOA (◦) Ts (◦C) MVD (μm) LWC (g/m3)

Time
(min)

Cloud

1 14,000 95 4.9 −6.6 20 0.50 11 min App.C-CM
2 14,000 95 0.0 −6.6 20 0.50 11 min App.C-CM
3 14,000 95 4.9 −6.6 20 0.40 11 min App.O-FZDZ/L
4 14,000 95 0.0 −6.6 20 0.40 11 min App.O-FZDZ/L
5 14,000 95 4.9 −6.6 110 0.25 11 min App.O-FZDZ/G
6 14,000 95 0.0 −6.6 110 0.25 11 min App.O-FZDZ/G
7 5900 95 4.9 −6.6 19 0.28 11 min App.O-FZRA/L
8 5900 95 0.0 −6.6 19 0.28 11 min App.O-FZRA/L
9 5900 95 4.9 −6.6 526 0.24 11 min App.O-FZRA/G
10 5900 95 0.0 −6.6 526 0.24 11 min App.O-FZRA/G

The test conditions in Table 1 are very typical glaze ice icing conditions. In particular,
the angle of attack of 4.9 degrees and H = 14,000 ft are the typical angle of attack and
altitude in the holding stage of a large aircraft, which will form an obvious upper ice
horn (usually on the wing). The angle of attack of 0 degrees will form obvious double
ice horns (usually on the horizontal tail). The MVD = 20 μm is the most critical MVD
condition after sensitivity analysis in Appendix C in FAR25. Ts = −6.6 ◦C is very close to
the most critical static temperature (−4.1 ◦C). Considering the problem of ice shedding, Ts
is designed to be 2.5 ◦C lower. The LWC is determined jointly by Ts and MVD in Appendix
C in FAR25. As the model is relatively small, the ice accretion is relatively fast, so the icing
time cannot reach the holding icing time (in Appendix C in FAR25 holding icing time is
45 min). Considering that the ice horn is easy to break when it is too high, after calculation
carried out before the experiment, it was considered that 11 min is appropriate. The MVD
value in Appendix O is the MVD when cumulative mass of droplet reaches 0.5, shown in
Figures 6 and 7.

Figure 6. Appendix O—freezing drizzle, drop diameter distribution.
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Figure 7. Appendix O—freezing rain, drop diameter distribution.

5. Test Results

The pressure distribution of the leading region in both flight states was matched in the
wind tunnel prior to the icing test. The results of the pressure distribution matching results
for the two states, AOA = 0◦ and AOA = 4.9◦, are shown in Figures 8 and 9. In Figures 8
and 9, the abscissa x/c (dimensionless) represents relative position in the chordal direction
(the c is the length of the airfoil chord). The ordinates Cp represent the dimensionless
pressure coefficient.

Figure 8. Pressure distribution of the leading−edge matching at AOA = 0◦.

Figure 9. Pressure distribution of the leading−edge matching at AOA = 4.9◦.

After pressure distribution matching, icing runs were conducted: first, the wind speed
was adjusted to the target wind speed. Second, the air was cooled down to the target
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temperature. Third, the nozzle was turned on to spray supercooled droplets and this was
timed. Fourth, when the icing time was up, the spray ended. Fifth, the temperature was
reduced (to prevent ice from falling off). Sixth, after cooling, the wind was decreased
to make the wind speed zero. Seventh, the hatch door was opened, and the “hot knife”
(square copper plate, with which the shape of the leading edge of the airfoil was removed)
was heated to melt the ice shape, forming a groove (as shown in Figure 10), so that the hot
knife could fit with the airfoil. Eighth, the coordinate paper was stuck on the hot knife, and
then the ice shape was drawn on the coordinate paper along the circumference of the ice
shape. Ninth, the ice was heated to melt it quickly. Tenth, the airfoil surface was cleaned
and the next test run was conducted.

  

Figure 10. Hot knife used in many icing wind tunnels.

After ice accumulation, ice shapes were taken at three different span locations (center
line and 100 mm on the left and right sides of the center of the model as shown in Figure 11
in red curves). The ice shapes at the three different sections coincide in position and
height of the ice horn well. The ice shapes presented in this paper were all obtained at the
centerline position of the model.

 

Figure 11. Ice shape at three different span locations.

In Figure 12, ice shapes with a single ice horn in different states are shown in different
colors. The main ice horn of Appendix C is the highest, followed by FZDZ/L, FZDZ/G
and FZRA/L and FZRA/G. Ice shape of Appendix C has the smallest range of the rough
element, and the height of the rough element decreases sharply far away from the main ice
horn; the range of the SLD ice shapes after the main ice horn are very large, and the rough
element is almost the same in different states; the height of the rough element does not
decrease significantly with the distance away from the main ice horn.
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Figure 12. Ice shapes with single horn at AOA = 4.9◦.

In Figure 13, ice shapes with double ice horns in different states are shown in different
colors. The height of the main ice horns decreases gradually from Appendix C to FZDZ/L,
FZDZ/G; while the main ice horn of FZRA/L and FZRA/G is not very obvious. Appendix
C has minimized the range of the rough element, and the rough element height decreases
sharply far away from the main ice horn; the range of the SLD ice shape after the main ice
horn is very large, and the rough element is almost the same in different states; the height
of the rough element does not decrease significantly with the distance away from the main
ice horn.

 

Figure 13. Ice shapes with double horns at AOA = 0◦.

Through the comparative analysis of the above test results, it can be seen that a
significant result of the SLD icing was ice accretions that formed downstream of the ice-
protected surfaces [27]. The shape characteristics of ice in Appendix O are consistent with
those in other references [13,19,28,29]. After observing the shape of the roughness element
behind the main ice horn shown in Figure 14, the roughness cannot be formed by runback
water, it can only be formed by reattachment of water droplet splashing or bouncing [30–33]
as shown in Figure 15 because the roughness element particles are discontinuous, as shown
in Figure 13.
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Figure 14. Ice shape of normal drop (left) and SLD (right).

Figure 15. Simplification of droplet splashing for 2D simulation.

The shape characteristics of ice in Appendix O are consistent with those in other
references. For example, the test results in NASA IRT and Chinese FL-61 icing wind tunnel.
It can be found in the above icing wind tunnel from References [16,19,29,34] that after the
main ice horn, the range of roughness element is wide, and there is little ice at the gap
between the roughness elements, indicating that the formation of the roughness element
here is not due to the runback water, but SLD splashing and bouncing.

6. Conclusions

In NRC’s AIWT, the icing wind tunnel test of normal droplets and SLD was carried
out. The differences from the comparison of ice shapes were consistent with the splashing
and bouncing [30,31] theory of SLD:

(1) As the LWC of SLD is smaller than the LWC of normal droplets, the ice horn height of
SLD is smaller than that of the normal droplets. At the same time, due to the splashing
and rebound phenomenon of large droplets, the main ice horn of SLD ice will be
further reduced, and the position of the main ice horn will move to the trailing edge,
especially in the case of freezing rain.

(2) After splashing and rebounding, droplets will continue to fly to the trailing edge with
the airflow. Due to the influence of gravity and airflow, some droplets will hit the
airfoil twice, thus forming rough elements in a far range after the main ice horn of the
leading edge. This rough element is mainly caused by the splashing and rebound of
droplets, rather than the runback water, so the height of the rough element does not
decrease significantly with the distance away from the main ice angle, and obvious
discontinuities between rough elements will occur.
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Abstract: The V-tail configuration has excellent stealth performance and has been using widely in
the aerodynamic shape design of advanced aircraft. Many recent studies have focused on numerical
simulation about V-tail configuration flight performance. The relative wind tunnel tests still need to
be developed. This challenge is a focused aspect in such research. In the present experimental study,
the role of flight control law was investigated in order to keep the test model in the target attitude
and height. An effective design method of a full model of the aircraft with twin V-tails is proposed
based on CFD evaluation. This model was manufactured based on the design of a two degrees of
freedom support system via a Chinese wind tunnel. A longitudinal flight control law was proposed
and simulated. Wind tunnel tests were employed to find the effectiveness of the model design and
the control law. It is seen from the results that the proposed experimental method via a full model
of the aircraft with twin V-tails and a novel longitudinal flight control law is effective. These test
results can provide appliable contributions on the development of the support system for wind
tunnel experiments. The proposed model design and test methods can be useful for applications in
the aeroelastic wind tunnel tests of the full model aircrafts.

Keywords: full model aircraft; V-tail; wind tunnel test; flight control; pitch and plunge freedom

1. Introduction

The V-tail configuration has excellent stealth performance and has been using widely
in the aerodynamic shape design of advanced aircraft [1–4]. The research on V-tail aircraft
is of more significance. However, the literature and papers about V-tails are very limited [5].
Malcolm J. Abzug [6] studied the stall problem of V-tails. Qiao et al. [7] put forward an
adaptive back-stepping neural control (ABNC) method for the coupled nonlinear model of
a novel type of embedded surface morphing aircraft, based on a large number of aerody-
namic data for different V-tail configurations. Wang et al. [8] studied the three-axis static
and dynamic stability characteristics of an example Blended-Wing-Body (BWB) aircraft
with V-tail configuration. Leshikar et al. [9] developed an approach for generating linear
time invariant state-space models of a small Unmanned Air System and verified the ap-
proach by an inverted V-tail aircraft model. Jin et al. [10] summarized the design technique
of rigid/flexible hybrid model and testing methods of all-moving V-tail buffet wind tunnel
test, and established a set of systematical theoretical analysis techniques, design criteria,
and test methods for aircraft V-tail structure buffet dynamic strength design and test of
advanced fighters and unmanned aerial vehicles. The research about V-tail configura-
tion mainly concentrates on numerical simulations whereas the related wind tunnel tests
are rare.

Compared with numerical simulations and flight tests, wind tunnel tests are important
means of aeroelastic performance evaluation and verification of aerospace vehicles due to
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their advantages of high reliability [11–13]. The focus of this paper is to study the flight
performance of V-tail configuration aircraft by means of wind tunnel tests.

According to different test requirements, it is important to select an appropriate wind
tunnel test support system. With the development of wind tunnel test technology, various
support systems have been developed. Many kinds of support system are used for wind
tunnel test [14], such as tail support system, external/balance support system, side wall
support system and wing tip support system. As a special wind tunnel for aeroelastic
test, NASA Langley center Transonic Dynamics Tunnel (TDT) has a variety of test model
sup-port methods, such as sidewall support, cable mount, and forced/free oscillation
crossbar [15]. Russia TsAGI has developed a Floating Suspension System in a T-128 wind
tunnel [16]. Typical facilities allow one or two degrees of freedom and some sophisticated
testing facilities such as those operated by NASA and German Dutch Wind Tunnels (DNW)
allow up to six degrees of freedom [17]. Many scholars made corresponding experimental
studies based on different support systems. Gebbink et al. [18] conducted a wind tunnel
test in the High-Speed Tunnel (HST) of DNW about a full-span scaled model mounted
to a dorsal sting. Tang and Dowell [19] studied the effects of a free-to-roll fuselage on
wing flutter and verified the proposed theory by wind tunnel test with a tail support.
Allen et al. [20,21] carried out a dynamically scaled aeroelastic wind tunnel test in NASA’s
TDT wind tunnel on a sidewall support half span Truss-Braced Wing model.

Recently, in order to simulate the free flight condition accurately, a wind tunnel model
support system with release of pitch and plunge degrees of freedom has been developed in
China, which can simulate rigid body motion mode of aircraft [22]. The research of this
paper is carried out based on a developed support system. The structural design needs to
match the support system. The flight control law was designed to keep the aircraft model
in steady level flight. The purpose of the paper is to verify the flight control law under
the support system with release of pitch and plunge degrees of freedom and investigate
the longitudinal flight performance of the V-tail configuration aircraft. This experimental
research method provides technical support for the future wind tunnel test of elastic
aircraft model.

The paper is organized as follows. Section 2 describes the design and manufacture
process of the wind tunnel test model. Section 3 presents details on the design of flight
control law, which contains the establishment of dynamic equations, the measurement
of parameters and the simulation of flight control law. Section 4 presents analysis of the
experimental results of the wind tunnel test. Conclusions are drawn in Section 5.

2. Model Design and Manufacture

The design of a wind tunnel test model needs to comprehensively consider aero-
dynamic shape, stiffness, strength, and flight control requirements. It can make it more
feasible to simulate the steady level flight of the aircraft in the wind tunnel. The design
process of the aircraft model is shown in Figure 1.

Figure 1. The design process of the aircraft model.
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2.1. Aerodynamic Shape Design

A 3D full model aircraft is established as shown in Table 1. The wind tunnel test model
is an 8%-length, full-span, rigidly scaled model of the original model. As shown in Figure 2,
this aircraft was composed of a fuselage, wings, and V-tails. The aircraft is 1.82 m with
1.28 m wingspan. The mean dynamic chord (MAC) is 0.32 m and the dihedral angle of the
V-tails is 40◦.

Table 1. Model geometric parameters.

Parameters Value

Scale ratio 8%
Length 1.82 m

Wingspan 1.28 m
MAC 0.32 m

Dihedral angle of V-tails 40◦

Figure 2. Aerodynamic shapes of the present aircraft.

2.2. Aerodynamic Parameters

Some aerodynamic parameters such as lift force, pitch moment, and the position of
aerodynamic center (AC) should be considered before the structure design.

The aerodynamic parameters of the aircraft at 0.2 Mach can be obtained through
high-precision Computational Fluid Dynamics (CFD) calculation [23]. The parameters
included the lift coefficient, drag coefficient, pitch moment coefficient, and hinge moment
under different angles of attack and V-tail deflection angles (see Figures 3 and 4).

 
(a) (b) 

Figure 3. CFD calculation process: (a) the path lines and (b) the aerodynamic coefficient iteration process.
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Figure 4. Aerodynamic coefficients calculated by CFD: (a) lift coefficient; (b) pitch moment coefficient;
and (c) hinge moment.

2.3. Aircraft Trimming

As shown in Figure 4, the sign of the pitch moment coefficient changed from negative
to positive with the increase in V-tail deflection angle. This indicated that the aerodynamic
shape can be balanced. The pitch moment generated by V-tail deflection was enough to
change the pitch angle of the aircraft.

2.4. Aerodynamic Center

The AC is the action point of aerodynamic increment of aircraft. The pitch moment at
this position is always equal to the zero-lift moment. During the process of CFD calculation,
the position of the reference center of gravity (CG) was given in advance. The moment
balance equation is established according to the obtained aerodynamic parameters [24].
The position of CG is taken as the moment action point, see Figure 5.

 

Figure 5. Force analysis of the aircraft.

M =− L × XAC+M0 (1)

M =
1
2

ρV2ScCM (2)

L =
1
2

ρV2SCL (3)
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M0 =
1
2

ρV2ScCM0 (4)

According to the aerodynamic theory, the following equations can be obtained.
Substitute Equations (2)–(4) into Equation (1), it is obtained that

CM0 =
XAC

c
CL + CM (5)

The lift coefficient curve and pitch moment coefficient curve (i.e., as shown in Figure 6)
without V-tail deflection are linearly fitted, and the expressions are obtained.

CL= A1α + B1 (6)

CM= A2α + B2 (7)

Figure 6. The lift coefficient and pitch moment coefficient curves.

Substitute Equations (6) and (7) into Equation (5), it is obtained that

CM0 =
(A1α + B1)XAC

c
+ A2α + B2 =

(
A1XAC

c
+ A2

)
α +

B1XAC
c

+ B2 (8)

Since the zero-lift moment coefficient is independent of the angle of attack, so

A1XAC
c

+ A2 = 0 (9)

XAC = − A2c
A1

(10)

The position of AC is thus obtained.
The stability of an aircraft is closely dependent to the position of its CG and AC [25].

The proposed CG is selected as 17.1% of MAC in front of AC by considering the model
design and the assembly of wind tunnel test support system, as shown in Figure 7.

Figure 7. CG and AC positions of the aircraft.
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The pitch moment coefficients based on the new CG with different V-tail deflection
angles are shown in Figure 8, which is significant for the design of flight control law.

Figure 8. Pitch moment coefficient based on the new CG.

2.5. Detailed Structure Design of Full Model Aircraft

The concept of the wind tunnel support system is shown in Figure 9, in which a
vertical beam and a carriage were included. It was installed inside the aircraft model and
provides the pitch and plunge degrees of freedom to allow the model to “fly” in the wind
tunnel test section.

Figure 9. The aircraft model installed with the wind tunnel test support system.

The real aircraft structure is always composed of beams, shear webs, and skins. The
aircraft in this paper has obvious thin fuselage. Considering assembly within the wind
tunnel support system, it is a better choice to replace the beams with one core board. The
shear webs were adhered to the core board vertically. In addition, the skins were stuck to
the edge of shear webs.

During the process of structural design, it is necessary to ensure that CG coincides
with the rotating axis of the support system to avoid additional pitch moment. This can be
achieved by placing lead counterweight at the front of the model after the main structure
of the model was assembled. An opening was set at CG to provide space for connection
with support system. The front and rear metal joints were designed to ensure the rigid
connection between the model and the support system. In addition, the metal joint at the
back can slide back or forth to fit with support system, see Figure 10.
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Figure 10. Structure design of the aircraft.

The fuselage included one core board, shear webs and skins. The core board has typical
sandwich construction. The top and bottom layers are made of carbon fiber composites,
and the core (i.e., the 2© part shown in Figure 11) is balsa wood strip (i.e., it was wrapped
with carbon fiber cloth cured with resin), which can satisfy the requirements of mass and
stiffness at the same time. The shear webs were made of aviation laminate. In order to
reduce the mass, the skins were made of balsa wood. Then the PVC heat shrinkable film
was adhered to the surface of balsa to preserve smoothness.

Figure 11. Structure design and assembly of the fuselage core board. The materials of the core board:
1© carbon fiber; 2© balsa wood; and 3© carbon fiber.

The structure of the present wing was similar with the fuselage, except that the core
board was only made of Carbon fiber composites. The stringers made of aviation laminate
were stuck to the edge of wing shear webs. The wing was connected to the fuselage by an
aluminum alloy joint, as shown in Figure 12.

The shear webs were not included in the structure of V-tails due to narrow space.
The leading and tailing edges were made of balsa wood and stuck to the edge of the core
board, respectively. Aviation laminate was used to stick to the top and bottom surface of
the core board. The aerodynamic shape was preserved by polishing. Similarly, the PVC
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heat shrinkable film was adhered to the surface. The structure and assembly of the V-tails
are shown in Figure 13.

Figure 12. The wing structure and its joint with the fuselage.

Figure 13. Structure and assembly of the V-tails.

The full-span assembled aircraft model is shown in Figure 14.

Figure 14. The final wind tunnel test aircraft model.

2.6. V-Tail Actuator Design

The key components in closed-loop active control are sensor, controller (optimization
algorithm) and dynamic actuator [26]. The servo actuator was directly connected with
the tail shaft to control the V-tail deflection. The aerodynamic loads of the V-tails are
mainly transmitted to the fuselage in the form of bending and torque moment. The torque
generated by the aerodynamic loads can be offset by the servo actuator. In order to ensure
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the normal operation of the servo actuator, it was not allowed to balance the bending
moment by the servo actuator. Therefore, two bearings were added at the tail shaft to resist
the bending moment generated by the aerodynamic force, see Figure 15.

Figure 15. V-tail actuator and its force analysis process.

In order to guarantee that the rated torque of the servo actuator is big enough to
resist the aerodynamic force, the chosen rated torque is 10 times that of the hinge moment
calculated by CFD.

3. Flight Control Law

3.1. Dynamic Equation

Under the constraint of the wind tunnel support system, the force analysis of the wind
tunnel model is shown in Figure 16. Based on the unsteady aircraft equations of motion for
2D flight [27], the longitudinal dynamic equations of the model are established while the
longitudinal motion parameters are considered.

mdV
dt

= Fcos(γ)− D − mgsin(γ) (11)

mVdγ

dt
= −Fsin(γ)+L − mgcos(γ) (12)

Iydq
dt

= My (13)

dθ

dt
= q (14)

dh
dt

= Vsin(γ) (15)

where
γ = θ − α (16)

 

Figure 16. Force analysis of the aircraft installed in the present support system.
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The variable F can be obtained with the analysis bellow.
The relative wind speed of the model is determined by the air velocity, which was

steady during the wind tunnel test. In the ground coordinate system, the relative velocity
of the model in the x direction is constant.

So
dVx

dt
= 0 (17)

See Figure 16,
Vx= Vcos(γ) (18)

So
dVx

dt
=

dV
dt

cos(γ)− Vsin(γ)dγ

dt
= 0 (19)

Multiplying both sides of the equal sign of Equation (11) by cos(γ) and Equation
(12) by sin(γ) at the same time and considering Equation (19), the expression of F can
be obtained.

F = Dcos(γ) + Lsin(γ) (20)

The dynamic equations of the aircraft model in the wind tunnel can be obtained after
the variable F is derived.

3.2. Measurement of Moment of Inertia

Before simulation, the mass and moment of inertia must be measured. The compound
pendulum method [28] is used in the measurement.

According to the compound pendulum model in Figure 17, it can be recognized as
harmonic vibration when the swing angle β is very small. The moment around the rotating
axis O is expressed as

MO = −mglsin(β) (21)

Figure 17. The compound pendulum.

When β is small, it can be approximately expressed as

MO = −mglβ (22)

According to Newton’s second law of rotation

MO= IO
..
β (23)

Then
..
β = −ω2β =− mgl

IO
β (24)
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The vibration period of the compound pendulum

T = 2π

√
IO

mgl
(25)

Based on parallel axis theorem [29]

IO= ICG+ml2 (26)

So

ICG =
mglT2

4π2 − ml2 (27)

Once the vibration period of the aircraft model is measured, the moment of inertia
about CG can be obtained with Equation (27).

The moment of inertia measurement test is shown in Figure 18.

 

Figure 18. Moment of inertia measurement test using compound pendulum method.

3.3. Simulation of the Flight Control Law

Based on Equations (11)–(16), the dynamic model was established in Simulink. The
flight control model is shown in Figure 19. According to the air velocity in the wind tunnel,
the trim angle of attack and V-tail deflection angle are calculated and set as the initial state.
The angular velocity, acceleration and altitude signals were collected, and the classical
PID control method was adopted to keep the model in the target attitude and height by
adjusting the deflection angle of the V-tails. The proportional gain, integral gain, and
differential gain are tuned manually to ensure the response speed, transform time, and
stability of the control system.

Figure 19. The flight control model.
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The longitudinal PID controller is shown in Figure 20. The upper components form
the pitch angle controller and the angular velocity signal input is used as the differential
part. Similarly, the lower components form the height controller and the longitudinal
velocity is taken as the differential part. The whole displayed controller in Figure 20 is used
to realize the height control of the V-tail aircraft. The attitude control can be achieved by
disconnecting the height control components and setting an attitude command to replace
the theta control.

Figure 20. The longitudinal control law.

The simulation results are shown in Figure 21. Simulink results (a) and (c) are in good
agreement with the semi-physical simulation results (b) and (d), respectively. Due to the
delay of control desk measurement, the semi-physical simulation images lag behind the
Simulink images by 1.8 s.

 
(a) (b) 

 
(c) (d) 

Figure 21. Simulation results of the flight control law: (a) the height result by Simulink; (b) the height
result by semi-physical simulation; (c) the pitch angle result by Simulink; and (d) the pitch angle
result by semi-physical simulation.
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4. Wind Tunnel Test

A wind tunnel test is presented to verify the effectiveness of the flight control law. The
full model aircraft assembled in the wind tunnel test section is shown in Figure 22. Three
test conditions were arranged: (1) different wind speeds were set to verify the static stability
of the full model aircraft when the control system is closed; (2) for attitude control, the tail
deflection angle was controlled to change the pitch moment under the given wind speed,
whereas the model can reach the target pitch angle and keep stable; and (3) for height
control, the angle of attack was changed due to the change in pitch moment which occurs
with variety of the tail deflection. Then the increment of lift force led to the ascending or
descending of the model until it reached the target height.

 

Figure 22. The full model aircraft assembled in the wind tunnel test section.

In the present case of low wind speed and small angle of attack (i.e., the wind speed is
no more than 30 m/s and the angle of attack is no more than 10◦), the lift is difficult to be
balanced with gravity for the present model. In order to ensure the safety and integrity
of the test, a spring structure was installed in the wind tunnel to make up for the lack of
lift at low wind speed and small angle of attack, see Figure 23. When the wind speed and
the angle of attack reach a certain value, the lift is sufficient to support the model. At this
time, it is the focus of the test to ensure that the model is stable at the target pitch angle and
height under this flight state.

Figure 23. Auxiliary springs for suspending the present model.
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4.1. Test Condition 1: Static Stability Verification

A brake cylinder was installed on the support system. At the beginning of the test,
the brake system was turned on and the model was fixed at the middle height of the wind
tunnel test section. The tail deflection angle was set to 0◦ and the flight control system was
closed. During the test, the model kept stable all the time. In addition, it was able to restore
to stable state in a few seconds after applying manual interference. It is seen from the test
phenomenon that the model has good static stability. The aircraft model reached steady
state at different wind speeds (16 m/s, 20 m/s, 24 m/s, 28 m/s, and 30 m/s). Trim angles
of attack at different wind speeds can be seen in Figure 24.

Figure 24. Trim angles of attack at different wind speeds.

4.2. Test Condition 2: Attitude Control

The wind speeds of the attitude control test are: 16 m/s, 20 m/s, and 24 m/s. Under
each wind speed, the target pitch angles were set as −5◦, 0◦, 5◦, and 10◦. The brake
system was turned off and the model obtained pitch and plunge degrees of freedom at the
same time. The pitch angle time history curves under different wind speeds are shown in
Figure 25. Before opening the flight control system, the test model was stable at the static
trim angle of attack, which was consistent with the results of test condition 1. After the
target pitch angle was set and the flight control system was opened, the model reached and
stabilized at the target state within 6 s. As shown in Figure 25c, the model has slight pitch
oscillation after reaching the target attitude at 24 m/s and 10◦. It is speculated that there
are two possible reasons: (1) the stability judgment error band of the control law is set too
large; and (2) at large pitch angle and height, the flow field is unstable due to the increase
in blockage percentage [30].

The states of the model in the wind tunnel are shown in Figure 26 after the model
reached the target pitch angle.

The sign of tail deflection angle is determined by the pitch change in the aircraft driven
by it. The head up is positive and the head down is negative. The change in pitch angle is
in good agreement with the change in tail deflection angle when the flight control law was
opened, e.g., the results shown in Figure 27. The aerodynamic pitch moment caused the
aircraft to rise and the pitch angle increased when the tail deflection angle was downward
(i.e., corresponding to the value increase in Figure 27a,b presents the similar regularity
when the tail deflection angle was upward). When the pitch angle reached the target value
and was stable, the tail deflection angle was also stable at a certain value.
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(a) 

(b) 

(c) 

Figure 25. Pitch angle control time history curves at different wind speeds: (a) 16 m/s; (b) 20 m/s;
and (c) 24 m/s.

  
(a) (b) 

  
(c) (d) 

Figure 26. Captures when the model reached different target pitch angles: (a) −5◦; (b) 0◦; (c) 5◦; and
(d) 10◦.
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(a) (b) 

Figure 27. The pitch angle and tail deflection angle time history curves at wind speed 24 m/s: (a) 5◦

and (b) −5◦.

4.3. Test Condition 3: Height Control

The data curves of the height control test are shown in Figure 28. The ascending and
descending tests were carried out at the wind speeds of 24 m/s and 30 m/s. The time
history curves of height, pitch angle, and tail deflection angle are shown in Figure 29. The
target height was set to 110 mm. The balance position under the wind speed of 24 m/s
was taken as the initial position of height control. After the wind speed was stable and the
model was in static equilibrium state, the target height was set to 110 mm and the height
control system was opened. The pitch angle increased due to the downward deflection of
the V-tails. Then the aircraft model climbed to the target height and preserved stable. The
captures of the aircraft model ascending process are shown in Figure 30. According to the
test results, the test auxiliary springs were completely relaxed when the wind speed was
30 m/s and the target height was 125 mm. It means that the lifting force is exactly equal to
gravity at this moment. This test state truly simulated the pitch and plunge free state of the
aircraft in the wind tunnel.

(a) 

(b) 

Figure 28. Height time history curves at different wind speeds: (a) 24 m/s and (b) 30 m/s.
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Figure 29. Height, pitch angle and tail deflection angle time history curves at wind speed 24 m/s and
the target height was 110 mm.

 

Figure 30. Captures of the test when the model arose at wind speed 24 m/s to the height 110 mm.

It is seen from Figure 28 that the height time history curves show obvious step features,
which are caused by the friction between the aircraft model and the model support system.
Under the given wind speed, the mutual squeezing force between the model and the
support system structure increased as the pitch angle increased. The lifting force has to
overcome both gravity and nonlinear friction, which lead to the step feature curves of
the height. From the results, it is summarized that the support system still needs to be
developed to reduce the impact of friction on the aircraft motion.

The success of height control test shows great applicable potential of the flight control
law in full model wind tunnel test. The height can be controlled to keep the model in a better
position to avoid the negative influence due to the increase in the blockage percentage.

5. Conclusions

In this paper, a low-speed full model aircraft was designed and manufactured based
on a wind tunnel test support system with release of pitch and plunge degrees of freedom.
The flight control law was designed according to the model parameters and the support
system features. Three test conditions were arranged. The static stability of the aircraft
model was verified with test one. The attitude control of the model was realized with
test two. The pitch angle control of −5◦, 0◦, 5◦, and 10◦ was investigated under the wind
speed of 16 m/s, 20 m/s, and 24 m/s. The model height control was studied through test
three. The model achieved an ascent of 110 mm and a descent of 70 mm at a wind speed of
24 m/s. Meanwhile, the model achieved an ascent of 125 mm and a descent of 175 mm
under the wind speed of 30 m/s. In addition, the height control of the model without
springs was successfully achieved.

In this research, the effectiveness of the proposed flight control law is proved by wind
tunnel test. The V-tail configuration aircraft model flies in the wind tunnel with pitch and plunge
degrees of freedom successfully. The target pitch angle and height can be realized efficiently.

Wind tunnel tests with release of pitch and plunge freedom are usually conducted in
the research of gust load alleviation and body freedom flutter of flying wing aircrafts [31–37].
Half model wind tunnel tests are the mainstream due to the difficulty of full model tests.
Based on the present work, the wind tunnel test fully shows the great potential of the
support system in the low-speed wind tunnel test of the full model aircraft. The proposed
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test method can make contributions to the full model tests of the research on gust load
alleviation and body freedom flutter in the future.
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Nomenclature

M Pitch moment relative to center of gravity
L Lift force
AC Aerodynamic center
XAC Distance between center of gravity and aerodynamic center
M0 Zero lift pitch moment (relative to aerodynamic center)
ρ Air density
V Air velocity
S Reference area
c Mean aerodynamic chord
CM Pitch moment coefficient relative to center of gravity
CL Lift force coefficient
CM0 Zero lift pitch moment coefficient (relative to aerodynamic center)
A1 A2 B1 B2 Slope and intercept of fitting curve
α Angle of attack
m Mass
F Horizontal reaction force
γ Climb angle
D Aerodynamic drag
Iy Pitch moment of inertia
q Pitch angular velocity
My Moment about y-axis (pitch moment)
θ Pitch angle
h Height
Vx Component of flight relative velocity in x direction
MO Moment relative to fix point O
CG Center of gravity
l Distance between CG and fix point O
β Swing angle of the compound pendulum
IO Moment of inertia relative to point O
..
β Swing angular acceleration
ω Angular frequency
ICG Moment of inertia relative to CG
T Swing period
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