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#### Abstract

The study of fractional partial differential equations is often plagued with complicated models and solution processes. In this paper, we tackle how to simplify a specific parabolic model to facilitate its analysis and solution process. That is, we investigate a general time-fractional pricing equation, and propose new transformations to reduce the underlying model to a different but equivalent problem that is less challenging. Our procedure leads to a conversion of the model to a fractional $1+1$ heat transfer equation, and more importantly, all the transformations are invertible. A significant result which emerges is that we prove such transformations yield solutions under the Riemann-Liouville and Caputo derivatives. Furthermore, Lie point symmetries are necessary to construct solutions to the model that incorporate the behaviour of the underlying financial assets. In addition, various graphical explorations exemplify our results.


Keywords: bond option pricing; Black-Scholes model; Riemann-Liouville; heat equation

## 1. Introduction

In recent times, fractional-based models are at the forefront in financial modelling. Such models display two very important properties: self-similarity and long-range dependence [1-3]. In [4], it was further posed that stock price volatility is well described by fractional Brownian motion since it has random-like features to portray uneven fluctuations in stock price. This is one of the many reasons why fractional derivatives are preferred in many spheres. Moreover, based on the collective arguments in the literature, such as [5-8], the time-fractional Black-Scholes equation is consistent with the integer-order Black-Scholes model in the limit as the order of the fractional derivative tends to one. In [9], the fractional Black-Scholes equation was solved by using the Green's function.

Taking into account the above discussion, we consider the general fractional bond pricing equation

$$
\begin{equation*}
\frac{\partial^{\alpha} V}{\partial t^{\alpha}}+\frac{1}{2} \rho^{2} S^{2 \gamma} \frac{\partial^{2} V}{\partial S^{2}}+\left(\kappa-\lambda \rho S^{\gamma}+\beta S\right) \frac{\partial V}{\partial S}-S V=0, \quad V(S, t) \tag{1}
\end{equation*}
$$

where $\kappa, \beta, \rho, \lambda$ (the market price of risk) and $\gamma$ are constants, $t$ is time, $S$ is the stock price or instantaneous short-term interest rate at current time $t$ and $V(S, t)$ is the current value of the bond. As expected, $\alpha(0<\alpha<1)$ is the order of the fractional derivative, and an integer order model is obtained for $\alpha=1$.

Equation (1) is a parabolic partial differential equation (PDE) with various versions, for example, the Vasicek $\gamma=0$, Dothan $\kappa=\beta=0, \gamma=1$ and Cox-Ingersoll model $\gamma=1 / 2, \lambda=0$ [10-13]. In [14], the above model was considered subject to classical derivatives and a boundary condition.

Transformations are a fascinating subject, and have been the central driving force of mathematics for more than a century. In the 19th century in particular, the concept of transformations and permutations led to groundbreaking mathematical advancements, i.e., the discovery of new geometries and algebraic instruments. Since then, the study of transformations has grown in leaps and bounds. As an instrument in the study of all possible types of differential equations, transformations are the heart and soul of analytical solution techniques. Furthermore, transformative methods may sometimes be used in conjunction with numerical approaches. Explicitly, transformations simplify the equation, either by creating an easier form of the equation, or through combining variables, and thereby decreasing the number of variables. The only challenge, of course, is the calculation of such transformations.

In this paper, we construct several transformations that are crucial in simplifying the above model. We also apply another type of transformation later on in the study, this time calculated from symmetry methods [15]. In a profound and unique way, a symmetry of a differential equation is a transformation (or mapping) of its solution manifold into itself.

The aim of this paper is twofold: firstly, to construct equivalence formulae that transforms the given fractional equation into a fractional heat transfer equation. This process is, to the best of our knowledge, the first of its kind for this model. Secondly, through rigorous mathematical proofs, we provide symmetry invariant solutions to the original equation. To support these theoretical observations, graphical examples are presented under the proposed fractional framework. Results indicate that such a study is highly effective in financial modelling.

The plan of the paper is as follows. In Section 2, we note the fractional derivatives to be applied in the theory below. Section 3 is the main section, where we introduce the parameters and transformations required to manipulate the fractional model (1) into the fractional heat equation. We further define some elementary properties of the heat equation followed by novel symmetry-generated solutions of the pricing model (1). Finally, in Section 4, we end with a meaningful discussion of the obtained solutions.

## 2. Preliminaries

We define the two fractional derivatives used in this paper, more detailed properties of these derivatives are well-known and can be found in the literature cited here. We note that many other fractional derivates exist, but we limit ourselves to two of the most popular ones. A wealth of knowledge on fractional calculus can be found in the texts [16,17] to establish a comprehensive grasp of the subject material. Let $\alpha$ be any positive real number and $n$ be a natural number such that $n-1 \leq \alpha<n$.

The Riemann-Liouville derivative of order $\alpha$ is defined as [18]:

$$
\begin{equation*}
D_{t}^{\alpha} u(t, x)=\frac{1}{\Gamma(n-\alpha)} \frac{\partial^{n}}{\partial t^{n}} \int_{0}^{t}(t-\tilde{\tau})^{n-\alpha-1} u(\tilde{\tau}, x) d \tilde{\tau} \tag{2}
\end{equation*}
$$

Similarly, the Caputo derivative of order $\alpha$ is defined as [18]:

$$
\begin{equation*}
D_{t}^{\alpha} u(t, x)=\frac{1}{\Gamma(n-\alpha)} \int_{0}^{t}(t-\tilde{\tau})^{n-\alpha-1} \frac{\partial^{n}}{\partial t^{n}} u(\tilde{\tau}, x) d \tilde{\tau} . \tag{3}
\end{equation*}
$$

The methods used involve symmetries of differential equations, which have been extended to FDEs by the works [19-22], both in the Riemann-Liouville and Caputo sense, with interesting discussions in the publications [23-25].

First, we recall the basic theory for finding symmetries under a Riemann-Liouville time-fractional derivative. Consider the equation

$$
\begin{equation*}
\frac{\partial^{\alpha} u}{\partial t^{\alpha}}=M\left(x, t, u, u_{x}, u_{x x}\right), \tag{4}
\end{equation*}
$$

where $0<\alpha<1$ is the parameter describing the order of the fractional time derivative.

Suppose that (4) is invariant under the one-parameter Lie group of point transformations:

$$
\begin{align*}
\bar{t} & = & t+\epsilon \tau(x, t, u)+O\left(\epsilon^{2}\right), \\
\bar{x} & = & x+\epsilon \xi(x, t, u)+O\left(\epsilon^{2}\right), \\
\bar{u} & = & u+\epsilon \eta(x, t, u)+O\left(\epsilon^{2}\right), \\
\frac{\partial^{\alpha} \bar{u}}{\partial \bar{t}^{\alpha}}= & & \frac{\partial^{\alpha} u}{\partial t^{\alpha}}+\epsilon \eta_{\alpha}^{0}(x, t, u)+O\left(\epsilon^{2}\right), \\
\frac{\partial \bar{u}}{\partial \bar{x}} & = & \frac{\partial u}{\partial x}+\epsilon \eta^{x}(x, t, u)+O\left(\epsilon^{2}\right), \\
\frac{\partial^{2} \bar{u}}{\partial \bar{x}^{2}} & = & \frac{\partial^{2} u}{\partial x^{2}}+\epsilon \eta^{x x}(x, t, u)+O\left(\epsilon^{2}\right), \tag{5}
\end{align*}
$$

where $\epsilon$ is an infinitesimal parameter, and the standard prolongation formulae are:

$$
\begin{align*}
\eta^{x}= & \eta_{x}+\eta_{u} u_{x}-\left(\xi_{x}+\xi_{u} u_{x}\right) u_{x}-\left(\tau_{x}+\tau_{u} u_{x}\right) u_{t} \\
\eta^{x x}= & \eta_{x x}+2 \eta_{x u} u_{x}-2 \xi_{x u} u_{x}^{2}-\xi_{x x} u_{x}-2 \tau_{u x} u_{t} u_{x}-\tau_{x x} u_{t}-\xi_{u u} u_{x}^{3} \\
& -\tau_{u u} u_{x}^{2} u_{t}+\eta_{u u} u_{x}^{2}-3 \xi_{u} u_{x} u_{x x}-\tau_{u} u_{t} u_{x x}+\eta_{u} u_{x x}-2 \xi_{x} u_{x x} \\
& -2 \tau_{u} u_{x} u_{t x}-2 \tau_{x} u_{t x} . \tag{6}
\end{align*}
$$

By the generalised Leibniz rule and a generalisation of the chain rule, the prolongation formula under the Riemann-Liouville formulation is also [20]

$$
\begin{align*}
\eta_{\alpha}^{0}= & \frac{\partial^{\alpha} \eta}{\partial t^{\alpha}}+\left(\eta-\alpha D_{t}(\tau)\right) \frac{\partial^{\alpha} u}{\partial t^{\alpha}}-u \frac{\partial^{\alpha} \eta_{u}}{\partial t^{\alpha}}+\mu+\sum_{n=1}^{\infty}\binom{\alpha}{n} D_{t}^{n}(\xi) D_{t}^{\alpha-n}\left(u_{x}\right) \\
& +\sum_{n=1}^{\infty}\left[\binom{\alpha}{n} \frac{\partial^{n}}{\partial t^{n}} \eta_{u}-\binom{\alpha}{n+1} D_{t}^{n+1}(\tau)\right] D_{t}^{\alpha-n} \tag{7}
\end{align*}
$$

and

$$
\begin{gather*}
\mu=\sum_{n=2}^{\infty} \sum_{m=2}^{n} \sum_{k=2}^{m} \sum_{r=0}^{k-1}\binom{\alpha}{n}\binom{n}{m}\binom{k}{r} \frac{1}{k!} \frac{t^{n-\alpha}}{\Gamma(n+1-\alpha)} \\
\times(-u)^{r} \frac{\partial^{m}}{\partial t^{m}}\left(u^{k-r}\right) \frac{\partial^{n-m+k_{\eta}}}{\partial t^{n-m} \partial u^{k}} . \tag{8}
\end{gather*}
$$

By convention, $\eta(x, t, u)$ is assumed to be linear in the variable $u$, so that $\mu$ vanishes. Let the symmetry generator

$$
\begin{equation*}
X=\tau(x, t, u) \frac{\partial}{\partial t}+\xi(x, t, u) \frac{\partial}{\partial x}+\eta(x, t, u) \frac{\partial}{\partial u} \tag{9}
\end{equation*}
$$

span the associated Lie algebra, and

$$
\tau(x, t, u)=\left.\frac{d t^{*}}{d \epsilon}\right|_{\epsilon=0} \quad, \quad \xi(x, t, u)=\left.\frac{d x^{*}}{d \epsilon}\right|_{\epsilon=0} \quad, \quad \eta(x, t, u)=\left.\frac{d u^{*}}{d \epsilon}\right|_{\epsilon=0} .
$$

Let $H=\frac{\partial^{\alpha} u}{\partial t^{\alpha}}-M\left(x, t, u, u_{x}, u_{x x}\right)$; then, the infinitesimal criterion for invariance to determine symmetries is expressed as $X H=0$, when $H=0$, and where $X$ is extended to all derivatives appearing in the equation through the appropriate prolongation. Moreover, the transformation (5) leaves invariant the lower limit of the fractional derivative $\frac{\partial^{\alpha} u}{\partial t^{\alpha}}$, i.e., we have the additional constraint:

$$
\begin{equation*}
\left.\tau(x, t, u)\right|_{t=0}=0 \tag{10}
\end{equation*}
$$

This procedure is algorithmic and yields the symmetries of a time-fractional equation.
The method outlined above is similar if the fractional derivative is Caputo, but with different general prolongation formulae-see [22] for full details. However, the most
important notion is that both of these derivatives produce the same Lie point symmetries, so that symmetry calculations using just one of the derivatives is sufficient.

## 3. Main Results-New Transformations

This section has three parts to it: firstly, we establish the required transformations to change the above model into the $1+1$ time-fractional heat transfer equation; secondly, we list the Lie group details that are relevant for our version of the fractional and classical heat equation in order to take our study further. Finally, we prove several theorems on the resulting solutions of Equation (1).

### 3.1. Transformation of Equation (1)

In this section, we establish successive transformations that convert Equation (1) to a version of the heat equation. The change of variables is necessary to apply some interesting symmetry results to the model (1). It turns out that (1) is transformable under certain forms of its arbitrary parameters. Hence, we prove the following result.

Theorem 1. The fractional pricing model Equation (1) is reducible to the fractional heat equation

$$
\begin{equation*}
\frac{\partial^{\alpha} \omega}{\partial \hat{t}^{\alpha}}-\frac{1}{\Gamma(\alpha+1)} \frac{\partial^{2} \omega}{\partial y^{2}}=0, \quad \omega \equiv \omega(y, \hat{t}) \tag{11}
\end{equation*}
$$

under the specific parameter settings, viz. $\gamma=2, \kappa=\beta=0, \lambda=-\frac{1}{\rho}$, and $\rho$ is arbitrary. The transformations are

$$
\begin{gather*}
\hat{t}=-t^{\alpha}  \tag{12}\\
y=-\frac{\sqrt{2}}{S \rho} . \tag{13}
\end{gather*}
$$

Proof. A transformation of the independent variables of the form $y$ and $\hat{t}$ reduces Equation (1) to

$$
\begin{equation*}
a(y) \frac{\partial V}{\partial y}+c(y) V+\Gamma(\alpha+1) \frac{\partial^{\alpha} V}{\partial \hat{t}^{\alpha}}-\frac{\partial^{2} V}{\partial y^{2}}=0 \tag{14}
\end{equation*}
$$

where $V(y, \hat{t})$,

$$
a(y)=y\left(-\frac{2}{y^{2}}-\frac{\sqrt{2}}{y \rho}\right)
$$

and

$$
c(y)=-\frac{\sqrt{2}}{y \rho} .
$$

Thereafter, we let

$$
V(y, \hat{t})=\omega(y, \hat{t}) \cdot e^{-\phi(y, \hat{t})}
$$

where

$$
\begin{equation*}
\phi(y, \hat{t})=\frac{y}{\sqrt{2} \rho}+\log (y)+\frac{\hat{t}^{\alpha}}{2 \rho^{2} \alpha \Gamma(\alpha) \Gamma(\alpha+1)} \tag{15}
\end{equation*}
$$

and the result follows that Equation (1) is converted to the fractional heat Equation (11).

### 3.2. The Heat Equation

The classical heat equation has appeared in many studies [26,27], and a fourth-order nonlocal heat model was recently explored in [28]. Indeed, we showcase here that the heat equation is of the most useful of PDEs. Equation (11) shares some group properties with the classical integer-order heat equation.

The Lie point symmetries of (11) are well known for $\alpha=1$; they are:

$$
\begin{gather*}
Z_{1}=\frac{\partial}{\partial y}, \quad Z_{2}=\frac{\partial}{\partial \hat{t}^{\prime}} \quad Z_{3}=\omega \frac{\partial}{\partial \omega^{\prime}} \\
Z_{4}=y \frac{\partial}{\partial y}+2 \hat{t} \frac{\partial}{\partial t^{\prime}} \\
Z_{5}=2 \hat{t} \frac{\partial}{\partial y}-y \omega \frac{\partial}{\partial \omega}, \\
Z_{6}=4 \hat{t} y \frac{\partial}{\partial y}+4 \hat{t}^{2} \frac{\partial}{\partial \hat{t}}-\left(y^{2}+2 \hat{t}\right) \omega \frac{\partial}{\partial \omega^{\prime}} \\
Z_{\theta}=\theta(y, \hat{t}) \frac{\partial}{\partial \omega}, \tag{16}
\end{gather*}
$$

where $\theta$ is an arbitrary solution of the heat equation, i.e., $\theta_{\hat{t}}=\theta_{y y}$. The first six symmetries form a six-dimensional Lie algebra with the last symmetry spanning an infinite-dimensional sub-algebra. The commutator relations are presented in Table 1.

Table 1. Lie commutator table for the symmetries of (11) when $\alpha=1$.

| $()$, | $\mathbf{Z}_{\mathbf{1}}$ | $\mathbf{Z}_{\mathbf{2}}$ | $\mathbf{Z}_{\mathbf{3}}$ | $\mathbf{Z}_{\mathbf{4}}$ | $\mathbf{Z}_{\mathbf{5}}$ | $\mathbf{Z}_{\mathbf{6}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $Z_{1}$ | 0 | 0 | 0 | $Z_{1}$ | $-Z_{3}$ | $2 Z_{5}$ |
| $Z_{2}$ | 0 | 0 | 0 | $2 Z_{2}$ | $2 Z_{1}$ | $4 Z_{4}-2 Z_{3}$ |
| $Z_{3}$ | 0 | 0 | 0 | 0 | 0 | 0 |
| $Z_{4}$ | $-Z_{1}$ | $-2 Z_{2}$ | 0 | 0 | $Z_{5}$ | $2 Z_{6}$ |
| $Z_{5}$ | $Z_{3}$ | $-2 Z_{1}$ | 0 | $-Z_{5}$ | 0 | 0 |
| $Z_{6}$ | $-Z_{5}$ | $2 Z_{3}-4 Z_{4}$ | 0 | $-2 Z_{6}$ | 0 | 0 |

For $0<\alpha<1$, following the procedure from Section 2, the Lie point symmetries of (11) are:

$$
\begin{equation*}
Z_{1}, \quad Z_{3}, \quad Z_{7}=2 \hat{t} \frac{\partial}{\partial \hat{t}}+\alpha y \frac{\partial}{\partial y}, \quad Z_{\theta} . \tag{17}
\end{equation*}
$$

The first 3 symmetries form a 3-dimensional Lie algebra with the last symmetry spanning an infinite-dimensional sub-algebra. The commutator relations are in Table 2.

Table 2. Lie commutator table for the symmetries of (11) when $0<\alpha<1$.

| $[]$, | $\mathbf{Z}_{\mathbf{1}}$ | $\mathbf{Z}_{\mathbf{7}}$ | $\mathbf{Z}_{\mathbf{3}}$ |
| :---: | :---: | :---: | :---: |
| $Z_{1}$ | 0 | $\alpha Z_{1}$ | 0 |
| $Z_{7}$ | $-\alpha Z_{1}$ | 0 | 0 |
| $Z_{3}$ | 0 | 0 | 0 |

### 3.3. Invariant and Mittag-Leffler Solutions

Next, we consider a linear combination of symmetries $Z=Z_{1}+b Z_{3}$ ( $b$ is an arbitrary constant), and the method of invariants yields the transformation

$$
\begin{equation*}
\omega(y, \hat{t})=\psi(\hat{t}) e^{b y} \tag{18}
\end{equation*}
$$

so that Equation (11) becomes the fractional ordinary differential equation (FODE):

$$
\begin{equation*}
D_{\hat{t}}^{\alpha} \psi(\hat{t})-\frac{b^{2}}{\Gamma(\alpha+1)} \psi(\hat{t})=0 \tag{19}
\end{equation*}
$$

Theorem 2. A solution $V(S, t)$ for the general pricing Equation (1) for $\alpha=1$, and under the parameters $\gamma=2, \kappa=\beta=0, \lambda=-\frac{1}{\rho}, C$, and $\rho$ are arbitrary, is the invariant solution:

$$
\begin{equation*}
V(S, t)=-\frac{C \rho S}{\sqrt{2}} \exp \left(-b^{2} t-\frac{\sqrt{2} b}{\rho S}+\frac{1}{\rho^{2} S}+\frac{t}{2 \rho^{2}}\right) \tag{20}
\end{equation*}
$$

Proof. Since the symmetry generators $Z_{1}$ and $Z_{3}$ occur for integer-order derivatives, the combination $Z=Z_{1}+b Z_{3}$ can be used to reduce the classical heat equation:

$$
\omega_{\hat{t}}-\omega_{y y}=0
$$

In this case, the reduction procedure leads to Equation (19) with $\alpha=1$, and hence, the solution becomes:

$$
\psi(\hat{t})=C \exp \left(b^{2} \hat{t}\right)
$$

and Equation (18) presents that the classical heat equation has a solution of the form

$$
\begin{equation*}
\omega(y, \hat{t})=C \exp \left(b^{2} \hat{t}+b y\right) \tag{21}
\end{equation*}
$$

By Theorem 1, we reverse all transformations, and the result follows.
An analogous result may be found for fractional-order derivatives. When $0<\alpha<1$, the solution of Equation (19) depends on the type of fractional derivative. Thus, we establish the following theorems and we note that as $\alpha \rightarrow 1$ in the theory below, we recover Theorem 2.

Theorem 3. The general fractional pricing Equation (1), under a Riemann-Liouville fractional derivative with $0<\alpha<1$, and parameters $\gamma=2, \kappa=\beta=0, \lambda=-\frac{1}{\rho}$, and $\rho$ arbitrary, admits the invariant solution:

$$
\begin{equation*}
V(S, t)=-\frac{C \rho S}{\sqrt{2}}\left(-t^{\alpha}\right)^{\alpha-1} E_{\alpha, \alpha}\left(\frac{b^{2}\left(-t^{\alpha}\right)^{\alpha}}{\Gamma(\alpha+1)}\right) \exp \left(-\frac{\sqrt{2} b}{\rho S}+\frac{1}{\rho^{2} S}-\frac{\left(-t^{\alpha}\right)^{\alpha}}{2 \alpha \rho^{2} \Gamma(\alpha) \Gamma(\alpha+1)}\right) \tag{22}
\end{equation*}
$$

Proof. Under the Riemann-Liouville derivative, the solution of the FODE (19) is given by Laplace transforms, as

$$
\begin{equation*}
\psi(\hat{t})=C \hat{t}^{\alpha-1} E_{\alpha, \alpha}\left(\frac{b^{2}}{\Gamma(\alpha+1)} \hat{t}^{\alpha}\right), \tag{23}
\end{equation*}
$$

where $C=D^{-(1-\alpha)} \psi(0)$ [29], and $E_{\alpha, \alpha}$ is the generalised Mittag-Leffler function defined as

$$
\begin{equation*}
E_{\alpha, \alpha}(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(\alpha k+\alpha)}, \tag{24}
\end{equation*}
$$

with $\alpha>0$. From (18), the solution of the fractional heat Equation (11) becomes

$$
\begin{equation*}
\omega(y, \hat{t})=C \hat{t}^{\alpha-1} E_{\alpha, \alpha}\left(\frac{b^{2}}{\Gamma(\alpha+1)} \hat{t}^{\alpha}\right) e^{b y} . \tag{25}
\end{equation*}
$$

Thereafter, the result follows upon the application of Theorem 1 and its invertible transformations.

In Figures 1 and 2, we showcase various graphical solutions from Theorem 3.

(a)
(b)
(c)

Figure 1. Graphical solutions of Equation (22) with various parameter selections. In (a), $b=(-1)^{\frac{\alpha}{2}}$, $C=\sqrt{2}, \rho=1, t=1$. In (b), $b=(-1)^{\frac{\alpha}{2}+1}, C=\sqrt{2}, \rho=1, t=1$. In $(\mathbf{c}), b=(-1)^{\frac{\alpha}{2}}, C=\sqrt{2}$, $\rho=1, S=1$.

(a)

(b)

Figure 2. Graphical solutions of Equation (22) with various parameter selections. In (a), the 3D plots when $b=1, C=\sqrt{2}, \rho=1, \alpha=\frac{2}{3}$. Lastly, in (b), the 3D plots when $b=-1, C=\sqrt{2}, \rho=1, \alpha=\frac{2}{3}$.

On the other hand, if we invoke the Caputo derivative of order $\alpha$, the solution of the general fractional pricing equation is given by the next theorem.

Theorem 4. The general fractional pricing Equation (1), under a Caputo fractional derivative with $0<\alpha<1$, and parameters $\gamma=2, \kappa=\beta=0, \lambda=-\frac{1}{\rho}$, and $\rho$ arbitrary, admits the invariant solution:

$$
\begin{equation*}
V(S, t)=-\frac{C \rho S}{\sqrt{2}} E_{\alpha}\left(\frac{b^{2}\left(-t^{\alpha}\right)^{\alpha}}{\Gamma(\alpha+1)}\right) \exp \left(-\frac{\sqrt{2} b}{\rho S}+\frac{1}{\rho^{2} S}-\frac{\left(-t^{\alpha}\right)^{\alpha}}{2 \alpha \rho^{2} \Gamma(\alpha) \Gamma(\alpha+1)}\right) \tag{26}
\end{equation*}
$$

Proof. The proof is similar to that of Theorem 3; however, under the Caputo derivative of order $\alpha$, the solution of (19) is given by

$$
\begin{equation*}
\psi(\hat{t})=C E_{\alpha}\left(\frac{b^{2}}{\Gamma(\alpha+1)} \hat{t}^{\alpha}\right) \tag{27}
\end{equation*}
$$

where $E_{\alpha}$ is the classic Mittag-Leffler function defined as

$$
\begin{equation*}
E_{\alpha}(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(\alpha k+1)}, \tag{28}
\end{equation*}
$$

with $\alpha>0$. Therefore, from (18), we have

$$
\begin{equation*}
\omega(y, \hat{t})=E_{\alpha}\left(\frac{b^{2}}{\Gamma(\alpha+1)} \hat{t}^{\alpha}\right) e^{b y} \tag{29}
\end{equation*}
$$

which also solves Equation (11), and to obtain the solution $V(S, t)$ for the general bond pricing equation, we invoke the transformations from Theorem 1.

In Figures 3 and 4, we showcase various graphical solutions from Theorem 4.
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Figure 3. Graphical solutions of Equation (26) with various parameter selections. In (a), $b=(-1)^{\frac{\alpha}{2}}$, $C=-\sqrt{2}, \rho=1, t=1$. In (b), $b=-(-1)^{\frac{\alpha}{2}}, C=-\sqrt{2}, \rho=1, t=1$. In (c), $b=(-1)^{\frac{\alpha}{2}}, C=-\sqrt{2}$, $\rho=1, S=1$.
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Figure 4. Graphical solutions of Equation (26) with various parameter selections. In (a), 3D plot when $b=1, C=-\sqrt{2}, \rho=1, \alpha=\frac{2}{3}$. In (b), 3D plot when $b=-1, C=-\sqrt{2}, \rho=1, \alpha=\frac{2}{3}$.

## 4. Results and Conclusions

The general pricing equation under study has had a major impact on the field of mathematical finance and the interpretation of financial instruments by serving as a foundation for a myriad of well-known models. These models arise from altering the market price of risk and other constant parameters, as such, there are more opportunities to develop and gain more insight through further experimentation. In this paper, we presented one such model and presented a way of arriving at solutions by leveraging the heat equation's well-known symmetries and exploring the various definitions of fractional derivatives that the literature has to offer.

A study of Equation (1) resulted in two kinds of solutions for each fractional case, in addition to the standard integer derivative case. These solutions arise from the definition chosen to interpret the fractional derivative. The first is the Riemann-Liouville definition and the second is the Caputo fractional derivative. These derivatives are widely used in fractional calculus for various purposes and we have explored both for the potential solutions that they present. All of our results were collected via theorems and proofs.

Numerically, we note that the solutions via the Riemann-Liouville fractional derivative versus the Caputo fractional derivative are generally not the same. However, under both derivatives, the solutions behave similarly for $0<\alpha<1$ and $\alpha \rightarrow 1$. We observe a higher bond value, for variable time and fixed stock price, and a fractional derivative $0<\alpha<1$. That is, for $\alpha \rightarrow 1$ under those same conditions, we find lower bond values. Graphically, we also discover that the parameter $b$ has a strong influence on the value of the bond, given a fixed time and variable stock price, with $b>0$ producing rapidly decaying values. This occurs due to the dominance of the time variable in the exponent's argument. Overall, for sufficiently large values for the variables $S$ and $t$, the solution $V(S, t)$ exhibits a similar behaviour of growth with the evolution of the variables and $b<0$. This model depicts a situation where the current value of the financial instrument is capable of growing over time. More importantly, given the restrictions on $b$, the dynamic of having the fractional derivative in the model implies improved bond values.

Mathematically, it is almost impossible to solve differential equations, especially those highly nonlinear and that possess higher-order derivatives, without the addition of a transformation-the branch of fractional equations is no different. Moreover, the goal of most transformations is to provide simpler versions of an original equation, such that tools from advanced calculus readily apply towards finding solutions. The transformation is a highly effective approach, and the only challenging element is to construct such transformations.

Our framework described above shows how important transformations are in fractional calculus. The above study further emphasises the compatibility of symmetry methods with fractional derivative models, especially for parameter selection in modelling scenarios.
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#### Abstract

Image enhancement is one of the bases of image processing technology, which can enhance useful features and suppress useless information of images according to the specified task. In order to ensure coherent enhancement for images with oriented flow-like structures, we propose a nonlinear diffusion system model based on time-fractional delay. By combining the nonlinear isotropic diffusion equation with fractional time-delay regularization, we construct a structure tensor. Meanwhile, the introduction of source terms enhances the contrast of the image, making it effective for denoising images with high-level noise. Based on compactness principles, the existence of weak solutions for the model is proved by using the Galerkin method. In addition, various experimental results verify the enhancement ability of the proposed model.


Keywords: image enhancement; Caputo-fractional derivative; time-delay regularization; anisotropic diffusion model

## 1. Introduction

Image processing technology is widely used in fields such as medical image processing, text recognition and speech recognition, and unmanned driving. As an important part of image processing technology, image enhancement focuses on enhancing the useful information in the image and improving the clarity of the image. In recent years, many enhancement methods for digital images have been proposed, roughly divided into four categories: spatial domain-based methods [1,2], frequency domain-based methods [3,4], deep learning-based methods [5,6], and partial differential equations-based method. The spatial domain-based method has fast computation speed but cannot provide relevant information between pixels. The frequency domain-based method can provide detailed information but it requires a large amount of computation. The image enhancement algorithm based on deep learning can learn the complex transformation of an image, but its training time is long and it lacks interpretability. The method based on partial differential equations has always played a significant role in the field of image processing, which was firstly elaborated by Gabor [7] and Jain [8]. This method is based on strong mathematical theories. Its basic idea is to evolve the initial image through partial differential equations and obtain the enhanced image.

In this paper, we focus on the problem of image enhancement with oriented flow-like structures. These structures usually exist in the fields of fluid mechanics, geology and biology, texture analysis, computer vision and image processing. In the development of image processing using partial differential equations, the most classic model is the PM model proposed by Perona and Malik et al. [9]. Based on the PM model, the integerorder isotropic diffusion equation was developed rapidly, such as the viscoelastic equation and wave equation, which further stimulated the emergence of the anisotropic diffusion equation. Nitzberg [10] and Cottet et al. [11] pioneered the description and analysis of various anisotropic diffusion methods. Furthermore, Weickert's work about diffusion
tensors greatly promoted the research on anisotropic diffusion methods in the field of image processing. They proposed a multi-scale method that successfully completes the connection of interruption lines and the enhancement of flow-like structures. In this model, operators of interest, such as second-order moment matrices and structural tensors, are used to control nonlinear diffusion filtering. Since then, many scholars have conducted extensive research about this method [12-18]. For examples, Nnolim et al. [17] described a fuzzy image contrast enhancement algorithm based on a modified partial differential equation. The algorithm utilizes multi-scale local global enhancement of logarithmic reflectance and illumination components. The model successfully avoids the numerous steps required by standard DCP based methods and produces good visual effects. Gu et al. [18] proposed a SAR image enhancement method combining the PM nonlinear equation and coherent enhancement partial differential equation. The mixture model not only avoids noise enhancement but also enhances image edges.

Along with the development of image processing for integer-order partial differential equations, fractional-order partial differential equations [19-22] have also been developed rapidly. For example, Bai et al. [19] proposed a new nonlinear fractional-order anisotropic diffusion equation using spatial fractional derivatives to obtain more natural images. Sharma et al. [20] proposed an image enhancement model based on fractional-order partial differential equations, which can reduce the impact of noise and enhance the contrast of images nonlinearly. Chandra et al. [21] proposed a new image enhancement method based on linear fractional-order meshless partial differential equations to improve the quality of tumor images. The model can maintain fine details of smooth regions while denoising, and can nonlinearly increase the high-frequency information of the image. Ben-loghfyry [23], based on anisotropic diffusion and the time-fractional derivative in the Caputo sense, proposed a new reaction-diffusion equation to restore texture images.

In order to obtain the proposed model in this paper, the four classic models involved are explained below. Weickert studied anisotropic diffusion filters and derived a coherenceenhancing diffusion (CED) equation [24]:

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}=\operatorname{div}(D \nabla u),(x, t) \in \Omega \times(0, T]  \tag{1}\\
u(x, 0)=u_{0}(x), x \in \Omega \\
\frac{\partial u}{\partial \vec{n}}=0,(x, t) \in \partial \Omega \times(0, T]
\end{array}\right.
$$

where $\vec{n}$ is the unit outer normal vector, $u_{0}$ is the observed image as the initial data for the diffusion equation, $D:=g_{1}(J)$ is a diffusion tensor, $g_{1}$ is a nonlinear diffusion filter, $J$ is a linear structure tensor obtained by the convolution of $\nabla u_{\sigma} \nabla u_{\sigma}^{\top}$ and Gaussian kernel $G_{\rho}$, specifically, $J=G_{\rho} *\left(\nabla u_{\sigma} \nabla u_{\sigma}^{\top}\right)$. The nonlinear diffusion filter of the CED model is controlled by a diffusion tensor, which can interrupt lines and enhance oriented flowlike structures. Wang et al. proposed coupled diffusion equations (CDEs) instead of the traditional linear method in image restoration [14]:

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}=\operatorname{div}\left(g_{1}(J) \nabla u\right),(x, t) \in \Omega \times(0, T]  \tag{2}\\
\frac{\partial J_{i, j}}{\partial t}=\operatorname{div}\left(g_{2}\left(\left|\nabla u_{\sigma}\right|\right) \nabla J_{i, j}\right),(x, t) \in \Omega \times(0, T] \\
\frac{\partial u}{\partial \vec{n}}=0, \frac{\partial J_{1,1}}{\partial \vec{n}}=\frac{\partial J_{2,2}}{\partial \vec{n}}=0,(x, t) \in \partial \Omega \times(0, T] \\
u(x, 0)=u_{0}(x), J_{i, j}(x, 0)=\left(\nabla u_{0} \nabla u_{0}^{\top}\right)_{i, j}, i, j=1,2, x \in \Omega
\end{array}\right.
$$

where $g_{2}(s)=\frac{1}{1+(s / K)^{2}}$. The CEDs combine image restoration with singularity detection and can gradually eliminate the sensitivity of parameters to the image. Diffusion-based image enhancement methods generally use a spatial regularization, while they cannot use
enough historical information. To this end, Chen et al. introduced time-delay regularization and then proposed the following model [25] :

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}=\operatorname{div}(L(v) \nabla u)-\lambda\left(u-u_{0}\right),(x, t) \in(0, T] \\
\tau \frac{\partial v}{\partial t}+v=\nabla u_{\sigma},(x, t) \in \Omega \times(0, T] \\
u(x, 0)=u_{0}, v(x, 0)=0, x \in \Omega \\
\frac{\partial u}{\partial \vec{n}}=0,(x, t) \in \partial \Omega \times[0, T]
\end{array}\right.
$$

where $\tau>0, \sigma \geq 0 . u_{0}$ is the initial image, $L=\lambda_{1} L_{1}+\lambda_{2} L_{2}, L_{1}=v v^{\top}, L_{2}=\left(v^{\perp}\right)\left(v^{\perp}\right)^{\top}$, $\lambda_{1}=\frac{1}{1+k|v|^{2}}, \lambda_{2}=\frac{\alpha|v|^{2}}{1+k|v|^{2}}, k>0, \alpha>0, v=\nabla \tilde{u}, \tilde{u}$ is the time-delay regularization of $u$. For images with high levels of noise, they perform the pre-smoothing by combining spatial regularization at a small scale with time-delay regularization, which is particularly important for preserving textures and edge structures. This method has successfully been applied to Cotte and Ayyadi models [26].

The traditional integer-order partial differential equations cannot describe complex phenomena. To this end, countless scholars have studies on fractional calculus [19-22,27-33], which is an extension of integer calculus and has advantages in modeling complex phenomena with memory and genetics. The image enhancement model based on fractional calculus has long-term memory and non-locality, which can fully utilize the past information of the image and describe more complex diffusion progress. For example, Ben-loghfyry et al. proposed a reaction-diffusion equation based on anisotropic diffusion and Caputo's timefractional derivative to restore texture images [23]:

$$
\left\{\begin{array}{l}
\frac{\partial^{\alpha} u}{\partial t}=\operatorname{div}(D \nabla u)-2 \lambda \omega,(x, t) \in \Omega \times(0, T) \\
\frac{\partial^{\beta} u}{\partial t}=\Delta \omega-(f(x)-u),(x, t) \in \Omega \times(0, T) \\
\langle D \nabla u, \vec{n}\rangle=\frac{\partial \omega}{\partial \vec{n}}(x, t)=0,(x, t) \in \partial \Omega \times(0, T) \\
u(x, 0)=f(x), \omega(x, 0)=\omega_{0}(x), x \in \Omega
\end{array}\right.
$$

where $(\alpha, \beta) \in(0,1)^{2}, \Omega \subset \mathbb{R}^{2}$ is a bounded area, the boundary $\partial \Omega$ is Lipschitz continuous, $\vec{n}$ is the unit outer normal vector, $\lambda>0, f \in L^{2}(\Omega)$, and $D:=D\left(J_{\rho}\left(\nabla u_{\sigma}\right)\right)$ is a diffusion matrix based on $J_{\rho}$. The memory potential of the two coupled time-fractional diffusion equations effectively guarantees the superiority of the model.

In this paper, we propose an image enhancement model coupling a nonlinear anisotropic diffusion equation, a nonlinear isotropic diffusion equation and a fractional time-delay equation. Specifically, the spatial direction of the structure tensor is regularized by nonlinear isotropic diffusion, and the temporal direction of the the structure tensor is regularized by a fractional time-delay equation. Then, the diffusion tensor of the CED is constructed by using the obtained structure tensor. Additionally, we also introduce a source term which changes the diffusion process. The proposed model can better enhance the coherence structure and contrast of images, especially in processing noisy images or low-contrast areas. It should be noted that due to the introduction of source terms, the proposed model is more suitable for handling white noise than other existing models. We prove the existence and uniqueness of weak solutions. The proposed system of image enhancement equations based on fractional time-delay and the diffusion tensor has the following characteristics:

- The nonlinear isotropic diffusion equation is applied to make use of the spatial information in the image. The fractional time-delay equation is applied to make use of the past information of the image. The diffusion tensor of CED is applied to complete interrupted lines and enhance flow-like structures.
- The introduced source term is used to make a contrast enhancement between the image and its background by changing the diffusion type and behavior. In addition, this term can also reduce the noise in the image.
- Based on the theory of partial differential equations and some properties of fractional calculus, we prove the existence and uniqueness of weak solutions.
- The comparative experimental results verify the superiority of the proposed method. It shows that this model can complete the connection of interrupted lines, enhance the contrast of images, and deepen the fluidity characteristics of various types of lines.
The paper is organized as follows. In Section 2 , we establish an image enhancement model with fractional time-delay regularization and diffusion tensors, and provide a detailed explanation of the model. Section 2.3 deduces the theoretical part of the model, defines the Galerkin estimation of the model and the form of weak solutions, and proves the existence and uniqueness of weak solutions. Section 3 mainly designs a stable and efficient numerical format for the proposed model and conducts numerical experiments on different images. Section 4 summarizes the results.


## 2. The Proposed Model and Its Theoretical Analysis

### 2.1. Preliminary Knowledge

Definition 1 ([34,35]). Assume that $\gamma$ is a positive rational number, $\gamma \in \mathbb{R}^{+}, n-1<\gamma \leq n$, and $n-1$ is a positive integer. $u(t)$ is an integrable function on the interval $(0, T)$, then the Caputo-type fractional derivative of $u$ with order $\gamma$ is

$$
D_{c}^{\gamma} u(t)=\frac{1}{\Gamma(n-\gamma)} \int_{0}^{t} \frac{u^{(n)}(s)}{(t-s)^{\gamma-n+1}} \mathrm{~d} s, t>0
$$

where $\Gamma(\cdot)$ is a gamma function. When $\gamma=n$, the Caputo-type fractional order of order $\gamma$ is a common integer-order derivative of order $n, D_{c}^{\gamma} u(t)=u^{(n)}(t)$.

Generally, the sign of a Caputo-type fractional derivative contains information about the boundary point of the integral interval, but only the interval $(0, T)$ is involved in this paper, so the sign is simplified to $D_{c}^{\gamma} u(t)$, which represents the right limit of $u$ at $t=0$, which is the derivative of $u(0+)$ when it exists.

Theorem 1 ([36]). Assume that $\gamma \in(0,1), \mathcal{H}$ is a Hilbert space and $\omega:[0, T] \rightarrow \mathcal{H}$ such that $\|\omega(t)\|_{\mathcal{H}}^{2}$ is absolutely continuous. Then

$$
D_{c}^{\gamma}\|\omega(t)\|_{\mathcal{H}}^{2} \leq 2\left(\omega(t), D_{c}^{\gamma} \omega(t)\right)_{\mathcal{H}}
$$

for each a.e. $t \in(0, T]$.
Proposition 1 ([37]). Suppose that $u(t)$ and $g(t)$ are integrable functions defined on the interval $(0, T)$, then

$$
\int_{0}^{T} g(t) D_{c}^{\gamma} u(t) \mathrm{d} t=\int_{0}^{T} u(t) D_{(t, T)}^{\gamma} g(t) \mathrm{d} t+\left.\sum_{j=0}^{n-1} D_{(t, T)}^{\gamma+j-n} g(t) D^{n-1-j} u(t)\right|_{0} ^{T}
$$

where $D_{(t, T)}^{\gamma} g(t)=\frac{1}{\Gamma(n-\gamma)}\left(\frac{\mathrm{d}}{\mathrm{d} t}\right)^{n} \int_{t}^{T}(t-s)^{n-\gamma-1} g(s) \mathrm{d} s$ is a Riemann-Liouville fractional derivative.

### 2.2. The Proposed Model

In this subsection, we propose a new image enhancement model based on fractional time-delay regularization and diffusion tensor. Assuming that $\Omega \subset \mathbb{R}^{n}$ is a bounded region, $\partial \Omega$ is a Lipschitz continuous boundary, and the mapping $u: \Omega \rightarrow \mathbb{R}$ represents a
positive real-valued function of the gray image $u(x)$, then we establish the following image enhancement model:

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}=\operatorname{div}\left(g_{1}(J) \nabla u\right)+\lambda(u-\widetilde{u}),(x, t) \in \Omega \times(0, T]  \tag{3}\\
\tau D_{c}^{\gamma} J_{i, j}+J_{i, j}=v_{i, j},(x, t) \in \Omega \times(0, T] \\
\frac{\partial v_{i, j}}{\partial t}=\operatorname{div}\left(g_{2}\left(\left|\nabla u_{\sigma}\right|\right) \nabla v_{i, j}\right),(x, t) \in \Omega \times(0, T] \\
\left\langle g_{1}(J) \nabla u, \vec{n}\right\rangle=0, \frac{\partial v_{1,1}}{\partial \vec{n}}=\frac{\partial v_{2,2}}{\partial \vec{n}}=0, \frac{\partial v_{1,2}}{\partial \vec{n}}=\frac{\partial v_{2,1}}{\partial \vec{n}}=0,(x, t) \in \partial \Omega \times(0, T] \\
u(x, 0)=u_{0}(x), J_{i, j}(x, 0)=0, v_{i, j}(x, 0)=\left(\nabla u_{0} \nabla u_{0}^{\top}\right)_{i, j}, i, j=1,2, x \in \Omega
\end{array}\right.
$$

where $\lambda>0$ is an adaptive adjustment parameter, $\tilde{u}$ is the average value of the image, $\tau>0$ is the time-delay regularization parameter, $\gamma \in(0,1)$ is the fractional parameter, $u_{\sigma}=G_{\sigma} * u_{0}$ is the image with Gaussian convolution, $J=\left(J_{i, j}\right)_{i, j=1,2}$ is the structural tensor, $\vec{n}$ is the unit outer normal vector of $\partial \Omega, g_{1}$ is the diffusion matrix, and $g_{2}$ is the diffusion function. $D_{c}^{\gamma}$ is the Caputo time-fractional derivative, see Definition 1 . In the model, the nonlinear isotropic diffusion equation is used to spatially regularize the structure tensor, the fractional time-delay equation is used to temporally regularize the structure tensor, and the coherent enhanced diffusion tensor based on the structure tensor is used to perform anisotropic diffusion.

The interpretation of the terms of our model is as follows:

- The first equation is an anisotropic diffusion equation, which can enhance flow-like structures and connect interrupted lines. Since the eigenvalues $\mu_{i}(i=1,2)$ in $J$ imply the coherent structure, we select $\kappa=\left(\mu_{1}-\mu_{2}\right)^{2}$ as the measure of coherence. More related details can be found in reference [24]. Specifically, the eigenvectors of structural tensors provide optimal choices for local directions, while the corresponding eigenvalues represent local contrast along these directions. By constructing diffusion tensor $D$ with the same eigenvector as $J$ and selecting appropriate eigenvalues for smoothing, it can be ensured that the model can complete the connection of interrupted lines and enhance similar flow structures. The source term in the first equation is used to change the diffusion type and behavior so as to make a contrast enhancement between the target image and the background and enhance the texture structure; more details are referred to in [38].
- The second equation performs as a fractional time-delay regularization, which considers the past information of the image. Meanwhile, the long-range dependency of this equation can avoid excessive smoothing.
- The final equation is based on a structure tensor; this equation is an isotropic diffusion equation, which performs well when dealing with the discontinuity. Let $s=\left|\nabla u_{\sigma}\right|$, and choose the diffusion function $g_{2}(s)=\frac{1}{1+(s / K)^{2}}$, where $K$ is a threshold value. Alternatively, we can choose the diffusion function as $g_{2}(s)=\frac{1}{\varepsilon+(s)^{2}}$, where $\varepsilon$ is a smaller positive number. The diffusion coefficient changes with the local features of the image, thereby preserving the edge information of the image and avoiding texture and edge information to be blurred.
Comparing with the existing methods, the key points of the proposed model lie in the construction of the diffusion tensor, the introduction of the fractional-order time delay, and the instruction of the source term. Most existing models rely on the spatial regularization of structural tensor, but these methods cannot extract the past information of images during the diffusion process. Chen et al. [25] proposed the concept of timedelay regularization, which compensates for the shortcomings of spatial regularization, but its application is not widespread. To this end, the proposed model in this paper regularizes the structural tensor in space using nonlinear isotropic diffusion, and regularizes the structural tensor in time using the time-delay method. Moreover, the two diffusion methods can extract feature values and better enhance the coherence structure of the image. Furthermore, extending the model from the integer order to fractional order greatly enriches the theoretical research value and applicability of the model. In addition, introducing the
source term into the model ensures that the image only has black color and white color, where the black color represents the flowing structure, and white color represents the background. It can only restore the original image and enhance the contrast loss of pure diffusion filters and is also suitable for processing white noise.


### 2.3. The Theoretical Analysis of the Proposed Model

Let

$$
\begin{aligned}
& L_{0} u=-\operatorname{div}\left(g_{1}(J) \nabla u\right)-\lambda u \\
& L_{1} J_{i, j}=\frac{1}{\tau} J_{i, j}, i, j=1,2 \\
& L_{2} v_{i, j}=-\operatorname{div}\left(g_{2}\left(\left|\nabla u_{\sigma}\right|\right) \nabla v_{i, j}\right), i, j=1,2
\end{aligned}
$$

where $L_{0}, L_{1}$, and $L_{2}$ denote three operators and $\tau>0$. Then we can convert the model (3) into the following form:

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}+L_{0} u=\lambda(u-\widetilde{u}), \quad(x, t) \in \Omega \times(0, T] \\
D_{c}^{\gamma} J_{i, j}+L_{1} J_{i, j}=\frac{1}{\tau} v_{i, j},(x, t) \in \Omega \times(0, T] \\
\frac{\partial v_{i, j}}{\partial t}=L_{2} v_{i, j},(x, t) \in \Omega \times(0, T] \\
\left\langle g_{1}(J) \nabla u, \vec{n}\right\rangle=0, \frac{\partial v_{1,1}}{\partial \vec{n}}=\frac{\partial v_{2,2}}{\partial \vec{n}}=0, \frac{\partial v_{1,2}}{\partial \vec{n}}=\frac{\partial v_{2,1}}{\partial \vec{n}}=0,(x, t) \in \partial \Omega \times(0, T] \\
u(x, 0)=u_{0}(x), J_{i, j}(x, 0)=0, v_{i, j}(x, 0)=\left(\nabla u_{0} \nabla u_{0}^{\top}\right)_{i, j}, i, j=1,2, x \in \Omega
\end{array}\right.
$$

Assume $u_{0} \in L^{2}(\Omega),\left(\nabla u_{0} \nabla u_{0}^{\top}\right)_{i, j} \in L^{2}(\Omega)(i, j=1,2)$; the function $g_{1}(J) \in C^{\infty}\left(\mathbb{R}^{2 \times 2}\right.$, $\left.\mathbb{R}^{2 \times 2}\right)$ keeps the uniform positive definiteness and the symmetry of $J$

$$
\left\|g_{1}\left(J_{1}\right)-g_{2}\left(J_{2}\right)\right\|_{L^{\infty}(\Omega)} \leq\left\|J_{1}-J_{2}\right\|_{L^{2}(\Omega)}
$$

Now, we give a definition in the following form:

$$
\left\{\begin{array}{l}
B_{0}[u, \phi ; t]:=\int_{\Omega} g_{1}(J) \nabla u \cdot \nabla \phi \mathrm{~d} x-\lambda \int_{\Omega} u \phi \mathrm{~d} x  \tag{4}\\
B_{1}\left[J_{i, j}, \phi_{i, j} ; t\right]:=\int_{\Omega} J_{i, j} \phi_{i, j} \mathrm{~d} x \\
B_{2}\left[v_{i, j}, \psi_{i, j} ; t\right]:=\int_{\Omega} g_{2}\left(\left|\nabla u_{\sigma}\right|\right) \nabla v_{i, j} \nabla \psi_{i, j} \mathrm{~d} x
\end{array}\right.
$$

for $\phi, \phi_{i, j}, \psi_{i, j} \in H^{1}(\Omega)$, a.e. $t \in(0, T]$. For fixed time $t \in(0, T]$, the bilinear forms are $B_{0}[u, \phi ; t], B_{1}\left[J_{i, j}, \phi_{i, j} ; t\right], B_{2}\left[v_{i, j}, \psi_{i, j} ; t\right]$. Define mappings

$$
u:[0, T] \rightarrow H^{1}(\Omega), J_{i, j}:[0, T] \rightarrow H^{1}(\Omega), v_{i, j}:[0, T] \rightarrow H^{1}(\Omega), i, j=1,2
$$

by

$$
\begin{aligned}
& {[u(t)](x):=u(x, t)} \\
& {\left[J_{i, j}(t)\right](x):=J_{i, j}(x, t), \quad i, j=1,2} \\
& {\left[v_{i, j}(t)\right](x):=v_{i, j}(x, t), x \in \Omega, \quad 0 \leq t \leq T}
\end{aligned}
$$

Denote $H^{1}(\Omega)^{\prime}$ as the dual space of $H^{1}(\Omega)$. If $f \in H^{1}(\Omega)^{\prime}$, which means that $f$ is a bounded linear functional on $H^{1}(\Omega)$, the norm is

$$
\|f\|_{\left(H^{1}(\Omega)\right)^{\prime}}:=\left\{\sup \langle f, u\rangle \mid u \in H^{1}(\Omega),\|u\|_{H^{1}(\Omega)} \leq 1\right\}
$$

where $\langle\cdot, \cdot\rangle$ stands for the dual product of $H^{1}(\Omega)^{\prime}$ and $H^{1}(\Omega) .(\cdot, \cdot)$ stands for the inner product in $H^{1}(\Omega)$. According to [39], the space $H^{1}(\Omega)^{\prime}$ satisfies the following properties:
(i) Suppose $f \in\left(H^{1}(\Omega)\right)^{\prime}$, there exists functions $f^{0}, f^{1}, \cdots, f^{n} \in L^{2}(\Omega)$ such that

$$
\langle f, u\rangle=\int_{\Omega} f^{0} v+\sum_{i=1}^{n} f^{i} v_{x_{i}} \mathrm{~d} x, v \in H^{1}(\Omega)
$$

(ii) For $u \in H^{1}(\Omega), v \in L^{2}(\Omega) \subset\left(H^{1}(\Omega)\right)^{\prime}$, we have

$$
(v, u)_{L^{2}(\Omega)}=\langle v, u\rangle
$$

For simplicity, when (i) holds, we denote $f=f^{0}-\sum_{i=1}^{n} f_{x_{i}}^{i}$. Therefore, the Galerkin estimate of the equation system is

$$
\left\{\begin{array}{l}
\left\langle u^{\prime}, \phi\right\rangle+B_{0}[u, \phi ; t]=-\lambda(\widetilde{u}, \phi) \\
\left(D_{c}^{\gamma} J_{i, j}, \phi_{i, j}\right)+B_{1}\left[J_{i, j}, \phi_{i, j} ; t\right]=\frac{1}{\tau}\left(v_{i, j}, \phi_{i, j}\right), i, j=1,2 \\
\left\langle v_{i, j}^{\prime}, \psi_{i, j}\right\rangle+B_{2}\left[v_{i, j}, \psi_{i, j} ; t\right]=0, i, j=1,2
\end{array}\right.
$$

where $\phi, \phi_{i, j}, \psi_{i, j} \in H^{1}(\Omega), B_{0}[u, \phi ; t], B_{1}\left[J_{i, j}, \phi_{i, j} ; t\right], B_{2}\left[v_{i, j}, \psi_{i, j} ; t\right]$ are the time-dependent bilinear forms.

### 2.4. The Existence of Weak Solutions

Definition 2. Functions

$$
\begin{aligned}
& u \in L^{2}\left(0, T ; H^{1}(\Omega)\right), u^{\prime} \in L^{2}\left(0, T ;\left(H^{1}(\Omega)\right)^{\prime}\right) \\
& v_{i, j} \in L^{2}\left(0, T ; H^{1}(\Omega)\right), v_{i, j}^{\prime} \in L^{2}\left(0, T ;\left(H^{1}(\Omega)\right)^{\prime}\right) \\
& J_{i, j} \in L^{\infty}\left(0, T ; H^{1}(\Omega)\right), \quad D_{c}^{\gamma} J_{i, j} \in L^{2}\left(0, T ;\left(H^{1}(\Omega)\right)^{\prime}\right)
\end{aligned}
$$

are named the weak solution of (3) if the following hold.
(i) Functions $u, v_{i, j}, J_{i, j}$ satisfy the following system:

$$
\left\{\begin{array}{l}
\left\langle u^{\prime}, \phi\right\rangle+B_{0}[u, \phi ; t]=-\lambda(\widetilde{u}, \phi) \\
\left(D_{C}^{\gamma} J_{i, j}, \phi_{i, j}\right)+B_{1}\left[J_{i, j}, \phi_{i, j} ; t\right]=\frac{1}{\tau}\left(v_{i, j}, \phi_{i, j}\right), i, j=1,2 \\
\left\langle v_{i, j}^{\prime}, \psi_{i, j}\right\rangle+B_{2}\left[v_{i, j}, \psi_{i, j} ; t\right]=0, i, j=1,2
\end{array}\right.
$$

for each $\phi, \phi_{i, j}, \psi_{i, j} \in H^{1}(\Omega),(i, j=1,2)$, a.e. $t \in(0, T]$. (ii) $u(x, 0)=u_{0}(x), J_{i, j}(x, 0)=0, v_{i, j}(x, 0)=\left(\nabla u_{0} \nabla u_{0}^{\top}\right)_{i, j}, i, j=1,2$.

We select a suitable basic space and one of the standard orthogonal bases to construct a finite dimensional approximation solution.

Assume there are some smooth functions $\omega_{k}=\omega_{k}(x),(k=1,2, \cdots),\left\{\omega_{k}\right\}_{k=1}^{\infty}$ is the orthogonal basis of space $H^{1}(\Omega)$, and $\left\{\omega_{k}\right\}_{k=1}^{\infty}$ is a standard orthogonal basis of space $L^{2}(\Omega) . \omega_{k}$ is an eigenfunction of the Laplacian operator with zero Neumann boundary conditions in $H^{1}(\Omega)$, and the corresponding eigenvalues $\left\{\lambda_{k}\right\}$ are arranged in a nondecreasing sequence. That is

$$
\begin{gathered}
\left\{\begin{array}{l}
-\Delta \omega_{k}=\lambda_{k} \omega_{k}, x \in \Omega \\
\frac{\partial \omega_{k}}{\partial \vec{n}}=0, x \in \partial \Omega
\end{array}\right. \\
\left(\omega_{k}, \omega_{k}\right):=\int_{\Omega} \omega_{k}^{2} \mathrm{~d} x=1,0<\lambda_{1} \leq \lambda_{2} \leq \cdots
\end{gathered}
$$

Then the space span $\left\{\omega_{k}\right\}_{k=1}^{\infty}$ has density in $H^{1}(\Omega)$. We define $u^{n}(t, x):[0, T] \rightarrow$ $H^{1}(\Omega), J_{i, j}^{n}(t, x):[0, T] \rightarrow H^{1}(\Omega), v_{i, j}^{n}(t, x):[0, T] \rightarrow H^{1}(\Omega)$ by

$$
\begin{align*}
u^{n}(t, x) & :=\sum_{k=1}^{n} d_{k}^{n}(t) \omega_{k}(x)  \tag{5}\\
v_{i, j}^{n}(t, x) & :=\sum_{k=1}^{n}\left(c_{i, j}\right)_{k}^{n}(t) \omega_{k}(x)  \tag{6}\\
J_{i, j}^{n}(t, x) & :=\frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-s)^{\gamma-1} \frac{1}{\tau}\left(v_{i, j}^{n}-J_{i, j}^{n}\right) \mathrm{d} s \tag{7}
\end{align*}
$$

where $n$ is a positive integer, the coefficients $d_{k}^{n}(t),\left(c_{i, j}\right)_{k}^{n}(t),(i, j=1,2),(0 \leq t \leq T$, $k=1,2, \cdots, n)$ need to satisfy

$$
\left\{\begin{array}{l}
d_{k}^{n}(0)=\left(u_{0}, \omega_{k}\right)  \tag{8}\\
\left(c_{i, j}\right)_{k}^{n}(0)=\left(\left(\nabla u_{0} \nabla u_{0}^{\top}\right)_{i, j}, \omega_{k}\right),(k=1,2, \cdots, n)
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\left\langle\left(u^{n}\right)^{\prime}, \phi\right\rangle+B_{0}\left[u^{n}, \phi ; t\right]=-\lambda(\widetilde{u}, \phi)  \tag{9}\\
\left(D_{c}^{\gamma} J_{i, j}^{n}, \phi_{i, j}\right)+B_{1}\left[J_{i, j}^{n}, \phi_{i, j} ; t\right]=\frac{1}{\tau}\left(v_{i, j}, \phi_{i, j}\right), i, j=1,2 \\
\left\langle\left(v_{i, j}^{n}\right)^{\prime}, \psi_{i, j}\right\rangle+B_{2}\left[v_{i, j}^{n}, \psi_{i, j} ; t\right]=0, i, j=1,2
\end{array}\right.
$$

There is a huge difference when dealing with the Caputo fractional derivative instead of the classical one. In the proposed model, the most important issue is how to deal with the function $J_{i, j}^{n}$ involving the singular kernel $(t-s)^{\gamma-1}$. The following lemma and theorem are presented to answer this question.

Lemma 1. For any positive integer $n$, there exist functions $u^{n}(t, x), v_{i, j}^{n}(t, x), J_{i, j}^{n}(t, x)$ in the form of (5)-(7), and these functions satisfy the initial value condition (8) and the system (9).

Proof. Assuming that $u^{n}(t, x), v_{i, j}^{n}(t, x), J_{i, j}^{n}(t, x)$ can be represented as (5)-(7), $\left\{\omega_{k}\right\}_{k=1}^{\infty}$ is the standard orthogonal basis of spatial $L^{2}(\Omega)$, it can be obtained that

$$
\begin{aligned}
\left(\left(u^{n}(t)\right)^{\prime}, \omega_{k}\right) & =\left(d_{k}^{n}(t)\right)^{\prime} \\
\left(\left(v_{i, j}^{n}(t)\right)^{\prime}, \omega_{k}\right) & =\left(\left(c_{i, j}\right)_{k}^{n}(t)\right)^{\prime}
\end{aligned}
$$

furthermore,

$$
\begin{aligned}
B_{0}\left[u, \omega_{k} ; t\right] & =\sum_{l=1}^{n} B_{0}\left[\omega_{l}, \omega_{k} ; t\right] d_{k}^{n}(t),(k=1,2, \cdots, n) \\
B_{2}\left[v_{i, j}, \omega_{k} ; t\right] & =\sum_{l=1}^{n} B_{2}\left[\omega_{l}, \omega_{k} ; t\right]\left(c_{i, j}\right)_{k}^{n}(t),(k=1,2, \cdots, n)
\end{aligned}
$$

Let $f^{k}(t):=-\lambda\left(\widetilde{u}, \omega_{k}\right)$, then (9) can be transformed into

$$
\left\{\begin{array}{l}
\frac{\partial d_{k}^{n}(t)}{\partial t}+\sum_{l=1}^{n} B_{0}\left[\omega_{l}, \omega_{k} ; t\right] d_{k}^{n}=f^{k}(t) \\
\frac{\partial\left(c_{i, j}\right)_{k}^{n}(t)}{\partial t}+\sum_{l=1}^{n} B_{2}\left[\omega_{l}, \omega_{k} ; t\right]\left(c_{i, j}\right)_{k}^{n}=0 \\
d_{k}^{n}(0)=\left(u_{0}, \omega_{k}\right), k=1,2, \cdots, n \\
\left(c_{i, j}\right)_{k}^{n}(0)=\left(\left(\nabla u_{0} \nabla u_{0}^{\top}\right)_{i, j}, \omega_{k}\right), k=1,2, \cdots, n
\end{array}\right.
$$

further simplify

$$
\begin{aligned}
F_{k}\left(t, d_{1}^{n}(t), \cdots, d_{n}^{n}(t),\left(c_{i, j}\right)_{1}^{n}(t), \cdots,\left(c_{i, j}\right)_{n}^{n}(t)\right): & =f^{k}(t)-\sum_{l=1}^{n} B_{0}\left[\omega_{l}, \omega_{k} ; t\right] d_{k}^{n} \\
F_{n+k}\left(t, d_{1}^{n}(t), \cdots, d_{n}^{n}(t),\left(c_{i, j}\right)_{1}^{n}(t), \cdots,\left(c_{i, j}\right)_{n}^{n}(t)\right): & =\sum_{l=1}^{n} B_{2}\left[\omega_{l}, \omega_{k} ; t\right]\left(c_{i, j}\right)_{k}^{n}
\end{aligned}
$$

then, (9) can be transformed into an ordinary differential equation with the coefficients $d_{k}^{n}(t)$ and $\left(c_{i, j}\right)_{k}^{n}(t)$ :

$$
\left\{\begin{array}{l}
\frac{\partial d_{k}^{n}(t)}{\partial t}=F_{k}\left(t, d_{1}^{n}(t), \cdots, d_{n}^{n}(t),\left(c_{i, j}\right)_{1}^{n}(t), \cdots,\left(c_{i, j}\right)_{n}^{n}(t)\right)  \tag{10}\\
\frac{\partial\left(c_{i, j}\right)_{k}^{n}(t)}{\partial t}=F_{n+k}\left(t, d_{1}^{n}(t), \cdots, d_{n}^{n}(t),\left(c_{i, j}\right)_{1}^{n}(t), \cdots,\left(c_{i, j}\right)_{n}^{n}(t)\right) \\
d_{k}^{n}(0)=\left(u_{0}, \omega_{k}\right) \\
\left(c_{i, j}\right)_{k}^{n}(0)=\left(\left(\nabla u_{0} \nabla u_{0}^{\top}\right)_{i, j}, \omega_{k}\right)
\end{array}\right.
$$

where $i, j=1,2, k=1,2, \cdots, n$. Since $g_{1}$ and $g_{2}$ are both continuous, we can deduce that the functions $F_{k}$ are continuous. Peano's theorem implies that for any $n$, the (10) has a solution $\left\{d_{k}^{n}(t),\left(c_{i, j}\right)_{k}^{n}(t)\right\}_{k=1}^{n}$.

Therefore, there exist functions $u^{n}(t, x), v_{i, j}^{n}(t, x), J_{i, j}^{n}(t, x)$ in the form of (5)-(7), and these functions satisfy the initial value condition (8) and the system (9) for a.e. $t \in(0, T]$.

Lemma 2 (Consistent Estimation Inequality). There exists a constant $C$, only depending on $\Omega$, $T, g_{1}, g_{2}$ and $G_{\sigma}$ such that

$$
\begin{aligned}
& \max _{0 \leq t \leq T}\left\|u^{n}\right\|_{L^{2}(\Omega)}+\max _{0 \leq t \leq T}\left\|J_{i, j}^{n}\right\|_{H^{1}(\Omega)}+\max _{0 \leq t \leq T}\left\|v_{i, j}^{n}\right\|_{L^{2}(\Omega)} \\
& +\left\|u^{n}\right\|_{L^{2}\left(0, T ; H^{1}(\Omega)\right)}+\left\|v_{i, j}\right\|_{L^{2}\left(0, T ; H^{1}(\Omega)\right)} \\
& +\left\|\left(u^{n}\right)^{\prime}\right\|_{L^{2}\left(0, T ;\left(H^{1}(\Omega)\right)^{\prime}\right)}+\left\|\left(v_{i, j}^{n}\right)^{\prime}\right\|_{L^{2}\left(0, T ;\left(H^{1}(\Omega)\right)^{\prime}\right)} \\
& \leq C\left(\left\|u_{0}\right\|_{L^{2}(\Omega)}+\left\|\left(\nabla u_{0} \nabla u_{0}^{\top}\right)_{i, j}\right\|_{L^{2}(\Omega)}+\|\widetilde{u}\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}\right)
\end{aligned}
$$

Proof. (i) $\max _{0 \leq t \leq T}\left\|u^{n}\right\|_{L^{2}(\Omega)}$ estimation. Multiply the first equation of (9) by $\left(d_{i, j}\right)_{k}^{n}(t)$, sum for $k=1,2 \cdots, n$. By virtue of (5), we can obtain the following equation:

$$
\begin{equation*}
\left(\left(u^{n}\right)^{\prime}, u^{n}\right)+B_{0}\left[u^{n}, \phi^{n} ; t\right]=-\lambda\left(\widetilde{u}, u^{n}\right), \text { a.e. } 0<t \leq T \tag{11}
\end{equation*}
$$

Because $g_{1}\left(J^{n}\right) \in C^{\infty}\left(\mathbb{R}^{2 \times 2,2 \times 2}\right)$ keeps the uniform positive definiteness and the symmetry of $J$, we can obtain

$$
\beta\left\|u_{n}\right\|_{H^{1}(\Omega)}^{2} \leq B_{0}\left[u^{n}, u^{n} ; t\right]+\gamma\left\|u_{n}\right\|_{L^{2}(\Omega)}^{2}
$$

where $\beta>0, \gamma \geq 0$. Then (11) can be formulated as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\left\|u^{n}\right\|_{L^{2}(\Omega)}^{2}\right)+2 \beta\left\|u^{n}\right\|_{H^{1}(\Omega)}^{2} \leq(\lambda+2 \gamma)\left\|u^{n}\right\|_{L^{2}(\Omega)}^{2}+\lambda\|\widetilde{u}\|_{L^{2}(\Omega)}^{2} \tag{12}
\end{equation*}
$$

for a.e. $t \in(0, T]$. Applying the Gronwall inequality yields the following estimation:

$$
\begin{equation*}
\max _{0 \leq t \leq T}\left\|u^{n}\right\|_{L^{2}(\Omega)}^{2} \leq C\left(\left\|u_{0}\right\|_{L^{2}(\Omega)}^{2}+\|\widetilde{u}\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}^{2}\right) \tag{13}
\end{equation*}
$$

(ii) $\max _{0 \leq t \leq T}\left\|v_{i, j}^{n}\right\|_{L^{2}(\Omega)}$ estimation. Multiply the first equation of (9) by $\left(c_{i, j}\right)_{k}^{n}(t)$ and sum for $k=1,2 \cdots, n$. According to (6), we obtain the following equation:

$$
\begin{equation*}
\left(\left(v_{i, j}^{n}\right)^{\prime}, v_{i, j}^{n}\right)+B_{2}\left[v_{i, j}^{n}, v_{i, j}^{n} ; t\right]=0, i, j=1,2, \text { a.e. } 0<t \leq T \tag{14}
\end{equation*}
$$

Since

$$
\begin{equation*}
\left(\left(v_{i, j}^{n}\right)^{\prime}, v_{i, j}^{n}\right)=\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{2}\left\|v_{i, j}^{n}\right\|_{L^{2}(\Omega)}^{2}\right) \text { a.e. } 0<t \leq T \tag{15}
\end{equation*}
$$

bring (15) into (14) and integrate from 0 to $t$, and we obtain

$$
\begin{equation*}
\frac{1}{2}\left\|v_{i, j}^{n}\right\|_{L^{2}(\Omega)}^{2}-\frac{1}{2}\left\|v_{i, j}^{n}(0)\right\|_{L^{2}(\Omega)}^{2}+\int_{0}^{T} B_{2}\left[v_{i, j}^{n}, v_{i, j}^{n} ; t\right] \mathrm{d} x=0 \tag{16}
\end{equation*}
$$

Let $u^{n} \in L^{2}\left(0, T ; L^{2}(\Omega)\right) \cap L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$ such that

$$
\left\|u^{n}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)} \leq\left\|u_{0}\right\|_{L^{2}(\Omega)}
$$

Due to $g_{2}, G_{\sigma} \in C^{\infty}$, we can gain that $g_{2}\left(\left|\nabla G_{\sigma} * u^{n}\right|\right) \in L^{\infty}\left(0, T ; C^{\infty}(\Omega)\right)$. Since $g_{2}$ is monotonically decreasing and greater than zero, then we have $g_{2}\left(\left|\nabla u_{\sigma}^{n}\right|\right)=g_{2}\left(\left|\nabla G_{\sigma} * u^{n}\right|\right) \geq$ $z_{0} \geq 0$. Therefore, we have $B_{2}\left[v_{i, j}^{n}, v_{i, j}^{n} ; t\right] \geq z_{0} \geq 0$. Based on (16), there holds

$$
\left\|v_{i, j}^{n}\right\|_{L^{2}(\Omega)}^{2} \leq\left\|v_{i, j}^{n}(0)\right\|_{L^{2}(\Omega)}
$$

Thus, we have

$$
\begin{equation*}
\max _{0 \leq t \leq T}\left\|v_{i, j}^{n}\right\|_{L^{2}(\Omega)}^{2} \leq\left\|\left(\nabla u_{0} \nabla u_{0}^{\top}\right)_{i, j}\right\|_{L^{2}(\Omega)}^{2} \tag{17}
\end{equation*}
$$

(iii) $\left\|v_{i, j}\right\|_{L^{2}\left(0, T ; H^{1}(\Omega)\right)}$ estimation. By (ii), we know that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\left\|v_{i, j}^{n}\right\|_{L^{2}(\Omega)}^{2}\right)+2 z_{1}\left\|v_{i, j}\right\|_{H^{1}(\Omega)}^{2} \leq 2 z_{1}\left\|v_{i, j}\right\|_{L^{2}(\Omega)}^{2} \tag{18}
\end{equation*}
$$

Integrating Equation (18) from 0 to $T$ yields that

$$
\left.\left\|v_{i, j}^{n}\right\|_{L^{2}(\Omega)}^{2}\right|_{t=T}+2 z_{1}\left\|v_{i, j}\right\|_{L^{2}\left(0, T ; H^{1}(\Omega)\right)}^{2} \leq 2 z_{1} \int_{0}^{T}\left\|v_{i, j}\right\|_{L^{2}(\Omega)}^{2} \mathrm{~d} s+\left\|v_{i, j}^{n}(0)\right\|_{L^{2}(\Omega)}^{2}
$$

According to the Gronwall inequality in the integral form, it can be deduced that

$$
\begin{equation*}
\left.\left\|v_{i, j}^{n}\right\|_{L^{2}(\Omega)}^{2}\right|_{t=T} \leq\left(1+2 z_{0} T \mathrm{e}^{2 z_{0} T}\right)\left\|\left(\nabla u_{0} \nabla u_{0}^{\top}\right)_{i, j}\right\|_{L^{2}(\Omega)}^{2} \tag{19}
\end{equation*}
$$

Combining (18) and (19), it can be obtained that

$$
\begin{equation*}
\left\|v_{i, j}\right\|_{L^{2}\left(0, T ; H^{1}(\Omega)\right)}^{2} \leq C\left\|\left(\nabla u_{0} \nabla u_{0}^{\top}\right)_{i, j}\right\|_{L^{2}(\Omega)^{\prime}}^{2}, i, j=1,2 \tag{20}
\end{equation*}
$$

(iv) $\left\|\left(v_{i, j}^{n}\right)^{\prime}\right\|_{L^{2}\left(0, T ;\left(H^{1}(\Omega)\right)^{\prime}\right)}$ estimation. Based on the properties of $g_{2}$, it can be seen that there exists a constant $\alpha_{0}$ such that

$$
\left.\int_{\Omega} g_{2}\left(\left|\nabla u_{\sigma}\right|\right) \nabla v_{i, j}^{n} \nabla \psi_{i, j}\right) \mathrm{d} x \leq \alpha_{0}\left\|v_{i, j}^{n}\right\|_{H^{1}(\Omega)}\left\|\psi_{i, j}\right\|_{H^{1}(\Omega)}
$$

Giving $\psi_{i, j} \in H^{1}(\Omega)$ and $\left\|\psi_{i, j}\right\|_{H^{1}(\Omega)} \leq 1$, we can represent it as $\psi_{i, j}=\psi_{i, j}^{1}+\psi_{i, j}^{2}$, where $\psi_{i, j}^{1} \in \operatorname{span}\left\{\omega_{k}\right\}_{k=1}^{n}$ and $\left(\psi_{i, j}^{2}, \omega_{k}\right)=0, k=1,2, \cdots, n$. Because $\left\{\omega_{k}\right\}_{k=1}^{\infty}$ is orthogonal in $H^{1}(\Omega)$, there is

$$
\left\|\psi_{i, j}^{1}\right\|_{H^{1}(\Omega)} \leq\left\|\psi_{i, j}\right\|_{H^{1}(\Omega)} \leq 1
$$

By (9), it can be obtained that

$$
\left(\left(v_{i, j}^{n}\right)^{\prime}, \psi_{i, j}^{1}\right)+B_{2}\left[v_{i, j}^{n} \psi_{i, j}^{1} ; t\right]=0, i, j=1,2
$$

Since $\left\|\psi_{i, j}^{1}\right\|_{H^{1}(\Omega)} \leq 1$,

$$
\begin{aligned}
& \left\langle\left(v_{i, j}^{n}\right)^{\prime}, \psi_{i, j}\right\rangle=\left(\left(v_{i, j}^{n}\right)^{\prime}, \psi_{i, j}\right)=\left(\left(v_{i, j}^{n}\right)^{\prime}, \psi_{i, j}^{1}\right)=-B_{2}\left[v_{i, j}^{n}, \psi_{i, j}^{1} ; t\right]=0 \\
& \left|\left\langle\left(v_{i, j}^{n}\right)^{\prime}, \psi_{i, j}\right\rangle \leq\left|B_{2}\left[v_{i, j}^{n}, \psi_{i, j}^{1} ; t\right]\right| \leq \alpha_{0}\left\|v_{i, j}^{n}\right\|_{H^{1}(\Omega)}\left\|\psi_{i, j}\right\|_{H^{1}(\Omega)} \leq \alpha_{0}\left\|v_{i, j}^{n}\right\|_{H^{1}(\Omega)}\right.
\end{aligned}
$$

Thus,

$$
\left.\left.\begin{array}{l}
\left\|\left(v_{i, j}^{n}\right)^{\prime}\right\|_{\left(H^{1}(\Omega)\right)^{\prime}}=\sup _{\psi_{i, j} \in H^{1}(\Omega), \|} \mid \psi_{i, j} \|_{H^{1}(\Omega)} \leq 1 \\
\left\|\left(v_{i, j}^{n}\right)^{\prime}\right\|_{L^{2}\left(0, T ;\left(H^{1}(\Omega)\right)^{\prime}\right)}^{2}
\end{array} \int_{0}^{T} \|\left(v_{i, j}^{n}\right)^{\prime}, \psi_{i, j}\right)^{\prime}\left\|_{\left(H^{1}(\Omega)\right)^{\prime}}^{2} \mathrm{~d} t \leq \alpha_{0}\right\| v_{i, j}^{n} \|_{H^{1}(\Omega)}\right)
$$

Therefore,

$$
\begin{equation*}
\left\|\left(v_{i, j}^{n}\right)^{\prime}\right\|_{L^{2}\left(0, T ;\left(H^{1}(\Omega)\right)^{\prime}\right)}^{2} \leq C\left\|\left(\nabla u_{0} \nabla u_{0}^{\top}\right)_{i, j}\right\|_{L^{2}(\Omega)}^{2} \tag{21}
\end{equation*}
$$

(v) $\max _{0 \leq t \leq T}\left\|J_{i, j}^{n}\right\|_{H^{1}(\Omega)}$ estimation. According to the following fractional time-delay ordinary differential equation

$$
\begin{aligned}
& \tau D_{c}^{\gamma} J_{i, j}+J_{i, j}=v_{i, j},(x, t) \in \Omega \times(0, T] \\
& J_{i, j}(x, 0)=0, i, j=1,2, x \in \Omega
\end{aligned}
$$

It can be obtained that

$$
J_{i, j}^{n}:=\frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-s)^{\gamma-1} \frac{1}{\tau}\left(v_{i, j}^{n}-J_{i, j}^{n}\right) \mathrm{d} s
$$

To estimate the inequality, we divide the interval $(0, T]$ equally, the length between the divided cells is $a$, which is denoted as $(k a,(k+1) a]$, and the equation within the interval is

$$
\begin{gathered}
\tau D_{c}^{\gamma} J_{i, j}+J_{i, j}=v_{i, j}, t \in(k a,(k+1) a] \\
J_{i, j}(x, 0)=J_{i, j}(k a), i, j=1,2, x \in \Omega
\end{gathered}
$$

The solution of the equation in the interval $(k a,(k+1) a]$ is

$$
\begin{aligned}
J_{i, j}^{n}(t) & =J_{i, j}^{n}(k a)+\frac{1}{\Gamma(\gamma)} \int_{k a}^{(k+1) a}(t-s)^{\gamma-1} \frac{1}{\tau}\left(v_{i, j}^{n}-J_{i, j}^{n}\right) \mathrm{d} s \\
& =J_{i, j}^{n}(k a)+\frac{1}{\tau \Gamma(\gamma)} \int_{k a}^{(k+1) a}(t-s)^{\gamma-1} v_{i, j}^{n}(s) \mathrm{d} s+\frac{1}{\tau \Gamma(\gamma)} \int_{k a}^{(k+1) a}(t-s)^{\gamma-1} J_{i, j}^{n}(s) \mathrm{d} s
\end{aligned}
$$

Estimating inequalities involves

$$
\begin{aligned}
\left\|J_{i, j}^{n}(t)\right\|_{H^{1}(\Omega)}= & \left\|J_{i, j}^{n}(k a)\right\|_{H^{1}(\Omega)}+\frac{1}{\tau \Gamma(\gamma)} \int_{k a}^{(k+1) a}((k+1) a-s)^{\gamma-1}\left\|v_{i, j}^{n}(s)\right\|_{H^{1}(\Omega)} \mathrm{d} s \\
& +\frac{1}{\tau \Gamma(\gamma)} \int_{k a}^{(k+1) a}((k+1) a-s)^{\gamma-1}\left\|J_{i, j}^{n}(s)\right\|_{H^{1}(\Omega)} \mathrm{d} s \\
\leq & \left\|J_{i, j}^{n}(k a)\right\|_{H^{1}(\Omega)}+\frac{1}{\tau \Gamma(\gamma)} \max _{0 \leq t \leq T}\left\|v_{i, j}^{n}(t)\right\|_{H^{1}(\Omega)} \int_{k a}^{(k+1) a}((k+1) a-s)^{\gamma-1} \mathrm{~d} s \\
& +\frac{1}{\tau \Gamma(\gamma)} \max _{0 \leq t \leq T}\left\|J_{i, j}^{n}(t)\right\|_{H^{1}(\Omega)} \int_{k a}^{(k+1) a}((k+1) a-s)^{\gamma-1} \mathrm{~d} s \\
= & \left\|J_{i, j}^{n}(k a)\right\|_{H^{1}(\Omega)}+\frac{1}{\gamma \tau \Gamma(\gamma)} a^{\gamma}\left(\max _{0 \leq t \leq T}\left\|v_{i, j}^{n}(t)\right\|_{H^{1}(\Omega)}+\max _{0 \leq t \leq T}\left\|J_{i, j}^{n}(t)\right\|_{H^{1}(\Omega)}\right)
\end{aligned}
$$

Taking the maximum value at both ends of the inequality simultaneously, it has

$$
\left(1-\frac{1}{\gamma \tau \Gamma(\gamma)} a^{\gamma}\right) \max _{0 \leq t \leq T}\left\|J_{i, j}^{n}(t)\right\|_{H^{1}(\Omega)} \leq\left\|J_{i, j}^{n}(k a)\right\|_{H^{1}(\Omega)}+\frac{1}{\gamma \tau \Gamma(\gamma)} a^{\gamma} \max _{0 \leq t \leq T}\left\|v_{i, j}^{n}(t)\right\|_{H^{1}(\Omega)}
$$

We can choose $a$ such that $1-\frac{1}{\gamma \tau \Gamma(\gamma)} a^{\gamma}<1$. Because $J_{i, j}^{n}(k a)=0$ in the interval ( $0, T$ ] and

$$
\max _{0 \leq t \leq T}\left\|v_{i, j}^{n}\right\|_{H^{1}(\Omega)}^{2} \leq C_{1}\left\|\left(\nabla u_{0} \nabla u_{0}^{\top}\right)_{i, j}\right\|_{L^{2}(\Omega)}^{2}
$$

we set

$$
C=\frac{\frac{1}{\gamma \tau \Gamma(\gamma)} a^{\gamma} C_{1}}{1-\frac{1}{\gamma \tau \Gamma(\gamma)} a^{\gamma}}
$$

Therefore,

$$
\begin{equation*}
\max _{0 \leq t \leq T}\left\|J_{i, j}^{n}\right\|_{H^{1}(\Omega)} \leq C\left\|\left(\nabla u_{0} \nabla u_{0}^{\top}\right)_{i, j}\right\|_{L^{2}(\Omega)}^{2} \tag{22}
\end{equation*}
$$

(vi) $\left\|u^{n}\right\|_{L^{2}\left(0, T ; H^{1}(\Omega)\right)}$ estimation. By integrating Equation (14) from 0 to $T$, we have

$$
\begin{aligned}
& \left.\left\|u^{n}\right\|_{L^{2}(\Omega)}^{2}\right|_{t=T}+2 \beta\left\|u^{n}\right\|_{L^{2}\left(0, T ; H^{1}(\Omega)\right)}^{2} \\
\leq & (\lambda+2 \gamma) \int_{0}^{T}\left\|u^{n}\right\|_{L^{2}(\Omega)}^{2} \mathrm{~d} t+\lambda\|\widetilde{u}\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\left\|u^{n}(0)\right\|_{L^{2}(\Omega)}^{2}
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\left\|u^{n}\right\|_{L^{2}\left(0, T ; H^{1}(\Omega)\right)}^{2} \leq C\left(\left\|u_{0}\right\|_{L^{2}(\Omega)}^{2}+\|\widetilde{u}\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}^{2}\right) \tag{23}
\end{equation*}
$$

(vii) $\left\|\left(u^{n}\right)^{\prime}\right\|_{L^{2}\left(0, T ;\left(H^{1}(\Omega)\right)^{\prime}\right)}$ estimation. Giving $\phi \in H^{1}(\Omega)$ and $\|\phi\|_{H^{1}(\Omega)} \leq 1$, we can represent it as $\phi=\phi^{1}+\phi^{2}$, where $\phi^{1} \in \operatorname{span}\left\{\omega_{k}\right\}_{k=1}^{n}$ and $\left(\phi^{2}, \omega_{k}\right)=0, k=1,2, \cdots, n$. Because $\left\{\omega_{k}\right\}_{k=1}^{\infty}$ is orthogonal in $H^{1}(\Omega)$, then we have

$$
\left\|\phi^{1}\right\|_{H^{1}(\Omega)} \leq\|\phi\|_{H^{1}(\Omega)} \leq 1
$$

By (5), it can be obtained that

$$
\begin{aligned}
\left\|\left(u^{n}\right)^{\prime}\right\|_{L^{2}\left(0, T ;\left(H^{1}(\Omega)\right)^{\prime}\right)}^{2} & =\int_{0}^{T}\left\|\left(u^{n}\right)^{\prime}\right\|_{\left(H^{1}(\Omega)\right)^{\prime}}^{2} \mathrm{~d} t \\
& \leq C \int_{0}^{T}\left\|u^{n}\right\|_{H^{1}(\Omega)}^{2}+\|\widetilde{u}\|_{L^{2}(\Omega)}^{2} \mathrm{~d} t \\
& \leq C\left(\left\|u_{0}\right\|_{L^{2}(\Omega)}^{2}+\|\widetilde{u}\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}^{2}\right)
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\left\|\left(u^{n}\right)^{\prime}\right\|_{L^{2}\left(0, T ;\left(H^{1}(\Omega)\right)^{\prime}\right)}^{2} \leq C\left(\left\|u_{0}\right\|_{L^{2}(\Omega)}^{2}+\|\widetilde{u}\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}^{2}\right) \tag{24}
\end{equation*}
$$

Combining the inequalities estimated by (17), (20)-(22), (13), (23) and (24), we obtain a consistent estimation inequality.

In order to prove the existence of weak solutions for (3), we need to analyze whether the sequence $J_{i, j}^{n}$ has a subsequence with weak/strong convergence property in the corresponding space.

Lemma 3. Let $F(t)=\left\{J_{i, j}^{n}(t)\right\}_{n \in N}$, where $N$ is the index set, $J_{i, j}^{n}:[0, T] \mapsto X \in L^{2}(\Omega)$, then $F(t)$ is a relatively compact set in $C\left(0, T ; L^{2}(\Omega)\right)$.

Proof. (i) Prove that $\left\{J_{i, j}^{n} \mid n \in N, t \in[0, T]\right\}$ is relatively compact in $L^{2}(\Omega)$. According to step (v) of the consistent estimation inequality, we can obtain

$$
\max _{0 \leq t \leq T}\left\|J_{i, j}^{n}\right\|_{H^{1}(\Omega)} \leq C\left\|\left(\nabla u_{0} \nabla u_{0}^{\top}\right)_{i, j}\right\|_{L^{2}(\Omega)}^{2}
$$

Because $F(t)$ is uniformly bounded in $L^{2}(\Omega)$,

$$
\left\|J_{i, j}^{n}\right\|_{C\left([0, T] ; H^{1}(\Omega)\right)} \leq C
$$

It means that $F(t)$ is bounded in $H^{1}(\Omega)$. Therefore, $\left\{J_{i, j}^{n} \mid n \in N, t \in[0, T]\right\}$ is relatively compact in $L^{2}(\Omega)$.
(ii) Proof of the equicontinuity of $F(t)$. For $\forall \varepsilon>0$, with $t_{1}$ as the initial value diffused to $t_{2}$, then

$$
J_{i, j}^{n}\left(t_{2}\right)=J_{i, j}^{n}\left(t_{1}\right)+\frac{1}{\tau \Gamma(\gamma)} \int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{\gamma-1}\left(v_{i, j}^{n}(s)-J_{i, j}^{n}(s)\right) \mathrm{d} s
$$

then for $\forall \varepsilon>0, \exists \delta=\frac{\left\|v_{i, j}^{n}(s)-J_{i, j}^{n}\right\|_{H^{1}(\Omega)}{ }^{\varepsilon}}{\tau \gamma \Gamma(\gamma)}$, when $\left|t_{1}-t_{2}\right|<\delta$, we have

$$
\begin{aligned}
\left\|J_{i, j}^{n}\left(t_{2}\right)-J_{i, j}^{n}\left(t_{1}\right)\right\|_{H^{1}(\Omega)} & \leq \frac{1}{\Gamma \tau(\gamma)} \int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{\gamma-1}\left\|v_{i, j}^{n}(s)-J_{i, j}^{n}(s)\right\|_{H^{1}(\Omega)} \mathrm{d} s \\
& \leq \frac{1}{\tau \gamma \Gamma(\gamma)}\left\|v_{i, j}^{n}-J_{i, j}^{n}\right\|_{H^{1}(\Omega)}\left|t_{2}-t_{1}\right| \\
& \leq \frac{1}{\tau \gamma \Gamma(\gamma)}\left\|v_{i, j}^{n}-J_{i, j}^{n}\right\|_{H^{1}(\Omega)} \cdot \frac{\tau \gamma \Gamma(\gamma) \delta}{\left\|v_{i, j}^{n}-J_{i, j}^{n}\right\|_{H^{1}(\Omega)}}
\end{aligned}
$$

Therefore $\left\|J_{i, j}^{n}\left(t_{2}\right)-J_{i, j}^{n}\left(t_{1}\right)\right\|_{H^{1}(\Omega)}<\varepsilon$, which means $F(t)$ is equicontinuous. Finally, combining (i)-(ii) and according to the Arela-Ascoli lemma, $F(t)$ is a relatively compact set in $C\left(0, T ; L^{2}(\Omega)\right)$.

Theorem 2. Under the assumption that $u_{0} \in L^{2}(\Omega),\left(\nabla u_{0} \nabla u_{0}^{\top}\right)_{i, j} \in L^{2}(\Omega)$, there exists a weak solution of (3).

Proof. (i) According to the consistent estimation inequality, the sequences $\left\{u^{n}\right\}_{n=1}^{\infty},\left\{v_{i, j}^{n}\right\}_{n=1}^{\infty}$ are bounded in $L^{2}\left(0, T ; H^{1}(\Omega),\left\{\left(u^{n}\right)^{\prime}\right\}_{n=1}^{\infty},\left\{\left(v_{i, j}^{n}\right)^{\prime}\right\}_{n=1}^{\infty}\right.$ are bounded in $L^{2}\left(0, T ;\left(H^{1}(\Omega)\right)^{\prime}\right)$ and $\left\{J_{i, j}^{n}\right\}_{n=1}^{\infty}$ are bounded in $L^{\infty}\left(0, T ; H^{1}(\Omega)\right)$.

According to the weak/strong sequence compactness in $L^{p}(\Omega)$ and the compact embedding theorem in Sobolev spaces, there exist subsequences $\left\{u^{n_{k}}\right\}_{k=1}^{\infty} \subset\left\{u^{n}\right\}_{k=1}^{\infty},\left\{v_{i, j}^{n_{k}}\right\}_{k=1}^{\infty}$ $\subset\left\{v_{i, j}^{n}\right\}_{k=1}^{\infty}$. According to lemma (3), there exist subsequences $\left\{J_{i, j}^{n_{k}}\right\}_{k=1}^{\infty} \subset\left\{J_{i, j}^{n}\right\}_{k=1}^{\infty}$ and functions

$$
\begin{aligned}
& u \in L^{2}\left(0, T ; H^{1}(\Omega)\right), u^{\prime} \in L^{2}\left(0, T ; H^{1}(\Omega)^{\prime}\right) \\
& v_{i, j} \in L^{2}\left(0, T ; H^{1}(\Omega)\right), v_{i, j}^{\prime} \in L^{2}\left(0, T ;\left(H^{1}(\Omega)\right)^{\prime}\right) \\
& J_{i, j} \in L^{\infty}\left(0, T ; H^{1}(\Omega)\right), D_{c}^{\gamma} J_{i, j} \in L^{2}\left(0, T ;\left(H^{1}(\Omega)\right)^{\prime}\right)
\end{aligned}
$$

such that

$$
\begin{cases}u^{n_{k}} \rightharpoonup u & \text { in } L^{2}\left(0, T ; H^{1}(\Omega)\right)  \tag{25}\\ \left(u^{n_{k}}\right)^{\prime} \rightharpoonup u^{\prime} & \text { in } L^{2}\left(0, T ;\left(H^{1}(\Omega)\right)^{\prime}\right) \\ v_{i, j}^{n_{k}} \rightharpoonup v_{i, j} & \text { in } L^{2}\left(0, T ; H^{1}(\Omega)\right) \\ \left(v_{i, j}^{n_{k}}\right)^{\prime} \rightharpoonup v_{i, j}^{\prime} & \text { in } L^{2}\left(0, T ;\left(H^{1}(\Omega)\right)^{\prime}\right) \\ J_{i, j}^{n_{k}} \rightarrow J_{i, j} & \text { in } C\left(0, T ; H^{1}(\Omega)\right) \\ D_{c}^{\gamma} J_{i, j}^{n_{k}} \rightharpoonup D_{c}^{\gamma} J_{i, j} & \text { in } L^{2}\left(0, T ;\left(H^{1}(\Omega)\right)^{\prime}\right)\end{cases}
$$

(ii) Fixing a positive integer $N$, choosing functions $\phi, \phi_{i, j}, \psi_{i, j} \in C^{1}\left([0, T] ; H^{1}(\Omega)\right)$ satisfies

$$
\begin{aligned}
\phi(t) & =\sum_{l=1}^{N} \alpha^{l}(t) \omega_{l}(x) \\
\phi_{i, j}(t) & =\sum_{l=1}^{N} \alpha_{i, j}^{l}(t) \omega_{l}(x) \\
\psi_{i, j}(t) & =\sum_{l=1}^{N} \beta_{i, j}^{l}(t) \omega_{l}(x), \quad i, j=1,2
\end{aligned}
$$

where $\left\{\alpha^{l}\right\}_{l=1^{\prime}}^{N},\left\{\alpha_{i, j}^{l}\right\}_{l=1^{\prime}}^{N},\left\{\beta_{i, j}^{l}\right\}_{l=1}^{N}$ are the given smooth functions. Choose $n \geq N$, multiplying (9) by $\left\{\alpha^{l}\right\}_{l=1}^{N},\left\{\alpha_{i, j}^{l}\right\}_{l=1}^{N},\left\{\beta_{i, j}^{l}\right\}_{l=1}^{N}$, and taking the summation for $l=1,2, \cdots, N$, integrate from 0 to $t$

$$
\left\{\begin{array}{l}
\int_{0}^{T}\left[\left\langle\left(u^{n}\right)^{\prime}, \phi\right\rangle+B_{0}\left[u^{n}, \phi ; t\right]\right] \mathrm{d} t=-\int_{0}^{T}[\lambda(\widetilde{u}, \psi) \mathrm{d} t  \tag{26}\\
\int_{0}^{T}\left[\left(D_{c}^{\gamma} J_{i, j}^{n}, \phi_{i, j}\right)+B_{1}\left[J_{i, j}^{n}, \phi_{i, j}, t\right]\right] \mathrm{d} t=\frac{1}{\tau} \int_{0}^{T}\left[\left(v_{i, j}^{n}, \phi_{i, j}\right) \mathrm{d} t, i, j=1,2\right. \\
\int_{0}^{T}\left[\left\langle\left(v_{i, j}^{n}\right)^{\prime}, \psi_{i, j}\right\rangle+B_{2}\left[v_{i, j}^{n}, \psi_{i, j} ; t\right]\right] \mathrm{d} t=0, i, j=1,2
\end{array}\right.
$$

Let $n=n_{k}$, and take the limit on both ends of (25),

$$
\begin{align*}
& \int_{0}^{T}\left[\left\langle u^{\prime}, \phi\right\rangle+B_{0}[u, \phi ; t] \mathrm{d} t=-\int_{0}^{T} \lambda(\widetilde{u}, \psi) \mathrm{d} t\right.  \tag{27}\\
& \int_{0}^{T}\left[\left(D_{c}^{\gamma} J_{i j}, \phi_{i, j}\right)+B_{1}\left[J_{i, j}, \phi_{i, j} ; t\right] \mathrm{d} t=\frac{1}{\tau} \int_{0}^{T}\left(v_{i, j}, \phi_{i, j}\right) \mathrm{d} t, i, j=1,2\right.  \tag{28}\\
& \int_{0}^{T}\left[\left\langle v_{i, j}^{\prime}, \psi_{i, j}\right\rangle+B_{2}\left[v_{i, j}, \psi_{i, j} ; t\right]\right] \mathrm{d} t=0, \quad i, j=1,2 \tag{29}
\end{align*}
$$

Since $\phi, \phi_{i, j}, \psi_{i, j}$ are dense in $H^{1}(\Omega)$, there holds $\phi, \phi_{i, j}, \psi_{i, j} \in L^{2}\left(0, T ; H^{1}(\Omega)\right)$. Hence,

$$
\begin{aligned}
& \left\langle u^{\prime}, \phi\right\rangle+B_{0}[u, \phi ; t]=-\lambda(\widetilde{u}, \psi) \\
& \left(D_{c}^{\gamma} J_{i, j}, \phi_{i, j}\right)+B_{1}\left[J_{i, j}, \phi_{i, j} ; t\right]=\frac{1}{\tau}\left(v_{i, j}, \phi_{i, j}\right), i, j=1,2 \\
& \left\langle v_{i, j}^{\prime}, \psi_{i, j}\right\rangle+B_{2}\left[v_{i, j}, \psi_{i, j} ; t\right]=0, i, j=1,2
\end{aligned}
$$

for each $\phi, \phi_{i, j}, \psi_{i, j} \in H^{1}(\Omega)$, a.e. $t \in(0, T]$.
(iii) For $\phi, \phi_{i, j}, \psi_{i, j} \in C^{1}\left([0, T] ; H^{1}(\Omega)\right)$, we have $\phi(T)=0, \phi_{i, j}(T)=0, \psi_{i, j}(T)=0$, ( $i, j=1,2$ ). With the partial integration of (27)-(29), we have

$$
\left\{\begin{array}{l}
\int_{0}^{T}\left[-\left\langle\phi^{\prime}, u\right\rangle+B_{0}[u, \phi ; t] \mathrm{d} t=-\int_{0}^{T} \lambda(\widetilde{u}, \psi) \mathrm{d} t+\langle u(0), \phi(0)\rangle\right.  \tag{30}\\
\int_{0}^{T}\left[\left(D_{c}^{\gamma} J_{i, j}, \phi_{i, j}\right)+B_{1}\left[J_{i, j}, \phi_{i, j} ; t\right] \mathrm{d} t\right. \\
=\frac{1}{\tau} \int_{0}^{T}\left(v_{i, j}, \phi_{i, j}\right) \mathrm{d} t+T \sum_{j=0}^{n-1} D_{(0, T)}^{\gamma+j-n} \phi_{i, j}(0) D^{n-i-j} J_{i, j}(0) \\
\int_{0}^{T}\left[-\left\langle\psi_{i, j}^{\prime}, v_{i, j}\right\rangle \mathrm{d} t+B_{2}\left[v_{i, j}, \psi_{i, j} ; t\right]\right] \mathrm{d} t=\left\langle v_{i, j}(0), \psi_{i, j}(0)\right\rangle i, j=1,2
\end{array}\right.
$$

where $D_{(0, T)}^{\gamma+j-n} \phi_{i, j}=\frac{1}{\Gamma(n-\gamma)}\left(-\frac{\mathrm{d}}{\mathrm{d} t}\right)^{n} \int_{t}^{T}(t-s)^{n-\gamma-1} \phi_{i, j} \mathrm{~d} s$.
Similarly, integrating each equation of (26) by parts yields

$$
\left\{\begin{array}{l}
\int_{0}^{T}\left[-\left\langle\phi^{\prime}, u^{n}\right\rangle+B_{0}\left[u^{n}, \phi ; t\right]\right] \mathrm{d} t=-\int_{0}^{T} \lambda(\widetilde{u}, \psi) \mathrm{d} t+\left\langle u^{n}(0), \phi(0)\right\rangle  \tag{31}\\
\int_{0}^{T}\left[\left(D_{c}^{\gamma} J_{i, j^{\prime}}^{n} \phi_{i, j}\right)+B_{1}\left[J_{i, j}^{n}, \phi_{i, j} ; t\right]\right] \mathrm{d} t \\
=\frac{1}{\tau} \int_{0}^{T}\left(v_{i, j}, \phi_{i, j}\right) \mathrm{d} t+T \sum_{j=0}^{n-1} D_{(0, T)}^{\gamma+j-n} \phi_{i, j}(0) D^{n-i-j} J_{i, j}^{n}(0) \\
\int_{0}^{T}\left[-\left\langle\psi_{i, j}^{\prime}, v_{i, j}^{n}\right\rangle \mathrm{d} t+B_{2}\left[v_{i, j}^{n}, \psi_{i, j} ; t\right] \mathrm{d} t=\left\langle v_{i, j}^{n}(0), \psi_{i, j}(0)\right\rangle, i, j=1,2\right.
\end{array}\right.
$$

Let $n=n_{k}, k \rightarrow+\infty$, and apply (25). There holds

$$
\left\{\begin{array}{l}
\int_{0}^{T}\left[-\left\langle\phi^{\prime}, u\right\rangle+B_{0}[u, \phi ; t]\right] \mathrm{d} t=-\int_{0}^{T} \lambda(\widetilde{u}, \psi) \mathrm{d} t+\left\langle u_{0}, \phi(0)\right\rangle  \tag{32}\\
\int_{0}^{T}\left[\left(D_{c}^{\gamma} J_{i, j}, \phi_{i, j}\right)+B_{1}\left[J_{i, j}, \phi_{i, j} ; t\right]\right] \mathrm{d} t \\
=\frac{1}{\tau} \int_{0}^{T}\left(v_{i, j}, \phi_{i, j}\right) \mathrm{d} t+T \sum_{j=0}^{n-1} D_{(0, T)}^{\gamma+j-n} \phi_{i, j}(0) \cdot 0 \\
\int_{0}^{T}\left[-\left\langle\psi_{i, j}^{\prime}, v_{i, j}\right\rangle \mathrm{d} t+B_{2}\left[v_{i, j}, \psi_{i, j} ; t\right]\right] \mathrm{d} t=\left\langle\left(\nabla u_{0} \nabla u_{0}^{T}\right)_{i, j}, \psi_{i, j}(0)\right\rangle, i, j=1,2
\end{array}\right.
$$

Since $\phi(0), \phi_{i, j}(0), \psi_{i, j}(0),(i, j=1,2)$ are arbitrary, according to (30) and (32), we deduce that $u(0)=u_{0}, J_{i, j}(0)=0, v_{i, j}(0)=\left(\nabla u_{0} \nabla u_{0}^{\top}\right)_{i, j}, i, j=1,2$.

### 2.5. Uniqueness of Weak Solutions

This section studies the uniqueness of the weak solution of the model in the text, and provides a detailed proof as follows.

Theorem 3. Under the assumption that $u_{0} \in L^{2}(\Omega),\left(\nabla u_{0} \nabla u_{0}^{\top}\right)_{i, j} \in L^{2}(\Omega)$, there exists a unique weak solution of (3).

Proof. Assume that the system (3) has two solutions, respectively, i.e., $\left(\bar{u}, \bar{J}_{i, j}, \bar{v}_{i, j}\right),\left(\hat{u}, \hat{J}_{i, j}, \hat{v}_{i, j}\right)$, $(i, j=1,2)$. Consider the definition of weak solutions

$$
\left\{\begin{array}{l}
\left\langle\bar{u}^{\prime}, \phi\right\rangle+B_{0}[\bar{u}, \phi ; t]=-\lambda(\widetilde{u}, \psi)  \tag{33}\\
\left(D_{c}^{\gamma} \bar{J}_{i, j}, \phi_{i, j}\right)+B_{1}\left[\bar{J}_{i, j}, \phi_{i, j} ; t\right]=\frac{1}{\tau}\left(\bar{v}_{i, j}, \phi_{i, j}\right), i, j=1,2 \\
\left\langle\bar{v}_{i, j}^{\prime}, \psi_{i, j}\right\rangle+B_{2}\left[\bar{v}_{i, j}, \psi_{i, j} ; t\right]=0, \quad i, j=1,2
\end{array}\right.
$$

where $\forall \phi, \phi_{i, j}, \psi_{i, j} \in H^{1}(\Omega)(i, j=1,2)$, a.e. $t \in(0, T]$. Similarly, applying (33) to $\left(\hat{u}, \hat{J}_{i, j}, \hat{v}_{i, j}\right),(i, j=1,2)$ and subtracting the result of two equations, we have

$$
\left\{\begin{array}{l}
\left\langle(\bar{u}-\hat{v})^{\prime}, \phi\right\rangle+B_{0}[(\bar{u}-\hat{v}), \phi ; t]=-\lambda(\widetilde{u}, \psi) \\
\left(D_{c}^{\gamma}\left(\bar{J}_{i, j}-\hat{J}_{i, j}\right), \phi_{i, j}\right)+B_{1}\left[\left(\bar{J}_{i, j}-\hat{J}_{i, j}\right), \phi_{i, j} ; t\right]=\frac{1}{\tau}\left(\left(\bar{v}_{i, j}-\hat{v}_{i, j}\right), \phi_{i, j}\right), i, j=1,2 \\
\left\langle\left(\bar{v}_{i, j}-\hat{v}_{i, j}\right)^{\prime}, \psi_{i, j}\right\rangle+B_{2}\left[\left(\bar{v}_{i, j}-\hat{v}_{i, j}\right), \psi_{i, j} ; t\right]=0, i, j=1,2
\end{array}\right.
$$

Selecting $\phi=\bar{u}-\hat{u}, \phi_{i, j}=\bar{J}_{i, j}-\hat{J}_{i, j}, \psi_{i, j}=\bar{v}_{i, j}-\hat{v}_{i, j}$ and integrating in $\Omega$,

$$
\left\{\begin{array}{l}
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|\bar{u}-\hat{u}\|_{L^{2}}^{2}+\int_{\Omega} g_{1}(\bar{J}) \nabla(\bar{u}-\hat{u}) \cdot \nabla(\bar{u}-\hat{u}) \mathrm{d} x-\lambda\|\bar{u}-\hat{u}\|_{L^{2}}^{2} \\
=-\int_{\Omega}\left(g_{1}(\bar{J})-g_{1}(\hat{J})\right) \nabla \hat{u} \cdot \nabla(\bar{u}-\hat{u}) \mathrm{d} x \\
\tau \int_{\Omega} D_{c}^{\gamma}\left(\bar{J}_{i, j}-\hat{J}_{i, j}\right) \cdot\left(\bar{J}_{i, j}-\hat{J}_{i, j}\right) \mathrm{d} x+\left\|\bar{J}_{i, j}-\hat{J}_{i, j}\right\|_{L^{2}}^{2}  \tag{34}\\
=\int_{\Omega}\left(\bar{v}_{i, j}-\hat{v}_{i, j}\right)\left(\bar{J}_{i, j}-\hat{J}_{i, j}\right) \mathrm{d} x \\
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left\|\bar{v}_{i, j}-\hat{v}_{i, j}\right\|_{L^{2}}^{2}+\int_{\Omega} g_{2}\left(\left|\nabla \bar{u}_{\sigma}\right|\right) \nabla\left(\bar{v}_{i, j}-\hat{v}_{i, j}\right) \cdot \nabla\left(\bar{v}_{i, j}-\hat{v}_{i, j}\right) \mathrm{d} x \\
=-\hat{l}^{2}\left(g_{\gamma}\left(\left|\nabla \bar{u}_{\sigma}\right|\right)-g_{\gamma}\left(\left|\nabla \hat{u}_{\sigma}\right|\right)\right) \nabla \hat{v}_{i, i} \cdot \nabla\left(\bar{v}_{i ;}-\hat{v}_{i ; i}\right) \mathrm{d} x
\end{array}\right.
$$

For the first equation in (34), using the smoothness and positive definiteness of $g_{1}(J)$, the Cauchy inequality with $\varepsilon$, and the Schwarz inequality, it can be obtained that

$$
\begin{aligned}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|\bar{u}-\hat{u}\|_{L^{2}}^{2}+z_{1}\|\nabla(\bar{u}-\hat{u})\|_{L^{2}}^{2}-\lambda\|\bar{u}-\hat{u}\|_{L^{2}}^{2} \\
\leq & \int_{\Omega}\left|\left(g_{1}(\bar{J})-g_{1}(\hat{J})\right) \nabla(\hat{u})\right| \cdot|\nabla(\bar{u}-\hat{u})| \mathrm{d} x \\
\leq & \|\nabla(\bar{u}-\hat{u})\|_{L^{2}}\left(\int_{\Omega}\left|\left(g_{1}(\bar{J})-g_{1}(\hat{J})\right) \nabla \hat{u}\right|^{2} \mathrm{~d} x\right)^{\frac{1}{2}} \\
\leq & \|\nabla(\bar{u}-\hat{u})\|_{L^{2}}\|\nabla \hat{u}\|_{L^{2}} \sum_{i, j=1}^{2}\left\|\left(g_{1}(\bar{J})-g_{1}(\hat{J})\right)_{i, j}\right\|_{L^{\infty}} \\
\leq & C\|\nabla(\bar{u}-\hat{u})\|_{L^{2}}\|\nabla \hat{u}\|_{L^{2}} \sum_{i, j=1}^{2}\left\|\bar{J}_{i, j}-\hat{J}_{i, j}\right\|_{L^{2}} \\
\leq & \frac{2 C}{z_{1}} \sum_{i, j=1}^{2}\left\|\bar{J}_{i, j}-\hat{J}_{i, j}\right\|_{L^{2}}^{2}\|\nabla \hat{u}\|_{L^{2}}^{2}+\frac{z_{1}}{2}\|\nabla(\bar{u}-\hat{u})\|_{L^{2}}^{2}
\end{aligned}
$$

Reorganizing the above equation, we obtain

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\|\bar{u}-\hat{u}\|_{L^{2}}^{2}+z_{1}\|\nabla(\bar{u}-\hat{u})\|_{L^{2}}^{2} \leq \frac{4 C}{z_{1}} \sum_{i, j=1}^{2}\left\|\bar{J}_{i, j}-\hat{J}_{i, j}\right\|_{L^{2}}^{2}\|\nabla \hat{u}\|_{L^{2}}^{2}+\lambda\|\bar{u}-\hat{u}\|_{L^{2}}^{2}
$$

Therefore,

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\|\bar{u}-\hat{u}\|_{L^{2}}^{2} \leq M_{1} \sum_{i, j=1}^{2}\left\|\bar{J}_{i, j}-\hat{J}_{i, j}\right\|_{L^{2}}^{2}\|\nabla \hat{u}\|_{L^{2}}^{2}+\lambda\|\bar{u}-\hat{u}\|_{L^{2}}^{2}, M_{1}=\frac{4 C}{z_{1}} \tag{35}
\end{equation*}
$$

where $M_{1}>0$. For the second equation in (34), by applying theorem (1), we obtain

$$
\frac{\tau}{2} D_{c}^{\gamma}\left\|\bar{J}_{i, j}-\hat{J}_{i, j}\right\|_{L^{2}}^{2} \leq \tau \int_{\Omega} D_{c}^{\gamma}\left(\bar{J}_{i, j}-\hat{J}_{i, j}\right) \cdot\left(\bar{J}_{i, j}-\hat{J}_{i, j}\right) \mathrm{d} x
$$

Further, the second equation in (34) can be transformed into

$$
\frac{\tau}{2} D_{c}^{\gamma}\left\|\bar{J}_{i, j}-\hat{J}_{i, j}\right\|_{L^{2}}^{2}+\left\|\bar{J}_{i, j}-\hat{J}_{i, j}\right\|_{L^{2}}^{2} \leq \int_{\Omega}\left(\bar{v}_{i, j}-\hat{v}_{i, j}\right)\left(\bar{J}_{i, j}-\hat{J}_{i, j}\right) \mathrm{d} x
$$

Thus,

$$
\begin{equation*}
D_{c}^{\gamma} \sum_{i, j=1}^{2}\left\|\bar{J}_{i, j}-\hat{J}_{i, j}\right\|_{L^{2}}^{2} \leq \tau \sum_{i, j=1}^{2}\left\|\bar{v}_{i, j}-\hat{v}_{i, j}\right\|_{L^{2}}^{2}-\tau \sum_{i, j=1}^{2}\left\|\bar{J}_{i, j}-\hat{J}_{i, j}\right\|_{L^{2}}^{2} \tag{36}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
D_{c}^{\gamma} \sum_{i, j=1}^{2}\left\|\bar{J}_{i, j}-\hat{J}_{i, j}\right\|_{L^{2}}^{2} \leq \tau \sum_{i, j=1}^{2}\left\|\bar{v}_{i, j}-\hat{v}_{i, j}\right\|_{L^{2}}^{2} \tag{37}
\end{equation*}
$$

For the third equation in (34), similar to the derivation of the first equation, we apply the properties of $g_{2}$, the Schwarz inequality, and the Cauchy inequality with $\varepsilon$,

$$
\begin{aligned}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left\|\bar{v}_{i, j}-\hat{v}_{i, j}\right\|_{L^{2}}^{2}+z_{2}\left\|\nabla\left(\bar{v}_{i, j}-\hat{v}_{i, j}\right)\right\|_{L^{2}}^{2} \\
\leq & \int_{\Omega}\left|g_{2}\left(\left|\nabla \bar{u}_{\sigma}\right|\right)-g_{2}\left(\left|\nabla \hat{u}_{\sigma}\right|\right) \nabla \hat{v}_{i, j}\right| \cdot \nabla\left(\bar{v}_{i, j}-\hat{v}_{i, j}\right) \mathrm{d} x \\
\leq & \left\|\nabla\left(\bar{v}_{i, j}-\hat{v}_{i, j}\right)\right\|_{L^{2}}\left(\int_{\Omega}\left|\left(g_{2}\left(\left|\nabla \bar{u}_{\sigma}\right|\right)-g_{2}\left(\left|\nabla \hat{u}_{\sigma}\right|\right)\right) \nabla \hat{v}_{i, j}\right|^{2} \mathrm{~d} x\right)^{\frac{1}{2}} \\
\leq & C_{i, j} \sum_{i, j=1}^{2}\left\|\nabla \hat{v}_{i, j}\right\|_{L^{2}}\|\bar{u}-\hat{u}\|_{L^{2}} \cdot\left\|\nabla\left(\bar{v}_{i, j}-\hat{v}_{i, j}\right)\right\|_{L^{2}} \\
\leq & \frac{2 C_{i, j}}{z_{2}} \sum_{i, j=1}^{2}\left\|\nabla \hat{v}_{i, j}\right\|_{L^{2}}^{2} \cdot\|\bar{u}-\hat{u}\|_{L^{2}}^{2}+\frac{z_{2}}{2}\left\|\nabla\left(\bar{v}_{i, j}-\hat{v}_{i, j}\right)\right\|_{L^{2}}^{2}
\end{aligned}
$$

After reorganization, it becomes

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left\|\bar{v}_{i, j}-\hat{v}_{i, j}\right\|_{L^{2}}^{2}+z_{2}\left\|\nabla\left(\bar{v}_{i, j}-\hat{v}_{i, j}\right)\right\|_{L^{2}}^{2} \leq \frac{4 C_{i, j}}{z_{2}} \sum_{i, j=1}^{2}\left\|\nabla \hat{v}_{i, j}\right\|_{L^{2}}^{2} \cdot\|\bar{u}-\hat{u}\|_{L^{2}}^{2}
$$

Therefore,

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \sum_{i, j}^{2}\left\|\bar{v}_{i, j}-\hat{v}_{i, j}\right\|_{L^{2}}^{2} \leq M_{2} \sum_{i, j=1}^{2}\left\|\nabla \hat{v}_{i, j}\right\|_{L^{2}}^{2} \cdot\|\bar{u}-\hat{u}\|_{L^{2}}^{2}, M_{2}=\max _{i, j}\left(\frac{4 C_{i, j}}{z_{2}}\right) \tag{38}
\end{equation*}
$$

According to the solution of the fractional-order ordinary differential equation and the formula (37), we obtain

$$
\begin{align*}
\left\|\bar{J}_{i, j}-\hat{J}_{i, j}\right\|_{L^{2}}^{2} & =\int_{0}^{t}(t-s)^{\gamma-1} D_{c}^{\gamma}\left\|\bar{J}_{i, j}-\hat{J}_{i, j}\right\|_{L^{2}}^{2} \mathrm{~d} s  \tag{39}\\
& \leq \int_{0}^{t}(t-s)^{\gamma-1} \tau\left\|\bar{v}_{i, j}-\hat{v}_{i, j}\right\|_{L^{2}}^{2} \mathrm{~d} s
\end{align*}
$$

Dividing the interval $(0, t]$ equally and assuming that the length between each cell after division is $b$, each interval can be denoted as $(k b,(k+1) b], k=0, \cdots, t / b$. Let $\|w\|=\max _{\iota \in(k b,(k+1) b]}\left\|\left(\bar{v}_{i, j}-\hat{v}_{i, j}\right)(\iota)\right\|$. To operate on (39), there are

$$
\begin{aligned}
\left\|\bar{J}_{i, j}-\hat{J}_{i, j}\right\|_{L^{2}}^{2} & \leq \int_{k b}^{(k+1) b}((k+1) b-s)^{\gamma-1} \tau\left\|\bar{v}_{i, j}-\hat{v}_{i, j}\right\|_{L^{2}}^{2} \mathrm{~d} s \\
& \leq\|w\|^{2} \int_{k b}^{(k+1) b}((k+1) b-s)^{\gamma-1} \tau \mathrm{~d} s \\
& \leq C\|w\|^{2}
\end{aligned}
$$

Integrating (38) from $k b$ to $(k+1) b$,

$$
\begin{equation*}
\left\|\bar{v}_{i, j}-\hat{v}_{i, j}\right\|_{L^{2}}^{2} \leq \int_{k b}^{(k+1) b} M_{2} \sum_{i, j=1}^{2}\left\|\nabla \hat{v}_{i, j}(s)\right\|_{L^{2}}^{2} \cdot\|(\bar{u}-\hat{u})(s)\|_{L^{2}}^{2} \mathrm{~d} s \tag{40}
\end{equation*}
$$

For (40), taking the maximum value at both ends simultaneously, we have

$$
\begin{equation*}
\|w\|^{2} \leq \max _{s \in(k b,(k+1) b]} \int_{0}^{s} M_{2} \sum_{i, j=1}^{2}\left\|\nabla \hat{v}_{i, j}(s)\right\|_{L^{2}}^{2} \cdot\|(\bar{u}-\hat{u})(s)\|_{L^{2}}^{2} \mathrm{~d} s \tag{41}
\end{equation*}
$$

Let $\|z\|=\max _{t \in(k b,(k+1) b]}\|\bar{u}-\hat{u}\|, k=0, \cdots, t / b$, then (41) can be transformed into

$$
\begin{equation*}
\|w(t)\|^{2} \leq\|z(t)\|^{2} \int_{0}^{s} M_{2}\left\|\nabla \hat{v}_{i, j}(s)\right\|_{L^{2}}^{2} \mathrm{~d} s \tag{42}
\end{equation*}
$$

Integrating (35) from $k b$ to $(k+1) b$

$$
\begin{align*}
\|\bar{u}-\hat{u}\|_{L^{2}}^{2} \leq & \int_{k b}^{(k+1) b} M_{1} \sum_{i, j=1}^{2}\left\|\left(\bar{J}_{i, j}-\hat{J}_{i, j}\right)(s)\right\|_{L^{2}}^{2}\|\nabla \hat{u}(s)\|_{L^{2}}^{2} \mathrm{~d} s  \tag{43}\\
& +\lambda \int_{k b}^{(k+1) b}\|(\bar{u}-\hat{u})(s)\|_{L^{2}}^{2} \mathrm{~d} s \tag{44}
\end{align*}
$$

For (43), taking the maximum value at both ends simultaneously, we have

$$
\begin{aligned}
& \|z\|^{2} \leq C\|z\|^{2} \max _{s \in(k b,(k+1) b]} \int_{k b}^{(k+1) b}\|\nabla \hat{u}(s)\|_{L^{2}}^{2} \mathrm{~d} s+\lambda \int_{k b}^{(k+1) b}\|z\|^{2} \mathrm{~d} s \\
& \left(1-C \max _{s \in(k b,(k+1) b]} \int_{k b}^{(k+1) b}\|\nabla \hat{u}(s)\|_{L^{2}}^{2} \mathrm{~d} s\right)\|z\|^{2} \leq \lambda \int_{k b}^{(k+1) b}\|z\|^{2} \mathrm{~d} s
\end{aligned}
$$

Because $b$ is the length of the divided interval, it is small enough to make the following equation

$$
1-C \max _{s \in(k b,(k+1) b]} \int_{k b}^{(k+1) b}\|\nabla \hat{u}(s)\|_{L^{2}}^{2} \mathrm{~d} s \leq 1
$$

hold. Applying the Gronwall inequality in integral form to $z$ yields

$$
\begin{equation*}
\|z\|=\max _{\iota \in(k b,(k+1) b]}\|\bar{u}-\hat{u}\|=0 \tag{45}
\end{equation*}
$$

Hence, $\bar{u}=\hat{u}$, for a.e. $t \in(0, T]$. Similarly, $\bar{v}_{i, j}=\hat{v}_{i, j}$ and $\bar{J}_{i, j}=\hat{J}_{i, j}$, for a.e. $t \in(0, T]$. Therefore, there exists a unique weak solution for the model.

## 3. Numerical Algorithms and Experimental Results

### 3.1. Numerical Algorithm

In this section, we use the finite difference method [40] to give a simple numerical scheme of the model (3). Denote $J=J_{i, j}, v=v_{i, j},(i, j=1,2)$. Assume the width and length of the image are $N$ and $M$, respectively, then

$$
\begin{aligned}
& x_{l}=l h_{x}, l=1,2, \cdots, N \\
& y_{k}=k h_{y}, k=1,2, \cdots, M \\
& t_{m}=m \Delta t, m=1,2, \cdots, P
\end{aligned}
$$

where $h_{x}=1, h_{y}=1$ and $\Delta t=\frac{T}{P}$. Define the grid functions by

$$
\begin{aligned}
& u_{l, k}^{m}=u\left(x_{l}, y_{k}, t_{m}\right), \quad J_{l, k}^{m}=J\left(x_{l}, y_{k}, t_{m}\right) \\
& v_{l, k}^{m}=v\left(x_{l}, y_{k}, t_{m}\right), \quad\left(x_{l}, y_{k}\right) \in \bar{\Omega}_{h}, m=1,2, \cdots, P
\end{aligned}
$$

The initial condition on grid point $\left(x_{l}, y_{k}\right)$ is

$$
u_{l, k}^{0}=\left(u_{0}\right)_{l, k}, J_{l, k}^{0}=0, v_{l, k}^{0}=\left(\nabla u_{0} \nabla u_{0}^{\top}\right)_{l, k}
$$

In this section, we use the scheme in [9] to solve the nonlinear isotropic diffusion equation in the proposed model. Firstly, we discretize the left side of the equation by the forward difference method

$$
\frac{\partial v_{l, k}}{\partial t}=\frac{v_{l, k}^{m+1}-v_{l, k}^{m}}{\Delta t}
$$

Next, for the discretization of the divergence term at the right end of the equation, the Laplacian operator is discretized in four directions: north, south, east, and west. Parameter $g_{2}$ uses "half-point" discretization. From the definition of the divergence operator, it is obtained that

$$
\operatorname{div}\left(g_{2}\left(\left|\nabla u_{\sigma}\right|\right)_{l, k}^{m} \nabla v_{l, k}^{m}\right)=\frac{\partial}{\partial x}\left(g_{2} \frac{\partial v}{\partial x}\right)_{l, k}^{m}+\frac{\partial}{\partial y}\left(g_{2} \frac{\partial v}{\partial y}\right)_{l, k}^{m}
$$

Thus,

$$
\begin{aligned}
v_{l, k}^{m+1}= & v_{l, k}^{m}+\Delta t\left(\frac{\left(g_{2}\right)_{l+1, k}^{m}+\left(g_{2}\right)_{l, k}^{m}}{2}\left(v_{l+1, k}^{m}-v_{l, k}^{m}\right)-\frac{\left(g_{2}\right)_{l, k}^{m}+\left(g_{2}\right)_{l-1, k}^{m}}{2}\left(v_{l, k}^{m}-v_{l-1, k}^{m}\right)\right) \\
& +\Delta t\left(\frac{\left(g_{2}\right)_{l, k+1}^{m}+\left(g_{2}\right)_{l, k}^{m}}{2}\left(v_{l, k+1}^{m}-v_{l, k}^{m}\right)-\frac{\left(g_{2}\right)_{l, k}^{m}+\left(g_{2}\right)_{l, k-1}^{m}}{2}\left(v_{l, k}^{m}-v_{l, k-1}^{m}\right)\right)
\end{aligned}
$$

where $\Delta t$ is the unit time step size, and a large number of experiments have shown that when $0 \leq \Delta t \leq 1 / 4$, the numerical format is stable [9] .

For the fractional time-delay equation, we will adopt a general numerical discretization scheme proposed by Diego et al. [41], which is based on a simple quadrature formula to approximate the first-type Volterra integral definition of Caputo fractional derivatives. The numerical format of $J$ at grid nodes $\left(x_{l}, y_{k}, t_{m}\right)$ is given by

$$
\begin{aligned}
& D_{c}^{\gamma} J_{l, k}^{m}= \frac{1}{\Gamma(1-\gamma)} \int_{0}^{t_{m}} \frac{\partial J_{l, k}(s)}{\partial t}\left(J_{m}-s\right)^{-\gamma} \mathrm{d} s \\
&= \frac{1}{\Gamma(1-\gamma)} \sum_{p=1}^{m} \int_{(p-1) \Delta t}^{l \Delta t}\left[\frac{J_{l, k}^{p}-J_{l, k}^{p-1}}{\Delta t}+O(\Delta t)\right](m \Delta t-s)^{-\gamma} \mathrm{d} s \\
&= \frac{1}{(1-\gamma) \Gamma(1-\gamma)} \sum_{p=1}^{m}\left(\left(\frac{J_{l, k}^{p}-J_{l, k}^{p-1}}{\Delta t}+O(\Delta t)\right)\left[(m-p+1)^{1-\gamma}-(m-p)^{1-\gamma]}\right)\right. \\
&(\Delta t)^{1-\gamma} \\
&= \frac{1}{(1-\gamma) \Gamma(1-\gamma)} \frac{1}{(\Delta t)^{\gamma}} \sum_{p=1}^{m}\left(J_{l, k}^{p}-J_{l, k}^{p-1}\right)\left[(m-p+1)^{1-\gamma}-(m-p)^{1-\gamma}\right] \\
&+\frac{1}{(1-\gamma) \Gamma(1-\gamma)} \sum_{p=1}^{m}\left[(m-p+1)^{1-\gamma}-(m-p)^{1-\gamma}\right] O\left((\Delta t)^{2-\gamma}\right) \\
& \text { Let } \sigma_{\gamma, \Delta t}=\frac{(\Delta t)^{-\gamma}}{\Gamma(1-\gamma)(1-\gamma)^{2}}, \xi_{p}^{(\gamma)}=p^{1-\gamma}-(p-1)^{1-\gamma}, 1=\xi_{1}^{(\gamma)}>\xi_{2}^{(\gamma)}>\cdots>\xi_{p}^{(\gamma)}, \text { then } \\
& \frac{\partial^{\gamma} J_{l, k}^{m}}{\partial^{\gamma} u}= D_{c}^{\gamma} J_{l, k}^{m}=\sigma_{\gamma, \Delta t} \sum_{p=1}^{m} \xi_{p}^{(\gamma)}\left(J_{l, k}^{m-p+1}-J_{l, k}^{m-p}\right)+\frac{1}{\Gamma(1-\gamma)} \frac{1}{1-\gamma} n^{1-\gamma} O\left((\Delta t)^{2-\gamma}\right) \\
&=\sigma_{\gamma, \Delta t} \sum_{p=1}^{m} \xi_{p}^{(\gamma)}\left(J_{l, k}^{m-p+1}-J_{l, k}^{m-p}\right)+O(\Delta t)
\end{aligned}
$$

Let $\varsigma=\Delta t$, the first-order approximation method for the Caputo fractional derivative is as follows:

$$
\begin{aligned}
D_{c}^{\gamma} J_{l, k}^{m+1} & \cong \sigma_{\gamma, s} \sum_{p=1}^{m+1} \xi_{p}^{(\gamma)}\left(J_{l, k}^{(m+1)-p+1}-J_{l, k}^{(m+1)-p}\right) \\
& =\sigma_{\gamma, \varsigma}\left[J_{l, k}^{(m+1)}-\sum_{p=1}^{m}\left(\xi_{p}^{(\gamma)}-\xi_{p+1}^{(\gamma)}\right) J_{l, k}^{(m+1)-p}-\xi_{n}^{(\gamma)} J_{l, k}^{0}\right]
\end{aligned}
$$

Thus,

$$
\begin{aligned}
J_{l, k}^{m+1} & =\frac{\tau \sigma_{\gamma, \zeta}}{\tau \sigma_{\gamma, \zeta}+1}\left[\sum_{p=1}^{m+1}\left(\xi_{p}^{(\gamma)}-\xi_{p+1}^{(\gamma)}\right) J_{l, k}^{m+1-p}+\xi_{m}^{(\gamma)} J_{l, k}^{0}\right]+\frac{1}{\tau \sigma_{\gamma, \zeta}+1} v_{l, k}^{m+1} \\
& =\frac{\tau \sigma_{\gamma, \zeta}}{\tau \sigma_{\gamma, \zeta}+1} \sum_{p=1}^{m}\left(\xi_{p}^{(\gamma)}-\xi_{p+1}^{(\gamma)}\right) J_{l, k}^{m+1-p}+\frac{\tau \sigma_{\gamma, \zeta}}{\tau \sigma_{\gamma, \zeta}+1} \xi_{m}^{(\gamma)} J_{l, k}^{0}+\frac{1}{\tau \sigma_{\gamma, \zeta}+1} v_{l, k}^{m+1}
\end{aligned}
$$

In order to ensure that the discretized scheme is rotationally invariant, can avoid fuzzy artifacts (dissipative), and has high accuracy, the filtering method proposed by [42] is used to perform explicit numerical discretization of the coherent enhanced anisotropic diffusion equation. The divergence operator in the anisotropic diffusion equation is written as

$$
\operatorname{div}(D \nabla u)=\frac{\partial}{\partial x}\left(d_{11} \frac{\partial u}{\partial x}+d_{12} \frac{\partial u}{\partial y}\right)+\frac{\partial}{\partial y}\left(d_{12} \frac{\partial u}{\partial x}+d_{22} \frac{\partial u}{\partial y}\right)
$$

The total template size of the filter is $5 \times 5$, that is, two first-order derivatives with the size of $3 \times 3$ are applied consecutively to approach the second derivative. Specifically,
the derivative operators $F_{x}$ and $F_{y}$ are convolutionally approximated to the first derivative of the original image, respectively. We select the discrete form of the derivative operator as

$$
F_{x}=\frac{1}{32}\left(\begin{array}{ccc}
-3 & 0 & 3 \\
-10 & 0 & 10 \\
-3 & 0 & 3
\end{array}\right), F_{y}=\frac{1}{32}\left(\begin{array}{ccc}
3 & 10 & 3 \\
0 & 0 & 0 \\
-3 & 10 & -3
\end{array}\right)
$$

Therefore, the divergence operator is discretized as

$$
\operatorname{div}\left(D_{l, k}^{n} \nabla u_{l, k}^{m}\right)=F_{x}\left(d_{11} F_{x}\left(u_{l, k}^{m}\right)+d_{12} F_{y}\left(u_{l, k}^{m}\right)\right)+F_{y}\left(d_{12} F_{x}\left(u_{l, k}^{m}\right)+d_{22} F_{y}\left(u_{l, k}^{m}\right)\right)
$$

Thus,

$$
u_{l, k}^{m+1}=u_{l, k}^{m}+\Delta t^{*}\left(\nabla \cdot\left(D_{l, k}^{m} \nabla u_{l, k}^{m}\right)+\lambda\left(u_{l, k}^{m}-\tilde{u}\right)\right)
$$

For $\lambda(u-\tilde{u})$, we adaptively choose the parameter $\lambda$ as

$$
\lambda(t)=\frac{p}{\left(\text { Iter }_{\text {OURS }} \cdot \Delta t\right)^{\frac{1}{4}}} \cdot t^{\frac{1}{4}}
$$

where we set $0<p<0.1$, Iter $_{\text {OURS }}$ represents the iteration step size of the proposed model, and $\Delta t$ is the time step for isotropic diffusion. Choosing appropriate adaptive parameters $\lambda(t)$ not only completes the interruption of line connections but also improves the contrast of the image.

Based on the numerical discretization schemes of the three equations mentioned above, combined with the setting of boundary conditions and initial conditions, a numerical discretization algorithm for the image enhancement model in the text as shown in Algorithm 1 is obtained.

```
Algorithm 1 The proposed model
Input: Initial image \(u_{0}\), parameter \(\sigma, \tau, \gamma, p\), iteration step size Iter \(_{\text {OURS }}\), time step for
isotropic diffusion \(\Delta t\), and time step for anisotropic diffusion \(\Delta t^{*}\).
Initial conditions: \(v_{l, k}(x, 0)=\left(\nabla u_{0} \nabla u_{0}^{\top}\right)_{l, k}\).
For ( \(m=1, \cdots, P\) )
```

- Choose the diffusivity $g_{2}(t)=\frac{1}{1+(t / K)^{2}}$ or $g_{2}(t)=\frac{1}{\epsilon+t^{p}}$.
- $v_{l, k}^{m+1}=v_{l, k}^{m}$

$$
\begin{aligned}
& +\Delta t\left(\frac{\left(g_{2}\right)_{l+1, k}^{m}+\left(g_{2}\right)_{l, k}^{m}}{2}\left(v_{l+1, k}^{m}-v_{l, k}^{m}\right)-\frac{\left(g_{2}\right)_{l, k}^{m}+\left(g_{2}\right)_{l-1, k}^{m}}{2}\left(v_{l, k}^{m}-v_{l-1, k}^{m}\right)\right) \\
& +\Delta t\left(\frac{\left(g_{2}\right)_{l, k+1}^{m}+\left(g_{2}\right)_{l, k}^{m}}{2}\left(v_{l, k+1}^{m}-v_{l, k}^{m}\right)-\frac{\left(g_{2}\right)_{l, k}^{m}+\left(g_{2}\right)_{l, k-1}^{m}}{2}\left(v_{l, k}^{m}-v_{l, k-1}^{m}\right)\right)
\end{aligned}
$$

- $J_{l, k}^{m+1}=\frac{\tau \sigma_{\gamma, \zeta}}{\tau \sigma_{\gamma, \zeta}+1} \sum_{p=1}^{m}\left(\xi_{p}^{(\gamma)}-\xi_{p+1}^{(\gamma)}\right) J_{l, k}^{m+1-p}+\frac{\tau \sigma_{\gamma, \zeta}}{\tau \sigma_{\gamma, \zeta}+1} \xi_{m}^{(\gamma)} J_{l, k}^{0}+\frac{1}{\tau \sigma_{\gamma, \zeta}+1} v_{l, k}^{m+1}$;
- Calculate the eigenvalues and eigenfunctions of the structural tensor $J_{l, k}^{m}$.
- Using the component $d_{11}, d_{12}, d_{22}$ of the diffusion tensor $D=g_{1}(J)$ as a function of the structural tensor $J_{l, k}^{m}$;
- Calculate flux components $E_{1}:=d_{11} F_{x} u+d_{12} F_{y} u$ and $E_{2}:=d_{12} F_{x} u+d_{22} F_{y} u$.
- $\quad \nabla \cdot(D(\nabla u))=F_{x} E_{1}+F_{y} E_{2}$.
- $u_{l, k}^{m+1}=u_{l, k}^{m}+\Delta t^{*}\left(\nabla \cdot\left(D_{l, k}^{m} \nabla u_{l, k}^{m}\right)+\lambda\left(u_{l, k}^{m}-\tilde{u}\right)\right)$
end
Output: The image $u$.


### 3.2. Experimental Results

In this subsection, we attempt to design multiple numerical experiments to justify the efficiency and superiority of the proposed model. We compare the proposed model with several well-known partial differential image enhancement methods, mainly the CED model (1) and CDEs model (2). For all experiments, the best visual effect is selected as the condition to stop iteration. Experiments are implemented in Python.

The test images are shown in Figure 1, which are fingerprint1 with a resolution of $256 \times 256$; fingerprint 2 with a resolution of $200 \times 200$; alphabet with a resolution of $400 \times 561$; spring image with a resolution of $400 \times 400$; texture 1 with a resolution of $256 \times 256$; texture image 2, with a resolution of $256 \times 256$; weaving diagram with a resolution of $340 \times 342$; the Van Gogh, a Dutch Impressionism painter, painting " 15 sunflowers in a vase" with a resolution of $255 \times 317$; Van Gogh's oil painting "Wheat Field and Cypress Tree" denoted as "cypress" with a rate of $255 \times 200$.


Figure 1. Test figures: (a) fingerprint1; (b) fingerprint2; (c) texture1; (d) texture2; (e) alphabet; (f) spring; (g) sunflowers; (h) cypress.

The meaning of the experimental parameters for the proposed model, CED model and CDEs model is as follows: $\sigma$ is the initial image convolution parameter, $\rho$ is a Gaussian kernel parameter, $t_{C E D}$ represents the diffusion time of the CED model, Iter $_{C E D}$ represents the step size in the iteration for the CED model. $t_{1 C D E s}$ denotes the diffusion time of structure tensor $J$ in the CDEs model,$t_{2 C D E s}$ denotes the diffusion time of the anisotropic equation in the CDEs model, and Iter $_{C D E s}$ represents the iteration step size of the CDEs model. $\lambda$ is a source item parameter, $\tau$ is the delay regularization parameter, $\gamma$ is a fractionalorder parameter, $K$ is the parameter in $g_{2}-\mathrm{PM}, \Delta t$ represents the diffusion time of the model structure tensor $J$ in our model, $\Delta t^{*}$ denotes the diffusion time of the anisotropic equation in our model, and Iter experiment, $K=80, \alpha=0.001$, and more details can be found in the [42]. Select the source term as the average of image $u$ in $\Omega$, which means $\widetilde{u}=\frac{1}{\operatorname{mean}(\Omega)} \int_{\Omega} u \mathrm{~d} x$. The selection of experimental parameters can be found in Tables 1-3. Due to the subsequent involvement of numerous fingerprint experiments, it is explained that the fingerprint1 parameters in Tables 1-3 refer to Figure 5. The fingerprint2 parameter refers to Figure 7.

Table 1. This is the parameter selection in CED model experiment.

| Test Figures | $\sigma$ | $\rho$ | $\boldsymbol{t}_{\text {ced }}$ | Iter $_{\text {CED }}$ |
| :---: | :---: | :---: | :---: | :---: |
| fingerprint1 | 0.3 | 4 | 0.3 | 100 |
| fingerprint2 | 0.5 | 4 | 0.5 | 100 |
| spring | 0.5 | 5 | 0.2 | 80 |
| alphabet | 0.3 | 6 | 0.3 | 150 |
| texture1 | 0.3 | 5 | 0.5 | 100 |
| texture2 | 0.3 | 7 | 0.5 | 150 |
| sunflower | 0.2 | 2 | 0.6 | 50 |
| cypress | 0.2 | 2 | 0.6 | 50 |

Table 2. This is the parameter selection in CDEs model experiment.

| Test Figures | $\sigma$ | $t_{\text {1cdes }}$ | $\boldsymbol{t}_{\text {2cdes }}$ | Iter $_{\text {CDEs }}$ |
| :---: | :---: | :---: | :---: | :---: |
| fingerprint1 | 0.5 | 0.2 | 0.3 | 30 |
| fingerprint2 | 0.5 | 0.2 | 0.5 | 100 |
| spring | 0.3 | 0.1 | 0.2 | 50 |
| alphabet | 0.3 | 0.15 | 0.3 | 90 |
| texture1 | 0.5 | 0.15 | 0.5 | 110 |
| texture2 | 0.5 | 0.2 | 0.5 | 100 |
| sunflower | 0.2 | 0.2 | 0.6 | 30 |
| cypress | 0.2 | 0.2 | 0.6 | 30 |

Table 3. This is the parameter selection in our model experiment.

| Test Figures | $\sigma$ | $\lambda$ | $\boldsymbol{\tau}$ | $\gamma$ | $\Delta \boldsymbol{t}$ | $\Delta \boldsymbol{t}^{*}$ | Iter ${ }^{\text {OURS }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| fingerprint1 | 0.5 | 0.018 | 0.5 | 0.7 | 0.2 | 0.3 | 120 |
| fingerprint2 | 0.5 | 0.018 | 0.5 | 0.7 | 0.2 | 0.5 | 100 |
| spring | 0.3 | 0.02 | 0.5 | $(0.1,0.5,0.7)$ | 0.1 | 0.2 | 40 |
| alphabet | 0.5 | 0.025 | 0.3 | $(0.1,0.5,0.7)$ | 0.15 | 0.3 | 80 |
| texture1 | 0.5 | 0.02 | 0.5 | 0.7 | 0.15 | 0.5 | 60 |
| texture2 | 0.5 | 0.007 | 0.5 | 0.1 | 0.2 | 0.5 | 150 |
| sunflower | 0.2 | 0.02 | 0.5 | 0.5 | 0.2 | 0.6 | 30 |
| cypress | 0.2 | 0.02 | 0.5 | 0.5 | 0.2 | 0.6 | 30 |

Since the proposed model can significantly enhance the contrast of image, we use entropy and contrast to quantitatively analyze the model. The contrast of an image is measured from the darkest area to the brightest area, and the calculation formula is as follows:

$$
C_{\text {Contrast }}=\sum_{i=0}^{L-1}\left(z_{i}-m\right)^{2} p\left(z_{i}\right)
$$

where $z_{i}$ is a random variable that represents the grayscale value of pixels in the image, $p\left(z_{i}\right)$ is the probability of pixels with a grayscale value of $z_{i}$ occupying the entire image, and $L$ represents possible levels of grayscale values. The lower the contrast of the image, the blurrier the image. Entropy is an indicator to measure the information randomness of an image, which reflects the average information contained in the image. The calculation formula is as follows:

$$
H_{\text {Entropy }}(z)=-\sum_{i=0}^{L-1} p\left(z_{i}\right) \log p\left(z_{i}\right)
$$

The rougher areas of the image, the higher the entropy. The smoother the image, the lower the entropy.

In order to verify the importance of the parameters $\lambda, \tau$, and $\gamma$ in the proposed model, we give the following three experiments. The results of the numerical experiment about $\lambda$, $\tau$, and $\gamma$ are shown in Figures 2-4.


Figure 2. Different values of $\lambda$ in the proposed model: (a) fingerprint1; (b) $\lambda=1.8 \times 10^{-3}$; (c) $\lambda=1.8 \times 10^{-1}$; (d) $\lambda=1.8$.


Figure 3. Different values of $\tau$ in the proposed model: (a) $\tau=5 \times 10^{-3}$; (b) $\tau=5 \times 10^{-1}$; (c) $\tau=5 \times 10^{4}$; (d) $\tau=5 \times 10^{5}$.


Figure 4. Different values of $\gamma$ in the proposed model: (a) $\gamma=0.3$; (b) $\gamma=0.5$; (c) $\gamma=0.7$; (d) $\gamma=0.9$.
As shown in Figure 2b,c, the interrupted lines in fingerprint1 are connected but it is obviously that the contrast of Figure 2c is higher and clearer. Meanwhile, the contrast between Figure 2c,d is high and the figures are very clear. However, the connection of the interrupted lines in Figure 2d is very poor, retaining many broken lines, similar to the original image. From the above conclusions, we know that the larger the $\lambda$, the stronger the enhancement effect. The smaller the $\lambda$, the smoother the enhancement effect. Choosing the appropriate value of $\lambda$ can complete the connection of the interruption lines, while ensuring good contrast in the model. In this experiment, selecting $\lambda=0.018$ has the best effect.

Figure 3 shows the different values of $\tau$ in the proposed model. It can be seen from the experiment that Figure 3a,b have more enhancement effects than Figure 3c,d. These worse image enhancement phenomena indicate that the larger $\tau$ is chosen in the proposed model, which means that the information of the images is not fully utilized, and the information is lost. The experiment should choose a smaller value of $\tau$ with $\tau=5 \times 10^{-1}$.

In Figure 4, the image enhancement effect of $\gamma$ with different values is relatively good. The consistency between the experiment and theoretical analysis fully demonstrates that the introduction of fractional time delay not only fully utilizes the information of the image but also expands the applicability of the model. Extending the model from traditional time delay to fractional time delay facilitates further exploration of fractional-order models.

Figure 5 presents the experiment results of the fingerprint1 image. Comparing with the CED model and CDEs model, it can be found that the proposed model has a better enhancement effect. While the proposed model completes the fingerprint1 interrupted line connection, it also increases the contrast of the image, and even the clarity of images is better than that of the original image.

However, due to the source term acting on the entire image in Figure 5, the restoration effect of the local area lines is poor as shown in the red box of Figure 5d. To address this issue, the spiral fingerprint image is divided into multiple small images so that the source term can be adapted to each small image.

In this experiment, the spiral fingerprint image is divided into 9 subfigures in the ratio of $3 \times 3$, represented by the coordinates location $(x, y), x, y=1,2,3$ subfigure. Based on the experimental results of Figure 5, we select the position $(1,1)$ subfigure, position $(2,1)$ subfigure, and position $(3,3)$ subfigure as examples for demonstration. The experimental results are shown in Figure 6, and the parameter settings are the same as those in Figure 5.


Figure 5. Fingerprint1 image: (a) original image; (b) results obtained by CED; (c) results obtained by CDEs; (d) results obtained by OURS.


Figure 6. Experimental results of fingerprint1 with subfigures of "positions (1,1), (2,1), and (3,3)": (a) $(1,1)$ original subfigure; (b) $(1,1)$ results obtained by CED; (c) $(1,1)$ results obtained by CDEs; (d) $(1,1)$ results obtained by OURS; (e) $(2,1)$ original subfigure; $(f)(2,1)$ results obtained by CED; (g) $(2,1)$ results obtained by CDEs; ( $\mathbf{h}$ ) $(2,1)$ results obtained by OURS; (i) $(3,3)$ original subfigure; $(\mathbf{j})(3,3)$ results obtained by CED; $(\mathbf{k})(3,3)$ results obtained by CDEs; $(\mathbf{l})(3,3)$ results obtained by OURS.

Observing Figures 5d and 6d, it is found that there are very short lines in the upper right corner of the "position $(1,1)$ subfigure" of the original image. Observing Figures 5d and 6e, it is found that there is a large gap in the left part of the "position $(2,1)$ subfigure" of the original image, which is manifested by only leaving very short fingerprints similar to points. In Figure 6d,h, the corresponding positions of the subgraphs are restored, and the lines are clearer and more distinct. Observing Figure 61, it is found that after the contrast in the lower right corner of the "position $(3,3)$ subfigure" of the original image is enhanced, the degree of the flattening of the lines with small gray values relative to Figure 5d is decreased. Experiments showed that subdividing the image, which involves local processing of the image and changing the source terms, can achieve better results. On the other hand, in response to the poor restoration effect of the lines in the lower right and upper left corners of the original spiral fingerprint image, we find that this is not a problem with the model itself but rather due to the large grayscale range of the image; the average of the entire image cannot reflect the characteristics of local regions.

To verify the sensitivity of the model to noise, Gaussian noise with a standard deviation of 50 is added to the dustpan-shaped fingerprint image. The experimental results of the fingerprint2 image without Gaussian noise and with Gaussian noise are observed as shown in Figures 7 and 8.


Figure 7. Fingerprint2 image without noise: (a) original image; (b) results obtained by CED; (c) results obtained by CDEs; (d) results obtained by OURS.


Figure 8. Fingerprint2 image with noise: (a) original image; (b) results obtained by CED; (c) results obtained by CDEs; (d) results obtained by OURS.

As shown in Figure 7b,c, the CED model and the CDEs model can complete the interrupted lines, while significantly reducing the contrast between the texture and background. On the contrary, Figure 7d indicates that our model completes the connection of interrupted lines while enhancing the contrast. Looking at Figure 8b,c, it is found that the CED model and the CDEs model are sensitive to noise. Figure 8d shows that the proposed model completely removes noise, and the image restoration effect is very good. This indicates that the proposed model can remove noise while connecting the interrupted lines.

According to the numerical experiments of fingerprint1 and fingerprint2 without/ containing Gaussian noise, Table 4 gives their contrast and entropy of images enhanced by the CED model, CDEs model and OURS model.

Table 4. Contrast and information entropy of two fingerprint images with respect to different models.

|  | Figure 5 | Figure 5 | Figure 7 | Figure 7 | Figure 8 | Figure 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | contrast | entropy | contrast | entropy | contrast | entropy |
| original | 43.59 | 7.24 | 80.31 | 6.62 | 81.39 | 6.74 |
| CED | 35.27 | 7.15 | 71.18 | 7.27 | 71.31 | 7.25 |
| CDEs | - | - | 71.95 | 7.28 | 75.69 | 7.15 |
| OURS | $\mathbf{7 3 . 5 7}$ | $\mathbf{6 . 4 9}$ | $\mathbf{1 1 3 . 5 6}$ | 3.75 | $\mathbf{1 1 9 . 1 3}$ | $\mathbf{3 . 0 5}$ |

Comparing the contrast of different models for the same image, it is found that the proposed model has the highest contrast, indicating that the proposed model effectively improves the contrast of the image and makes it clearer. At the same time, by comparing the information entropy of the same picture with that of different models, it is found that the information entropy of the proposed model is the smallest, which means that the proposed model effectively reduces the chaos of the picture and the image becomes more smooth. The data in the Table 4 use contrast and information entropy to quantitatively demonstrate the effectiveness of the model in enhancing image contrast. In Table 4, the best results are shown in bold face.

The following will conduct numerical experiments on two letter images and provide experimental results for different numerical formats of the CED model, CDEs model, and OURS model with different $\gamma$ values, which are shown in Figures 9 and 10.

The three pairs of local blocks shown in red line boxes in Figure 9 show that the proposed model can effectively restore blurry lines, successfully solving the problem of handwriting blurring caused by running out of ink or other reasons during writing. The letters "K, N, E, Q, Y" highlighted by the red lines in Figure 10 indicate that the proposed model achieved good connectivity for broken lines in the shapes of "horizontal, vertical, oblique, and arc", and the restored image contrast is more pronounced. Figure 9d-f and 10d-f show that different values of fractional-order $\gamma$ can achieve the best recovery effect for the proposed model.


Figure 9. Spring image: (a) original image; (b) results obtained by CED; (c) results obtained by CDEs; (d) results obtained by OURS with $\gamma=0.1$; (e) results obtained by OURS with $\gamma=0.5$; (f) results obtained by OURS with $\gamma=0.7$.


Figure 10. Alphabet image: (a) original image; (b) results obtained by CED; (c) results obtained by CDEs; (d) results obtained by OURS with $\gamma=0.1$; (e) results obtained by OURS with $\gamma=0.5$; (f) results obtained by OURS with $\gamma=0.7$.

In order to observe the impact of the model on the shape and structure of "horizontal, vertical, oblique, and circular" in the text more intuitively, eight texture images are selected to synthesize two texture maps. Figures 11 and 12 provide the processing results.


Figure 11. Cont.


Figure 11. Texture1 image: (a) original image; (b) results obtained by CED; (c) results obtained by CDEs; (d) results obtained by OURS; (e) $/(\mathbf{i}) /(\mathbf{m}) /(\mathbf{q})$ enlarged image $01 / 02 / 03 / 04 ;(\mathbf{f}) /(\mathbf{j}) /(\mathbf{n}) /(\mathbf{r})$ enlarged image $01 / 02 / 03 / 04$ by CED; $(\mathbf{g}) /(\mathbf{k}) /(\mathbf{o}) /(\mathbf{s})$ enlarged image $01 / 02 / 03 / 04$ by CDEs; $(\mathbf{h}) /(\mathbf{l}) /(\mathbf{p}) /(\mathbf{t})$ enlarged image $01 / 02 / 03 / 04$ by OURS.


Figure 12. Cont.


Figure 12. Texture2 image: (a) Original image; (b) results obtained by CED; (c) results obtained by CDEs (d) results obtained by OURS; (e) $/(\mathbf{i}) /(\mathbf{m}) /(\mathbf{q})$ enlarged image $01 / 02 / 03 / 04 ;(\mathbf{f}) /(\mathbf{j}) /(\mathbf{n}) /(\mathbf{r})$ enlarged image $01 / 02 / 03 / 04$ by CED; $(\mathbf{g}) /(\mathbf{k}) /(\mathbf{o}) /(\mathbf{s})$ enlarged image $01 / 02 / 03 / 04$ by CDEs; $(\mathbf{h}) /(\mathbf{l}) /(\mathbf{p}) /(\mathbf{t})$ enlarged image $01 / 02 / 03 / 04$ by OURS.

The typical "horizontal, vertical, oblique, and circular" shape structures in Figures 11 and 12 have significantly enhanced the flow characteristics of the same type of line. The proposed model further deepens the flow characteristics of the same type of line. The four subimages in Texture1 exhibit the characteristics of spreading along the horizontal, vertical, oblique, and any direction, respectively. Figure 11e-t show the enlarged results of the four subimages in Texture 1. The four subimages in Texture 2 reflect the line features of circular, elliptical, and wavy structures. Figure 12e-t show the enlarged results of the four subimages in Texture 2. Compared with the CED model and CDEs model, the two images of the proposed model have a better enhancement effect, and the contrast of the images is greater, making the images clearer. The enhancement results of the two images further demonstrate the unified texture features of the images.

The proposed model is also applicable to color images, and the RGB channels of Van Gogh's two oil paintings are enhanced separately, and then integrated to obtain the enhanced results.

Figures 13b-d and 14b-d present the restoration results of two paintings under the CED model, CDEs model, and the proposed model. Figures 13e-p and 14e-p, respectively, provide the restoration results of three enlarged images. Observing the cloud in Figure 13h, cypress in Figure 131, and green plant in Figure 13p, as well as the sunflower with various poses in Figure 14p, it can be found that the proposed model restores the image lines, and the image contrast is more pronounced. Although Van Gogh's works are not typical texture images, they still have characteristics similar to fluidity. As shown in Figures 13d and 14d, the diffusion of the model further enhances the fluidity of the original image, and the image presents unity and coordination, reflecting the unified "texture scale" of the painting and Van Gogh's unique painting style.

Numerical experiments show that, compared with the CED model and CDEs model, the proposed model can effectively not only connect blurred and interrupted lines but also enhance the contrast of images. In addition, the model can effectively remove noise. Experiments on grayscale and color image further illustrate that the model can deepen the fluidity characteristics of various types of lines. In the future, we can further develop other image enhancement methods based on the nonlinear structural tensor and try other numerical algorithms to improve the accuracy and efficiency of the algorithm.


Figure 13. Cypress image: (a) Original image; (b) results obtained by CED; (c) results obtained by CDEs (d) results obtained by OURS; (e)/(i)/(m) enlarged image 01/02/03; (f)/(j)/(n) enlarged image $01 / 02 / 03$ by CED; $(\mathbf{g}) /(\mathbf{k}) /(\mathbf{o})$ enlarged image $01 / 02 / 03$ by CDEs; $(\mathbf{h}) /(\mathbf{l}) /(\mathbf{p})$ enlarged image 01/02/03 by OURS.


Figure 14. Cont.


Figure 14. Sunflowers image: (a) original image; (b) results obtained by CED; (c) results obtained by CDEs; (d) results obtained by OURS; (e)/(i)/(m) enlarged image 01/02/03; (f)/(j)/(n) enlarged image $01 / 02 / 03$ by CED; $(\mathbf{g}) /(\mathbf{k}) /(\mathbf{o})$ enlarged image $01 / 02 / 03$ by CDEs; $(\mathbf{h}) /(\mathbf{l}) /(\mathbf{p})$ enlarged image 01/02/03 by OURS.

## 4. Conclusions

In the framework of partial differential equations, we propose an image enhancement model based on fractional time-delay regularization and diffusion tensor for images with streamlined structures. The structural tensor is spatially regularization using nonlinear isotropic diffusion and is temporally regularized using fractional delay regularization, which makes the structural tensor nonlinear and stable. The proof of the existence and uniqueness of the solution theoretically ensures the feasibility of the model. Through numerical experiments on various streamlined images, the validity and feasibility of the model in this paper are verified.
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#### Abstract

The Jeffreys-type heat conduction equation with flux precedence describes the temperature of diffusive hot electrons during the electron-phonon interaction process in metals. In this paper, the deformation resulting from ultrafast surface heating on a "nanoscale" plate is considered. The focus is on the anomalous heat transfer mechanisms that result from anomalous diffusion of hot electrons and are characterized by retarded thermal conduction, accelerated thermal conduction, or transition from super-thermal conductivity in the short-time response to sub-thermal conductivity in the long-time response and described by the fractional Jeffreys equation with three fractional parameters. The recent double-strip problem, Awad et al., Eur. Phy. J. Plus 2022, allowing the overlap between two propagating thermal waves, is generalized from the semi-infinite heat conductor case to thermoelastic case in the finite domain. The elastic response in the material is not simultaneous (i.e., not Hookean), rather it is assumed to be of the Kelvin-Voigt type, i.e., $\sigma=E\left(\varepsilon+\tau_{\varepsilon} \dot{\varepsilon}\right)$, where $\sigma$ refers to the stress, $\varepsilon$ is the strain, $E$ is the Young modulus, and $\tau_{\varepsilon}$ refers to the strain relaxation time. The delayed strain response of the Kelvin-Voigt model eliminates the discontinuity of stresses, a hallmark of the Hookean solid. The immobilization of thermal conduction described by the ordinary Jeffreys equation of heat conduction is salient in metals when the heat flux precedence is considered. The absence of the finite speed thermal waves in the Kelvin-Voigt model results in a smooth stress surface during the heating process. The temperature contours and the displacement vector chart show that the anomalous heat transfer characterized by retardation or crossover from super- to sub-thermal conduction may disrupt the ultrafast laser heating of metals.


Keywords: anomalous heat transfer; double-strip problem; fractional Jeffreys equation; Kelvin-Voigt solid

## 1. Introduction

In many physical situations, thermal conduction may encounter anomalous behavior deviating from the classical diffusive "Fourier" behavior, e.g., heat transfer in fractals, heterogeneous materials, metals with distributed impurities, and nanoscale materials [1-6]. Fractional kinetic equations are effective mathematical tools for modeling such anomalous behaviors [7-19]. A recent fractional version of the Jeffreys equation has been proposed in [20], and under certain circumstances, it can be connected to the continuous-time random walk scheme [21]. The fractional Jeffreys equation with three fractional parameters is a versatile mathematical tool describing many anomalous heat/mass transition behaviors, e.g., acceleration, retardation, and crossover from super- to subdiffusion.

The stresses generated in elastic materials due to thermal effects may cause the material to reach the yield point. Before the yield point, the linearized thermal stress theories with different heat conduction models [6,22-24] present successful initial engineering assessments for predicting the stresses and deformations in different types of thermal loadings and heat conductors. One of the earliest studies which presented a prediction of
stress distribution induced by anomalous heat/mass transfer is the study of Povstenko [25]; see also the comprehensive monograph by the same author [26]. In [27-30], different forms of anomalous heat conduction models are adopted and the corresponding thermal stresses are computed. The main feature in most well known fractional heat conduction models is the disappearance of the finite thermal wave speed, with some exceptions to the Atangana-Baleanu fractional derivative [31,32].

The Kelvin-Voigt model is a crucial tool for defining and studying the viscoelastic behavior of certain solid materials in which there is a retardation time in the material response [33]. It differs from the Hookean solid in the retarded response of strain to an applied stress, namely, $\sigma=E\left(\varepsilon+\tau_{\varepsilon} \dot{\varepsilon}\right)$, where $\tau_{\varepsilon}$ is the retardation time, or the strain relaxation time [34]. When $\tau_{\varepsilon} \rightarrow 0$, the Hookean response is recovered, i.e., $\sigma=E \varepsilon$. The Kelvin-Voigt thermoelasticity has been considered in a variety of viscoelastic applications, e.g., unbounded thermoviscoelastic domain with spherical cavity [35], vibration of an Euler Bernoulli beam [36,37], and micropolar thermoelasticity [38], and has been extended to the second-gradient media [39].

In order to generalize the Danilovskaya problem in hyperbolic thermoelasticity [40,41] to the finite domains, El-Maghraby [42] solved the Lord-Shulman equations for a thick plate with an internal heat source, and the same author [43] solved the Green-Lindsay equations for a thick plate with body force. A similar setting of the thick plate problem in thermoelasticity has been solved for a transversely isotropic medium [44] and has been considered in Kelvin-Voigt medium when a specific form of the fractional dual-phase lag is considered [45]. For ultrafast thermal heating of metals, the deformation resulting from the electronic conduction was considered in [46] for a one-dimension metal film. The authors considered in their formulation that the driving force describes the effect of free carriers on the lattice [47], mathematically described by the term $T_{e} \nabla T_{e}$, where $T_{e}$ is the electron temperature. In the linearized version, the nonlinear term $T_{e} \nabla T_{e}$ is neglected; thus, the coupling factor is lost. A generalized version of ultrafast thermoelasticity was considered in [48], where the stress includes the lattice temperature and the lattice conduction equation is inserted. If the lattice conduction is neglected and the force describing the effect of free carriers on the lattice is neglected, the resulting ultrafast thermoelasticity corresponds to the dual-phase-lag thermoelasticity with flux precedence [6]; see also [49].

In the present article, we consider a Kelvin-Voigt nanoscale two-dimensional plate with infinite extension subject to an ultrafast surface heating on its upper surface taking the double-strip shape [50,51]. The delayed strain response underlying the Kelvin-Voigt assumption, the nanoscale thickness of the plate, and the ultrafast heating method can be considered as reasoning causes for adopting non-Fourier heat transfer mechanisms such as accelerating, retarding, and crossover from super- to sub-thermal conduction. The Laplace-Fourier transform technique is used to obtain exact solutions in the transformed domain. Then, double infinite summations are numerically implemented to obtain the solutions in the physical domain. The relation between the heat flux and the temperature gradient is shown graphically in different critical instants. We organize the paper as follows: In Section 2, we present the governing equations for the Kelvin-Voigt thermoelasticity with the fractional Jeffreys equation with three fractional parameters. The two-dimensional formulation of the Kelvin-Voigt thermoelastic plate problem is given in Section 3. In Section 4, we derive exact solutions for the temperature, hydrostatic stress, and displacement components in the transformed domain. A suitable numerical technique is adopted in Section 5 to obtain the solution to the physical domain numerically. Lastly, we summarize the work findings in Section 6.

## 2. Mathematical Model

The governing equations for a homogeneous isotropic thermoviscoelastic material of Kelvin-Voigt type $[23,33,34]$ in the context of the fractional Jeffreys heat conduction equation $[20,21]$ consist of the following:
(i) Stress-strain constitutive relation

$$
\begin{equation*}
\sigma_{i j}=2 \mu e_{i j}+\lambda e \delta_{i j}-(3 \lambda+2 \mu) \alpha_{T} \theta \delta_{i j} \tag{1}
\end{equation*}
$$

where $\lambda=\lambda_{0}\left(1+\lambda_{v} \frac{\partial}{\partial t}\right), \mu=\mu_{0}\left(1+\mu_{v} \frac{\partial}{\partial t}\right), \lambda_{0}$ and $\mu_{0}$ are the standard Lamé constants, $\lambda_{v}$ and $\mu_{v}$ are viscoelastic relaxation times pertinent to the Kelvin-Voigt solid, $\alpha_{T}$ is the coefficient of linear thermal expansion, $\sigma_{i j}=\sigma_{j i}$ are the components of the Cauchy stress tensor, $e_{i j}$ is the linear strain tensor, $\delta_{i j}$ is the Kronecker delta, $\theta=T-T_{0}$ is the temperature of the medium, $T$ is the absolute temperature, and $T_{0}$ is the temperature of the medium in its natural state; $\theta$ is assumed to satisfy the linearized condition $\left|\theta / T_{0}\right| \ll 1$.
(ii) The strain-displacement relation

$$
\begin{equation*}
e_{i j}=\frac{1}{2}\left(u_{i, j}+u_{j, i}\right), \tag{2}
\end{equation*}
$$

where $e_{i j}=e_{j i}$ is the linear strain tensor, $e=e_{i i}=u_{i, i}$ is the cubical dilation, and $u_{i}$ is the component of the displacement vector. The subscript $i$ refers to the component of the vector in the $x_{i}$-direction, the standard notation $(\cdot)_{i}=\left(\partial / \partial x_{i}\right)(\cdot)$ has been employed, and $x_{i}$ is the $i$-th system coordinate.
(iii) Conservation of momentum

$$
\begin{equation*}
\sigma_{i j, j}+\rho F_{i}=\rho \frac{\partial^{2} u_{i}}{\partial t^{2}} \tag{3}
\end{equation*}
$$

where $\rho$ is the material density, assumed to be constant; $F_{i}$ is the body force component in the $x_{i}$-direction; and the tensor convention of summing over repeated indices is used.

Substituting Equation (1) into Equation (3), and using the relations $\lambda=\lambda_{0}\left(1+\lambda_{v} \frac{\partial}{\partial t}\right)$ and $\mu=\mu_{0}\left(1+\mu_{v} \frac{\partial}{\partial t}\right)$, we obtain

$$
\left(\lambda_{0}+\mu_{0}\right)\left(1+\delta_{v} \frac{\partial}{\partial t}\right) e_{, i}+\mu_{0}\left(1+\mu_{v} \frac{\partial}{\partial t}\right) u_{i, j j}-\left(3 \lambda_{0}+2 \mu_{0}\right) \alpha_{T}\left(1+\gamma_{v} \frac{\partial}{\partial t}\right) \theta_{, i}+\rho F_{i}=\rho \frac{\partial^{2} u_{i}}{\partial t^{2}}
$$

where $\gamma_{v}=\frac{3 \lambda_{0} \lambda_{v}+2 \mu_{0} \mu_{v}}{3 \lambda_{0}+2 \mu_{0}}$ and $\delta_{v}=\frac{\lambda_{0} \lambda_{v}+\mu_{0} \mu_{v}}{\lambda_{0}+\mu_{0}}$.
(iv) The balance equation for the entropy

$$
\begin{equation*}
-q_{i, i}+Q=\rho T_{0} \frac{\partial S}{\partial t} \tag{5}
\end{equation*}
$$

where $q_{i}$ is the heat flux generalized component, $Q$ is the strength of the heat source inside the body, and $S$ is the entropy per unit mass.

Starting from the assumption that for a thermally conducting Kelvin-Voigt solid subject to small strain and small temperature changes [23,38], we have

$$
\begin{equation*}
\rho T_{0} S=\rho c_{E} \theta+\left(3 \lambda_{0}+2 \mu_{0}\right) \alpha_{T} T_{0}\left(1+\gamma_{v} \frac{\partial}{\partial t}\right) e \tag{6}
\end{equation*}
$$

where $c_{E}$ is the specific heat at constant strain.
Hence, the energy balance equation is given from (5) and (6) as

$$
\begin{equation*}
\rho c_{E} \frac{\partial \theta}{\partial t}+\left(3 \lambda_{0}+2 \mu_{0}\right) \alpha_{T} T_{0}\left(\frac{\partial}{\partial t}+\gamma_{v} \frac{\partial^{2}}{\partial t^{2}}\right) e=-q_{i, i}+Q \tag{7}
\end{equation*}
$$

The above equations are supplemented with the fractional Jeffery's heat conduction equation $[20,21]$, namely,

$$
\begin{equation*}
\left(1+\tau_{q}^{\alpha} \frac{\partial^{\alpha}}{\partial t^{\alpha}}\right) q_{i}=-\check{K} \frac{\partial^{1-\gamma}}{\partial t^{1-\gamma}}\left(1+\tau_{\theta}^{\beta} \frac{\partial^{\beta}}{\partial t^{\beta}}\right) \theta_{, i} \check{K}=K \tau_{q}^{1-\gamma} \tag{8}
\end{equation*}
$$

where $\tau_{q} \geq 0$ and $\tau_{\theta} \geq 0$ are the heat flux and the temperature gradient phase lags [6], respectively, $K$ is the thermal conductivity, and $0<\alpha, \beta, \gamma \leq 1$. The assumption $\check{K}=K \tau_{q}^{1-\gamma}$ is adopted to keep the dimension in order $[7,52]$. The fractional derivative in (8) is defined in the Riemann-Liouville sense [53]:

$$
\frac{\partial^{\alpha}}{\partial t^{\alpha}} f(t)=\left\{\begin{array}{lr}
\frac{1}{\Gamma(1-\alpha)} \frac{\partial}{\partial t} \int_{0}^{t} \frac{f(\tau)}{(t-\tau)^{\alpha}} d \tau, & 0<\alpha<1 \\
\frac{\partial}{\partial t} f(t), & \alpha=1
\end{array}\right.
$$

Substituting Equation (8) into Equation (7), we obtain the energy equation:

$$
\begin{equation*}
K \tau_{q}^{1-\gamma} \frac{\partial^{1-\gamma}}{\partial t^{1-\gamma}}\left(1+\tau_{\theta}^{\beta} \frac{\partial^{\beta}}{\partial t^{\beta}}\right) \theta_{, i i}=\left(1+\tau_{q}^{\alpha} \frac{\partial^{\alpha}}{\partial t^{\alpha}}\right)\left[\rho c_{E} \frac{\partial \theta}{\partial t}+\left(3 \lambda_{0}+2 \mu_{0}\right) \alpha_{T} T_{0}\left(\frac{\partial}{\partial t}+\gamma_{v} \frac{\partial^{2}}{\partial t^{2}}\right) e-Q\right] . \tag{9}
\end{equation*}
$$

## 3. Problem Formulation

We consider a plate made of a homogeneous isotropic solid occupying the region $\Omega$ defined by $\Omega=\{(x, y, z):-\infty<x, z<\infty, 0 \leq y \leq l\}$. The $y$-axis is taken perpendicular to the plate plane and pointing inwards, such that $y=0$ refers to the upper surface and $y=l$ refers to the lower surface. The body is assumed to be initially quiescent. Furthermore, we assume that there are no body forces or heat sources. The upper surface of the plate is assumed to be traction-free and subjected to ultrafast double-strip heating [50], which decays exponentially with time, while the lower surface is assumed to be traction-free and thermally insulated; see Figure 1.


Figure 1. Physical description of the problem.
From the above settings, all the considered functions should depend on $x, y$, and $t$. Also, the displacement vector is given in the form

$$
\begin{equation*}
\mathbf{u}=\langle u, v, 0\rangle, \quad u=u(x, y, t), \quad v=v(x, y, t) . \tag{10}
\end{equation*}
$$

Hence, the governing equations for Kelvin-Voigt thermoelastic plate on the domain $(x, y, t) \in(-\infty, \infty) \times[0, l] \times(0, \infty)$ consist of the following:
(i) The non-vanishing components of the stress tensor

$$
\begin{gather*}
\sigma_{x x}=2 \mu_{0}\left(1+\mu_{v} \frac{\partial}{\partial t}\right) \frac{\partial u}{\partial x}+\lambda_{0}\left(1+\lambda_{v} \frac{\partial}{\partial t}\right) e-\left(3 \lambda_{0}+2 \mu_{0}\right) \alpha_{T}\left(1+\gamma_{v} \frac{\partial}{\partial t}\right) \theta,  \tag{11}\\
\sigma_{y y}=2 \mu_{0}\left(1+\mu_{v} \frac{\partial}{\partial t}\right) \frac{\partial v}{\partial y}+\lambda_{0}\left(1+\lambda_{v} \frac{\partial}{\partial t}\right) e-\left(3 \lambda_{0}+2 \mu_{0}\right) \alpha_{T}\left(1+\gamma_{v} \frac{\partial}{\partial t}\right) \theta,  \tag{12}\\
\sigma_{z z}=\lambda_{0}\left(1+\lambda_{v} \frac{\partial}{\partial t}\right) e-\left(3 \lambda_{0}+2 \mu_{0}\right) \alpha_{T}\left(1+\gamma_{v} \frac{\partial}{\partial t}\right) \theta  \tag{13}\\
\sigma_{x y}=\sigma_{y x}=\mu_{0}\left(1+\mu_{v} \frac{\partial}{\partial t}\right)\left(\frac{\partial v}{\partial x}+\frac{\partial u}{\partial y}\right) . \tag{14}
\end{gather*}
$$

(ii) The non-vanishing components of the strain tensor

$$
\begin{gather*}
e_{x x}=\frac{\partial u}{\partial x}  \tag{15}\\
e_{y y}=\frac{\partial v}{\partial y^{\prime}}  \tag{16}\\
e_{x y}=e_{y x}=\frac{1}{2}\left(\frac{\partial u}{\partial y}+\frac{\partial v}{\partial x}\right) . \tag{17}
\end{gather*}
$$

Also, the cubical dilation $e$ is given by

$$
\begin{equation*}
e=e_{x x}+e_{y y}=\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y} . \tag{18}
\end{equation*}
$$

(iii) The equations of motion in the absence of body forces along the $x$ - and $y$-directions, respectively,

$$
\begin{align*}
& \left(\lambda_{0}+\mu_{0}\right)\left(1+\delta_{v} \frac{\partial}{\partial t}\right) \frac{\partial e}{\partial x}+\mu_{0}\left(1+\mu_{v} \frac{\partial}{\partial t}\right) \nabla^{2} u-\left(3 \lambda_{0}+2 \mu_{0}\right) \alpha_{T}\left(1+\gamma_{v} \frac{\partial}{\partial t}\right) \frac{\partial \theta}{\partial x}=\rho \frac{\partial^{2} u}{\partial t^{2}}  \tag{19}\\
& \left(\lambda_{0}+\mu_{0}\right)\left(1+\delta_{v} \frac{\partial}{\partial t}\right) \frac{\partial e}{\partial y}+\mu_{0}\left(1+\mu_{v} \frac{\partial}{\partial t}\right) \nabla^{2} v-\left(3 \lambda_{0}+2 \mu_{0}\right) \alpha_{T}\left(1+\gamma_{v} \frac{\partial}{\partial t}\right) \frac{\partial \theta}{\partial y}=\rho \frac{\partial^{2} v}{\partial t^{2}} \tag{20}
\end{align*}
$$

By differentiating Equations (19) and (20) with respect to $x$ and $y$, respectively, adding the resulting equations and utilizing Equation (18), we obtain

$$
\begin{equation*}
\left[\left(\lambda_{0}+2 \mu_{0}\right)+\left(\left(\lambda_{0}+\mu_{0}\right) \delta_{v}+\mu_{0} \mu_{v}\right) \frac{\partial}{\partial t}\right] \nabla^{2} e-\left(3 \lambda_{0}+2 \mu_{0}\right) \alpha_{t}\left(1+\gamma_{v} \frac{\partial}{\partial t}\right) \nabla^{2} \theta=\rho \frac{\partial^{2} e}{\partial t^{2}} \tag{21}
\end{equation*}
$$

where $\nabla^{2}=\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right)$ is the Laplace operator in Cartesian coordinates.
(i) The heat conduction equation in the absence of a heat source

$$
\begin{equation*}
K \tau_{q}^{1-\gamma} \frac{\partial^{1-\gamma}}{\partial t^{1-\gamma}}\left(1+\tau_{\theta}^{\beta} \frac{\partial^{\beta}}{\partial t^{\beta}}\right) \nabla^{2} \theta=\left(1+\tau_{q}^{\alpha} \frac{\partial^{\alpha}}{\partial t^{\alpha}}\right)\left[\rho c_{E} \frac{\partial \theta}{\partial t}+\left(3 \lambda_{0}+2 \mu_{0}\right) \alpha_{T} T_{0}\left(\frac{\partial}{\partial t}+\gamma_{v} \frac{\partial^{2}}{\partial t^{2}}\right) e\right], \tag{22}
\end{equation*}
$$

associated with the following thermal and mechanical boundary conditions:

$$
\begin{gather*}
\theta(x, 0, t)=\Theta_{0}(x, t),\left.\quad \frac{\partial \theta(x, y, t)}{\partial y}\right|_{y=l}=0  \tag{23}\\
\sigma_{y y}(x, 0, t)=\sigma_{y y}(x, l, t)=0 \tag{24}
\end{gather*}
$$

$$
\begin{equation*}
\sigma_{x y}(x, 0, t)=\sigma_{x y}(x, l, t)=0 \tag{25}
\end{equation*}
$$

where $\Theta_{0}(x, t)$ is a given time-dependent thermal boundary condition, disturbed spatially on the upper surface.

Additionally, it is assumed that the system initiates the experiment in a state of rest with no accelerations, namely,

$$
\begin{gather*}
\left.u(x, y, t)\right|_{t=0}=\left.\frac{\partial u(x, y, t)}{\partial t}\right|_{t=0}=0,\left.v(x, y, t)\right|_{t=0}=\left.\frac{\partial v(x, y, t)}{\partial t}\right|_{t=0}=0,  \tag{26}\\
\left.\theta(x, y, t)\right|_{t=0}=\left.\frac{\partial \theta(x, y, t)}{\partial t}\right|_{t=0}=0,
\end{gather*}
$$

The governing equations can be put in a more convenient form by using the following non-dimensional variables:

$$
\begin{gather*}
\left(x^{*}, y^{*}\right)=c_{1} \eta(x, y), \quad\left(u^{*}, v^{*}\right)=c_{1} \eta \frac{\rho c_{1}^{3} \eta}{\left(3 \lambda_{0}+2 \mu_{0}\right) \alpha_{T} T_{0}}(u, v), \\
e_{i j}^{*}=\frac{\rho_{i j}^{2} c_{1}^{2}}{\left(3 \lambda_{0}+2 \mu_{0}\right) \alpha_{T} T_{0}} e_{i j}, \theta^{*}=\frac{\theta}{T_{0}}, \Theta_{0}^{*}=\frac{\Theta_{0}}{T_{0}}, \quad \sigma_{i j}^{*}=\frac{\sigma_{i j}}{\left(3 \lambda_{0}+2 \mu_{0}\right) \alpha_{T} T_{0}}  \tag{27}\\
\left(t^{*}, t_{p}^{*}, \tau_{q}^{*}, \tau_{\theta}^{*}, \lambda_{v}^{*}, \mu_{v}^{*}\right)=c_{1}^{2} \eta\left(t, t_{p} \tau_{q}, \tau_{\theta}, \lambda_{v}, \mu_{v}\right),
\end{gather*}
$$

where $c_{1}=\sqrt{\frac{\lambda_{0}+2 \mu_{0}}{\rho}}$ and $\eta=\frac{\rho c_{E}}{K}$.
Using the above non-dimensional variables, Equations (11)-(14), (21), and (22) take the following forms (the asterisks were omitted to avoid confusion):

$$
\begin{gather*}
\sigma_{x x}=2 \beta^{2}\left(1+\mu_{v} \frac{\partial}{\partial t}\right) \frac{\partial u}{\partial x}+\left(1-2 \beta^{2}\right)\left(1+\lambda_{v} \frac{\partial}{\partial t}\right) e-\left(1+\gamma_{v} \frac{\partial}{\partial t}\right) \theta,  \tag{28}\\
\sigma_{y y}=2 \beta^{2}\left(1+\mu_{v} \frac{\partial}{\partial t}\right) \frac{\partial v}{\partial y}+\left(1-2 \beta^{2}\right)\left(1+\lambda_{v} \frac{\partial}{\partial t}\right) e-\left(1+\gamma_{v} \frac{\partial}{\partial t}\right) \theta,  \tag{29}\\
\sigma_{z z}=\left(1-2 \beta^{2}\right)\left(1+\lambda_{v} \frac{\partial}{\partial t}\right) e-\left(1+\gamma_{v} \frac{\partial}{\partial t}\right) \theta,  \tag{30}\\
\sigma_{x y}=\beta^{2}\left(1+\mu_{v} \frac{\partial}{\partial t}\right)\left(\frac{\partial v}{\partial x}+\frac{\partial u}{\partial y}\right),  \tag{31}\\
{\left[1+\left(\left(1-\beta^{2}\right) \delta_{v}+\alpha_{1} \beta^{2}\right) \frac{\partial}{\partial t}\right] \nabla^{2} e-\left(1+\gamma_{v} \frac{\partial}{\partial t}\right) \nabla^{2} \theta=\frac{\partial^{2} e}{\partial t^{2}}}  \tag{32}\\
\tau_{q}^{1-\gamma} \frac{\partial^{1-\gamma}}{\partial t^{1-\gamma}}\left(1+\tau_{\theta}^{\beta} \frac{\partial^{\beta}}{\partial t^{\beta}}\right) \nabla^{2} \theta=\left(1+\tau_{q}^{\alpha} \frac{\partial^{\alpha}}{\partial t^{\alpha}}\right)\left[\frac{\partial \theta}{\partial t}+\varepsilon\left(\frac{\partial}{\partial t}+\gamma_{v} \frac{\partial^{2}}{\partial t^{2}}\right) e\right], \tag{33}
\end{gather*}
$$

where $\beta^{2}=\frac{\mu_{0}}{\lambda_{0}+2 \mu_{0}}$ and $\varepsilon=\frac{\left(3 \lambda_{0}+2 \mu_{0}\right)^{2} \alpha_{T}^{2} T_{0}}{\rho c_{E}\left(\lambda_{0}+2 \mu_{0}\right)}$.
We shall consider the hydrostatic stress as the mean value of the normal stresses $\sigma_{x x}, \sigma_{y y}$, and $\sigma_{z z}$, namely,

$$
\begin{equation*}
\sigma_{H}=\frac{\sigma_{x x}+\sigma_{y y}+\sigma_{z z}}{3} \tag{34}
\end{equation*}
$$

By using Equations (28)-(30), we obtain

$$
\begin{equation*}
\sigma_{H}=\left[\left(1-\frac{4}{3} \beta^{2}\right)+\left(\frac{2}{3} \beta^{2} \mu_{v}+\left(1-2 \beta^{2}\right) \lambda_{v}\right) \frac{\partial}{\partial t}\right] e-\left(1+\gamma_{v} \frac{\partial}{\partial t}\right) \theta, \tag{35}
\end{equation*}
$$

associated with the following non-dimensional thermal and mechanical boundary conditions

$$
\begin{equation*}
\theta(x, 0, t)=\Theta_{0}(x, t),\left.\quad \frac{\partial \theta(x, y, t)}{\partial y}\right|_{y=l}=0 \tag{36}
\end{equation*}
$$

$$
\begin{align*}
& \sigma_{y y}(x, 0, t)=\sigma_{y y}(x, l, t)=0  \tag{37}\\
& \sigma_{x y}(x, 0, t)=\sigma_{x y}(x, l, t)=0 \tag{38}
\end{align*}
$$

and non-dimensional homogeneous initial conditions

$$
\begin{gather*}
\left.u(x, y, t)\right|_{t=0}=\left.\frac{\partial u(x, y, t)}{\partial t}\right|_{t=0}=0,\left.v(x, y, t)\right|_{t=0}=\left.\frac{\partial v(x, y, t)}{\partial t}\right|_{t=0}=0,  \tag{39}\\
\left.\theta(x, y, t)\right|_{t=0}=\left.\frac{\partial \theta(x, y, t)}{\partial t}\right|_{t=0}=0,
\end{gather*}
$$

## 4. Solutions in the Integral-Transform Domain

We shall now define the Laplace transform (denoted by a bar) with respect to a function $h(x, y, t)$ by the relation [54]

$$
\begin{equation*}
\bar{h}(x, y, s)=\mathcal{L}\{h(x, y, t) ; t\}(x, y, s)=\int_{0}^{\infty} h(x, y, t) e^{-s t} d t \tag{40}
\end{equation*}
$$

where $h(x, y, t)$ is a continuous function over time, $s$ is the Laplace parameter, and the inverse Laplace's transform is defined as

$$
\begin{equation*}
\mathcal{L}^{-1}(\bar{h}(x, y, s))=\frac{1}{2 \pi i} \lim _{\beta \rightarrow \infty} \int_{\alpha-i \beta}^{\alpha+i \beta} \bar{h}(x, y, s) e^{s t} d s=h(x, y, t) \tag{41}
\end{equation*}
$$

where $i=\sqrt{-1}$, and the Fourier exponential transform (denoted by a hat) to a function $\bar{h}(x, y, s)$ with respect to the variable $x$ is defined by the relation

$$
\begin{equation*}
\hat{\bar{h}}(q, y, s)=\mathcal{F}\{\bar{h}(x, y, s) ; x\}(q, y, s)=\int_{0}^{\infty} \bar{h}(x, y, s) e^{-i q x} d x \tag{42}
\end{equation*}
$$

with its corresponding inversion

$$
\begin{equation*}
\mathcal{F}^{-1}(\hat{\bar{h}}(q, y, s))=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \hat{\bar{h}}(q, y, s) e^{i q x} d q=\bar{h}(x, y, s) \tag{43}
\end{equation*}
$$

We assume that all the relevant functions are sufficiently smooth on the real line such that the Fourier transform of these functions exists. According to the homogeneous initial conditions (39), upon applying the Laplace transform on both sides of Equations (32) and (33), we arrive at

$$
\begin{gather*}
{\left[(1+\varsigma s) \nabla^{2}-s^{2}\right] \bar{e}-\left(1+\gamma_{0} s\right) \nabla^{2} \bar{\theta}=0}  \tag{44}\\
\left(\nabla^{2}-s L\right) \bar{\theta}-\varepsilon s\left(1+\gamma_{0} s\right) L \bar{e}=0 \tag{45}
\end{gather*}
$$

where

$$
\begin{equation*}
\varsigma=\left(1-\beta^{2}\right) \delta_{v}+\mu_{v} \beta^{2}, \quad L(s)=\frac{1+\tau_{q}^{\alpha} s^{\alpha}}{\tau_{q}^{1-\gamma} s^{1-\gamma}\left(1+\tau_{\theta}^{\beta}{ }_{s} \beta\right)} . \tag{46}
\end{equation*}
$$

Eliminating $\bar{\theta}$ between Equations (44) and (45), we obtain

$$
\begin{equation*}
\left[(1+\varsigma s) \nabla^{4}-\left(s(1+\varsigma s) L+s^{2}+\varepsilon s\left(1+\gamma_{v} s\right)^{2} L\right) \nabla^{2}+s^{3} L\right] \bar{e}=0, \tag{47}
\end{equation*}
$$

which can be factorized as

$$
\begin{equation*}
\prod_{i=1}^{2}\left(\nabla^{2}-k_{i}^{2}\right) \bar{e}=0 \tag{48}
\end{equation*}
$$

where $k_{i}^{2},(i=1,2)$ are the roots with positive real parts of the characteristic equation

$$
\begin{equation*}
(1+\varsigma s) k^{4}-\left[s(1+\varsigma s) L+s^{2}+\varepsilon s\left(1+\gamma_{v} s\right)^{2} L\right] k^{2}+s^{3} L=0 \tag{49}
\end{equation*}
$$

Upon applying the exponential Fourier transform on Equation (48), we obtain

$$
\begin{equation*}
\prod_{i=1}^{2}\left(\mathfrak{D}^{2}-m_{i}^{2}\right) \hat{\bar{e}}=0 \tag{50}
\end{equation*}
$$

where $m_{i}^{2}=q^{2}+k_{i}^{2}, i=1,2$, and $\mathfrak{D}=\partial / \partial y$. The general solution of Equation (50), bounded for the region $0 \leq y \leq l$, is given as

$$
\begin{equation*}
\hat{\bar{e}}=\sum_{i=1}^{2}\left(k_{\mathrm{i}}^{2}-s L\right)\left[A_{i} e^{-m_{i} y}+B_{i} e^{m_{i} y}\right] \tag{51}
\end{equation*}
$$

where $A_{i}, B_{i}, i=1,2$, are parameters depending on $s$ and $q$. Similarly, eliminating $\bar{e}$ between Equations (44) and (45) leads to the characteristic equation

$$
\begin{equation*}
\left[(1+\varsigma s) \nabla^{4}-\left(s(1+\varsigma s) L+s^{2}+\varepsilon s\left(1+\gamma_{v} s\right)^{2} L\right) \nabla^{2}+s^{3} L\right] \bar{\theta}=0 \tag{52}
\end{equation*}
$$

Therefore, the general solution of (52) for $y \in[0, l]$ can be written as

$$
\begin{equation*}
\hat{\bar{\theta}}=\varepsilon s\left(1+\gamma_{v} s\right) L \sum_{i=1}^{2}\left[A_{i}^{\prime} e^{-m_{i} y}+B_{i}^{\prime} e^{m_{i} y}\right] \tag{53}
\end{equation*}
$$

where $A_{i}^{\prime}, B_{i}^{\prime}, i=1,2$, are parameters depending on $s$ and $q$. In view of Equations (51), (53) and (45), one can deduce the following relations for $A_{i}^{\prime}$ and $B_{i}^{\prime}$

$$
\begin{equation*}
A_{i}^{\prime}(q, s)=A_{i}(q, s), \quad B_{i}^{\prime}(q, s)=B_{i}(q, s), \quad i=1,2 \tag{54}
\end{equation*}
$$

Using the above relations in Equation (53), we obtain

$$
\begin{equation*}
\hat{\bar{\theta}}=\varepsilon s\left(1+\gamma_{v} s\right) L \sum_{i=1}^{2}\left[A_{i} e^{-m_{i} y}+B_{i} e^{m_{i} y}\right] . \tag{55}
\end{equation*}
$$

On the other hand, Equations (17) and (19) can be written in the non-dimensional form as

$$
\begin{gather*}
e=\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}  \tag{56}\\
\beta^{2}\left(1+\mu_{v} \frac{\partial}{\partial t}\right) \nabla^{2} v+\left(1-\beta^{2}\right)\left(1+\delta_{v} \frac{\partial}{\partial t}\right) \mathfrak{D e}-\left(1+\gamma_{v} \frac{\partial}{\partial t}\right) \mathfrak{D} \theta=\frac{\partial^{2} v}{\partial t^{2}} \tag{57}
\end{gather*}
$$

Taking the Laplace-Fourier transforms for Equations (56) and (57), we obtain

$$
\begin{gather*}
\hat{\bar{u}}=\frac{1}{i q}\left(\hat{\bar{e}}-\frac{\partial \hat{\bar{v}}}{\partial y}\right),  \tag{58}\\
\left(\mathfrak{D}^{2}-m^{2}\right) \hat{\bar{v}}=\frac{1}{\beta^{2}\left(1+\mu_{v} s\right)}\left(\left(1+\gamma_{v} s\right) \mathfrak{D} \hat{\bar{\theta}}-\left(1-\beta^{2}\right)\left(1+\delta_{v} s\right) \mathfrak{D} \hat{\bar{e}}\right) \tag{59}
\end{gather*}
$$

where $m^{2}=q^{2}+\frac{s^{2}}{\beta^{2}\left(1+\mu_{v} s\right)}$.
Next, substituting Equations (51) and (55) into the right-hand side of Equation (59), we obtain

$$
\begin{equation*}
\hat{\bar{v}}=C_{1} e^{-m y}+C_{2} e^{m y}+\sum_{i=1}^{2} \psi_{i}\left[-A_{i} e^{-m_{i} y}+B_{i} e^{m_{i} y}\right] \tag{60}
\end{equation*}
$$

where $\psi_{i}=\frac{m_{i}\left(\varepsilon s\left(1+\gamma_{v} s\right)^{2} L-\left(1-\beta^{2}\right)\left(1+\delta_{v} s\right)\left(k_{\mathrm{i}}^{2}-s L\right)\right)}{\beta^{2}\left(1+\mu_{v} s\right)\left(m_{i}^{2}-m^{2}\right)}$, and $C_{i}, i=1,2$, are parameters depending on $s$ and $q$.

To determine the tangential component of the velocity, utilizing Equations (51) and (60) in the right-hand side of Equation (58), we obtain

$$
\begin{equation*}
\hat{\bar{u}}=\frac{i}{q}\left(m\left(-C_{1} e^{-m y}+C_{2} e^{m y}\right)+\sum_{i=1}^{2}\left(\psi_{i} m_{i}-k_{\mathrm{i}}^{2}+s L\right)\left[A_{i} e^{-m_{i} y}+B_{i} e^{m_{i} y}\right]\right) . \tag{61}
\end{equation*}
$$

Finally, we combine Equations (51), (55), (60) and (61) with the Laplace and Fourier transforms of Equations (28), (31) and (35), and perform some straightforward calculations; the results are

$$
\begin{gather*}
\hat{\sigma}_{x x}=2 m \beta^{2}\left(1+\mu_{v} s\right)\left[C_{1} e^{-m y}-C_{2} e^{m y}\right]+\sum_{i=1}^{2} \varphi_{i}\left[A_{i} e^{-m_{i} y}+B_{i} e^{m_{i} y}\right]  \tag{62}\\
\hat{\sigma}_{y y}=2 m \beta^{2}\left(1+\mu_{v} s\right)\left[-C_{1} e^{-m y}+C_{2} e^{m y}\right]+\sum_{i=1}^{2} \omega_{i}\left[A_{i} e^{-m_{i} y}+B_{i} e^{m_{i} y}\right]  \tag{63}\\
\hat{\bar{\sigma}}_{z z}=\sum_{i=1}^{2} \chi_{i}\left[A_{i} e^{-m_{i} y}+B_{i} e^{m_{i} y}\right]  \tag{64}\\
\hat{\bar{\sigma}}_{x y}=\frac{i \beta^{2}\left(1+\mu_{v} s\right)}{q}\left(\left(q^{2}+m^{2}\right)\left[C_{1} e^{-m y}+C_{2} e^{m y}\right]\right. \\
\left.+\sum_{i=1}^{2}\left(q^{2} \psi_{i}+m_{i}\left(\psi_{i} m_{i}-k_{i}^{2}+s L\right)\right)\left[-A_{i} e^{-m_{i} y}+B_{i} e^{m_{i} y}\right]\right)  \tag{65}\\
\hat{\bar{\sigma}}_{H}=\sum_{i=1}^{2} \zeta_{i}\left[A_{i} e^{-m_{i} y}+B_{i} e^{m_{i} y}\right] \tag{66}
\end{gather*}
$$

where

$$
\begin{gathered}
\varphi_{i}=-2 \beta^{2}\left(1+\mu_{v} s\right) \psi_{i} m_{i}+\left(k_{\mathrm{i}}^{2}-L s\right)\left(2 \beta^{2}\left(1+\mu_{v} s\right)+\left(1-2 \beta^{2}\right)\left(1+\lambda_{v} s\right)\right)-\varepsilon s\left(1+\gamma_{v} s\right)^{2} L \\
\omega_{i}=2 \beta^{2}\left(1+\mu_{v} s\right) \psi_{i} m_{i}+\left(1-2 \beta^{2}\right)\left(1+\lambda_{v} s\right)\left(k_{\mathrm{i}}^{2}-s L\right)-\varepsilon s\left(1+\gamma_{v} s\right)^{2} L \\
\chi_{i}=\left(1-2 \beta^{2}\right)\left(1+\lambda_{v} s\right)\left(k_{\mathrm{i}}^{2}-s L\right)-\varepsilon s\left(1+\gamma_{v} s\right)^{2} L \\
\zeta_{i}=\left(\left(1-\frac{4}{3} \beta^{2}\right)+\left(\frac{2}{3} \beta^{2} \mu_{v}+\left(1-2 \beta^{2}\right) \lambda_{v}\right) s\right)\left(k_{\mathrm{i}}^{2}-s L\right)-\varepsilon s\left(1+\gamma_{v} s\right)^{2} L
\end{gathered}
$$

The boundary conditions (36)-(38) in the Laplace-Fourier domain read

$$
\begin{gather*}
\hat{\bar{\theta}}(q, 0, s)=\hat{\bar{\Theta}}_{0}(q, s),\left.\quad \frac{\partial \hat{\bar{\theta}}(q, y, s)}{\partial y}\right|_{y=l}=0  \tag{67}\\
\hat{\bar{\sigma}}_{y y}(q, 0, s)=\hat{\bar{\sigma}}_{y y}(q, l, s)=0  \tag{68}\\
\hat{\sigma}_{x y}(q, 0, s)=\hat{\sigma}_{x y}(q, l, s)=0 \tag{69}
\end{gather*}
$$

Without loss of generality, we specify the condition of double-strip heating [50,51]:

$$
\begin{equation*}
\Theta_{0}(x, t)=[H(b-|x|)-H(a-|x|)] \exp \left(-\frac{t}{t_{p}}\right) \tag{70}
\end{equation*}
$$

where $H(\cdot)$ is the Heaviside unit step function, and $t_{p}$ is a temporal parameter characterizing the thermalization time, or alternatively, the heating rate. In other words, if we take a dimensional thermalization parameter $t_{p}=1$ femtosecond, then at the physical time $t=1$ picosecond, the surface reaches zero temperature difference $\theta(x, 0, t)=0$, or alternatively, the absolute surface temperature becomes identical with the room temperature, $T(x, 0, t)=T_{0}$. The double-strip heating parameters $a$ and $b$ are taken as nonzero constants
such that $(a<b)$. The boundary surface temperature in the Laplace-Fourier domain is determined by

$$
\begin{equation*}
\hat{\bar{\Theta}}_{0}(q, s)=\frac{2 t_{p}}{q\left(1+t_{p} s\right)}[\sin (b q)-\sin (a q)] . \tag{71}
\end{equation*}
$$

Equations (67)-(69) immediately give the following system of six linear equations in the unknown parameters $A_{i}(q, s), B_{i}(q, s),(i=1,2)$ and $C_{i}(q, s),(i=1,2)$.

$$
\begin{gather*}
\varepsilon s L\left(1+\gamma_{v} s\right) \sum_{i=1}^{2}\left[A_{i}+B_{i}\right]=\frac{t_{p}}{q\left(1+t_{p} s\right)}(\sin (b q)-\sin (a q)),  \tag{72}\\
\sum_{i=1}^{2} m_{i}\left[-A_{i} e^{-m_{i} l}+B_{i} e^{m_{i} l}\right]=0,  \tag{73}\\
2 m \beta^{2}\left(1+\mu_{v} s\right)\left[-C_{1}+C_{2}\right]+\sum_{i=1}^{2} \omega_{i}\left[A_{i}+B_{i}\right]=0,  \tag{74}\\
2 m \beta^{2}\left(1+\mu_{v} s\right)\left[-C_{1} e^{-m l}+C_{2} e^{m l}\right]+\sum_{i=1}^{2} \omega_{i}\left[A_{i} e^{-m_{i} l}+B_{i} e^{m_{i} l}\right]=0,  \tag{75}\\
\left(q^{2}+m^{2}\right)\left[C_{1}+C_{2}\right]+\sum_{i=1}^{2}\left(q^{2} \psi_{i}+m_{i}\left(\psi_{i} m_{i}-k_{\mathrm{i}}^{2}+s L\right)\right)\left[-A_{i}+B_{i}\right]=0,  \tag{76}\\
\left(q^{2}+m^{2}\right)\left[C_{1} e^{-m l}+C_{2} e^{m l}\right]+\sum_{i=1}^{2}\left(q^{2} \psi_{i}+m_{i}\left(\psi_{i} m_{i}-k_{\mathrm{i}}^{2}+s L\right)\right)\left[-A_{i} e^{-m_{i} l}+B_{i} e^{m_{i} l}\right]=0, \tag{77}
\end{gather*}
$$

This completes the solution of the problem in the Laplace-Fourier-transformed domain.

## 5. Numerical Results and Discussion

In order to present numerical results, copper material $[6,55,56]$ is chosen for the purposes of numerical evaluation, with the parameters in SI units listed in Table 1.

Table 1. Mechanical and thermal properties of copper at reference temperature $T_{0}=293{ }^{\circ} \mathrm{K}$.

| Property | $\lambda_{0}$ | $\mu_{0}$ | $\rho$ | $c_{E}$ | $\alpha_{T}$ | $\boldsymbol{\tau}_{\boldsymbol{q}}$ | $\boldsymbol{\lambda}_{\boldsymbol{v}}=\boldsymbol{\mu}_{\boldsymbol{v}}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Value | $7.76 \times 10^{10}$ | $3.86 \times 10^{10}$ | 8954 | 383.1 | $1.78 \times 10^{-5}$ | 386.0 | 0.4648 |  |  |
| SI unit | $\mathrm{Kg} \cdot \mathrm{m}^{-1} \cdot \mathrm{~s}^{-2}$ | $\mathrm{Kg} \cdot \mathrm{m}^{-1} \cdot \mathrm{~s}^{-2}$ | $\mathrm{Kg} \cdot \mathrm{m}^{-3}$ | $\mathrm{~J} \cdot \mathrm{Kg}^{-1} \cdot \mathrm{~K}^{-1}$ | $\mathrm{~K}^{-1}$ | $\mathrm{~W} \cdot \mathrm{~m}^{-1} \cdot \mathrm{~K}^{-1}$ | picoseconds | picoseconds | picoseconds |

In addition, we choose the dimensionless plate thickness and the double-strip parameters as

$$
\begin{equation*}
l=1, \quad a=1, \quad b=2, \quad t_{p}=0.1 \tag{78}
\end{equation*}
$$

According to the choice of the dimensionless thickness, $l=1$, and the dimensionless thermalization parameter, $t_{p}=0.1$, the real thickness of the plate is $1 /\left(c_{1} \eta\right)=27.063$ nanometers, and the real thermalization parameter equals $0.1 /\left(c_{1}^{2} \eta\right)=1.302$ picoseconds; refer to Equation (27), and also see [57].

In this section, we implement two infinite series to calculate the integrals (41) and (43). Thereby, we will bring the temperature, displacement, and hydrostatic stress to the physical domain. Inversion of the Laplace parameter $s$ to the physical time $t$ requires the implementation of Durbin formula, which is the approximation of the integral (41); see [58,59].

$$
\begin{align*}
& \hat{h}(q, y, t)=\frac{2 \exp (\gamma)}{T_{1}}\left\{-\frac{1}{2} \hat{\bar{h}}\left(q, y, \frac{\gamma}{t}\right)+\mathfrak{R}\left[\sum_{j=0}^{N S u m 1} \hat{\bar{h}}\left(q, y, \frac{\gamma}{t}+\frac{2 \pi i j}{T_{1}}\right) \cos \left(\frac{2 \pi j t}{T_{1}}\right)\right]\right.  \tag{79}\\
&\left.-\Im\left[\sum_{j=0}^{N \operatorname{Sum} 1} \hat{\bar{h}}\left(q, y, \frac{\gamma}{t}+\frac{2 \pi i j}{T_{1}}\right) \sin \left(\frac{2 \pi j t}{T_{1}}\right)\right]\right\},
\end{align*}
$$

where $\gamma \cong 4.7 \sim 10$ and $T_{1}$ is chosen so that $0<t \leq 2 T_{1}$. For accelerating the computations time, we use a FORTRAN subroutine [60] for the series with Nsum $1 \cong 10^{6}$. Inversion of the Fourier transform, i.e., transforming $q$ into $x$, requires implementing another integral (refer to (43)), which can be approximated by the following Riemann sum

$$
\mathcal{F}^{-1}(\hat{h}(q, y, t))=\frac{1}{\pi}\left\{\begin{array}{l}
\substack{N=0 \\
\sum_{\begin{subarray}{c}{n=0} }}^{N s u m} 2}  \tag{80}\\
\left.i q_{n}, y, t\right) \cos \left(q_{n} x\right) \Delta q_{n}, \text { for even function } \\
i \sum_{n=0}^{\text {Nsum }} \hat{h}\left(q_{n}, y, t\right) \sin \left(q_{n} x\right) \Delta q_{n}, \text { for odd function. }
\end{array}\right.
$$

Using a suitable numerical approach, such as a trapezoidal approach, or a nested approach using the Bulirsch-Stoer step method, the rational function extrapolation, and modified midpoint method [61], the series (80) can be implemented. The parameter Nsum2 takes a value from 100 to 500 . The computation time for 100 points ranges from 30 to 180 s depending on the mathematical model, the numerical technique used for inverting the Fourier transform, and the Intel Core processor version. Because of the evanescence of discontinuities in the stresses of the Kelvin-Voigt model and in the temperature of the fractional Jeffreys equation, the running time of the program is much less than that for the elastic case with finite thermal wave speed [57]. The computation was carried out on two Intel Core processors, Core i5-9600K and Core i7-1165G7. MATLAB R2019a was utilized for graphical representations on an NVIDIA Geforce MX330 graphics card.

The heat flux $\mathbf{q}=\left\langle q_{x}, q_{y}, 0\right\rangle$ is an important physical vector quantity predicting the actual heat direction inside the conductor. Using the following non-dimensional transformation:

$$
\begin{equation*}
\binom{q_{x}}{q_{y}} \rightarrow k T_{0} c_{1} \eta\binom{q_{x}}{q_{y}} \tag{81}
\end{equation*}
$$

along with the dimensionless quantities (27) and the fractional Jeffreys Equation (8), the dimensionless heat flux components are given in terms of the temperature gradient as

$$
\left(1+\tau_{q}^{\alpha} \frac{\partial^{\alpha}}{\partial t^{\alpha}}\right)\left\{\begin{array}{l}
q_{x}  \tag{82}\\
q_{y}
\end{array}\right\}=-\tau_{q}^{1-\gamma} \frac{\partial^{1-\gamma}}{\partial t^{1-\gamma}}\left(1+\tau_{\theta}^{\beta} \frac{\partial^{\beta}}{\partial t^{\beta}}\right)\left\{\begin{array}{l}
\frac{\partial \theta}{\partial x} \\
\frac{\partial \theta}{\partial y}
\end{array}\right\}
$$

When the combined Laplace-Fourier transform (40) and (42) is invoked, the heat flux components (82) have the following exact formulas in the transformed domain:

$$
\left\{\begin{array}{l}
\hat{\bar{q}}_{x}  \tag{83}\\
\hat{\bar{q}}_{y}
\end{array}\right\}=-\frac{1}{L(s)}\left\{\begin{array}{l}
i q \hat{\bar{\theta}} \\
\mathfrak{D} \hat{\hat{\theta}}
\end{array}\right\},
$$

and $L(s)=\frac{1+\tau_{q}^{\alpha} s^{\alpha}}{\tau_{q}^{1-\gamma} s^{1-\gamma}\left(1+\tau_{\theta}^{\beta} s^{\beta}\right)}$. In view of the temperature (55), the heat flux components (83) are given as

$$
\begin{gather*}
\hat{\bar{q}}_{x}=-i q \varepsilon s\left(1+\gamma_{v} s\right) \sum_{i=1}^{2}\left[A_{i} e^{-m_{i} y}+B_{i} e^{m_{i} y}\right] \\
\hat{\bar{q}}_{y}=-\varepsilon s\left(1+\gamma_{v} s\right) \sum_{i=1}^{2} m_{i}\left[-A_{i} e^{-m_{i} y}+B_{i} e^{m_{i} y}\right] . \tag{84}
\end{gather*}
$$

In what follows, we will concentrate on four heat transfer models: the ordinary Jeffreys equation with flux precedence, known as the parabolic dual-phase-lag (DPL) model with $\tau_{\theta}>\tau_{q}$, the fractional Jeffreys equation with accelerated heat transfer, the fractional Jeffreys equation with retarded transfer, and the fractional Jeffreys equation with crossover from super- to sub-thermal conduction.

In Figure 2, we represent the temporal evolution of the temperature distribution governed by the flux-precedence DPL thermoelasticity and propagating from the upper surface to the lower surface. The heat flux components (84) are also inserted into the figure as a vector plot for anticipating the direction of heat. Before the dimensionless time instant
$t=0.09$, the heat flux is directed from the upper surface to the lower surface which precedes and stimulates the temperature gradient. In the case of a semi-infinite conductor [50], the temperature peak diffuses with time progress, leaving the boundary surface. Here, in the finite domain setting, because of the presence of the reflecting boundary condition on the lower boundary (36) and the acute heat flux precedence, $\tau_{\theta} \gg \tau_{q}$, the heat flux vector reverses its direction between the dimensionless instants $t=0.08$ and $t=0.09$, so that the upper surface always has the highest temperature though the overall dissipation of heat (i.e., the decrease in temperature value with time). This behavior is also attributed to the immobilization characteristic of the Jeffreys "DPL" equation referred to in the literature; see $[2,21,62]$. Because of the cooling of the upper surface, the hot portion begins to move from the upper to the lower surface at a late instant $t=0.7$ and 0.9 ; see recent studies on the ultrafast heating of micro- and nanostructures [63,64]. Some numerical results for the temperature at dimensionless time instants $t=0.05$ and $t=0.5$ are given in Tables 2 and 3 .


Figure 2. Temperature distribution (contours) and heat flux vector (arrows) for the "ordinary fluxprecedence Jeffreys model" at four instants: (a) $t=0.01$, (b) $t=0.09,(\mathbf{c}) t=0.7$, and (d) $t=0.9$.

Table 2. Numerical values of the temperature profile at the dimensionless instant $t=0.05$.

|  | Ordinary Jeffreys Heat Conduction |  |  | The Fractional Jeffreys-Type Heat Conduction |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Accelerated Conduction |  |  | Retarded Conduction |  |  | Crossover from Super- to Sub-Conduction |  |  |
|  | 0.5 | 1.5 | 2.5 | 0.5 | 1.5 | 2.5 | 0.5 | 1.5 | 2.5 | 0.5 | 1.5 | 2.5 |
| 0.0 | 0.000017 | 0.606626 | 0.000009 | 0.000017 | 0.606626 | 0.000009 | 0.000017 | 0.606626 | 0.000009 | 0.000017 | 0.606626 | 0.000009 |
| 0.1 | 0.032830 | 0.538056 | 0.028552 | 0.027667 | 0.528095 | 0.024501 | 0.008853 | 0.487462 | 0.008775 | 0.007961 | 0.546885 | 0.007959 |
| 0.2 | 0.062894 | 0.475297 | 0.054399 | 0.052757 | 0.457417 | 0.046500 | 0.015883 | 0.381876 | 0.015723 | 0.013360 | 0.469591 | 0.013353 |
| 0.3 | 0.088464 | 0.421706 | 0.076011 | 0.073675 | 0.397627 | 0.064506 | 0.020156 | 0.293778 | 0.019925 | 0.014976 | 0.382421 | 0.014957 |
| 0.4 | 0.109023 | 0.378412 | 0.092930 | 0.090061 | 0.349397 | 0.078216 | 0.021814 | 0.223230 | 0.021540 | 0.013300 | 0.292004 | 0.013327 |
| 0.5 | 0.124909 | 0.344735 | 0.105599 | 0.102339 | 0.311841 | 0.088122 | 0.021502 | 0.168625 | 0.021190 | 0.009705 | 0.205164 | 0.009689 |
| 0.6 | 0.136780 | 0.319396 | 0.114740 | 0.111189 | 0.283509 | 0.094984 | 0.020134 | 0.127722 | 0.019788 | 0.005969 | 0.129459 | 0.005976 |
| 0.7 | 0.145297 | 0.301096 | 0.121077 | 0.117327 | 0.262969 | 0.099543 | 0.018390 | 0.098306 | 0.017996 | 0.003056 | 0.071513 | 0.003064 |
| 0.8 | 0.150998 | 0.288772 | 0.125192 | 0.121319 | 0.249104 | 0.102376 | 0.016819 | 0.078572 | 0.016355 | 0.001299 | 0.033724 | 0.001296 |
| 0.9 | 0.154272 | 0.281676 | 0.127501 | 0.123560 | 0.241099 | 0.103910 | 0.015675 | 0.067243 | 0.015253 | 0.000497 | 0.013852 | 0.000474 |
| 1.0 | 0.155339 | 0.279372 | 0.128245 | 0.124284 | 0.238483 | 0.104395 | 0.015274 | 0.063551 | 0.014875 | 0.000294 | 0.007668 | 0.000260 |

Table 3. Numerical values of the temperature profile at the dimensionless instant $t=0.5$.

|  | Ordinary Jeffreys Heat Conduction |  |  | The Fractional Jeffreys-Type Heat Conduction |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Accelerated Conduction |  |  | Retarded Conduction |  |  | Crossover from Super- to Sub-Conduction |  |  |
|  | 0.5 | 1.5 | 2.5 | 0.5 | 1.5 | 2.5 | 0.5 | 1.5 | 2.5 | 0.5 | 1.5 | 2.5 |
| 0.0 | 0.000019 | 0.006720 | 0.000020 | 0.000019 | 0.006720 | 0.000020 | 0.000019 | 0.006720 | 0.000020 | 0.000019 | 0.006720 | 0.000020 |
| 0.1 | 0.000376 | 0.006006 | 0.000330 | 0.000535 | 0.006319 | 0.000456 | 0.001648 | 0.010298 | 0.001426 | 0.003184 | 0.010157 | 0.002406 |
| 0.2 | 0.000722 | 0.005325 | 0.000619 | 0.001032 | 0.005914 | 0.000862 | 0.003188 | 0.012555 | 0.002742 | 0.006230 | 0.013075 | 0.004709 |
| 0.3 | 0.001020 | 0.004735 | 0.000872 | 0.001470 | 0.005515 | 0.001225 | 0.004562 | 0.013864 | 0.003915 | 0.009065 | 0.015561 | 0.006847 |
| 0.4 | 0.001252 | 0.004269 | 0.001063 | 0.001830 | 0.005192 | 0.001515 | 0.005728 | 0.014572 | 0.004878 | 0.011628 | 0.017672 | 0.008755 |
| 0.5 | 0.001443 | 0.003896 | 0.001211 | 0.002132 | 0.004929 | 0.001749 | 0.006678 | 0.014898 | 0.005662 | 0.013871 | 0.019431 | 0.010401 |
| 0.6 | 0.001583 | 0.003611 | 0.001321 | 0.002366 | 0.004728 | 0.001929 | 0.007430 | 0.015017 | 0.006280 | 0.015748 | 0.020859 | 0.011785 |
| 0.7 | 0.001683 | 0.003419 | 0.001395 | 0.002540 | 0.004603 | 0.002060 | 0.007996 | 0.015054 | 0.006726 | 0.017237 | 0.021988 | 0.012872 |
| 0.8 | 0.001752 | 0.003287 | 0.001445 | 0.002664 | 0.004520 | 0.002152 | 0.008393 | 0.015067 | 0.007040 | 0.018316 | 0.022795 | 0.013656 |
| 0.9 | 0.001791 | 0.003215 | 0.001473 | 0.002736 | 0.004478 | 0.002204 | 0.008630 | 0.015080 | 0.007225 | 0.018970 | 0.023293 | 0.014129 |
| 1.0 | 0.001803 | 0.003192 | 0.001482 | 0.002760 | 0.004465 | 0.002221 | 0.008706 | 0.015088 | 0.007286 | 0.019190 | 0.023462 | 0.014287 |

The time evolution of the temperature distribution and the heat flux vector governed by the fractional Jeffreys equation with different transport situations are represented in Figures 3-5 for accelerated, retarded, and crossover from super- to sub-thermal conductivity, respectively, at six instants. The terminologies "accelerated", "retarded" and "crossover from super- to sub-" were named based on their deviation from the linear behavior of the mean squared displacement in the case of particle transfer being considered [21]. When the temperature distribution is resulting from anomalous diffusion of hot electrons within the lattice, then the thermal behavior might inherit a similar attitude. As Figure 3 shows, the accelerated case is not dissimilar from the ordinary DPL model in the short time response. The temperature distribution arrives at the lower surface at a very early instant, and the heat flux vector changes its direction to become from the lower surface to the upper surface very fast between the instants $t=0.01$ and 0.02 . Again, the direction reverse of the heat flux vector keeps the peak temperature at the upper surface for a relatively long time; see Figure $3 c, \mathrm{~d}$. The cooling of the upper surface due to the exponential function $\exp \left(-t / t_{p}\right)$ enforces the movement of the temperature peak from the upper to the lower surface as the subfigures Figure 3e,f show.


Figure 3. Temperature distribution (contours) and heat flux vector (arrows) governed by the fractional Jeffreys model with "acceleration" when $\alpha=0.2$ and $\beta=\gamma=0.8$, at six instants: (a) $t=0.01$, (b) $t=0.05$, (c) $t=0.08$, (d) $t=0.23$, (e) $t=0.42$, and (f) $t=0.9$.


Figure 4. Temperature distribution (contours) and heat flux vector (arrows) governed by the fractional Jeffreys model with "retardation", when $\alpha=0.6, \beta=0.2$, and $\gamma=0.4$ at six instants: (a) $t=0.01$, (b) $t=0.05$, (c) $t=0.08$, (d) $t=0.23$, (e) $t=0.42$, and (f) $t=0.9$.


Figure 5. Temperature distribution (contours) and heat flux vector (arrows) governed by the fractional Jeffreys model with "crossover", when $\alpha=0.8, \beta=0.2$, and $\gamma=0.8$ at six instants: (a) $t=0.01$, (b) $t=0.05$, (c) $t=0.08$, (d) $t=0.23$, (e) $t=0.42$, and (f) $t=0.9$.

In Figure 4, the retarded heat conduction case represented by the fractional Jeffreys equation is drawn. In comparison with the ordinary Jeffreys equation and the fractional Jeffreys equation of accelerated type, the retardation case moves slower than the accelerated case such that the thermal waves have not yet reached the lower surface at $t=0.01$. In contrast to the rapid change in the direction of the heat flux in Figures 2 and 3, the heat flux vector spends a longer interval from $t=0.05$ to $t=0.1$ to change its direction. The retardation in heat transfer causes lower values for the temperature at the lower surface compared with the ordinary Jeffreys and the acceleration case; compare the instants $t=0.01$ and 0.05 in Figures 2-4.

The crossover from super- to sub-thermal conduction is represented in Figure 5. Because of its affinity in the temporal behavior to the Cattaneo equation, the temperature distribution of such crossover moves slower than all flux-precedence Jeffreys models (ordinary and fractional), but there is no explicit form for its speed from a mathematical point of view. The heat flux reverses its direction between the instants $t=0.14$ and $t=0.3$, i.e., during a longer interval compared with all flux-precedence (ordinary and fractional) Jeffreys models.

In Figure 6, the hydrostatic stress, for the four models of thermoelasticity based on the ordinary and fractional flux-precedence Jeffreys heat conduction equations, is illustrated. At the early instant $t=0.01$, in Figure 6 a , it is salient that the thermal waves resulting from the crossover from super- to sub-thermal conduction are the slowest ones among the four models, followed by those of the retarded heat transfer model. The two peaks near the upper surface are attributed to the mechanical waves of the Kelvin-Voigt model. At the subsequent instant $t=0.14$, all the thermal waves are reflected from the lower surface and are ready to overlap with the mechanical waves coming from the upper surface; see Figure 6c. It is clear that the Kelvin-Voigt model diminishes the discontinuities of stresses; see the elastic case [57]. To emphasize this merit in the Kelvin-Voigt solid, we compare it with the Hookean response excited by the four thermal transport mechanisms in Figure 7. In the interval $y \in[0,0.2]$, the curves for both Hookean and Kelvin-Voigt solids are not affected by the thermal transport mechanism, and the discontinuity in the Hookean solid is due to the dominated mechanical wave. The interval $y \in[0.2,1]$, however, contains the dominated thermal wave, and thus there is a significant difference among the Jeffreys-type conduction models for the single elastic/viscoelastic model. The stresses of Kelvin-Voigt solid record higher values for all models of heat transfer compared with the Hookean elastic case.

In Figure 8, we represent the displacement vector induced by the ordinary Jeffreys-type heat conduction and the crossover from super- to sub-thermal conduction. We do not attach the other models due to the resemblance between their effects on the displacement with the Jeffreys-type heat conduction and crossover from super- to sub-thermal conduction model. The early arrival of the thermal wave to the lower surface, in the case of a Jeffreys-type heat conductor, is very clear in instant $t=0.01$; see Figure 8 a . At the instant $t=1$, the displacement of the Jeffreys-type heat conduction is on a position of cutting at the doublestrip, while the crossover from super- to sub-thermal conduction model is delayed. The contour figures, stress surfaces and displacement vectors are screenshots from full videos in the Supplementary Material section.


Figure 6. Hydrostatic stress for the ordinary and fractional flux-precedence Jeffreys model at three instants: (a) $t=0.01,(b) t=0.14$, and (c) $t=0.25$.



Figure 7. Cont.


Figure 7. Hydrostatic stress resulting from different Jeffreys-type heat conduction mechanisms at $t=0.03$ and $x=1.5$. (a) Ordinary Jeffreys-type heat conduction, (b) accelerated conduction, (c) retarded conduction, and (d) crossover from super- to sub-thermal conduction.


Figure 8. Cont.


Figure 8. Displacement vector for the ordinary Jeffreys-type heat conduction and the crossover from super- to sub-thermal conduction models, at four instants: (a) $t=0.03$, (b) $t=0.12$, (c) $t=0.8$, and (d) $t=1$.

## 6. Summary

In this work, we have studied the effect of anomalous heat transfer inherited from the anomalous diffusion of thermal energy carriers throughout the material lattice. The material response is assumed to follow the Kelvin-Voigt assumption in which the stressstrain relation is not instantaneous; however, there is a retardation in the material strain compared with the elastic "Hookean" response. The Kelvin-Voigt hypothesis may be a reason for the occurrence of anomalies during the diffusion of thermal energy carriers and thus anomalous heat transfer. We have considered a two-dimensional plate with nanoscale thickness, heated by an ultrafast double-strip on its upper surface. The Laplace and Fourier transforms have been used to obtain the solution in the transformed domain. A numerical method based on accelerating the implementation of two infinite sums has been used to obtain the solutions in the proper time-space domain.

The thermal wave resulting from the crossover from super- to sub-thermal conduction is slower than that resulting from the retarded conduction, which in turn is slower than that resulting from the accelerated conduction. The ordinary flux-precedence Jeffreys-type
heat conduction has the fastest thermal waves among the models considered in this work. The faster models transport thermal energy to the other surface during a short time interval and record the maximum temperature value on the lower surface. The displacement vector chart of the accelerated and ordinary Jeffreys-type heat conduction evolves faster than those in retarded and crossover models.

Supplementary Materials: The following supporting information can be downloaded at: Video S1: Hydrostatic stress https:/ / youtu.be/Mirfq9-nWVo (accessed on 14 June 2023); Video S2: Temperature contours: https://youtu.be/Eg_V8bakMd4 (accessed on 14 June 2023); Video S3: Displacement of ordinary Jeffreys and crossover: https:/ /youtu.be/tmSBJDmM6-g (accessed on 14 June 2023); Video S4: Displacement for retarded case: https:/ /youtu.be/iB93zQzLEWE (accessed on 14 June 2023); Video S5: Displacement for accelerated case: https:/ / youtu.be/W1nXU-GXvH8 (accessed on 14 June 2023).
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#### Abstract

Machine learning is a branch of artificial intelligence that dates back more than 50 years. It is currently experiencing a boom in research and technological development. With the rise of machine learning, the need to propose improved optimizers has become more acute, leading to the search for new gradient-based optimizers. In this paper, the ancient concept of fractional derivatives has been applied to some optimizers available in PyTorch. A comparative study is presented to show how the fractional versions of gradient optimizers could improve their performance on generative adversarial networks (GAN) and natural language applications with Bidirectional Encoder Representations from Transformers (BERT). The results are encouraging for both state-of-the art algorithms, GAN and BERT, and open up the possibility of exploring further applications of fractional calculus in machine learning.


Keywords: fractional derivative; gradient descent optimizer; machine learning

## 1. Introduction

Several machine learning techniques are posed as optimization problems and owe their success to gradient-based methods. The success is twofold: first, the optimization task itself, and second, the widespread adoption by the AI community. For example, in machine learning and specifically in neural networks, the multilayer perceptron learning technique defines a training error surface that depends on synaptic weights as free parameters that can be optimized with the backpropagation algorithm, which is a gradient-descent-based algorithm. It finds the optimal parameters to minimize the training error. The success lies not only in solving the optimization problem by minimizing the training error but also in maximizing the generalization capacity on a test dataset, avoiding overfitting, which has led to wide use of multilayer perceptrons in various applications by the artificial intelligence community [1].

Recently, with the boom in research and technological development of machine learning, the need to propose improved optimizers has become more acute, leading to the search for new gradient-based optimizers. In this respect, the authors of [2] performed a comparison of 15 optimizers chosen from a large list of 144 optimizers and schedulers, showing the variability of techniques that continues to evolve and grow. Of course, they include the fundamental SGD and Adam optimizers. The former because it is the cornerstone of all gradient-based techniques [3], whereas the latter calculates adaptive learning rates and is considered state of the art in deep learning [4].

Additionally, a survey of optimization algorithms for neural networks is presented in [5], where modifications to basic optimization algorithms are studied. The paper [6] presents the latest contributions for deep learning based on stochastic gradient-descent methods and a summary of applications of network architectures together with the methods used for specific purposes.

A brief summary of relevant variants of SGD, Adam, Adagrad, and Adadelta is also presented in [7], along with a review of their parameter-update formulas that reveals
the combination of concepts, including momentum, velocity, learning rate adaptation, parameter normalization, and gradient-memory.

Although the majority of optimizers consider these concepts to enhance the training and the capacity of generalization, in this work, the ancient but powerful concept of fractional derivatives is applied to several gradient-based optimizers available in PyTorch [8,9]. In this way, several fractional versions of optimizers have been implemented for PyTorch, and they are presented as generalizations to the first-order derivative. In other words, the fractional derivative of $v$-order ( $v \in \mathbb{R}^{+}$) includes the classical first-order gradient when $v=1$. From this point of view, it provides an additional freedom degree to the hyperparameters that allows us to exploit the properties and advantages of fractional derivatives, including the effect of non-locality which obtains information from the neighborhood of the derivation-point by applying integro-differential operators [10,11].

Certainly, the application of fractional derivatives is not recent, and it can be verified in previous works on different areas, including linear viscoelastivity [12], partial differential equations [13], signal processing [14], and image processing [15], among others.

With respect to neural networks, there is also evidence of applications of fractional derivatives. For example, in [16], Fractional Physics-Informed Neural Networks are developed employing partial differential equations embedded in architectures of feedforward neural networks with automatic differentiation to optimize the network parameters. Another work is [17] on the study of two-layer neural networks trained with backpropagation and fractional derivatives. The authors of [18] studied a fractional deep backpropagation algorithm for neural networks with $L_{2}$-regularization, and in [19] the stability for Hopfield neural networks of fractional order is investigated, just to mention a few works but the list of fractional-gradient applications seems to grow promisingly.

Although there are many works that use fractional-order derivatives in neural networks, it is notorious that they focus on ad hoc solutions and do not offer easy adaptation or reusability to other applications. Thereupon, it has been identified the need and importance of implementing fractional optimizers in frameworks such as PyTorch [9] that offer versatility and flexibility to apply gradient-based optimizers to different areas of great interest to the machine learning community.

In this regard, about frameworks for machine learning, a related work is [7] that presents a Keras-Tensorflow [20,21] implementation of several fractional optimizers successfully applied to human activity recognition.

Since these frameworks have become a popular and powerful tool that takes advantage of high-performance computing using GPUs and cloud platforms, this article aims to contribute to the implementation of fractional optimizers by extending current versions of integer-order gradient algorithms available in PyTorch. Once described how the implementation of fractional optimizers is done, two case studies are presented, firstly on generative adversarial networks (GAN) [22] and secondly on natural language processing (NLP) with Bidirectional Encoder Representations from Transformers (BERT) [23]. Many other applications may be possible, but for now, only these are shown. The results are encouraging and are expected to provide enough motivation and justification for the success of applying fractional calculus concepts in machine learning.

The remainder of the paper has the following structure. In Section 2, fundamental concepts are revised of fractional derivatives to propose a gradient-update formula based on the Caputo definition. In Section 3, fractional implementations for PyTorch are presented with some comparative experiments that aim to show how the fractional versions of gradient-based optimizers could improve their performance on GAN and NLP applications with BERT. Finally, Section 4 presents some discussions following the experiments and comments on some directions for future work.

## 2. Materials

The following topics are covered in this section: the Caputo fractional derivative, the backpropagation update formula for multilayer perceptrons (MLP) and the implementa-
tions of fractional gradient optimizers for PyTorch. It provides the necessary materials to develop the experiments that support the conclusions.

### 2.1. Caputo Fractional Derivative

Definition 1. Let $a, x \in \mathbb{R}, v>0$ and $n=[v+1]$. The Caputo fractional derivative of order $v$ for $f(x)$ is [17]:

$$
\begin{equation*}
{ }_{a}^{C} D_{x}^{v} f(x)=\frac{1}{\Gamma(n-v)} \int_{a}^{x}(x-y)^{n-v-1} f^{(n)}(y) d y \tag{1}
\end{equation*}
$$

It is one of the most preferred definitions of fractional derivative, since if $f(x)=C$, $C \in \mathbb{R}$, then ${ }_{a}^{C} D_{x}^{v} f(x)=0$ [18]. In particular, for $v=1$ it corresponds to the classical differential calculus, that means that the derivative of a constant is zero. In general, it is not the same for other definitions such as the Riemman-Liouville or Grünwald-Letnikov [17].

In Equation (1), a convolutional kernel $(x-y)^{n-v-1}$ is used and for $f(x)=x^{q}$ it yields to [24]:

$$
\begin{equation*}
D_{x}^{v} x^{q}=\frac{\Gamma(q+1) x^{q-v}}{\Gamma(q-v+1)} \tag{2}
\end{equation*}
$$

Equation (2) represents a relevant property since it allows to extend the integer-order gradient optimizers to their fractional versions, as described in Section 2.2.

### 2.2. Backpropagation Update Formula for MLP

Given the original backpropagation formula to update the parameters of MLP, the corresponding fractional versions will be obtained.

Let a training set $\left\{X^{i}, O^{i}\right\}_{i=1}^{N}$ with $N$ samples, and a neural network architecture described as follows:

- $X$ is the input layer (input data),
- $H$ hidden layers,
- $O$ is the output layer,
- $\quad L$ layers, $L=H+1$ because of the hidden layers and the output layer,
- $\quad w_{k j}^{l}$ is a matrix of synaptic weights, $l \in[1, L-1]$, that connects neuron $k$ of layer $l+1$ with neuron $j$ of layer $l$,
- $w_{k j}^{0}$ are synaptic weights $(l=0)$ that connect the first hidden layer with $X$,
- $\quad o_{k i}$ is the desired output of neuron $k$ at output layer when the $i$-th input data is presented,
- $\quad \varphi(x)$ is the activation function in the $L$ layers,
- $\quad a_{k i}^{L}$ is the output of neuron $k$ at output layer $O$, when the $i$-th input data is presented and $a_{k}^{L}=\varphi\left(p_{k}^{L}\right)$ at layer $O$,
- $\quad p_{k}^{l}=\sum w_{k j}^{l} \cdot a_{j}^{l-1}$ is the potential activation of neuron $k$ at layer $l, 1 \leq l \leq L$, with inputs $a_{j}^{l-1}$. For $l-1=0, a_{j}^{0}=X_{j}$ considering the $j$-th component of $X$,
- $\quad a_{k}^{l}=\varphi\left(p_{k}^{l}\right)$ is the output of neuron $k$ at a hidden layer $l, 1 \leq l<L$.

Note that, at the output layer, the error of neuron $k$ is $e_{k i}=a_{k i}^{L}-o_{k i}$. Subindex $i$ means that the $i$-th input pattern is presented to the neural network. For all the $n^{L}$ neurons, the error $E_{i}$ at the output layer is:

$$
\begin{equation*}
E_{i}=\frac{1}{2} \sum_{k=1}^{n^{L}} e_{k i}^{2}=\frac{1}{2} \sum_{k=1}^{n^{L}}\left(a_{k i}^{L}-o_{k i}\right)^{2} \tag{3}
\end{equation*}
$$

and the cumulative error of the $N$ training samples is $E$ :

$$
\begin{equation*}
E=\sum_{i=1}^{N} E_{i}=\frac{1}{2} \sum_{i=1}^{N} \sum_{k=1}^{n^{L}}\left(a_{k i}^{L}-o_{k i}\right)^{2} . \tag{4}
\end{equation*}
$$

The main goal of the backpropagation algorithm is to find optimal values of the free parameters of the weight matrix that minimize $E$.

In the backpropagation algorithm, the error of the output layer $O$ is propagated to the hidden layers in reverse order until it reaches the input layer, and the gradient-descent updates are applied to each layer.

The optimization with the gradient-descent method applied to the weight updates $\Delta w_{k j}^{l}$ is:

$$
\begin{equation*}
\Delta w_{k j}^{l}=-\eta \frac{\partial E_{i}}{\partial w_{k j}^{l}}=-\eta D_{w_{k j}^{l}} E_{i} \tag{5}
\end{equation*}
$$

that points to the direction where $E_{i}$ decays. Here, $\eta>0$ is the learning rate.
It should be clarified that Equation (5) uses the nomenclature $D_{w_{k j}^{l}} E_{i}$ to match with the Caputo fractional derivative definition of Section 2.1.

At this point, the local gradient is defined as:

$$
\begin{equation*}
\delta_{k}^{l}=\frac{\partial E_{i}}{\partial p_{k}^{l}} \tag{6}
\end{equation*}
$$

and since

$$
\begin{equation*}
\frac{\partial E_{i}}{\partial w_{k j}^{l}}=\frac{\partial E_{i}}{\partial p_{k}^{l}} \cdot \frac{\partial p_{k}^{l}}{\partial w_{k j}^{l}}=\frac{\partial E_{i}}{\partial p_{k}^{l}} \cdot a_{j}^{l-1}=\delta_{k}^{l} a_{j}^{l-1} \tag{7}
\end{equation*}
$$

then, $\Delta w_{k j}^{l}$ can be expressed as:

$$
\begin{equation*}
\Delta w_{k j}^{l}=-\eta \cdot \delta_{k}^{l} \cdot a_{j}^{l-1} \tag{8}
\end{equation*}
$$

For $l=L$, Equation (6) becomes $\delta_{k}^{L}$ and then, at the output layer $O$ :

$$
\begin{equation*}
\delta_{k}^{L}=e_{k i} \cdot \varphi^{\prime}\left(p_{k}^{L}\right) \tag{9}
\end{equation*}
$$

For $1 \leq l<L$, the local gradient for hidden layers is:

$$
\begin{equation*}
\delta_{j}^{l}=\varphi^{\prime}\left(p_{j}^{l}\right) \cdot \sum_{k=1}^{n^{l+1}} \delta_{k}^{l+1} \cdot w_{k j}^{l+1} \tag{10}
\end{equation*}
$$

and consequently, the weight updates are:

$$
\begin{equation*}
\Delta w_{k j}^{l}=-\eta \delta_{k}^{l} a_{j}^{l-1} \tag{11}
\end{equation*}
$$

The Formulas (3) to (11) are well known by the neural network community. However, now, to make way for the fractional optimizers, the same approach for the first-order derivative $D_{w_{k j}^{l}} E_{i}$ can be used with the fractional gradient $D_{w_{k j}^{l}}^{v} E_{i}$. In such case, the chain rule yields to [18]:

$$
\begin{equation*}
D_{w_{k j}^{l}}^{v} E_{i}=\frac{\partial E_{i}}{\partial w_{k j}^{l}} \cdot D_{w_{k j}^{l}}^{v} w_{k j}^{l}=\delta_{k}^{l} \cdot a_{j}^{l-1} \cdot \frac{\left(w_{k j}^{l}\right)^{1-v}}{\Gamma(2-v)} \tag{12}
\end{equation*}
$$

Equation (12) seems identical to Equation (7) except by $\frac{\left(w_{k j}^{l}\right)^{1-v}}{\Gamma(2-v)}$ that is obtained when Equation (2) is applied to $w_{k j}^{l}$. Note that if $v=1$, Equation (12) becomes the classical integer case. So, Equation (12) represents a gradient-descent generalization, for $v>0$.

In practice, it is necessary to avoid two conditions:

- When synaptic weights take zero values that yields to the indetermination of $\frac{\left(w_{k j}^{l}\right)^{1-v}}{\Gamma(2-v)}$ for $1-v<0$,
- When $1-v$ is rational, let $1-v=\frac{r}{s}$ and $s$ is even (for example $r=1$ and $s=2$ ) hence if $w_{k j}^{l}<0$, then complex values will be generated.
These situations have been explored previously in [7] and a solution consists of replacing $w_{k j}^{l}$ by $\left|w_{k j}^{l}\right|+\epsilon$, for $\epsilon>0$. In this way, the fractional gradient factor $f_{w}^{v}$ is defined as:

$$
\begin{equation*}
f_{w}^{v}:=\frac{\left(\left|w_{k j}^{l}\right|+\epsilon\right)^{1-v}}{\Gamma(2-v)} \tag{13}
\end{equation*}
$$

and the limit exists, and is equal to 1 , for $f_{w}^{v}$ as $v \rightarrow 1$.
Hence, Equation (12) becomes:

$$
\begin{equation*}
D_{w_{k j}^{l}}^{v} E_{i}=\delta_{k}^{l} \cdot a_{j}^{l-1} \cdot f_{w}^{v}=\delta_{k}^{l} \cdot a_{j}^{l-1} \cdot \frac{\left(\left|w_{k j}^{l}\right|+\epsilon\right)^{1-v}}{\Gamma(2-v)} \tag{14}
\end{equation*}
$$

that generalizes the known gradient-descent update rule.
It is worth noting that $f_{w}^{v}$ is not negative for $v<2$. Therefore, the fractional gradient of Equation (14) modifies the magnitude of the classical gradient $D_{w_{k j}^{l}} E_{i}$, but preserves the negative sign of the gradient-descent of Equation (5). Hence, the fractional gradient also points to the same direction of the gradient-descent on the error surface given by $E_{i}$ of Equation (3), and thus to the direction in which a loss function for the neural network will decay.

### 2.3. Fractional Gradient Optimizers for PyTorch

PyTorch is a Python-based scientific computing package for machine learning. As framework, PyTorch follows two purposes: (i) To use GPUs (ii) To provide automatic differentiation for neural networks [9].

The package torch.optim [8] implements various optimization algorithms such as SGD [3], Adam [4], Adadelta [25], Adagrad [26], AdamW [27] and RMSProp [28] among others.

To apply an optimizer in PyTorch is enough to use a line of code like the following for the SGD optimizer:
opt=optim. $\operatorname{SGD}($ model $\cdot$ parameters (), learning_rate $=0.001$, momentum $=0.9)$
whereas the Adam optimizer can be used as follows:
opt=optim. Adam (model . parameters (), learning_rate $=0.001$ ).
Now, since the main idea is to apply Equation (14) to obtain fractional gradient optimizers in PyTorch, simply multiply $f_{w}^{v}$ by the integer-gradient. For this purpose, a new class is defined in PyTorch with the prefix " F " for each existing optimizer. In the case of SGD, the new class is FGSD and the line
__all__ = ['SGD', 'sgd']
is replaced by
__all__ = ['FSGD', 'fsgd'].
Moreover, the source code of the update method _single_tensor_sgd is modified as follows, in the Listing 1 :

Listing 1. FSGD class definition and single_tensor_sgd method modification.

```
# Parameters: Set v= Сппи.ппи, 0 < v < 2.0
Cnnu.nnu = 1.75
eps = 0.000001
class FSGD(Optimizer):
def _single_tensor_sgd(...):
for i, param in enumerate(params):
    d_p = d_p_list[i] if not maximize else -d_p_list[i]
    v = Cnnu.nnu
    t1 = torch.pow(abs(d_p)+eps, 1-v )
    t2 = torch.exp(torch.lgamma(torch.tensor(2.0-v)))
    d_p = d_p * t1/ t2
```

The same procedure can be applied to other gradient-descent optimizers. Let us consider another example with Adam.

The new fractional optimizer is FAdam, and it was obtained by modifying the _single_tensor_adam method of the class FAdam, as described below in the Listing 2:

Listing 2. FAdam class definition and single_tensor_adam method modification.

```
#Parameters: Set v= Сппи.ппи, 0 < v < 2.0
```

Cnnu.nnu $=1.75$
eps $=0.000001$
class FAdam(Optimizer) :
def _single_tensor_adam (...) :
for i, param in enumerate (params):
grad $=$ grads[i] if not maximize else -grads[i]
$\mathrm{v}=$ Cnnu.nnu
t1 $=$ torch $. \operatorname{pow}($ abs (grad $)+e p s, 1-v$ )
t2 $=$ torch. $\exp ($ torch. $\operatorname{lgamma}($ torch. tensor $(2.0-v)))$
grad $=$ grad $* \mathrm{t} 1 / \mathrm{t} 2$

For the purposes of this paper, the fractional versions of AdamW, RMSProp, and Adadelta optimizers were also implemented. However, the same methodology can be applied to other optimizers.

### 2.4. Fractional GAN

Generative Adversarial Networks (GAN) constitute a representative case of artificial creativity where two artificial neural networks are confronted: the generative $G$ that proposes instances and the discriminative D that tries to detect the degree of falsehood of those instances. After repeating the algorithm, the result is a set of objects that share many characteristics of the training objects but are not identical to them.

If $G$ and $D$ use MLP, then backpropagation can be used to train the whole system [22]. In this way, the generative and discriminative models can apply gradient-descent optimizers, and consequently is possible to create fractional versions of $G$ and D. Thus, a Fractional Generative Adversarial Network (FGAN) is obtained.

In connection with the above, the proposed FGAN minibatch stochastic gradientdescent training algorithm is the one shown in Algorithm 1, which is based on the integer gradient version for GAN-training described in [22]. Essentially, both stochastic gradients for the generator $g_{\theta_{g}}$ and discriminator $g_{\theta_{d}}$ are updated with the fractional factor $f_{\theta_{d}}^{v}$ and $f_{\theta_{g}}^{v}$ respectively (see lines 5 and 8 of Algorithm 1). In this sense, the FGAN represents a generalization of the GAN version.

```
Algorithm 1 Fractional GAN minibatch stochastic gradient-descent training algorithm.
    for number of training iterations do
        for \(k\) steps do
            Sample minibatch of \(m\) noise samples \(\{\mathrm{z}(1), \ldots, \mathrm{z}(\mathrm{m})\}\) from noise prior \(p_{g}(z)\).
            Sample minibatch of \(m\) examples \(\{x(1), ., ., x(m)\}\) from data generating
    distribution \(p_{\text {data }}(x)\).
            Update the discriminator by ascending its fractional stochastic gradient:
        \(g_{\theta_{d}}=\nabla_{\theta_{d}} \frac{1}{m} \sum_{i=1}^{m}\left[\log D\left(x^{(i)}\right)+\log \left(1-D\left(G\left(z^{(i)}\right)\right)\right)\right]\)
        \(f_{\theta_{d}}^{v}=\frac{\left(\left|\theta_{d}^{l}\right|+\epsilon\right)^{1-v}}{\Gamma(2-v)}\)
        \(g_{\theta_{d}}^{v}=g_{\theta_{d}} * f_{\theta_{d}}^{v}\)
        end for
        Sample minibatch of \(m\) noise samples \(\{z(1), \ldots, z(m)\}\) from noise prior \(p_{g}(z)\).
        Update the generator by descending its fractional stochastic gradient:
            \(g_{\theta_{g}}=\nabla_{\theta_{g}} \frac{1}{m} \sum_{i=1}^{m} \log \left(1-D\left(G\left(z^{(i)}\right)\right)\right)\)
            \(f_{\theta_{g}}^{v}=\frac{\left(\left|\theta_{g}^{\delta}\right|+\epsilon\right)^{1-v}}{\Gamma(2-v)}\)
            \(g_{\theta_{g}}^{v}=g_{\theta_{g}} * f_{\theta_{g}}^{v}\)
    end for
            The gradient-based updates can use any fractional gradient-based learning rule
```


### 2.5. Fractional BERT

BERT is the acronym of Bidirectional Encoder Representations from Transformers and is a machine learning and language representation model that involves the transformer architecture with encoder and decoder modules to extract patterns or representations from data [23]. BERT was developed in the context of computational linguistic and uses bidirectional transformers to learn from both the left and right contexts of a vocabulary. BERT combines two complementary tasks: Pre-training and Fine-tuning. Pre-training uses a lot of unlabeled data to train the model. Fine-tuning is a transfer-learn step where the previous learning is potentiated on specific labeled data for different applications.

The encoder, conformed by a self-attention layer and a feed-forward neural network, aims to map words to intermediate representations together with their relationships.

The decoder has the same structure as the encoder, but inserts a middle layer of Encoder-Decoder Attention.

The main goal is to model patterns of long sequences to improve some drawbacks of previous approaches, such as LSTM [29] that only models a single context direction.

Since BERT includes neural network modules, and they are frequently optimized via gradient methods, fractional gradient optimizers can be applied to obtain a Fractional BERT version (FBERT). Essentially, the unique difference is the use of fractional optimizers, described in Section 2.3, instead of others based on integer-order derivatives.

The fractional optimizers of this paper have been included in a torch.Foptim package that refers to Fractional Optimization for PyTorch. Then, instead of using a PyTorch optimizer such as Adam from the package torch.optim with a line of code like this
optim $=$ optim.Adam(model.parameters (), learning_rate $=0.001$ )
a fractional optimizer from the package torch.Foptim can be used. In case of the fractional Adam (FAdam) the code is as follows:
optim $=$ Foptim.FAdam(model.parameters (), learning_rate=0.001).
It is emphasized that for $v=1.0$, the fractional case is reduced to the well-known integer case.

## 3. Results

In this section, two experiments are described, and their results are shown.

### 3.1. Experiment 1: FGAN

A first experiment implements an FGAN based on [30] that presents a GAN trained with the MNIST [31] dataset of grayscale images of $28 \times 28$ pixels. The discriminator network D considers both real and fake images as unidimensional $1 \times 784$ vectors. The cost function is:

$$
\begin{equation*}
D_{\text {cost }}=-\log \left(D_{l 2 r A)}+\log \left(1.0-D_{l 2 f A}\right)\right. \tag{15}
\end{equation*}
$$

where $D_{l 2 r A}$ is the output of D with real images as inputs, and $D_{l 2 f A}$ corresponds to the output of D with fake images as inputs.

The FGAN was executed 30 times with FSGD and FAdam for different values of $v \in(0,2)$. Figures 1 and 2 allow us to compare FSGD and FAdam with $v=1.0$. In other words, it represents the integer case of GAN+SGD vs. GAN+Adam (here + means "optimized with"). Note that in Figure 1, GAN+SGD fails completely since it does not produce any digit shape, whereas in Figure 2 GAN+Adam is better since it produces 22 of 30 digit images successfully.


Figure 1. GAN + SGD: FGAN with FSGD and $v=1.0$.


Figure 2. GAN + Adam: FGAN with FADAM and $v=1.0$.
Other experiments were developed with $v \in(0,2)$, but for reasons of space, only a few of them are reported. From these experiments, it was observed that FGAN + FSGD with $v=1.9$ gave the best results because it produced a digit shape in all the 30 executions, as illustrated in Figure 3.


Figure 3. FGAN + FSGD and $v=1.9$.
In an attempt to obtain a similar result with FAdam, the FGAN was trained with some values of $v \in(0,2)$. The results for $v=0.1,0.3,0.7,0.9$ and 1.9 are reported in Figures 4-8, respectively. From these figures, it can be deduced that as $v$ grows, there is a greater number of failures because more images look noisy (no shape of some digit is visible), and the best of FGAN+FAdam was for $v=0.1$ with 3 fails, as shown in Figure 4.


Figure 4. FGAN + FAdam and $v=0.1$.
Experimentally, it was not possible to find a $v$-value for FGAN+FAdam that always produced digits like FSGD. This suggests that SGD is still competitive in certain applications, such as GANs, by introducing the fractional gradient.

| 12 | 2 | 4 | 3 |  |  | 9 | 3 | 0 | 6 | 5 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 |  | 4 | 4 | 1 | 5 | 1 | 6 | 7 | 1 | 0 |
| 1 | 7 |  | 7 | 3 | 9 | 2 | 3 | 5 | 4 |  |

Figure 5. FGAN with FAdam and $v=0.3$.


Figure 6. FGAN with FAdam and $v=0.7$.


Figure 7. FGAN with FAdam and $v=0.9$.


Figure 8. FGAN with FAdam and $v=1.9$.

### 3.2. Experiment 2: FBERT

The second experiment is based on [32] that implements a BERT architecture in PyTorch and has 4 modules: Preprocessing, Building model, Loss and Optimization, and Training.

Preprocessing section. Defines a text data and applies several tasks, including those where the sentences are converted to lowercase and a vocabulary is created, as well as others where special tokens are defined as follows:

- hCLS: token classification,
- SEP: sentence separation,
- END: end of sentence,
- PAD: equal length and sentence truncation,
- MASK: mask creation and word replacement.

Additionally, embedding and masking tasks are included, and they are briefly described below.

Embedding tasks. Three embedding tasks are developed: token embedding to insert the special tokens and to replace each token with its index, segment embedding to separate two sentences from each other, and position embedding that assigns positions to the embeddings of a sequence.

Masking tasks. Randomly assign masks to $15 \%$ of the sequence except to the special tokens and then aim to predict these masked words. Additionally, a padding is used to ensure that all sentences are equally long.

The experiment focuses on the Next-Word Prediction case of study where a label is created to predict consecutive sentences. A true value is assigned for consecutive sentences in the sense that the first sentence and the second sentence positions are in the same context.

Building model section. Given the previously described tasks, the building model section involves 4 components for BERT: Embedding layer, Attention Mask, Encoder layer, and BERT Assembling.

An Embedding layer applies the embedding tasks. The Attention Mask applies the masking tasks and attempts to predict a masked word randomly selected from the input. The encoder establishes representations and patterns from the embedding and masking tasks by combining the embedding information via three variables Query, Key, and Value, and the attention information to produce a score via an operator of the scaled dot product. This operator has two outputs, the attention and the context vectors evaluated in a linear layer.

Loss and Optimization section. The original experiment of [23] uses only the Adam optimizer. In this experiment, fractional Foptim.FAdam, Foptim.FSGD (with and without momentum), Foptim.FAdamW, Foptim.FAdan, Foptim.FRMSProp and Foptim.FAdadelta optimizers are used. Essentially, it is enough to change the optimizer of the original line:
optim $=$ optim.Adam(model.parameters (), learning_rate $=0.001$ )
to the corresponding fractional. For example, for the fractional Foptim.FAdam, the following line of code can be used:
optim $=$ Foptim.FAdam(model.parameters (), learning_rate $=0.001$ )
and similarly for the other fractional optimizers.
The loss function is the same from [23] and it is the CrossEntropyLoss defined in Equation (15).

Training section. Like the original work, it runs 100 epochs and reports the loss function for each 10 epoch.

In our experiment, seven fractional optimizers were considered with the self-descriptive labels FSGD, FSGDm (using momentum), FAdam, FAdamW, FAdan, FRMSProp, and FAdadelta. The $v$-derivative is controlled by the FSGDTorch.Cnu.nu variable and the values in this experiment were $v=0.3,0.65,1.0,1.35,1.7$, and 1.9. As previously stated, for $v=1.0$ the fractional optimizers becomes the first-order integer case.

The text for training was the same originally used in [23]. The FBERT training results are reported in the boxplot of Figure 9, where the following can be observed:

- Focused on FAdam, and considering the original experiment with Adam (i.e., FAdam with $v=1.0$ ), it is suboptimal and is outperformed by others with fractional derivatives
- Focused on FSGD and FSGDm, the best results are for $v=1.7$ and 1.9
- Focused on FAdan, the best results are for $v=1.7$ and 1.9
- FRMSProp and FAdadelta do not show a competitive performance
- From all the 42 bars in the boxplot, the best results are for FSGD, FSGDm, and FAdam, and the minimum is for FSGD with $v=1.9$.

In addition to the fact that the best optimizers turned out to be fractional, they achieved better consistency in the boxplot with respect to others with $v=1.0$. The numerical data of Figure 9 were not included because of simplicity and space-saving.

Fractional BERT training


Figure 9. Boxplot of loss functions for FBERT trained with fractional optimizers and $v=$ $\{0.3,0.65,1.0,1.35,1.7,1.9\}$.

The source code of all fractional optimizers of this paper are available for download.

## 4. Discussion

One of the optimizers considered state of the art in machine learning is Adam, along with "Adam-flavors", which focus mainly on the history and self-tuning of hyperparameters, in particular of the learning rate. In contrast, this work focuses on applying the ancient but powerful concept of fractional derivative to give an additional degree of freedom to existing optimizers.

Two experiments were developed to show how the fractional versions of gradientbased optimizers could improve their performance on GAN and natural language applications with BERT.

For Experiment 1, it is worth mentioning that the author of the original program admits the complexity of finding a set of hyperparameters that gives satisfactory results with GAN+Adam over MNIST (SGD is not even considered by many authors). This paper shows that using Adam (i.e., FAdam with $v=1.0$ ) does not always lead to successful results, and on the contrary, SGD does (not for $v=1.0$ but $v>1.7$ ). With these encouraging results, there are reasons to affirm that fractional gradients favor controlled artificial creativity, useful in neural networks such as GAN.

In Experiment 2, the fractional BERT was successfully implemented. Certainly, it was not trained on a large data set because the objective was to appreciate and compare the influence of the fractional gradient. The running time for each combination of fractional optimizer and $v$-derivative was not prohibitive and were successfully executed with a single GPU.

The experimental results show that SGD can be as competitive as other optimizers, which can also improve their performance when considering the fractional gradient. Indeed, fractional SGD has shown better performance in artificial creativity applications with GAN and NLP applications with BERT.

In future work, with the current background, it is proposed to apply fractional optimizers on large data sets, with transfer-learning from pre-trained models, as well as explore other application areas.

An open research area is to study the existence of some optimal value of the fractional derivative given by the data, the self-tuning of the fractional $v$-value, as well as the use of other fractional derivatives definitions.

The source code of the fractional optimizers for PyTorch resulting from this work are available online with the aim of being used and improved. At the same time, we hope that more members of the AI community will learn, apply and see the benefits of applying fractional calculus concepts.
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#### Abstract

This article studies the effects of fractional time derivatives on thermo-mechanical interaction in living tissue during hyperthermia treatment by using the eigenvalues approach. A comprehensive understanding of the heat transfer mechanism and the related thermo-mechanical interactions with the patient's living tissues is crucial for the effective implementation of thermal treatment procedures. The surface of living tissues is traction-free and is exposed to a pulse boundary heat flux that decays exponentially. The Laplace transforms and their associated techniques are applied to the generalized bio-thermo-elastic model, and analytical procedures are then implemented. The eigenvalue approach is utilized to obtain the solution of governing equations. Graphical representations are given for the temperature, the displacement, and the thermal stress results. Afterward, a parametric study was carried out to determine the best method for selecting crucial design parameters that can improve the precision of hyperthermia therapies.
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## 1. Introduction

The temperature behavior of living tissue is still not fully understood due to the difficulty in accurately measuring it in vivo. This is because necropsy can alter tissue temperature characteristics and examining tissue outside of the body lacks perfusion effects. Various in vivo techniques exist to measure thermal behavior, but they yield varying results, and precise measurement of tissue temperature in vivo remains elusive. For effective treatment, it is critical to control the body's heat transmission pathways. Thermal therapies aim to freeze or heat tumors without damaging surrounding healthy tissue. If doctors could predict how tissue would react thermally, they could plan therapy dosages and durations before surgery. Tissue and blood perfusion's temperature response is associated with a range of diseases and injuries, including diabetes, skin grafts, and frostbites. The severity of these diseases is influenced by the extent to which blood can reach a certain location. If the thermal characteristics of damaged tissue can be precisely monitored before problems arise, appropriate and efficient therapy can be provided immediately. Heat transport analysis in living tissue is challenging due to its diverse internal structure, which includes perfusion via capillary tubes, convection between blood and tissues, thermal conduction between solid tissues and blood arteries, and heating generation through metabolism, evaporation, and other factors. Pennes' [1] bioheat model, which is based on Fourier's law of thermal conduction, is used to represent heat transmission in living tissues. Various thermotherapy procedures, such as laser tissue welding [2], laser operations [3], and hyperthermia [4], are frequently utilized in modern medicine. Skin tissue temperature distributions are influenced by complex factors such as metabolic heating generation and
blood circulation, so researchers have expanded on basic relationships by incorporating a wide range of phenomenological mechanisms, such as metabolic heating production, thermal conduction, blood perfusions, radiation, and phase change. Biological tissues undergo diverse stages of change, which can take many different forms. Modified versions of Pennes' bioheat models, which employ various numerical methods, are available in the relevant literature. Several techniques have been used to study heat transmission in living tissues, including the homotopy perturbation technique [5], Legendre wavelets Galerkin approaches [6,7], and the finite element approach [8]. When a person's body temperature was unusually low, Esneault and Dillenseger [9] used finite difference approaches to investigate the time-dependent increase in temperature. During thermal therapy, Ghanmi and Abbas [10] performed an analytical investigation of the fractional time derivative in skin tissue. Marin et al. [11] utilized finite element analysis to study the nonlinear bio-heat model in skin tissue caused by external heating sources, while Hobiny and Abbas [12] explored the analytical solution for the fractional bioheat model in tissues with a spherical shape. On the other hand, Keangin and Phadungsak [13] conducted an analysis on the heat transport in porous liver during microwave ablation, specifically focusing on local thermal non-equilibrium. In their research, Keangin et al. [14] investigated the analysis of heat transfer in a deformed liver cancer model treated with a microwave coaxial antenna. Andreozzi et al. [15] studied the effects of a pulsating heat source on interstitial fluid transport in tumor tissues in which the effects of modulating-heat strategies to influence interstitial fluid transport in tissues were analyzed.

Different methods can be used to solve the time-dependent heat transfer equation and model infinite thermal propagations based on classical Fourier heat conduction. Fractional computation has recently proved to be a successful method for modifying many physical models. Fractional derivatives have received significant attention, and various definitions and methods have been developed. The use of fractional time derivatives has enabled the successful modification of many physical models' processes. Ezzat and colleagues introduced a novel bio-heat model based on the fractional heat conduction formulation, as described in their publications $[16,17]$, while the investigation of transient heating in skin tissues caused by time-dependent thermal therapy, utilizing a heat transport law that incorporates memory, was carried out by Mondal and colleagues in reference [18]. Researchers have conducted several studies on the use of thermal transfer on living tissue [19] to improve treatment methods, develop more accurate temperature prediction technologies, and ultimately, find a cure for cancer. Over the past forty years, a wide range of researchers from various fields, including high-energy particle accelerators, continuum mechanics, acoustics, nuclear engineering, and aeronautics have expressed significant interest in generalized thermo-elastic models from both a technical and mathematical standpoint. The concepts of heat transfer and elasticity are linked in this model. Lord and Shulman [20] developed the thermo-elasticity hypothesis with multiple generalizations. Mondal et al. [21] employed the memory-dependent derivatives on a sliding interval within the framework of the LordShulman model to investigate the heat transfer equation for this problem. Diaz et al. [22] used the finite element method to obtain the solutions of thermo-diffusion types present in living tissue to develop thermal damage. Zhu et al. [22] used the diffusion theory to consider rate process models for the results of thermal damages and the sedimentation of lighting energy in the tissue. When studying the actual phenomena of thermal transfer in finite media, the nonlinear and linear models of heating transfer are extended, and many authors have sought numerical or analytical solutions to the problems posed by these models [23-33]. Despite the growing popularity of laser, microwave, and other forms of thermal therapy in dermatology, thermo-mechanical interactions are seldom considered in current research, despite being central to the thermo-mechanically linked nature of these therapies. Generalized thermo-elastic models govern tissue thermo-elastic behaviors, which include the G-N model, the G-NII model, the DPL, the fractional model, and Li et al. [34-36], who further investigated the effects of heat-induced mechanical responses in skin tissues under temperature-dependent properties.

This research aims to create an analytical approach to examine the thermo-mechanical interactions with fractional time derivatives in living tissue that experiences instantaneous heating and has varying thermal and mechanical properties. A generalized thermo-elastic model is constructed that takes into account the tissue structure and variable thermal and mechanical characteristics within the bioheat transfer equation framework. The effect of fractional parameter in temperature, displacement, and thermal stress variations are shown in the graphics.

## 2. Materials and Methods

The field of bio-thermo-elasticity merges the principles of elasticity and bioheat conduction. The basic equations under fractional time derivatives in the living tissues can be given by [20,37,38]:

$$
\begin{equation*}
(\lambda+\mu) u_{j, i j}+\mu u_{i, j j}-\gamma T_{, i}=\rho \frac{\partial^{2} u_{i}}{\partial t^{2}} \tag{1}
\end{equation*}
$$

$$
\begin{gather*}
k \nabla^{2} T=\left(1+\frac{\tau_{o}^{\beta}}{\Gamma(\beta+1)} \frac{\partial^{\beta}}{\partial t^{\beta}}\right)\left(\rho c_{e} \frac{\partial T}{\partial t}+\omega_{b} \rho_{b} c_{b}\left(T-T_{b}\right)+\gamma T_{o} \frac{\partial^{2} u}{\partial t \partial x}-Q_{m}\right), 0<\beta \leq 1,  \tag{2}\\
\sigma_{i j}=\mu\left(u_{i, j}+u_{j, i}\right)+\left(\lambda u_{k, k}-\gamma\left(T-T_{o}\right)\right) \delta_{i j} \tag{3}
\end{gather*}
$$

where $t$ is the time, $\tau_{o}$ is the thermal relaxation time, $T_{b}$ is the blood temperature, $c_{e}$ refers to the specific heat at constant strain, $\rho$ is the tissue mass density, $\gamma=(3 \lambda+2 \mu) \alpha_{t}, \alpha_{t}$ refers to the linear thermal expansion coefficient, $\lambda, \mu$ refer to the Lame's constants, $T$ is the tissue temperature, $k$ is the tissue thermal conductivity, $\omega_{b}$ is the blood perfusion rate, $Q_{m}$ is the metabolic heat generation in skin tissues, $e_{i j}$ are the strain components, $\sigma_{i j}$ are the stress components, $u_{i}$ are the displacement components, $\delta_{i j}$ is the Kronecker symbol and $c_{b}$ is the blood specific heat. The definition of the fractional order derivative is as follows:

$$
\begin{align*}
\frac{\partial^{\beta} h(\boldsymbol{r}, t)}{\partial t^{\beta}} & =\left\{\begin{array}{cc}
h(\boldsymbol{r}, t)-h(\boldsymbol{r}, 0), & \beta \rightarrow 0, \\
I^{\beta-1} \frac{\partial h(\boldsymbol{r}, t)}{}, & 0<\beta<1, \\
\frac{\partial h(\boldsymbol{r}, t)^{t}}{\partial t}, & \beta=1,
\end{array}\right.  \tag{4}\\
I^{v} h(\boldsymbol{r}, t) & =\int_{0}^{t} \frac{(t-s)^{v}}{\Gamma(v)} h(\boldsymbol{r}, s) d s, v>0, \tag{5}
\end{align*}
$$

Equation (4) illustrates how the range of local thermal conduction can be characterized by two types of conductivity: standard thermal conduction and heat ballistic conduction. The fractional parameter is $\beta$, where $0<\beta \leq 1$ is used to define these conductivities. For normal conductivity, $\beta=1$, while for low conductivity $0<\beta<1$. Here, we assume that the surface and the bottom boundary of a limited domain of tissues with thickness $L$. As a result, the displacement components can be expressed as follows:

$$
\begin{equation*}
u_{x}=u(x, t), u_{y}=0, u_{z}=0 \tag{7}
\end{equation*}
$$

So that the model has the following form

$$
\begin{gather*}
(\lambda+2 \mu) \frac{\partial^{2} u}{\partial x^{2}}-\gamma \frac{\partial T}{\partial x}=\rho \frac{\partial^{2} u}{\partial t^{2}}  \tag{8}\\
k \frac{\partial^{2} T}{\partial x^{2}}=\left(1+\frac{\tau_{o}^{\beta}}{\Gamma(\beta+1)} \frac{\partial^{\beta}}{\partial t \beta}\right)\left(\rho c \frac{\partial T}{\partial t}+\omega_{b} \rho_{b} c_{b}\left(T-T_{b}\right)+\gamma T_{o} \frac{\partial^{2} u}{\partial t \partial x}-Q_{m}\right)  \tag{9}\\
\sigma_{x x}=(\lambda+2 \mu) \frac{\partial u}{\partial x}-\gamma\left(T-T_{o}\right) \tag{10}
\end{gather*}
$$

To obtain a solution for the equations, it is necessary to have two sets of initial and boundary conditions that align with the physical model description:

$$
\begin{gather*}
T(x, 0)=T_{b}, \frac{\partial T(x, 0)}{\partial t}=0, u(x, 0)=0, \frac{\partial u(x, 0)}{\partial t}=0  \tag{11}\\
\sigma_{x x}(0, t)=0, \sigma_{x x}(L, t)=0,-\left.k \frac{\partial T(x, t)}{\partial x}\right|_{x=0}=q_{0} \frac{t^{2} e^{-\frac{t}{t_{p}}}}{16 t_{p}^{2}},-\left.k \frac{\partial T(x, t)}{\partial x}\right|_{x=L}=0, \tag{12}
\end{gather*}
$$

where $t_{p}$ points to the characteristic time of pulsing heat flux and $q_{o}$ is constant. Now, the dimensionless quantities may be utilized for ease by employing:

$$
\begin{gather*}
T^{\prime}=\frac{T-T_{0}}{T_{0}},\left(t^{\prime}, \tau_{o}^{\prime}, t_{p}^{\prime}\right)=\eta c^{2}\left(t, \tau_{0}, t_{p}\right),\left(x^{\prime}, u^{\prime}\right)=\eta c(x, u), \\
\sigma_{x x}^{\prime}=\frac{\sigma_{x x}}{\lambda+2 \mu}, q_{o}^{\prime}=\frac{q_{0}}{\eta c T_{0} K^{\prime}}, Q_{m}^{\prime}=\frac{Q_{m}}{T_{0} K \eta^{2} c^{2}}, \tag{13}
\end{gather*}
$$

where $\eta=\frac{\rho c_{e}}{K}$ and $c^{2}=\frac{\lambda+2 \mu}{\rho}$.
The primary equations can be expressed in a non-dimensional form by removing the dashes and introducing appropriate parameters, as shown in Equation (13):

$$
\begin{gather*}
\frac{\partial^{2} u}{\partial x^{2}}-\varepsilon_{1} \frac{\partial T}{\partial x}=\frac{\partial^{2} u}{\partial t^{2}},  \tag{14}\\
\frac{\partial^{2} T}{\partial x^{2}}=\left(1+\frac{\tau_{o}^{\beta}}{\Gamma(\beta+1)} \frac{\partial^{\beta}}{\partial t^{\beta}}\right)\left(\frac{\partial T}{\partial t}+\varepsilon_{2} T+\varepsilon_{3} \frac{\partial^{2} u}{\partial t \partial x}-Q_{m}\right),  \tag{15}\\
\sigma_{x x}=\frac{\partial u}{\partial x}-\varepsilon_{1} T,  \tag{16}\\
u(x, 0)=0, \frac{\partial u(x, 0)}{\partial t}=0, T(x, 0)=0, \frac{\partial T(x, 0)}{\partial t}=0,  \tag{17}\\
\sigma_{x x}(0, t)=0, \sigma_{x x}(L, t)=0,\left.\frac{\partial T(x, t)}{\partial x}\right|_{x=0}=-q_{o} \frac{t^{2} e^{-\frac{t}{t_{p}}}}{16 t_{p}^{2}},\left.\frac{\partial T(x, t)}{\partial x}\right|_{x=L}=0, \tag{18}
\end{gather*}
$$

where $\varepsilon_{1}=\frac{T_{o} \gamma_{e}}{\left(\lambda_{e}+2 \mu_{e}\right)}, \varepsilon_{2}=\frac{\rho_{b} c_{b} \omega_{b}}{K \eta^{2} c^{2}}, \varepsilon_{3}=\frac{\gamma_{e}}{\rho c_{e}}$.

## 3. Analytical Solutions in the Transform Domain

Equations (14)-(18) can be transformed using Laplace transforms, as in

$$
\begin{equation*}
\bar{f}(x, s)=L[f(x, t)]=\int_{0}^{\infty} f(x, t) e^{-s t} d t \tag{19}
\end{equation*}
$$

Therefore, the following equations can be obtained

$$
\begin{gather*}
\frac{d^{2} \bar{u}}{d x^{2}}=s^{2} \bar{u}+\varepsilon_{1} \frac{d \bar{T}}{d x}  \tag{20}\\
\frac{d^{2} \bar{T}}{d x^{2}}=\left(1+\frac{s^{\beta} \tau_{o}^{\beta}}{\Gamma(\beta+1)}\right)\left(\left(s+\varepsilon_{2}\right) \bar{T}+s \varepsilon_{3} \frac{d \bar{u}}{d x}\right)-\frac{Q_{m}}{s}  \tag{21}\\
\bar{\sigma}_{x x}=\frac{d \bar{u}}{d x}-\varepsilon_{1} \bar{T}  \tag{22}\\
\bar{\sigma}_{x x}(0, s)=0, \bar{\sigma}_{x x}(L, s)=0,\left.\frac{d \bar{T}(x, s)}{d x}\right|_{x=0}=\frac{-q_{o} t_{p}}{8\left(s t_{p}+1\right)^{3}},\left.\frac{d \bar{T}(x, s)}{d x}\right|_{x=L}=0 . \tag{23}
\end{gather*}
$$

Equations (20) and (21) can be used to represent the vector-matrix differential equation as follows:

$$
\begin{equation*}
\frac{d \mathrm{M}}{d x}=B M-f \tag{24}
\end{equation*}
$$

where $M=\left(\begin{array}{c}\bar{u} \\ \bar{T} \\ \frac{d \bar{u}}{d x} \\ \frac{d T}{d x}\end{array}\right), B=\left(\begin{array}{cccc}0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ s^{2} & 0 & 0 & \varepsilon_{1} \\ 0 & \left(1+\frac{s^{\beta} \tau_{o}^{\beta}}{\Gamma(\beta+1)}\right)\left(s+\varepsilon_{2}\right) & \left(1+\frac{s^{\beta} \tau_{o}^{\beta}}{\Gamma(\beta+1)}\right) s \varepsilon_{3} & 0\end{array}\right), f=\left(\begin{array}{c}0 \\ 0 \\ 0 \\ \frac{Q_{m}}{s}\end{array}\right)$.
To solve Equation (24) using the eigenvalue techniques described in [39-48], Matrix $B$ 's characteristic equation is expressed as:

$$
\begin{equation*}
\alpha^{4}-\left(s^{2}+\left(1+\frac{s^{\beta} \tau_{o}^{\beta}}{\Gamma(\beta+1)}\right)\left(s+\varepsilon_{2}\right)+\left(1+\frac{s^{\beta} \tau_{o}^{\beta}}{\Gamma(\beta+1)}\right) s \varepsilon_{3} \varepsilon_{1}\right) \alpha^{2}+\left(1+\frac{s^{\beta} \tau_{o}^{\beta}}{\Gamma(\beta+1)}\right)\left(s+\varepsilon_{2}\right) s^{2}=0 \tag{25}
\end{equation*}
$$

Relation (25) has four roots, which are the eigenvalues of matrix $B$, which are defined by $\pm \alpha_{1}, \pm \alpha_{2}$. The general solutions to the nonhomogeneous system (24) can be obtained by adding the complementary solution of the corresponding homogeneous system to a particular solution of the nonhomogeneous system. To find the particular solution to the nonhomogeneous Equation (24), we need to consider that the inhomogeneous terms in (24) contain functions of the Laplace parameter $s$. As a result, the particular solution can be expressed as:

$$
\mathrm{M}(x, s)=A_{1} X_{1} e^{-\alpha_{1} x}+A_{2} X_{2} e^{\alpha_{1} x}+A_{3} X_{3} e^{-\alpha_{2} x}+A_{4} X_{4} e^{\alpha_{2} x}+\left(\begin{array}{l}
0  \tag{26}\\
R \\
0 \\
0
\end{array}\right)
$$

where $R=\frac{Q_{m}}{s\left(s+\varepsilon_{2}\right)\left(1+\frac{s \beta \tau_{o}^{\beta}}{\Gamma(\beta+1)}\right)}$. Hence, in the Laplace domain, the general solutions of displacement, temperature, and stress can be given by:

$$
\begin{gather*}
\bar{u}(x, s)=A_{1} U_{1} e^{-\alpha_{1} x}+A_{2} U_{2} e^{\alpha_{1} x}+A_{3} U_{3} e^{-\alpha_{2} x}+A_{4} U_{4} e^{\alpha_{2} x} .  \tag{27}\\
\bar{T}(x, s)=A_{1} T_{1} e^{-\alpha_{1} x}+A_{2} T_{2} e^{\alpha_{1} x}+A_{3} T_{3} e^{-\alpha_{2} x}+A_{4} T_{4} e^{\alpha_{2} x}+R .  \tag{28}\\
\bar{\sigma}_{x x}=A_{1}\left(-\alpha_{1} U_{1}-\varepsilon_{1} T_{1}\right) e^{-\alpha_{1} x}+A_{2}\left(\alpha_{1} U_{2}-\varepsilon_{1} T_{2}\right) e^{\alpha_{1} x}+A_{3}\left(-\alpha_{2} U_{3}-\right.  \tag{29}\\
\left.\varepsilon_{1} T_{3}\right) e^{-\alpha_{2} x}+A_{4}\left(\alpha_{2} U_{4}-\varepsilon_{1} T_{4}\right) e^{\alpha_{2} x}+R,
\end{gather*}
$$

where $U_{i}, T_{i}$ refer to the eigenvectors of displacement and temperature, respectively. The problem boundary conditions can be utilized to determine the values of $A_{1}, A_{2}, A_{3}$, and $A_{4}$. To obtain the final solutions for the displacement, temperature, and stress distributions, the Stehfest approach [49] can be used, which has an inverse function $f(x, t)$ defined by a specific formulation:

$$
\begin{equation*}
f(x, t)=\frac{\ln 2}{t} \sum_{j=1}^{M} V_{j} \bar{f}\left(x, j \frac{\ln 2}{t}\right), \tag{30}
\end{equation*}
$$

where $V_{j}$ can be given by

$$
V_{j}=(-1)^{\frac{M}{2}+1} \sum_{k=\frac{i+1}{2}}^{\min \left(i, \frac{M}{2}\right)} \frac{k^{\frac{M}{2}+1}(2 k)!}{\left(\frac{M}{2}-k\right)!k!(i-k)!(2 k-1)!}
$$

## 4. Numerical Outcomes and Discussion

To demonstrate the theoretical results discussed in the above sections, the numerical values of the physical parameters are presented. The material parameters for living tissues at the reference temperature, used in the following calculation, are denoted as follows [35]:

$$
\begin{gathered}
\lambda=8.27 \times 10^{8}(N)\left(m^{-2}\right), \alpha_{t}=1 \times 10^{-4}\left(k^{-1}\right), T_{o}=310(k), t_{p}=0.15, \\
\mu=3.446 \times 10^{7}(\mathrm{~N})\left(\mathrm{m}^{-2}\right), c_{b}=3770(J)\left(\mathrm{kg}^{-1}\right)\left(k^{-1}\right), \rho_{b}=1060(\mathrm{~kg})\left(\mathrm{m}^{-3}\right), \\
\tau_{o}=0.05, K=0.235(W)\left(\mathrm{m}^{-1}\right)\left(k^{-1}\right), Q_{m}=1.19 \times 10^{3}(\mathrm{~W})\left(\mathrm{m}^{-3}\right), \rho= \\
1190(\mathrm{~kg})\left(\mathrm{m}^{-3}\right), c_{e}=3600(\mathrm{~J})\left(\mathrm{kg}^{-1}\right)\left(\mathrm{k}^{-1}\right)
\end{gathered}
$$

The numerical values of the calculated physical quantities under the fractional biothermoelastic model, considering one thermal relaxation time and using the previous parameters, are displayed in Figures 1-12. Numerical calculations have been performed at time $t=0.2$ to determine the temperature variations, the variation of displacement, and stress variation along the distance $x$ under different values of the studied parameters as in Figures 1-12. Figures 1, 4, 7 and 10 display the temperature variation along the distance $x$. It can be observed from the figures that the temperature initially peaks at the tissue surface $(x=0)$ due to the exponentially decaying pulse boundary heat flux. As the distance $x$ increases, the temperature steadily decreases. Figures $2,5,8$ and 11 display the variations of displacement along the distance $x$. Observing the figures, it can be noted that the displacement reaches its highest negative values at the tissue surface $(x=0)$. Subsequently, it progressively increases towards peak values near the surface before decreasing back to zero. Figures 3, 6, 9 and 12 show the variation of stress $\sigma_{x x}$ along the distance $x$. It can be observed that the stress $\sigma_{x x}$ starts from zero and ends at zero to comply with the boundary condition of the problem. Figures 1-12 can be classified into four distinct groups.

In the first group, Figures $1-3$ show the variations of temperature, displacement, and stress under various models. In Figures 1-3, the solid line (-) refers to the Pennes model (Pennes model) without thermal relaxation time $\left(\tau_{o}=0\right)$ and without fractional time derivative ( $\beta=1$ ), the dashed line ( - ) points to the single-phase lag model (SPL model) with one thermal relaxation time ( $\tau_{o}=0.02$ ) and without fractional time derivative $(\beta=1)$, while the dotted line ( ... ) refers to the single-phase lag model under fractional time derivative (FSPL model) with one thermal relaxation time ( $\tau_{o}=0.02$ ) and with fractional time derivative $(\beta=0.5)$. The significant effects on the quantities under consideration are evident due to the various models.

In the second group, Figures 4-6 display the variation of temperature, displacement, and stress under different values of the fractional parameter ( $\beta=1,0.5,0.1$ ) when $\left(\tau_{0}=0.02\right)$. It is evident that the fractional time derivatives are responsible for the evident significant impacts on the quantities under consideration. A decrease in fractional time derivatives weakens the effect of thermo-mechanical propagation, as evidenced by a decrease in the maximum amplitude of temperature, displacement, and stress.

In the third group, Figures 7-9 show the variation of temperature, displacement, and stress under various values of thermal relaxation time ( $\tau_{0}=0,0.02,0.2$ ) under fractional time derivative when $(\beta=0.5)$. It is evident that the thermal relaxation time has significant effects on the quantities under consideration. The maximum amplitude of the temperature, displacement, and stress decreases with the increase the thermal relaxation time, which means that the thermal relaxation time is apt to weaken the effect of thermo-mechanical propagation.

In the fourth group, Figures 10-12 show the variations of temperature, displacement, and stress under various of the characteristic time of pulsing heat flux ( $t_{p}=0.1,0.15,0.2$ ) with one thermal relaxation time $\left(\tau_{o}=0.02\right)$ under fractional time derivative when $(\beta=0.5)$. It is observed that the characteristic time of pulsing heat flux has a significant effect on the
quantities under consideration. An increase in the characteristic time of pulsing heat flux weakens the effect of thermo-mechanical propagation, as evidenced by a decrease in the maximum amplitude of temperature, displacement, and stress.


Figure 1. The temperature variations $T$ via $x$ under three different models.


Figure 2. The variations of displacement $u$ via $x$ under three different models.


Figure 3. The variations of stress $\sigma_{x x}$ via $x$ under three different models.


Figure 4. The temperature variations $T$ via $x$ under varying fractional parameter $\beta$.


Figure 5. The variations of displacement $u$ via $x$ under varying fractional parameter $\beta$.


Figure 6. The variations of stress $\sigma_{x x}$ via $x$ under varying fractional parameter $\beta$.


Figure 7. The temperature variations $T$ via $x$ under varying thermal relaxation time $\tau_{o}$.


Figure 8. The variations of displacement $u$ via $x$ under varying thermal relaxation time $\tau_{0}$.


Figure 9. The variations of stress $\sigma_{x x}$ via $x$ under varying thermal relaxation time $\tau_{0}$.


Figure 10. The temperature variations $T$ via $x$ under varying pulsing heat flux characteristic time $t_{p}$.


Figure 11. The variations of displacement $u$ via $x$ under varying pulsing heat flux characteristic time $t_{p}$.


Figure 12. The variations of stress $\sigma_{x x}$ via $x$ under varying pulsing heat flux characteristic time $t_{p}$.

## 5. Conclusions

The aim of this research paper was to examine how biological tissues react to a sudden pulsing heat flux load by employing generalized thermo-elasticity under the fractional time derivatives framework, which incorporates one thermal relaxation time.

- This study specifically focused on the impacts of fractional parameter, thermal relaxation time, and the pulsing heat flux characteristic time on bio-thermo-elastic behaviors.
- A comparative analysis was conducted between the fractional single-phase lag model (FSPL model) and previous single-phase lag (SPL model) and Pennes (Pennes model) models.
- The findings of this study, which presented a modified thermo-elasticity approach, offered a fresh perspective on the propagation of thermal waves, representing the first attempts in this area.
- These results significantly contribute to enhancing our understanding of thermo-elastic behavior in living tissue.
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#### Abstract

This paper studies a fractional differential equation combined with a Liouville-Caputo fractional differential operator, namely, ${ }^{L C} \mathcal{D}_{\eta}^{\beta, \gamma} Q(t)=\lambda \vartheta(t, Q(t)), t \in[c, d], \beta, \gamma \in(0,1], \eta \in[0,1]$, where $Q(c)=q_{c}$ is a bounded and non-negative initial value. The function $\vartheta:[c, d] \times \mathbb{R} \rightarrow \mathbb{R}$ is Lipschitz continuous in the second variable, $\lambda>0$ is a constant and the operator ${ }^{L C} \mathcal{D}_{\eta}^{\beta, \gamma}$ is a convex combination of the left and the right Liouville-Caputo fractional derivatives. We study the wellposedness using the fixed-point theorem, estimate the growth bounds of the solution and examine the asymptotic behaviours of the solutions. Our findings are illustrated with some analytical and numerical examples. Furthermore, we investigate the effect of noise on the growth behaviour of the solution to the combined Liouville-Caputo fractional differential equation.


Keywords: well-posedness; growth estimate; asymptotic behaviours; combined Liouville-Caputo fractional derivative; numerical simulations; stochastic models; second moment bound

## 1. Introduction

Fractional-order derivatives are known to give more accurate and realistic mathematical models when compared to the classical-order models. The Liouville-Caputo fractional derivative is unarguably a useful operator that mostly models nonlocal behaviours by fractional DEs [1]. The Liouville-Caputo fractional derivative and others alike have found applications in different science and engineering fields and have been used to model many real-life problems. For example, they are used in the mathematical modelling of a human brain tissue (HBT) constitutive model in the framework of anisotropic hyperelasticity [2]; modelling the growth of many economical processes, specifically memory effect on the economic growth model, that is, in the application of economic growth models with memory effect [3] in physics and the environment; studying the chaotic behaviour(s) of dynamical systems; and developing the fractional-order models of neurons [4] and porous media, among others. See also [5,6] for other fractional models. It is worthy of note that all of the above fractional differential equations and more studied in the literature make use of one-sided (left- or right-sided) fractional derivative operators.

The new operator is a convex combination of left and right Liouville-Caputo fractional operators. There is little that one can find in the literature regarding this combined fractional derivative operators. Importantly, this new combined fractional operator is more general than other fractional derivatives [7]. The new operators were studied and defined by Malinowska and Torres [7] as follows:

$$
\begin{equation*}
{ }^{L C} \mathcal{D}_{\eta}^{\beta, \gamma}=\eta{ }_{c}^{L C} \mathcal{D}_{t}^{\beta}+(1-\eta){ }_{t}^{L C} \mathcal{D}_{d}^{\gamma}, \beta, \gamma \in(0,1] \& \eta \in[0,1] \tag{1}
\end{equation*}
$$

where

$$
{ }^{L C} \mathcal{D}_{0}^{\beta, \gamma} Q(t)={ }_{t}^{L C} \mathcal{D}_{d}^{\gamma} Q(t)
$$

and

$$
{ }^{L C} \mathcal{D}_{1}^{\beta, \gamma} Q(t)={ }_{c}^{L C} \mathcal{D}_{t}^{\beta} Q(t)
$$

Another advantage of this new fractional derivative ${ }^{L C} \mathcal{D}_{\eta}^{\beta, \gamma}$ is that it can describe variational problems in a broad perspective [7]. By drawing inspirations from the diamondalpha derivative on a time scale, which is a linear combination of the delta and nabla derivatives [8-10], the model (1) was birthed. Malinowska and Torres [8] showed that the approximation of exact derivatives by the diamond-alpha derivative was better that those of the delta and nabla derivatives.

Therefore, this research considered a special operator by studying the combined Liouville-Caputo fractional differential equation as follows:

$$
\begin{equation*}
{ }^{L C} \mathcal{D}_{\eta}^{\beta, \gamma} Q(t)=\lambda \vartheta(t, Q(t)), \quad \beta, \gamma \in(0,1] \& \eta \in[0,1] \tag{2}
\end{equation*}
$$

where $Q(c)=q_{c}$ is the initial condition, $\vartheta:[c, d] \times \mathbb{R} \rightarrow \mathbb{R}$ is Lipschitz in the second variable, $\lambda>0$ and ${ }^{L C} \mathcal{D}_{\eta}^{\beta, \gamma}$ is known as the combined Liouville-Caputo fractional derivative operator. The operator ${ }^{L C} \mathcal{D}_{\eta}^{\beta, \gamma}$ is a convex combination of left and right Liouville-Caputo fractional derivatives. Thus, our contribution and aim in this research paper was to examine the qualitative properties, the well-posedness, estimates of the growth bounds, and the asymptotic behaviour of the solution to a class of combined fractional differential equations.

The organization of the paper is as follows. Section 2 contains the preliminary concepts and definitions needed in the article; Section 3 contains the main results-existence, uniqueness, upper growth estimate, asymptotic behaviour of solution to the combined L-C fractional differential equation. Numerical and analytical illustration of our results are given in Section 4. In Section 5, we consider the stochastic (non-deterministic) case of our equation. Summary of the paper is given in Section 6.

## 2. Preliminary Concepts

Here, we give some definitions and basic materials. Readers can refer to [5] for further materials on fractional calculus.

Definition 1 ([7]). For $\beta, \gamma \in(0,1)$ and $0 \leq \eta \leq 1$, the combined Liouville-Caputo fractional derivative operator ${ }^{L C} \mathcal{D}_{\eta}^{\beta, \gamma}$ is a convex combination of left and right Liouville-Caputo fractional derivatives, defined by

$$
{ }^{L C} \mathcal{D}_{\eta}^{\beta, \gamma}=\eta{ }_{c}^{L C} \mathcal{D}_{t}^{\beta}+(1-\eta){ }_{t}^{L C} \mathcal{D}_{d}^{\gamma} .
$$

Definition 2 ([11]). Let $0<c<d$ and $f:[c, d] \rightarrow \mathbb{R}$ be an integrable function. The left-sided Katugampola fractional integral of order $\beta>0$ and parameter $\sigma>0$ is given by

$$
\mathcal{I}_{c^{+}}^{\beta, \sigma} u(t)=\frac{\sigma^{1-\beta}}{\Gamma(\beta)} \int_{c}^{t} s^{\sigma-1}\left(t^{\sigma}-s^{\sigma}\right)^{\sigma-1} u(s) d s,
$$

provided the integral converges.

For $\sigma=1$, we define the fractional integral as follows.
Definition 3 ([11]). Let $u:[c, d] \rightarrow \mathbb{R}$ be an integrable function where $c, d>0$ with $c<d$. Then,

$$
\begin{equation*}
{ }_{c} \mathcal{I}_{t}^{\beta} u(t)=\frac{1}{\Gamma(\beta)} \int_{\mathcal{C}}^{t}(t-s)^{\beta-1} u(s) d s \tag{3}
\end{equation*}
$$

is the left-sided Riemann-Liouville fractional integral of $u$ of order $0<\beta<1$, provided the integral converges.

Definition 4 ([5]). Let $u:[c, d] \rightarrow \mathbb{R}$, then

$$
{ }_{c} \mathcal{D}_{t}^{\beta} u(t)=\frac{1}{\Gamma(1-\beta)} \frac{d}{d t} \int_{c}^{t}(t-s)^{-\beta} u(s) d s,
$$

is the Riemann-Liouville fractional derivative of $u$ of order $0<\beta<1$ provided the integral converges.
Definition 5 ([11]). Let $c, d>0$ with $c<d, \sigma>0, \beta \in \mathbb{R}^{+}$and $m \in \mathbb{N}$ satisfying $m-1<$ $\beta<m$. Let $u:[c, d] \rightarrow \mathbb{R}$ be a $C^{m}$-function. Then,

$$
{ }^{C} \mathcal{D}_{c^{+}}^{\beta, \sigma} u(t)=\mathcal{I}_{c^{+}}^{\beta, \sigma}\left(t^{1-\sigma} \frac{d}{d t}\right)^{m} u(t)=\frac{\sigma^{1-m+\beta}}{\Gamma(m-\beta)} \int_{c}^{t} s^{\sigma-1}\left(t^{\sigma}-s^{\sigma}\right)^{\beta-1}\left(t^{1-\sigma} \frac{d}{d s}\right)^{m} u(s) d s
$$

is the left-sided Caputo-Katugampola fractional derivative of $u$ of order $\beta$ and parameter $\sigma$.
For $\sigma=1$ and $m=1$, we define the Liouville-Caputo fractional derivative as follows.
Definition 6. Given $c, d>0$ with $c<d, \beta \in \mathbb{R}^{+}$so that $0<\beta<1$, and a $C^{1}$-function $u:[c, d] \rightarrow \mathbb{R}$. The left-sided Liouville-Caputo fractional derivative of order $\beta$ is given by

$$
{ }_{c}^{L C} \mathcal{D}_{t}^{\beta} u(t)=\frac{1}{\Gamma(1-\beta)} \int_{c}^{t}(t-s)^{-\beta} u^{\prime}(s) d s,
$$

provided that the integral converges. Similarly, the right-sided Liouville-Caputo fractional derivative of order $\gamma$ is given by

$$
{ }_{t}^{L C} \mathcal{D}_{d}^{\gamma} u(t)=\frac{1}{\Gamma(1-\beta)} \int_{t}^{d}(s-t)^{-\gamma} u^{\prime}(s) d s
$$

provided that the integral converges.
Lemma 1 ([12]). The Liouville-Caputo derivative is connected to the Riemann-Liouville derivatives by

$$
{ }_{c}^{L C} \mathcal{D}_{t}^{\beta} u(t)={ }_{c} \mathcal{D}_{t}^{\beta} u(t)-\sum_{k=0}^{m-1} \frac{(t-c)^{k-\beta}}{\Gamma(k-\beta+1)} u^{(k)}(c), m-1<\beta \leq m .
$$

In particular, when $m=1$, one obtains

$$
{ }_{c}^{L C} \mathcal{D}_{t}^{\beta} u(t)={ }_{c} \mathcal{D}_{t}^{\beta} u(t)-\frac{(t-c)^{-\beta}}{\Gamma(1-\beta)} u(c) .
$$

Suppose the function $u:[c, d] \rightarrow \mathbb{R}$ is defined as $u(t)=t^{a}$. Then,

$$
{ }_{c} \mathcal{D}_{t}^{\beta} u(t)=\frac{\Gamma(a+1)}{\Gamma(a-\beta+1)} t^{a-\beta} .
$$

Theorem 1 ([11]). Suppose $u \in C^{m}[c, d]$, then for $m-1<\beta \leq m, 0<\sigma \leq 1$

$$
\mathcal{I}_{c^{+}}^{\beta, \sigma} C_{\mathcal{D}^{+}}^{\beta, \sigma} u(t)=u(t)-\sum_{k=0}^{m-1} \frac{\sigma^{-k}}{k!}\left(t^{\sigma}-c^{\sigma}\right)^{k} u_{(k)}(c) .
$$

Note that if $u \in C^{1}[c, d]$ and $\sigma=1$, then

$$
\mathcal{I}_{c^{+}}^{\beta}{ }^{L C} \mathcal{D}_{c^{+}}^{\beta} u(t)=u(t)-u(c)
$$

Thus,

Corollary 1. Suppose $u \in C^{1}[c, d], 0<\beta \leq 1$ and $\sigma=1$, we have

$$
\begin{equation*}
{ }_{c} \mathcal{I}_{t}^{\beta}{ }_{c}^{L C} \mathcal{D}_{t}^{\beta} u(t)=u(t)-u(c) . \tag{4}
\end{equation*}
$$

The next result is a formula for the generalized fractional integration by parts:

Theorem 2 ([11]). Suppose $u \in C[c, d]$ and $v \in C^{m}[c, d]$. Then, for $m-1<\beta \leq m, 0<\sigma \leq 1$,

$$
\begin{aligned}
\int_{c}^{d} u(t)^{C} \mathcal{D}_{c^{+}}^{\beta, \sigma} v(t) d t & =\int_{c}^{d} t^{\sigma-1} v(t) \mathcal{D}_{d^{-}}^{\beta, \sigma}\left(t^{1-\sigma}\right) u(t) d t \\
& +\left[\sum_{j=0}^{m-1}\left(-t^{1-\sigma} \frac{d}{d t}\right)^{j} \mathcal{I}_{d^{-}}^{m-\beta, \sigma}\left(t^{1-\beta} u(t)\right) v_{(m-j-1)}(t)\right]_{t=c}^{t=d} .
\end{aligned}
$$

Particularly for $m=1$ and $\sigma=1$, we have

$$
\int_{c}^{d} u(t)^{L C} \mathcal{D}_{c^{+}}^{\beta} v(t) d t=\int_{c}^{d} v(t) \mathcal{D}_{d^{-}}^{\beta} u(t) d t
$$

Therefore,
Corollary 2. Suppose $u \in C[c, d]$ and $v \in C^{1}[c, d]$, then for $0<\gamma \leq 1$ and $\sigma=1$,

$$
\begin{equation*}
\int_{c}^{d} u(t){ }_{t}^{L C} \mathcal{D}_{d}^{\gamma} v(t) d t=\int_{c}^{d} v(t){ }_{c} \mathcal{D}_{t}^{\gamma} u(t) d t . \tag{5}
\end{equation*}
$$

## Formulation of the Solution

Here, we apply the properties or relationship between the fractional integral and fractional differential operators in Equation (4) to make sense of the solution to problem (2).

Lemma 2. Let $\eta \in(0,1]$. Then, the solution to fractional differential Equation (2) is defined as

$$
Q(t)=q_{c}+\frac{1-\eta}{\eta \Gamma(\beta-\gamma)} \int_{c}^{t}(t-s)^{\beta-\gamma-1} Q(s) d s+\frac{\lambda}{\eta \Gamma(\beta)} \int_{c}^{t}(t-s)^{\beta-1} \vartheta(s, Q(s)) d s
$$

Proof. The application of the integral operator ${ }_{c} \mathcal{I}_{t}^{\beta}$ to Equation (2) on both sides gives

$$
{ }_{c} \mathcal{I}_{t}^{\beta}\left[{ }^{L C} \mathcal{D}_{\eta}^{\beta, \gamma} Q(t)\right]=\lambda{ }_{c} \mathcal{I}_{t}^{\beta}[\vartheta(t, Q(t))] .
$$

That is,

$$
{ }_{c} \mathcal{I}_{t}^{\beta}\left[\eta{ }_{c}^{L C} \mathcal{D}_{t}^{\beta} Q(t)+(1-\eta){ }_{t}^{L C} \mathcal{D}_{d}^{\gamma} Q(t)\right]=\lambda_{c} \mathcal{I}_{t}^{\beta}[\vartheta(t, Q(t))] .
$$

By the linearity of the operator ${ }_{c} \mathcal{I}_{t}^{\beta}$, we have

$$
\eta{ }_{c} \mathcal{I}_{t}^{\beta}{ }_{c}^{L C} \mathcal{D}_{t}^{\beta} Q(t)+(1-\eta){ }_{c} \mathcal{I}_{t}^{\beta}{ }_{t}^{L C} \mathcal{D}_{d}^{\gamma} Q(t)=\lambda_{c} \mathcal{I}_{t}^{\beta}[\vartheta(t, Q(t))] .
$$

From Equation (4) in Corollary 1 and Equation (3), we get

$$
\eta\left[Q(t)-q_{c}\right]+\frac{1-\eta}{\Gamma(\beta)} \int_{c}^{t}(t-s)^{\beta-1}{ }_{s}^{L C} \mathcal{D}_{d}^{\gamma} Q(s) d s=\frac{\lambda}{\Gamma(\beta)} \int_{c}^{t}(t-s)^{\beta-1} \vartheta(s, Q(s)) d s .
$$

By Equation (5) in Corollary 2, we obtain

$$
\begin{equation*}
\eta\left[Q(t)-q_{c}\right]+\frac{1-\eta}{\Gamma(\beta)} \int_{c}^{t} Q(s){ }_{c} \mathcal{D}_{s}^{\gamma}\left[(t-s)^{\beta-1}\right] d s=\frac{\lambda}{\Gamma(\beta)} \int_{c}^{t}(t-s)^{\beta-1} \vartheta(s, Q(s)) d s \tag{6}
\end{equation*}
$$

The derivative ${ }_{c} \mathcal{D}_{s}^{\gamma}\left((t-s)^{\beta-1}\right)$ is evaluated as,

$$
{ }_{c} \mathcal{D}_{s}^{\gamma}\left((t-s)^{\beta-1}\right)=-\frac{\Gamma(\beta-1+1)}{\Gamma(\beta-1-\gamma+1)}(t-s)^{\beta-\gamma-1}=-\frac{\Gamma(\beta)}{\Gamma(\beta-\gamma)}(t-s)^{\beta-\gamma-1} .
$$

From Equation (6), one gets

$$
\eta\left[Q(t)-q_{c}\right]-\frac{1-\eta}{\Gamma(\beta-\gamma)} \int_{c}^{t}(t-s)^{\beta-\gamma-1} Q(s) d s=\frac{\lambda}{\Gamma(\beta)} \int_{c}^{t}(t-s)^{\beta-1} \vartheta(s, Q(s)) d s
$$

Thus, for $\eta \in(0,1]$, one obtains

$$
Q(t)=q_{c}+\frac{1-\eta}{\eta \Gamma(\beta-\gamma)} \int_{c}^{t}(t-s)^{\beta-\gamma-1} Q(s) d s+\frac{\lambda}{\eta \Gamma(\beta)} \int_{c}^{t}(t-s)^{\beta-1} \vartheta(s, Q(s)) d s
$$

The following sup-norm on $Q$ defined by

$$
\|Q\|:=\sup _{c \leq t \leq d}|Q(t)|
$$

is useful in the next section.

## 3. Main Results

The following global Lipschitz condition on the function $\vartheta(., Q)$ with respect to the second variable is important for establishing our main result.

Condition 1. Suppose $0<\operatorname{Lip}_{\vartheta}<\infty, t \in[c, d]$ and $\forall Q, R \in \mathbb{R}$, we assume

$$
\begin{equation*}
|\vartheta(t, Q)-\vartheta(t, R)| \leq \operatorname{Lip}_{\vartheta}|Q-R| . \tag{7}
\end{equation*}
$$

For convenience, we shall set $\vartheta(t, 0)=0$ in our computations.

### 3.1. Well-Posedness

Here, we apply the Banach's fixed-point theorem to prove the existence and uniqueness of the solution to our problem (2). We begin by defining the operator

$$
\begin{equation*}
\mathcal{A} Q(t)=q_{c}+\frac{1-\eta}{\eta \Gamma(\beta-\gamma)} \int_{c}^{t}(t-s)^{\beta-\gamma-1} Q(s) d s+\frac{\lambda}{\eta \Gamma(\beta)} \int_{c}^{t}(t-s)^{\beta-1} \vartheta(s, Q(s)) d s \tag{8}
\end{equation*}
$$

and show that $\mathcal{A}$ has a unique fixed point which gives the solution to problem (2).
Lemma 3. Suppose $Q$ is a solution to problem (2) and Condition 1 holds. Then, for $0<\gamma<\beta<1$ and $\eta \in(0,1]$, we have

$$
\begin{equation*}
\|\mathcal{A} Q\| \leq q_{c}+c_{1}\|Q\| \tag{9}
\end{equation*}
$$

with positive constant

$$
c_{1}:=\left[\frac{1-\eta}{\eta \Gamma(\beta-\gamma+1)}(d-c)^{\beta-\gamma}+\frac{\lambda \operatorname{Lip}_{\vartheta}}{\eta \Gamma(\beta+1)}(d-c)^{\beta}\right]<\infty .
$$

Proof. Taking the absolute value of Equation (8) leads to

$$
|\mathcal{A} Q(t)| \leq q_{c}+\frac{1-\eta}{\eta \Gamma(\beta-\gamma)} \int_{c}^{t}(t-s)^{\beta-\gamma-1}|Q(s)| d s+\frac{\lambda}{\eta \Gamma(\beta)} \int_{c}^{t}(t-s)^{\beta-1}|\vartheta(s, Q(s))| d s
$$

Applying Equation (7) of Condition 1, we have

$$
\begin{aligned}
|\mathcal{A Q}(t)| & \leq q_{c}+\frac{1-\eta}{\eta \Gamma(\beta-\gamma)} \int_{c}^{t}(t-s)^{\beta-\gamma-1}|Q(s)| d s+\frac{\lambda \operatorname{Lip}_{\vartheta}}{\eta \Gamma(\beta)} \int_{c}^{t}(t-s)^{\beta-1}|Q(s)| d s \\
& \leq q_{c}+\frac{1-\eta}{\eta \Gamma(\beta-\gamma)}\|Q\| \int_{c}^{t}(t-s)^{\beta-\gamma-1} d s+\frac{\lambda \operatorname{Lip}_{\vartheta}}{\eta \Gamma(\beta)}\|Q\| \int_{c}^{t}(t-s)^{\beta-1} d s \\
& =q_{c}+\frac{1-\eta}{\eta \Gamma(\beta-\gamma)}\|Q\| \frac{(t-c)^{\beta-\gamma}}{\beta-\gamma}+\frac{\lambda \operatorname{Lip}_{\vartheta}}{\eta \Gamma(\beta)}\|Q\| \frac{(t-c)^{\beta}}{\beta} \\
& =q_{c}+\left[\frac{1-\eta}{\eta \Gamma(\beta-\gamma+1)}(t-c)^{\beta-\gamma}+\frac{\lambda \operatorname{Lip}_{\vartheta}}{\eta \Gamma(\beta+1)}(t-c)^{\beta}\right]\|Q\| .
\end{aligned}
$$

Next, we take the supremum over $t \in[c, d]$ to get

$$
\|\mathcal{A} Q\| \leq q_{c}+\left[\frac{1-\eta}{\eta \Gamma(\beta-\gamma+1)}(d-c)^{\beta-\gamma}+\frac{\lambda \operatorname{Lip}_{\vartheta}}{\eta \Gamma(\beta+1)}(d-c)^{\beta}\right]\|Q\|
$$

and the result is obtained.
Lemma 4. Let Condition 1 hold. Suppose $Q_{1}$ and $Q_{2}$ are two solutions of (2); for $0<\gamma<\beta<1$ and $\eta \in(0,1]$, we have

$$
\begin{equation*}
\left\|\mathcal{A} Q_{1}-\mathcal{A} Q_{2}\right\| \leq c_{1}\left\|Q_{1}-Q_{2}\right\| \tag{10}
\end{equation*}
$$

Proof. Proceeding with similar steps as in the proof of Lemma 3, we arrive at the desired result.

Theorem 3. Suppose Condition 1 holds, $0<\gamma<\beta<1$ and $\eta \in(0,1]$. There exists a constant $0<c_{1}<1$ such that Equation (2) possesses a unique solution.

Proof. Applying the Banach fixed point theorem gives $Q(t)=\mathcal{A} Q(t)$. It follows from Equation (9) in Lemma 3 that

$$
\|Q\|=\|\mathcal{A} Q\| \leq q_{c}+c_{1}\|Q\| .
$$

This gives $\|Q\|\left[1-c_{1}\right] \leq q_{c}$ and therefore, $\|Q\|<\infty$ whenever $c_{1}<1$.
Next, suppose for a contradiction that $Q_{1} \neq Q_{2}$ are solutions of Equation (2). Then, from Equation (10) of Lemma 4, we have

$$
\left\|Q_{1}-Q_{2}\right\|=\left\|\mathcal{A} Q_{1}-\mathcal{A} Q_{2}\right\| \leq c_{1}\left\|Q_{1}-Q_{2}\right\|
$$

Therefore, $\left\|Q_{1}-Q_{2}\right\|\left[1-c_{1}\right] \leq 0$. However, $1-c_{1}>0$, therefore $\left\|Q_{1}-Q_{2}\right\|<0$. This is a contradiction, hence $\left\|Q_{1}-Q_{2}\right\|=0$. By the contraction principle, the existence and uniqueness result follows.

### 3.2. Upper Growth Bound

Agarwal et al. [13] presented the following retarded Gronwall type inequality:

$$
\begin{equation*}
u(t) \leq f(t)+\sum_{i=1}^{n} \int_{r_{i}\left(t_{0}\right)}^{r_{i}(t)} h_{i}(t, s) w_{i}(u(s)) d s, \quad t_{0} \leq t<t_{1} . \tag{11}
\end{equation*}
$$

Theorem 4 (Theorem 2.1 of [13]). Assume the hypotheses of (Theorem 2.1 of [13]) hold and $u(t)$ is a non-negative continuous function on $\left[t_{0}, t_{1}\right)$ satisfying (11). Then,

$$
u(t) \leq X_{n}^{-1}\left[X_{n}\left(q_{n}(t)\right)+\int_{r_{n}\left(t_{0}\right)}^{r_{n}(t)} \max _{t_{0} \leq \tau \leq t} h_{n}(\tau, s) d s\right], t_{0} \leq t \leq T_{1}
$$

where $q_{n}(t)$ is determined recursively by

$$
\begin{gathered}
q_{1}(t):=f\left(t_{0}\right)+\int_{t_{0}}^{t}\left|f^{\prime}(s)\right| d s \\
q_{i+1}:=X_{i}^{-1}\left[X_{i}\left(q_{i}(t)\right)+\int_{r_{i}\left(t_{0}\right)}^{r_{i}(t)} \max _{0} \leq \tau \leq t\right. \\
\left.h_{i}(\tau, s) d s\right], i=1, \ldots, n-1,
\end{gathered}
$$

$$
\text { and } X_{i}\left(\tau, \tau_{i}\right):=\int_{\tau_{i}}^{\tau} \frac{d \omega}{w_{i}(\omega)}
$$

Remark 1. For the case $n=2$, if

$$
u(t) \leq f(t)+\int_{r_{1}\left(t_{0}\right)}^{r_{1}(t)} h_{1}(t, s) w_{1}(u(s)) d s+\int_{r_{2}\left(t_{0}\right)}^{r_{2}(t)} h_{2}(t, s) w_{2}(u(s)) d s
$$

then

$$
u(t) \leq X_{2}^{-1}\left[X_{2}\left(q_{2}(t)\right)+\int_{r_{2}\left(t_{0}\right)}^{r_{2}(t)} \max _{t_{0} \leq \tau \leq t} h_{2}(\tau, s) d s\right],
$$

with $q_{2}(t)=X_{1}^{-1}\left[X_{1}\left(r_{1}(t)\right)+\int_{r_{1}\left(t_{0}\right)}^{r_{1}(t)} \max _{0} \leq \tau \leq t\right.$,
Here, we take $w_{i}(u(s))=u(s), r_{i}\left(t_{0}\right)=t_{0}=c$, and $r_{i}(t)=t$ for $i=1,2$.
Consequently, we present the upper growth bound estimate for the solution.
Theorem 5. Assume Condition 1 holds. Then, $\forall t \in[c, d], 0<c<d$, and $c_{2}, c_{3}>0$, we have

$$
|Q(t)| \leq \frac{q_{c}}{\exp \left(c_{2}(c-t)^{\beta-\gamma}+c_{3}(c-t)^{\beta}\right)}
$$

with $c_{2}=\frac{1-\eta}{\eta \Gamma(\beta-\gamma+1)}, c_{3}=\frac{\lambda \operatorname{Lip}_{\vartheta}}{\eta \Gamma(\beta+1)}$, for $\eta \in(0,1], 0<\gamma<\beta<1$.
Proof. We already obtained from Lemma 3 that

$$
|Q(t)| \leq q_{c}+\frac{1-\eta}{\eta \Gamma(\beta-\gamma)} \int_{c}^{t}(t-s)^{\beta-\gamma-1}|Q(s)| d s+\frac{\lambda \operatorname{Lip}_{\vartheta}}{\eta \Gamma(\beta)} \int_{c}^{t}(t-s)^{\beta-1}|Q(s)| d s .
$$

Let $g(t):=|Q(t)|, t \in[c, d] ;$ it follows that

$$
\begin{equation*}
g(t) \leq q_{c}+\frac{1-\eta}{\eta \Gamma(\beta-\gamma)} \int_{c}^{t}(t-s)^{\beta-\gamma-1} g(s) d s+\frac{\lambda \operatorname{Lip}_{\vartheta}}{\eta \Gamma(\beta)} \int_{c}^{t}(t-s)^{\beta-1} g(s) d s \tag{12}
\end{equation*}
$$

Applying Theorem 4 to (12), we take $w_{i}(\omega)=\omega$ for $i=1,2$ and it follows that

$$
X_{2}\left(\tau, \tau_{2}\right)=\int_{\tau_{2}}^{\tau} \frac{d \omega}{\omega}=\ln \left(\frac{\tau}{\tau_{2}}\right)
$$

If one takes $\tau_{2}=1$ for convenience, then $X_{2}(\tau)=\ln \tau$ with the inverse $X_{2}^{-1}(\tau)=e^{\tau}$. Similarly, $X_{1}(\tau)=\ln \tau$ has the inverse $X_{1}^{-1}(\tau)=e^{\tau}$. Moreover, $f(t)=q_{c}$ and $f^{\prime}(t)=0$, hence $q_{1}(t)=q_{c}$. Now, we define the non-negative functions $h_{1}, h_{2}:[c, d] \times[c, d] \rightarrow \mathbb{R}_{+}$ as follows:

$$
h_{1}(\zeta, s):=\frac{1-\eta}{\eta \Gamma(\beta-\gamma)}(\zeta-s)^{\beta-\gamma-1}
$$

and

$$
h_{2}(\zeta, s):=\frac{\lambda \operatorname{Lip}_{\vartheta}}{\eta \Gamma(\beta)}(\zeta-s)^{\beta-1} .
$$

Let $c \leq s<\zeta$; since $\beta-\gamma-1<0$, then $h_{1}$ is decreasing and continuous, thus

$$
\max _{c \leq \tau \leq t} h_{1}(\zeta, s)=\frac{1-\eta}{\eta \Gamma(\beta-\gamma)}(c-s)^{\beta-\gamma-1}
$$

and it follows that

$$
\begin{aligned}
q_{2}(t) & =\exp \left[\ln \left(q_{c}\right)+\frac{1-\eta}{\eta \Gamma(\beta-\gamma)} \int_{c}^{t}(c-s)^{\beta-\gamma-1} d s\right] \\
& =\exp \left[\ln \left(q_{c}\right)-\frac{1-\eta}{\eta \Gamma(\beta-\gamma)} \frac{(c-t)^{\beta-\gamma}}{\beta-\gamma}\right] \\
& =\exp \left[\ln \left(q_{c}\right)-\frac{1-\eta}{\eta \Gamma(\beta-\gamma+1)}(c-t)^{\beta-\gamma}\right] .
\end{aligned}
$$

In addition, for $c \leq s<\zeta$, and for all $\beta<1, h_{2}$ is decreasing and continuous, and

$$
\max _{c \leq \zeta \leq t} h_{2}(\zeta, s)=\frac{\lambda \operatorname{Lip}_{\vartheta}}{\eta \Gamma(\beta)}(c-s)^{\beta-1} .
$$

Thus,

$$
\begin{aligned}
g(t) & \leq \exp \left[\ln \left(q_{2}(t)\right)+\frac{\lambda \operatorname{Lip}_{\vartheta}}{\eta \Gamma(\beta)} \int_{c}^{t}(c-s)^{\beta-1} d s\right] \\
& =\exp \left[\ln \left(q_{c}\right)-\frac{1-\eta}{\eta \Gamma(\beta-\gamma+1)}(c-t)^{\beta-\gamma}-\frac{\lambda \operatorname{Lip}_{\vartheta}}{\eta \Gamma(\beta)} \frac{(c-t)^{\beta}}{\beta}\right] \\
& =q_{c} \exp \left[-\frac{1-\eta}{\eta \Gamma(\beta-\gamma+1)}(c-t)^{\beta-\gamma}-\frac{\lambda \operatorname{Lip}_{\vartheta}}{\eta \Gamma(\beta+1)}(c-t)^{\beta}\right],
\end{aligned}
$$

and this completes the proof.

### 3.3. Asymptotic Behaviours

Here, we show that the solution exhibits some asymptotic properties. By the growth bound in Theorem 5, we have

$$
|Q(t)| \leq q_{c} \exp \left[-\frac{1}{\eta}\left(\frac{1-\eta}{\Gamma(\beta-\gamma+1)}(c-t)^{\beta-\gamma}+\frac{\lambda \operatorname{Lip}_{\vartheta}}{\Gamma(\beta+1)}(c-t)^{\beta}\right)\right] .
$$

Now, taking the limit as $\eta \rightarrow 0$, we obtain

$$
\lim _{\eta \rightarrow 0}|Q(t)|=0
$$

Next, taking limit as $t \rightarrow c^{+}$, we get

$$
\lim _{t \rightarrow c^{+}}|Q(t)| \leq q_{c}
$$

## 4. Examples

The example below illustrates Theorem 3 as follows: For $\beta=\frac{9}{10}, \gamma=\frac{1}{10}, \eta=\frac{1}{2}$, and the nonlinear Lipschitz continuous function $\vartheta:[0.01,0.05] \times \mathbb{R} \rightarrow \mathbb{R}$ defined by
$\vartheta(t, Q(t))=\sin (Q(t))$ having a Lipschitz constant $\operatorname{Lip}_{\vartheta}=1$, the Combined LiouvilleCaputo fractional differential equation

$$
\left\{\begin{array}{l}
{ }^{L C} \mathcal{D}_{\frac{1}{2}}^{\frac{9}{10}, \frac{1}{10}} Q(t)=\lambda \sin (Q(t)), \quad 0.01<t \leq 0.05 \\
Q(0.01)=q_{c},
\end{array}\right.
$$

has a unique solution provided by

$$
c_{1}:=\frac{\left(1-\frac{1}{2}\right)}{\frac{1}{2} \eta\left(\frac{9}{10}-\frac{1}{10}+1\right)}(0.04)^{0.8}+\frac{\lambda}{\frac{1}{2} \eta\left(\frac{9}{10}+1\right)}(0.04)^{0.9}<1,
$$

if and only if $c_{1}=0.081756+\frac{0.0551892 \lambda}{0.480883}<1$. That is, for all $\lambda$ such that $0<\lambda<8.00099$.

## Numerical Comparisons

We present numerical simulations and different plots of the upper growth bound functions $q_{c} \exp \left[-\frac{1}{\eta}\left(\frac{1-\eta}{\Gamma(\beta-\gamma+1)}(c-t)^{\beta-\gamma}+\frac{\lambda \operatorname{Lip}_{\theta}}{\eta(\beta+1)}(c-t)^{\beta}\right)\right]$ and compare their behaviours for various values of parameters $\beta, \gamma, \eta$ and $\lambda$ over different time intervals. See Figures 1-6 below.


Figure 1. Behaviour of the upper growth bound for different $\eta$ and $\lambda$ values: (a) $0.01 \leq t \leq 10$, $\beta=0.2, \gamma=0.1, \lambda=1$; (b) $0.01 \leq t \leq 10$.


Figure 2. Behaviour of the upper growth bound for different $\eta$ and $\lambda$ values: (a) $0.01 \leq t \leq 10^{4}$, $\beta=0.2, \gamma=0.1, \lambda=1$; (b) $0.01 \leq t \leq 10^{4}$.


Figure 3. Behaviour of the upper growth bound for different $\eta$ and $\lambda$ values: (a) $0.01 \leq t \leq 10^{10}$, $\beta=0.2, \gamma=0.1, \lambda=1 ;(\mathbf{b}) 0.01 \leq t \leq 10^{10}$.


Figure 4. Behaviour of the upper growth bound for different $\eta, \beta$ and $\gamma$ values: (a) $0.01 \leq t \leq$ $10, \lambda=1$; (b) $0.01 \leq t \leq 10, \lambda=1$.


Figure 5. Behaviour of the upper growth bound for different initial points $t=c:(\mathbf{a}) c \leq t \leq 15, \lambda=1$; (b) $c \leq t \leq 15, \lambda=1$.


Figure 6. Behaviour of the upper growth bound for different initial points $t=c$ : (a) $c \leq t \leq 10^{10}, \lambda=$ $1 ;(\mathbf{b}) c \leq t \leq 10^{10}, \lambda=1$.

## 5. Stochastic Combined Fractional Differential Equation

In this section, we study the effect of an external force (a noise term) on the growth behaviour of Equation (2). Thus, we perturb the combined L-C fractional differential equation with a multiplicative noise term $\dot{w}(t)$ known as the generalized derivative of a Wiener process $w(t)$ (a Gaussian white noise process) and consider the following stochastic combined L-C fractional differential equation:

$$
\begin{equation*}
{ }^{L C} \mathcal{D}_{\eta}^{\beta, \gamma} \Phi(t)=\lambda \vartheta(t, \Phi(t)) \dot{w}(t), \beta, \gamma \in(0,1] \& \eta \in[0,1], \tag{13}
\end{equation*}
$$

where $\Phi(c)=\rho_{c}$ is the initial condition, $\vartheta:[c, d] \times \mathbb{R} \rightarrow \mathbb{R}$ is Lipschitz in the second variable, ${ }^{L C} \mathcal{D}_{\eta}^{\beta, \gamma}$ is known as the combined Liouville-Caputo fractional derivative operator, $\dot{w}(t)$ is the noise term and $\lambda>0$ denotes the level of the noise term. For recent work on stochastic fractional differential equations, see $[14,15]$ and their references.

Following the formulation of solution in Lemma 2, the solution of Equation (13) is given by
$\Phi(t)=\rho_{c}+\frac{1-\eta}{\eta \Gamma(\beta-\gamma)} \int_{c}^{t}(t-s)^{\beta-\gamma-1} \Phi(s) d s+\frac{\lambda}{\eta \Gamma(\beta)} \int_{c}^{t}(t-s)^{\beta-1} \vartheta(s, \Phi(s)) d w(s)$.

### 5.1. Well-Posedness of the Solution to Equation (13)

We define the norm of the solution (14) above by

$$
\|\Phi\|_{2}^{2}:=\sup _{c \leq t \leq d} \mathrm{E}|\Phi(t)|^{2}
$$

and define the operator as follows:

$$
\begin{equation*}
\mathcal{L} \Phi(t)=\rho_{c}+\frac{1-\eta}{\eta \Gamma(\beta-\gamma)} \int_{c}^{t}(t-s)^{\beta-\gamma-1} \Phi(s) d s+\frac{\lambda}{\eta \Gamma(\beta)} \int_{c}^{t}(t-s)^{\beta-1} \vartheta(s, \Phi(s)) d w(s) . \tag{15}
\end{equation*}
$$

We show that the fixed point of the operator $\mathcal{L}$ gives the solution to Equation (13).
Lemma 5. Suppose $\Phi$ is a solution to problem (13) and Condition 1 holds. Then, for $0<\gamma<\beta<$ 1 and $\eta \in(0,1]$, we have

$$
\|\mathcal{L} \Phi\|_{2}^{2} \leq 3 \rho_{c}^{2}+c_{4}\|\Phi\|_{2}^{2}
$$

with positive constant
$c_{4}:=\left[\frac{3(1-\eta)^{2}}{\eta^{2} \Gamma^{2}(\beta-\gamma)[2(\beta-\gamma)-1]}(d-c)^{2(\beta-\gamma)}+\frac{3 \lambda^{2} \operatorname{Lip}_{\vartheta}^{2}}{\eta^{2} \Gamma^{2}(\beta)[2 \beta-1]}(d-c)^{2 \beta-1}\right]<\infty$.

Proof. Take the second moment of Equation (15) to get

$$
\begin{aligned}
\mathrm{E}|\mathcal{L} \Phi(t)|^{2} \leq & 3 \rho_{c}^{2}+\left.\left.\frac{3(1-\eta)^{2}}{\eta^{2} \Gamma^{2}(\beta-\gamma)} \mathrm{E}\right|_{c} ^{t}(t-s)^{\beta-\gamma-1} \Phi(s) d s\right|^{2} \\
& +\frac{3 \lambda^{2}}{\eta^{2} \Gamma^{2}(\beta)} \mathrm{E}\left|\int_{c}^{t}(t-s)^{\beta-1} \vartheta(s, \Phi(s)) d w(s)\right|^{2}
\end{aligned}
$$

Applying Holder's inequality on the first integral and Itô isometry on the second integral, we obtain

$$
\begin{aligned}
\mathrm{E}|\mathcal{L} \Phi(t)|^{2} \leq & 3 \rho_{c}^{2}+\frac{3(1-\eta)^{2}}{\eta^{2} \Gamma^{2}(\beta-\gamma)} \mathrm{E}\left[\left(\int_{c}^{t}(t-s)^{2(\beta-\gamma-1)} d s\right)^{\frac{1}{2}}\left(\int_{c}^{t}|\Phi(s)|^{2} d s\right)^{\frac{1}{2}}\right]^{2} \\
& +\frac{3 \lambda^{2}}{\eta^{2} \Gamma^{2}(\beta)} \int_{c}^{t}(t-s)^{2(\beta-1)} \mathrm{E}|\vartheta(s, \Phi(s))|^{2} d s
\end{aligned}
$$

Next, we apply Equation (7) of Lipschitz Condition 1 to arrive at

$$
\begin{aligned}
\mathrm{E}|\mathcal{L} \Phi(t)|^{2} \leq & 3 \rho_{c}^{2}+\frac{3(1-\eta)^{2}}{\eta^{2} \Gamma^{2}(\beta-\gamma)} \int_{c}^{t}(t-s)^{2(\beta-\gamma-1)} d s \int_{c}^{t} \mathrm{E}|\Phi(s)|^{2} d s \\
& +\frac{3 \lambda^{2} \operatorname{Lip}_{\vartheta}}{\eta^{2} \Gamma^{2}(\beta)} \int_{c}^{t}(t-s)^{2(\beta-1)} \mathrm{E}|\Phi(s)|^{2} d s \\
\leq & 3 \rho_{c}^{2}+\frac{3(1-\eta)^{2}}{\eta^{2} \Gamma^{2}(\beta-\gamma)} \int_{c}^{t}(t-s)^{2(\beta-\gamma-1)} d s\|\Phi\|_{2}^{2} \int_{c}^{t} 1 d s \\
& +\frac{3 \lambda^{2} \operatorname{Lip}_{\vartheta}}{\eta^{2} \Gamma^{2}(\beta)}\|\Phi\|_{2}^{2} \int_{c}^{t}(t-s)^{2(\beta-1)} d s \\
= & 3 \rho_{c}^{2}+\frac{3(1-\eta)^{2}}{\eta^{2} \Gamma^{2}(\beta-\gamma)} \frac{(t-c)^{2(\beta-\gamma)-1}}{2(\beta-\gamma)-1}\|\Phi\|_{2}^{2}(t-c)+\frac{3 \lambda^{2} \operatorname{Lip}_{\vartheta}}{\eta^{2} \Gamma^{2}(\beta)}\|\Phi\|_{2}^{2} \frac{(t-c)^{2 \beta-1}}{2 \beta-1} \\
= & 3 \rho_{c}^{2}+\frac{3(1-\eta)^{2}}{\eta^{2} \Gamma^{2}(\beta-\gamma)} \frac{(t-c)^{2(\beta-\gamma)}}{2(\beta-\gamma)}\|\Phi\|_{2}^{2}+\frac{3 \lambda^{2} \operatorname{Lip}_{\vartheta}}{\eta^{2} \Gamma^{2}(\beta)}\|\Phi\|_{2}^{2} \frac{(t-c)^{2 \beta-1}}{2 \beta-1} .
\end{aligned}
$$

For $0<\gamma<\beta<1$ such that $\beta>\frac{1}{2}$ and $\beta-\gamma>\frac{1}{2}$, we take the supremum over $t \in[c, d]$ to arrive at

$$
\|\mathcal{L} \Phi\|_{2}^{2} \leq 3 \rho_{c}^{2}+\left[\frac{3(1-\eta)^{2}}{\eta^{2} \Gamma^{2}(\beta-\gamma)} \frac{(d-c)^{2(\beta-\gamma)}}{2(\beta-\gamma)}+\frac{3 \lambda^{2} \operatorname{Lip}_{\vartheta}}{\eta^{2} \Gamma^{2}(\beta)} \frac{(d-c)^{2 \beta-1}}{2 \beta-1}\right]\|\Phi\|_{2}^{2}
$$

and the result follows.
Similarly, we obtain the following result:
Lemma 6. Let Condition 1 hold. Suppose $\Phi$ and $\Theta$ are two solutions of (13); for $0<\gamma<\beta<1$ and $\eta \in(0,1]$, we have

$$
\|\mathcal{L} \Phi-\mathcal{L} \Theta\|_{2}^{2} \leq c_{4}\|\Phi-\Theta\|_{2}^{2}
$$

Applying Lemmas 5 and 6, we obtain the following existence and uniqueness result:
Theorem 6. Suppose Condition 1 holds, $0<\gamma<\beta<1$ and $\eta \in(0,1]$. There exists a constant $0<c_{4}<1$ such that Equation (13) possesses a unique solution.

### 5.2. Growth Moment Bound

Here, we state and prove the second moment growth estimate for the solution to Equation (13):

Theorem 7. Assume Condition 1 holds. Then, $\forall t \in[c, d], 0<c<d$ and $c_{5}, c_{6}>0$, we have

$$
\mathrm{E}|\Phi(t)|^{2} \leq \frac{3 \rho_{c}^{2}}{\exp \left(c_{5}(c-t)^{2(\beta-\gamma)-1}+c_{6}(c-t)^{2 \beta-1}\right)}
$$

with $c_{5}=\frac{3(1-\eta)^{2}}{\eta^{2} \Gamma^{2}(\beta-\gamma)(2(\beta-\gamma)-1)}, c_{6}=\frac{3 \lambda^{2} \operatorname{Lip}_{\vartheta}^{2}}{\eta^{2} \Gamma^{2}(\beta)(2 \beta-1)}$, for $\eta \in(0,1], 0<\gamma<\beta<1$.
Proof. Following the proof of Lemma 5, we obtain that

$$
\begin{aligned}
\mathrm{E}|\Phi(t)|^{2} \leq & 3 \rho_{c}^{2}+\frac{3(1-\eta)^{2}}{\eta^{2} \Gamma^{2}(\beta-\gamma)} \mathrm{E}\left|\int_{c}^{t}(t-s)^{\beta-\gamma-1} \Phi(s) d s\right|^{2} \\
& +\frac{3 \lambda^{2}}{\eta^{2} \Gamma^{2}(\beta)} \mathrm{E}\left|\int_{c}^{t}(t-s)^{\beta-1} \vartheta(s, \Phi(s)) d w(s)\right|^{2}
\end{aligned}
$$

According to Holder's inequality and Itô isometry on the first and second integrals, respectively, together with Equation (7) of Condition 1, one arrives at

$$
\begin{aligned}
\mathrm{E}|\Phi(t)|^{2} \leq & 3 \rho_{c}^{2}+\frac{3(1-\eta)^{2}}{\eta^{2} \Gamma^{2}(\beta-\gamma)} \mathrm{E}\left[\left(\int_{c}^{t}(t-s)^{2(\beta-\gamma-1)}|\Phi(s)|^{2} d s\right)^{1 / 2}\left(\int_{c}^{t} 1 d s\right)^{1 / 2}\right]^{2} \\
& +\frac{3 \lambda^{2} \mathrm{Lip}_{\vartheta}^{2}}{\eta^{2} \Gamma^{2}(\beta)} \int_{c}^{t}(t-s)^{2(\beta-1)} \mathrm{E}|\Phi(s)|^{2} d s \\
= & 3 \rho_{c}^{2}+\frac{3(1-\eta)^{2}}{\eta^{2} \Gamma^{2}(\beta-\gamma)}(t-c) \int_{c}^{t}(t-s)^{2(\beta-\gamma-1)} \mathrm{E}|\Phi(s)|^{2} d s \\
& +\frac{3 \lambda^{2} \operatorname{Lip}_{\vartheta}^{2}}{\eta^{2} \Gamma^{2}(\beta)} \int_{c}^{t}(t-s)^{2(\beta-1)} \mathrm{E}|\Phi(s)|^{2} d s \\
\leq & 3 \rho_{c}^{2}+\frac{3(1-\eta)^{2}}{\eta^{2} \Gamma^{2}(\beta-\gamma)}(d-c) \int_{c}^{t}(t-s)^{2(\beta-\gamma-1)} \mathrm{E}|\Phi(s)|^{2} d s \\
& +\frac{3 \lambda^{2} \operatorname{Lip}_{\vartheta}^{2}}{\eta^{2} \Gamma^{2}(\beta)} \int_{c}^{t}(t-s)^{2(\beta-1)} \mathrm{E}|\Phi(s)|^{2} d s .
\end{aligned}
$$

The last line follows since $t \in[c, d]$. Let $g(t):=\mathrm{E}|\Phi(t)|^{2}, t \in[c, d]$; it follows that

$$
\begin{equation*}
g(t) \leq 3 \rho_{c}^{2}+\frac{3(1-\eta)^{2}}{\eta^{2} \Gamma^{2}(\beta-\gamma)}(d-c) \int_{c}^{t}(t-s)^{2(\beta-\gamma-1)} g(s) d s+\frac{3 \lambda^{2} \operatorname{Lip}_{\vartheta}^{2}}{\eta^{2} \Gamma^{2}(\beta)} \int_{c}^{t}(t-s)^{2(\beta-1)} g(s) d s . \tag{16}
\end{equation*}
$$

Next, we apply the retarded Gronwall-type inequality of Theorem 4 on Equation (16) and follow the proof of Theorem 5. Consequently, the non-negative functions $h_{1}, h_{2}$ : $[c, d] \times[c, d] \rightarrow \mathbb{R}_{+}$are defined as follows:

$$
h_{1}(\zeta, s):=\frac{3(1-\eta)^{2}(d-c)}{\eta^{2} \Gamma^{2}(\beta-\gamma)}(\zeta-s)^{2(\beta-\gamma-1)}
$$

and

$$
h_{2}(\zeta, s):=\frac{3 \lambda^{2} \operatorname{Lip}_{\vartheta}^{2}}{\eta^{2} \Gamma^{2}(\beta)}(\zeta-s)^{2(\beta-1)}
$$

For $c \leq s<\zeta$ and $\beta-\gamma-1<0$, it follows that $h_{1}$ is continuous and decreasing and one obtains

$$
\max _{c \leq \tau \leq t} h_{1}(\zeta, s)=\frac{3(1-\eta)^{2}(d-c)}{\eta^{2} \Gamma^{2}(\beta-\gamma)}(c-s)^{2(\beta-\gamma-1)}
$$

This gives (for $\beta-\gamma>\frac{1}{2}$ ),

$$
\begin{aligned}
q_{2}(t) & =\exp \left[\ln \left(3 \rho_{c}^{2}\right)+\frac{3(1-\eta)^{2}(d-c)}{\eta^{2} \Gamma^{2}(\beta-\gamma)} \int_{c}^{t}(c-s)^{2(\beta-\gamma-1)} d s\right] \\
& =\exp \left[\ln \left(3 \rho_{c}^{2}\right)-\frac{3(1-\eta)^{2}(d-c)}{\eta^{2} \Gamma^{2}(\beta-\gamma)} \frac{(c-t)^{2(\beta-\gamma)-1}}{2(\beta-\gamma)-1}\right]
\end{aligned}
$$

Similarly, for $h_{2}$, we have that, given $c \leq s<\zeta$ and $\beta<1, h_{2}$ is decreasing, continuous and

$$
\max _{c \leq \zeta \leq t} h_{2}(\zeta, s)=\frac{3 \lambda^{2} \operatorname{Lip}_{\vartheta}^{2}}{\eta^{2} \Gamma^{2}(\beta)}(c-s)^{2(\beta-1)}
$$

Then, it follows that (for $\beta>\frac{1}{2}$ and $\beta-\gamma>\frac{1}{2}$ )

$$
\begin{aligned}
g(t) & \leq \exp \left[\ln \left(q_{2}(t)\right)+\frac{3 \lambda^{2} \operatorname{Lip}_{\vartheta}^{2}}{\eta^{2} \Gamma^{2}(\beta)} \int_{c}^{t}(c-s)^{2(\beta-1)} d s\right] \\
& =\exp \left[\ln \left(3 \rho_{c}^{2}\right)-\frac{3(1-\eta)^{2}(d-c)}{\eta^{2} \Gamma^{2}(\beta-\gamma)} \frac{(c-t)^{2(\beta-\gamma)-1}}{2(\beta-\gamma)-1}-\frac{3 \lambda^{2} \operatorname{Lip}_{\vartheta}^{2}}{\eta^{2} \Gamma^{2}(\beta)} \frac{(c-t)^{2 \beta-1}}{2 \beta-1}\right] \\
& =3 \rho_{c}^{2} \exp \left[-\frac{3(1-\eta)^{2}(d-c)}{\eta^{2} \Gamma^{2}(\beta-\gamma)} \frac{(c-t)^{2(\beta-\gamma)-1}}{2(\beta-\gamma)-1}-\frac{3 \lambda^{2} \operatorname{Lip}_{\vartheta}^{2}}{\eta^{2} \Gamma^{2}(\beta)} \frac{(c-t)^{2 \beta-1}}{2 \beta-1}\right]
\end{aligned}
$$

and this proves the result.
Remark 2. The mild solution in Equation (14) also satisfies the same asymptotic properties of Section 3.3. Since

$$
\mathrm{E}|\Phi(t)|^{2} \leq 3 \rho_{c}^{2} \exp \left[-\frac{3}{\eta^{2}}\left(\frac{(1-\eta)^{2}(d-c)}{\Gamma^{2}(\beta-\gamma)} \frac{(c-t)^{2(\beta-\gamma)-1}}{2(\beta-\gamma)-1}+\frac{\lambda^{2} \operatorname{Lip}_{\vartheta}^{2}}{\Gamma^{2}(\beta)} \frac{(c-t)^{2 \beta-1}}{2 \beta-1}\right)\right]
$$

then, taking limits as $\eta \rightarrow 0$ and $t \rightarrow c^{+}$, we obtain the following: $\lim _{\eta \rightarrow 0} \mathrm{E}|\Phi(t)|^{2}=0$ and $\lim _{t \rightarrow c^{+}} \mathrm{E}|\Phi(t)|^{2} \leq 3 \rho_{c}^{2}$.

## 6. Conclusions

The combined Liouville-Caputo fractional derivative operator plays a major role in describing a more general class of variational problems. We used this new operator to investigate the behaviour of the solution to a class of combined Liouville-Caputo fractional differential equations. The existence and uniqueness of the solution was established through Banach's fixed-point theorem. The solution's growth bound and asymptotic behaviours were also established. Moreover, in Figures 1-6, we presented a numerical simulation of the behaviour of the combined Liouville-Caputo fractional differential equations via the upper growth bound, with respect to different initial points $t=c$, different values $\beta$ and $\gamma$ of the fractional orders, different convex combination parameters $\eta$, as well as different values of $\lambda$. In general, the solution function $Q$ of problem (2) decayed to zero; however, the speed of decay was determined by the values of the parameters $\eta, \beta, \gamma$ and $\lambda$. We further investigated the effects of a noise term on the growth of the solution to the combined fractional differential equation and observed that the presence or introduction of the noise term does not affect the growth behaviour of the solution to the combined fractional differential equation. For future work, we will study the dependence of the solution(s) on the initial condition and will also estimate the lower bounds, etc.
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#### Abstract

This paper is concerned with a class of ten time-fractional polynomial evolution equations. The one-parameter Lie point symmetries of these equations are found and the symmetry reductions are provided. These reduced equations are transformed into nonlinear ordinary differential equations, which are challenging to solve by conventional methods. We search for power series solutions and demonstrate the convergence properties of such a solution.
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## 1. Introduction

Decades ago, Fujimoto-Watanabe [1] derived a complete list of the third-order polynomial evolution equations that admit nontrivial Lie-Bäcklund symmetries. Recursion operators map symmetries to symmetries so that certain integrable evolution equations admit infinitely many symmetries [2]. If the recursion operator is hereditary [3], the infinite series of symmetries commute with each other (see [1], Equation (2.7), p. 2). Most of these equations possess a hereditary recursion operator so that the Lie algebras of their Lie-Bäcklund symmetries are infinitely dimensional and commutative. From the third-order equations, all except the seventh equation admit a recursion operator (see Remark 1 in [1], p. 3).

Further, two fifth-order equations were also presented. In this work, we consider the time-fractional version of this class of equations. They are the following eight equations:

$$
\begin{gather*}
\frac{\partial^{\alpha} u}{\partial t^{\alpha}}=u_{x}^{3} u_{x x x}+a u_{x}^{4}  \tag{1}\\
\frac{\partial^{\alpha} u}{\partial t^{\alpha}}=u_{x}^{3} u_{x x x}+a u_{x}^{3}  \tag{2}\\
\frac{\partial^{\alpha} u}{\partial t^{\alpha}}=u^{3} u_{x x x}+3 u^{2} u_{x} u_{x x}+a\left(u^{3} u_{x x}+u^{2} u_{x}^{2}\right)+\frac{2}{9} a^{2} u^{3} u_{x}  \tag{3}\\
\frac{\partial^{\alpha} u}{\partial t^{\alpha}}=u^{3} u_{x x x}+3 u^{2} u_{x} u_{x x}+4 a u^{3} u_{x}  \tag{4}\\
\frac{\partial^{\alpha} u}{\partial t^{\alpha}}=u^{3} u_{x x x}+3 u^{2} u_{x} u_{x x}+3 a u^{2} u_{x}  \tag{5}\\
\frac{\partial^{\alpha} u}{\partial t^{\alpha}}=u^{3} u_{x x x}+a u^{3} u_{x}  \tag{6}\\
\frac{\partial^{\alpha} u}{\partial t^{\alpha}}=u^{3} u_{x x x}+\frac{3}{2} u^{2} u_{x} u_{x x}+a\left(u^{3} u_{x x}+u^{2} u_{x}^{2}\right)+\frac{2}{9} a^{2} u^{3} u_{x}  \tag{7}\\
\frac{\partial^{\alpha} u}{\partial t^{\alpha}}=u^{3} u_{x x x}+\frac{3}{2} u^{2} u_{x} u_{x x}+a u^{2} u_{x} \tag{8}
\end{gather*}
$$

where $a>0$ is a constant, and also two fifth-order equations that do not belong to the above hierarchies of equations

$$
\begin{gather*}
\frac{\partial^{\alpha} u}{\partial t^{\alpha}}=u^{5} u_{x x x x x}+5 u^{4}\left(u_{x} u_{x x x x}+2 u_{x x} u_{x x x}\right),  \tag{9}\\
\frac{\partial^{\alpha} u}{\partial t^{\alpha}}=u^{5} u_{x x x x x}+5 u^{4}\left(u_{x} u_{x x x x}+\frac{1}{2} u_{x x} u_{x x x}\right)+\frac{15}{4} u^{3} u_{x}^{2} u_{x x x} . \tag{10}
\end{gather*}
$$

Moreover, it is possible to construct chains of differential substitutions that connect the Fujimoto-Watanabe equations with the KdV, Sawada-Kotera, and Kaup equations [4]. These equations find applications in different areas such as mathematical physics, but they are primarily studied from the perspective of waves and ocean science [5].

Lie symmetry analysis has been widely applied to investigate nonlinear differential equations arising in both mathematics and physics [6,7], particularly for constructing their exact solutions. A Lie symmetry group of a system of differential equations is a group of transformations. The group of transformations relies on continuous parameters and maps any solution to another solution of the system. Lie group analysis is a systematic and direct method for deriving new exact and explicit solutions. The above equations were considered in $[5,8]$ from the classical integer derivative perspective. Fractional derivatives are of superior interest in recent literature, see for example [9-13]. FDEs are often considered superior to classical integer-order equations since the latter experience memory effects and FDEs allow for the study of intermediate evolutionary behaviour at fractional time. Fractional differential equations, or FDEs, may most commonly contain Riemann and Liouville or Caputo derivatives. Symmetry methods have been extended to FDEs [14-17].

The plan of the paper is as follows. In Section 2, we define the preliminary mathematical notation and definitions required for this study. Thereafter, in Section 3, we list the symmetries for each of the ten equations under study. Section 4 contains the series solutions and reductions of the equations. A demonstration for testing of convergence of the series is given, and finally, in Section 5, we conclude.

## 2. Fractional Calculus and Symmetries

In this section, we present the mathematical framework required in subsequent sections of this paper. In existence, there are several different definitions of fractional derivatives. Time-fractional derivatives are commonly discussed in terms of Caputo, GrünwaldLetnikov, or Riemann-Liouville derivatives [18-20]. In this work, we limit ourselves to the latter-that is, we shall introduce the linear operators of differentiation in the framework of Riemann-Liouville fractional calculus, followed by the procedure for determining point symmetries of time-fractional PDEs.

$$
\begin{equation*}
G:=\frac{\partial^{\alpha} u}{\partial t^{\alpha}}-\kappa\left(x, t, u, u_{x}, u_{x x}, \ldots\right)=0 . \tag{11}
\end{equation*}
$$

Here, $0<\alpha<1$ is the parameter describing the order of the fractional time derivative.
The Riemann-Liouville fractional derivative is defined by

$$
D_{t}^{\alpha} u(t, x)=\left\{\begin{array}{cc}
\frac{\partial^{n} u}{\partial t^{n}}, & \alpha=n \in \mathbb{N}  \tag{12}\\
\frac{1}{\Gamma(n-\alpha)} \frac{\partial^{n} t^{n}}{\int_{0}^{t}} \frac{u(\theta, x)}{(t-\theta)^{\alpha+1-n}} d \theta, & n-1 \leq \alpha \leq n, n \in \mathbb{N}
\end{array}\right.
$$

where $\Gamma(z)$ is the Euler gamma function.

Suppose that (1) is invariant under the one-parameter Lie group of point transformations

$$
\begin{align*}
\bar{t} & = & t+\epsilon \tau(x, t, u)+O\left(\epsilon^{2}\right), \\
\bar{x} & = & x+\epsilon \xi(x, t, u)+O\left(\epsilon^{2}\right), \\
\bar{u} & = & u+\epsilon \eta(x, t, u)+O\left(\epsilon^{2}\right), \\
\frac{\partial^{\alpha} \bar{u}}{\partial \bar{t}^{\alpha}} & = & \frac{\partial^{\alpha} u}{\partial t^{\alpha}}+\epsilon \eta_{\alpha}^{0}(x, t, u)+O\left(\epsilon^{2}\right), \\
\frac{\partial \bar{u}}{\partial \bar{x}} & = & \frac{\partial u}{\partial x}+\epsilon \eta^{x}(x, t, u)+O\left(\epsilon^{2}\right), \\
\frac{\partial^{2} \bar{u}}{\partial \bar{x}^{2}} & = & \frac{\partial^{2} u}{\partial x^{2}}+\epsilon \eta^{x x}(x, t, u)+O\left(\epsilon^{2}\right),
\end{align*}
$$

where $\epsilon$ is an infinitesimal parameter and, for example, the individual terms in the above expression are

$$
\begin{align*}
\eta^{x}= & \eta_{x}+\eta_{u} u_{x}-\left(\xi_{x}+\xi_{u} u_{x}\right) u_{x}-\left(\tau_{x}+\tau_{u} u_{x}\right) u_{t} \\
\eta^{x x}= & \eta_{x x}+2 \eta_{x u} u_{x}-2 \xi_{x u} u_{x}^{2}-\xi_{x x} u_{x}-2 \tau_{u x} u_{t} u_{x}-\tau_{x x} u_{t}-\xi_{u u} u_{x}{ }^{3} \\
& -\tau_{u u} u_{x}{ }^{2} u_{t}+\eta_{u u} u_{x}{ }^{2}-3 \xi_{u} u_{x} u_{x x}-\tau_{u} u_{t} u_{x x}+\eta_{u} u_{x x}-2 \xi_{x} u_{x x} \\
& -2 \tau_{u} u_{x} u_{t x}-2 \tau_{x} u_{t x} . \tag{14}
\end{align*}
$$

Using the generalised Leibniz rule [21-23] and a generalisation of the chain rule, we have that [15]

$$
\begin{align*}
\eta_{\alpha}^{0}= & \frac{\partial^{\alpha} \eta}{\partial t^{\alpha}}+\left(\eta-\alpha D_{t}(\tau)\right) \frac{\partial^{\alpha} u}{\partial t^{\alpha}}-u \frac{\partial^{\alpha} \eta_{u}}{\partial t^{\alpha}}+\mu+\sum_{n=1}^{\infty}\binom{\alpha}{n} D_{t}^{n}(\xi) D_{t}^{\alpha-n}\left(u_{x}\right) \\
& +\sum_{n=1}^{\infty}\left[\binom{\alpha}{n} \frac{\partial^{n}}{\partial t^{n}} \eta_{u}-\binom{\alpha}{n+1} D_{t}^{n+1}(\tau)\right] D_{t}^{\alpha-n} \tag{15}
\end{align*}
$$

The $D_{t}^{\alpha}$ is the total fractional derivative operator, and

$$
\begin{gather*}
\mu=\sum_{n=2}^{\infty} \sum_{m=2}^{n} \sum_{k=2}^{m} \sum_{r=0}^{k-1}\binom{\alpha}{n}\binom{n}{m}\binom{k}{r} \frac{1}{k!} \frac{t^{n-\alpha}}{\Gamma(n+1-\alpha)} \\
\times(-u)^{r} \frac{\partial^{m}}{\partial t^{m}}\left(u^{k-r}\right) \frac{\partial^{n-m+k} \eta}{\partial t^{n-m} \partial u^{k}} . \tag{16}
\end{gather*}
$$

It is important to remark that by convention in the literature, $\eta(x, t, u)$ is taken to be linear in the variable $u$ so that $\mu$ vanishes. We adopt this idea in the work hereafter as well.

Let the generator

$$
\begin{equation*}
X=\tau(x, t, u) \frac{\partial}{\partial t}+\xi(x, t, u) \frac{\partial}{\partial x}+\eta(x, t, u) \frac{\partial}{\partial u}, \tag{17}
\end{equation*}
$$

span the associated Lie algebra-that is,

$$
\tau(x, t, u)=\left.\frac{d t^{*}}{d \epsilon}\right|_{\epsilon=0^{\prime}} \quad \xi(x, t, u)=\left.\frac{d x^{*}}{d \epsilon}\right|_{\epsilon=0^{\prime}} \quad \eta(x, t, u)=\left.\frac{d u^{*}}{d \epsilon}\right|_{\epsilon=0} .
$$

The infinitesimal criterion for invariance is given by $X G=0$, when $G=0$, where $X$ is extended to all derivatives appearing in the equation through an appropriate prolongation. Moreover, it is essential that the transformation (13) leaves the lower limit of the fractional derivative invariant $\frac{\partial^{\alpha} u}{\partial t^{\alpha}}$, which translates into the additional constraint condition

$$
\begin{equation*}
\left.\tau(x, t, u)\right|_{t=0}=0 \tag{18}
\end{equation*}
$$

We further require the following two definitions. The definition of the Erdélyi-Kober fractional integral operator given by

$$
\left(K_{\beta}^{l, m} g\right)(z)= \begin{cases}g(z), & m=0  \tag{19}\\ \frac{1}{\Gamma(m)} \int_{1}^{\infty}(u-1)^{m-1} u^{-(l+m)} g\left(z u^{\frac{1}{\beta}}\right) d u, & m>0\end{cases}
$$

and the Erdélyi-Kober fractional differential operator is

$$
\begin{equation*}
P_{\beta}^{q, r} w=\prod_{j=0}^{n-1}\left(q+j-\frac{1}{\beta} z \frac{\partial}{\partial t}\right)\left(K_{\beta}^{q+r, n-r} w\right)(z) \tag{20}
\end{equation*}
$$

At this stage, we also recall the formula [24]

$$
\begin{equation*}
\frac{d^{\alpha} x^{\beta}}{d x^{\alpha}}=\frac{x^{-\alpha+\beta} \Gamma(1+\beta)}{\Gamma(1-\alpha+\beta)}, \quad \beta>-1, \tag{21}
\end{equation*}
$$

which is useful in the reduction of the FDE.
In the next two sections, we shall study the main equations of the paper. The definitions and formulas discussed above will be used to investigate each of the cases.

## 3. Symmetry Analysis

The application of the theory of Section 2 shows that we have the following symmetries (see Table 1) corresponding to each of the above ten Equations (1)-(10), corresponding to Cases 1-10. Detailed calculations of these symmetries are omitted due to their volume.

Table 1. Lie point symmetries of Equations (1)-(10).

| Case | Symmetries | Dimension |
| :---: | :---: | :---: |
| 1 | $X_{1}=\partial_{x}, X_{2}=3 t \partial_{t}-u \alpha \partial_{u}, X_{u}=\partial_{u}$, | The Lie algebra spanned by point symmetries is 3 dimensional. |
| 2 | $X_{1}, X_{3}=-3 t \partial_{t}+3 u \alpha \partial u+x \alpha \partial_{x}, X_{u}$, | The Lie algebra spanned by point symmetries is 3 dimensional. |
| 3 | $X_{1}, X_{2}, X_{a}=e^{-\frac{a x}{3}} u \partial_{u}-\frac{3}{a} e^{-\frac{a x}{3}} \partial_{x}$, | The Lie algebra spanned by point symmetries is 3 dimensional. |
| 4 | $X_{1}, X_{2}$, | The Lie algebra spanned by point symmetries is 2 dimensional. |
| 5,8 | $X_{1}, X_{4}=-3 t \partial_{t}+2 u \alpha \partial u+x \alpha \partial_{x}$, | The Lie algebra spanned by point symmetries is 2 dimensional. |
| 6 | $\begin{gathered} X_{1}, X_{2}, X_{5}=u \cos (\sqrt{a} x) \sqrt{a} \partial_{u}+\sin (\sqrt{a} x) \partial_{x}, \\ X_{6}=u \sin (\sqrt{a} x) \sqrt{a} \partial_{u}-\cos (\sqrt{a} x) \partial_{x}, \end{gathered}$ | The Lie algebra spanned by point symmetries is 4 dimensional. |
| 7 | $X_{1}, X_{2}, X_{a a}=2 e^{-\frac{2 a x}{3}} u \partial_{u}-\frac{3}{a} e^{-\frac{2 a x}{3}} \partial_{x}$, | The Lie algebra spanned by point symmetries is 3 dimensional. |
| 9, 10 | $X_{1}, X_{7}=5 t \partial_{t}-\alpha u \partial_{u}, X_{8}=u \partial u+x \partial_{x}, X_{9}=2 u x \partial_{u}+x^{2} \partial_{x}$, | The Lie algebra spanned by point symmetries is 4 dimensional. |

The Lie brackets are given in Tables 2-8. As for Cases 1,3, and 7, the algebra is solvable. Case 4 is abelian, nilpotent, and solvable-all commutators vanish. Cases 2,5, and 8 are indecomposable and solvable. Cases 6, 9, and 10 are decomposable.

Table 2. Lie brackets for Case 1.

| $[]$, | $X_{\mathbf{1}}$ | $X_{\mathbf{2}}$ | $X_{u}$ |
| :---: | :---: | :---: | :---: |
| $X_{1}$ | 0 | 0 | 0 |
| $X_{2}$ | 0 | 0 | $\alpha X_{u}$ |
| $X_{u}$ | 0 | $-\alpha X_{u}$ | 0 |

Table 3. Lie brackets for Case 2.

| $[]$, | $X_{\mathbf{1}}$ | $X_{\mathbf{3}}$ | $\boldsymbol{X}_{u}$ |
| :---: | :---: | :---: | :---: |
| $X_{1}$ | 0 | $\alpha X_{1}$ | 0 |
| $X_{3}$ | $-\alpha X_{1}$ | 0 | $-3 \alpha X_{u}$ |
| $X_{u}$ | 0 | $3 \alpha X_{u}$ | 0 |

Table 4. Lie brackets for Case 3.

| $[]$, | $X_{\mathbf{1}}$ | $X_{\mathbf{2}}$ | $X_{a}$ |
| :---: | :---: | :---: | :---: |
| $X_{1}$ | 0 | 0 | $-\frac{a}{3} X_{a}$ |
| $X_{2}$ | 0 | 0 | 0 |
| $X_{a}$ | $\frac{a}{3} X_{a}$ | 0 | 0 |

Table 5. Lie brackets for Cases 5 and 8.

| $[]$, | $X_{\mathbf{1}}$ | $X_{4}$ |
| :---: | :---: | :---: |
| $X_{1}$ | 0 | $\alpha X_{1}$ |
| $X_{4}$ | $-\alpha X_{1}$ | 0 |

Table 6. Lie brackets for Case 6.

| $[]$, | $X_{\mathbf{1}}$ | $\boldsymbol{X}_{\mathbf{2}}$ | $\boldsymbol{X}_{\mathbf{5}}$ | $\boldsymbol{X}_{\mathbf{6}}$ |
| :---: | :---: | :---: | :---: | :---: |
| $X_{1}$ | 0 | 0 | $-\sqrt{a} X_{6}$ | $\sqrt{a} X_{5}$ |
| $X_{2}$ | 0 | 0 | 0 | 0 |
| $X_{5}$ | $\sqrt{a} X_{6}$ | 0 | 0 | $\sqrt{a} X_{1}$ |
| $X_{6}$ | $-\sqrt{a} X_{5}$ | 0 | $-\sqrt{a} X_{1}$ | 0 |

Table 7. Lie brackets for Case 7.

| $[]$, | $X_{\mathbf{1}}$ | $\boldsymbol{X}_{\mathbf{2}}$ | $\boldsymbol{X}_{a a}$ |
| :---: | :---: | :---: | :---: |
| $X_{1}$ | 0 | 0 | $-\frac{2 a}{3} X_{a a}$ |
| $X_{2}$ | 0 | 0 | 0 |
| $X_{a a}$ | $\frac{2 a}{3} X_{a a}$ | 0 | 0 |

Table 8. Lie brackets for Cases 9 and 10.

| $[]$, | $X_{1}$ | $X_{7}$ | $X_{8}$ | $X_{9}$ |
| :---: | :---: | :---: | :---: | :---: |
| $X_{1}$ | 0 | 0 | $X_{1}$ | $2 X_{8}$ |
| $X_{7}$ | 0 | 0 | 0 | 0 |
| $X_{8}$ | $-X_{1}$ | 0 | 0 | $X_{9}$ |
| $X_{9}$ | $-2 X_{8}$ | 0 | $-X_{9}$ | 0 |

## 4. Reductions and Power Series Solutions

In this section, we consider several transformed equations via the symmetries listed above. The solutions are found with power series or, alternatively, the equation is reduced with the use of Erdélyi-Kober operators. We consider Cases 1, 3, 4, 6, 7, and Cases 9 and 10,
which admit the symmetries $X_{2}$ and where the last two cases admit $X_{7}$. The symmetry $X_{2}$ produces the invariants

$$
\begin{equation*}
u(x, t)=w(x) t^{-\frac{\alpha}{3}} \tag{22}
\end{equation*}
$$

while $X_{7}$ produces the invariants

$$
\begin{equation*}
u(x, t)=w(x) t^{-\frac{\alpha}{5}} \tag{23}
\end{equation*}
$$

In each case, these invariants will provide us with a fractional-order ODE, whereupon the fractional terms are manipulated with the application of (21) to obtain an integer-order ODE. The latter ODE is solved using the power series method [25]. The convergence and uniqueness of the solution can then be determined via the implicit functional theorem. Case 1 is performed in detail. Cases 2,5, and 8 are best reduced with Erdélyi-Kober operators given the symmetries they admit.

### 4.1. Case 1

Consider Equation (1), a reduction using (22) followed by application of (21) generates the following ODE to solve, viz.

$$
\begin{equation*}
w(x) \Gamma\left(1-\frac{\alpha}{3}\right)\left(\Gamma\left(1-\frac{4 \alpha}{3}\right)\right)^{-1}-\left(\frac{\mathrm{d}}{\mathrm{~d} x} w(x)\right)^{3} \frac{\mathrm{~d}^{3}}{\mathrm{~d} x^{3}} w(x)-a\left(\frac{\mathrm{~d}}{\mathrm{~d} x} w(x)\right)^{4}=0 \tag{24}
\end{equation*}
$$

This ODE is very difficult to solve using most techniques. We show that power series are highly effective. Thus, the power series

$$
\begin{equation*}
w(x)=\sum_{r_{1}=0}^{\infty} a_{r_{1}} x^{r_{1}} \tag{25}
\end{equation*}
$$

is substituted into (24). We find that $a_{0}, a_{1}, a_{2}$ are arbitrary and that a solution may be expressed as

$$
\begin{align*}
w(x)= & a_{0}+a_{1} x+a_{2} x^{2}+ \\
& x^{3} \frac{a_{0} \Gamma\left(1-\frac{\alpha}{3}\right)-a a_{1}^{4} \Gamma\left(1-\frac{4 \alpha}{3}\right)}{6 a_{1}^{3} \Gamma\left(1-\frac{4 \alpha}{3}\right)}+ \\
& x^{4} \frac{-8 a a_{2} a_{1}^{2} \Gamma\left(1-\frac{4 \alpha}{3}\right)-\frac{6 a_{2}\left(a_{0} \Gamma\left(1-\frac{\alpha}{3}\right)-a a_{1}^{4} \Gamma\left(1-\frac{4 \alpha}{3}\right)\right)}{a_{1}^{2}}+\Gamma\left(1-\frac{\alpha}{3}\right)}{24 a_{1}^{2} \Gamma\left(1-\frac{4 \alpha}{3}\right)} \\
& +\ldots \tag{26}
\end{align*}
$$

with graphical solution expressed in Figure 1.


Figure 1. We let $a_{0}=a_{1}=a_{2}=a=1, \alpha=\frac{1}{2}$, for the graphical solution.

## Testing for Convergence

A natural question that arises is whether or not the above series solution converges. The following illustrates how to test for convergence. Suppose we consider (24) with the power series (25) substituted into it; then, we have that

$$
\begin{array}{r}
\sum_{r_{1}=0}^{\infty}\left(a_{r_{1}} \Gamma\left(1-\frac{\alpha}{3}\right) \Gamma\left(1-\frac{4 \alpha}{3}\right)^{-1}-\right. \\
\sum_{r_{2}=3}^{r_{1}+6} \sum_{r_{3}=1}^{r_{2}} \sum_{r_{4}=1}^{r_{3}} r_{4} a_{r_{4}}\left(r_{3}-r_{4}\right) a_{r_{3}-r_{4}}\left(r_{2}-r_{3}\right) a_{r_{2}-r_{3}}\left(r_{1}+6-r_{2}\right)\left(r_{1}+-r_{2}\right)\left(r_{1}+-r_{2}\right) a_{r_{1}+6-r_{2}}-  \tag{27}\\
\left.a \sum_{r_{2}=3}^{r_{1}+4} \sum_{r_{3}=1}^{r_{2}} \sum_{r_{4}=1}^{r_{3}} r_{4} a_{r_{4}}\left(r_{3}-r_{4}\right) a_{r_{3}-r_{4}}\left(r_{2}-r_{3}\right) a_{r_{2}-r_{3}}\left(r_{1}+4-r_{2}\right) a_{r_{1}+4-r_{2}}\right) x^{r_{1}}=0 .
\end{array}
$$

Hence, by formal calculations we have that, in general, the coefficients in the above sum are given by

$$
\begin{array}{r}
a_{r_{1}+3}=\frac{\frac{a_{r_{1}} \Gamma\left(1-\frac{\alpha}{3}\right)}{\Gamma\left(1-\frac{\alpha}{3}\right)}}{a_{1}^{3}\left(r_{1}+3\right)\left(r_{1}+2\right)\left(r_{1}+1\right)} \\
-\frac{\sum_{r_{2}=4}^{r_{1}+6} \sum_{r_{3}=1}^{r_{2}} \sum_{r_{4}=1}^{r_{3}} r_{4} a_{r_{4}}\left(r_{3}-r_{4}\right) a_{r_{3}-r_{4}}\left(r_{2}-r_{3}\right)}{a_{1}^{3}\left(n_{1}+3\right)\left(r_{1}+2\right)\left(r_{1}+1\right)} \times \\
-\frac{a_{r_{2}-r_{3}}\left(r_{1}+6-r_{2}\right)\left(r_{1}+5-r_{2}\right)\left(r_{1}+4-r_{2}\right) a_{r_{1}+6-r_{2}}}{a \sum_{r_{2}=2}^{r_{1}+4} \sum_{r_{3}=1}^{r_{2}} \sum_{r_{4}=1}^{r_{3}} r_{4} a_{r_{4}}\left(r_{3}-r_{4}\right) a_{r_{3}-r_{4}}\left(r_{2}-r_{3}\right) a_{r_{2}-r_{3}}\left(r_{1}+4-r_{2}\right) a_{r_{1}+4-r_{2}}} \\
a_{1}^{3}\left(r_{1}+3\right)\left(r_{1}+2\right)\left(r_{1}+1\right) \tag{28}
\end{array},
$$

for $r_{1} \geq 0$, such that (26) reads as

$$
\begin{equation*}
w(x)=a_{0}+a_{1} x+a_{2} x^{2}+\sum_{r_{1}=0}^{\infty} a_{r_{1}+3} x^{r_{1}+3} \tag{29}
\end{equation*}
$$

Next, we prove the convergence of the power series solution (29). From (28), we obtain

$$
\begin{align*}
\left|a_{r_{1}+3}\right| & \leq M\left(\left|a_{r_{1}}\right|+\sum_{r_{2}=4}^{r_{1}+6} \sum_{r_{3}=1}^{r_{2}} \sum_{r_{4}=1}^{r_{3}}\left|a_{r_{4}}\right|\left|a_{r_{3}-r_{4}}\right|\left|a_{r_{2}-r_{3}}\right|\left|a_{r_{1}+6-r_{2}}\right|\right. \\
& \left.+\sum_{r_{2}=2}^{r_{1}+4} \sum_{r_{3}=1}^{r_{2}} \sum_{r_{4}=1}^{r_{3}}\left|a_{r_{4}}\right|\left|a_{r_{3}-r_{4}}\right|\left|a_{r_{2}-r_{3}}\right|\left|a_{r_{1}+4-r_{2}}\right|\right) \tag{30}
\end{align*}
$$

where $r_{1}=0,1,2 \ldots$, and $M=\max \left\{\frac{\Gamma\left(1-\frac{\alpha}{3}\right)}{\Gamma\left(1-\frac{\alpha}{3}\right)}, \frac{|a|}{a_{1}^{3}}\right\}$.
Suppose we have the power series $\mu=R(x)=\sum_{r_{1}=0}^{\infty} p_{r_{1}} x^{r_{1}}$ where

$$
\begin{equation*}
p_{k}=\left|a_{k}\right|, k=0,1,2 \tag{31}
\end{equation*}
$$

and

$$
\begin{align*}
p_{r_{1}+3} & =M\left(p_{r_{1}}+\sum_{r_{2}=4}^{r_{1}+6} \sum_{r_{3}=1}^{r_{2}} \sum_{r_{4}=1}^{r_{3}} p_{r_{4}} p_{r_{3}-r_{4}} p_{r_{2}-r_{3}} p_{r_{1}+6-r_{2}}\right. \\
& \left.+\sum_{r_{2}=2}^{r_{1}+4} \sum_{r_{3}=1}^{r_{2}} \sum_{r_{4}=1}^{r_{3}} p_{r_{4}} p_{r_{3}-r_{4}} p_{r_{2}-r_{3}} p_{r_{1}+4-r_{2}}\right) . \tag{32}
\end{align*}
$$

Hence,

$$
\begin{equation*}
\left|a_{r_{1}}\right| \leq p_{r_{1}}, r_{1}=0,1,2 \ldots \tag{33}
\end{equation*}
$$

Next, we prove that $\mu$ is convergent in a neighbourhood of a point. Note that $\mu$ is a majorant series of Equation (29) and can be written as follows:

$$
\begin{align*}
R(x)= & p_{0}+p_{1} x+p_{2} x^{2}+\sum_{r_{1}=0}^{\infty} p_{r_{1}+3} x^{r_{1}+3} \\
= & p_{0}+p_{1} x+p_{2} x^{2}+ \\
& M \sum_{r_{1}=0}^{\infty}\left(p_{r_{1}}+\sum_{r_{2}=4}^{r_{1}+6} \sum_{r_{3}=1}^{r_{2}} \sum_{r_{4}=1}^{r_{3}} p_{r_{4}} p_{r_{3}-r_{4}} p_{r_{2}-r_{3}} p_{r_{1}+6-r_{2}}\right. \\
+ & \left.\sum_{r_{2}=2}^{r_{1}+4} \sum_{r_{3}=1}^{r_{2}} \sum_{r_{4}=1}^{r_{3}} p_{r_{4}} p_{r_{3}-r_{4}} p_{r_{2}-r_{3}} p_{r_{1}+4-r_{2}}\right) x^{r_{1}+3} \\
= & p_{0}+p_{1} x+p_{2} x^{2} \\
& +M\left[R^{4}+R^{2} \rho(x)+R \sigma(x)+v(x)\right] \tag{34}
\end{align*}
$$

where $v(x)=\theta(x)-p_{0}^{4}$ and $\theta(x), \rho(x)$, and $\sigma(x)$ are polynomials with each term having a degree of $x$ of at least one. Hence, let

$$
\begin{align*}
F(x, \mu)= & \mu-p_{0}-p_{1} x-p_{2} x^{2} \\
& -M\left[R^{4}+R^{2} \rho(x)+R \sigma(x)+v(x)\right] \tag{35}
\end{align*}
$$

be the implicit function equation, where we obtain that $F\left(0, p_{0}\right)=0$ and $F_{\mu}\left(0, r_{0}\right)=$ $1-4 M p_{0}^{3} \neq 0$. By virtue of the implicit function theorem [26], $\mu=R(x)$ is analytic and convergent in a neighbourhood of the point $\left(0, p_{0}\right)$ in the plane and with a positive radius. Then, the power series solution (29) is convergent in the neighbourhood of a point $\left(0, p_{0}\right)$.

Therefore, (29) can be written as

$$
\begin{align*}
w(x)= & a_{0}+a_{1} x+a_{2} x^{2}+ \\
& \sum_{r_{1}=0}^{\infty}\left(\frac{\frac{a_{r_{1}} \Gamma\left(1-\frac{\alpha}{3}\right)}{\Gamma\left(1-\frac{\alpha}{3}\right)}}{a_{1}^{3}\left(r_{1}+3\right)\left(r_{1}+2\right)\left(r_{1}+1\right)}\right. \\
& -\frac{\sum_{r_{2}=4}^{r_{1}+6} \sum_{r_{3}=1}^{r_{2}} \sum_{r_{4}=1}^{r_{3}} r_{4} a_{r_{4}}\left(r_{3}-r_{4}\right) a_{r_{3}-r_{4}}\left(r_{2}-r_{3}\right)}{a_{1}^{3}\left(n_{1}+3\right)\left(r_{1}+2\right)\left(r_{1}+1\right)} \times \\
& \left.a_{r_{2}-r_{3}\left(r_{1}+6-r_{2}\right)\left(r_{1}+5-r_{2}\right)\left(r_{1}+4-r_{2}\right) a_{r_{1}+6-r_{2}}}^{a_{1}\left(r_{1}+3\right)\left(r_{1}+2\right)\left(r_{1}+1\right)}\right) x^{r_{1}+3 .}  \tag{36}\\
& -\frac{a \sum_{r_{2}=2}^{r_{1}+4} \sum_{r_{3}=1}^{r_{2}} \sum_{r_{4}=1}^{r_{3}} r_{4} a_{r_{4}}\left(r_{3}-r_{4}\right) a_{r_{3}-r_{4}}\left(r_{2}-r_{3}\right) a_{r_{2}-r_{3}}\left(r_{1}+4-r_{2}\right) a_{r_{1}+4-r_{2}}}{r_{1}^{3}\left(r_{1}\right.} .
\end{align*}
$$

Thus, the exact power series solution of Equation (1) can be written as

$$
\begin{equation*}
u(x, t)=\left(a_{0}+a_{1} x+a_{2} x^{2}+\sum_{r_{1}=0}^{\infty} a_{r_{1}+3} x^{r_{1}+3}\right) t^{-\frac{\alpha}{3}} \tag{37}
\end{equation*}
$$

where $a_{0} \neq 0, a_{1}, a_{2}$, are arbitrary constants and the rest of the constants are to be determined by (28). This produces the solution (26).

Similarly, and very tediously, we can construct convergent power series solutions to all reduced equations in this paper. The solutions can then be transformed back into original variables, given the invertible transformations stated for each reduction. Due to how lengthy the above test for convergence is, we omit the convergence details for all other cases.

### 4.2. Case 2

As mentioned above, this case is best reduced by the elegant Erdélyi-Kober operators instead of the how we treated Case 1. Suppose we take $X_{3}$; then, we have the invariants $z=x t^{\frac{\alpha}{3}}$ and $u(x, t)=w(x, t) t^{-\alpha}$. Now, we transform the LHS of (2) using the following transformation:

$$
\begin{equation*}
u_{t}^{\alpha}=\frac{\partial^{n}}{\partial t^{n}}\left[\frac{1}{\Gamma(n-\alpha)} \int_{0}^{t}(t-s)^{n-\alpha-1} w\left(s^{-\frac{\alpha}{3}} x\right) s^{-\alpha} d s\right] \tag{38}
\end{equation*}
$$

Let $s=t / v$; then, $d s=-\frac{-t}{v^{2}} d v$ so that the above becomes

$$
\begin{aligned}
u_{t}^{\alpha} & =\frac{\partial^{n}}{\partial t^{n}}\left[\frac{1}{\Gamma(n-\alpha)} \int_{\infty}^{1}\left(t-\frac{t}{v}\right)^{n-\alpha-1} w\left(\left(\frac{t}{v}\right)^{-\frac{\alpha}{3}} x\right)\left(\frac{t}{v}\right)^{-\alpha}\left(-\frac{t}{v^{2}}\right) d v\right] \\
& =\frac{\partial^{n}}{\partial t^{n}}\left[\frac{1}{\Gamma(n-\alpha)} \int_{\infty}^{1}\left(t-\frac{t}{v}\right)^{n-\alpha-1} w\left(\left(\frac{t}{v}\right)^{-\frac{\alpha}{3}} x\right)\left(\frac{t}{v}\right)^{-\alpha}\left(-\frac{t}{v^{2}}\right) d v\right] \\
& =\frac{\partial^{n}}{\partial t^{n}}\left[\frac{t^{n-2 \alpha}}{\Gamma(n-\alpha)} \int_{1}^{\infty}(v-1)^{n-\alpha-1} w\left(z v^{\frac{\alpha}{3}}\right)(v)^{-(n-2 \alpha-1)} d v\right] .
\end{aligned}
$$

Then, by the definition of the Erdélyi-Kober fractional integral operator (19), $\beta=\frac{3}{\alpha}$ and $m=n-\alpha$, and from the powers of $v$ we have $-(n-2 \alpha+1) \Longrightarrow-[(n-\alpha)-1-\alpha] \Longrightarrow$ $-[m+l]$, where $l=-1-\alpha$.

So, the above becomes

$$
\begin{equation*}
u_{t}^{\alpha}=\frac{\partial^{n}}{\partial t^{n}}\left[\frac{t^{n-2 \alpha}}{\Gamma(n-\alpha)}\left(K_{\frac{3}{\alpha}}^{-1-\alpha, n-\alpha} w\right)(z)\right] . \tag{39}
\end{equation*}
$$

From $z=x t^{-\frac{\alpha}{3}}$, by the chain rule, we obtain

$$
\begin{equation*}
t \frac{\partial}{\partial t} \phi(z)=-\frac{\alpha}{3} z \frac{\partial}{\partial t} \tag{40}
\end{equation*}
$$

Therefore, the RHS of (39) is

$$
\begin{equation*}
\frac{\partial^{n}}{\partial t^{n}}\left[t^{n-2 \alpha}\left(K_{\frac{3}{\alpha}}^{1-\alpha, n-\alpha} w\right)(z)\right]=\frac{\partial^{n-1}}{\partial t^{n-1}}\left[\frac{\partial}{\partial t} t^{n-2 \alpha}\left(K_{\frac{3}{\alpha}}^{-1-\alpha, n-\alpha} w\right)(z)\right], \tag{41}
\end{equation*}
$$

which by product rule gives

$$
\begin{equation*}
\frac{\partial^{n-1}}{\partial t^{n-1}}\left[(n-2 \alpha) t^{n-2 \alpha-1}\left(K_{\frac{3}{\alpha}}^{-1-\alpha, n-\alpha} w\right)(z)+t^{n-2 \alpha-1} t\left(K_{\frac{3}{\alpha}}^{-1-\alpha, n-\alpha} w\right)^{\prime}(z)\right] \tag{42}
\end{equation*}
$$

Now, we will have

$$
\frac{\partial^{n-1}}{\partial t^{n-1}}\left[(n-2 \alpha) t^{n-2 \alpha-1}\left(n-2 \alpha-\frac{\alpha}{3} z \frac{\partial}{\partial t}\right)\left(K_{\frac{3}{\alpha}}^{-1-\alpha, n-\alpha} w\right)(z)\right]
$$

Then, by repeating this $n-1$ times, we obtain

$$
\begin{equation*}
\frac{\partial^{n}}{\partial t^{n}}\left[t^{n-2 \alpha}\left(K_{\frac{3}{\alpha}}^{-1-\alpha, n-\alpha} w\right)(z)\right]=t^{-2 \alpha} \prod_{j=0}^{n-1}\left(1+j-2 \alpha-\frac{\alpha}{3} z \frac{\partial}{\partial t}\right) K_{\frac{3}{\alpha}}^{-1-\alpha, n-\alpha} \tag{43}
\end{equation*}
$$

By the definition of the fractional operator (20) and by comparing the subscripts in the $K_{\beta}^{q+r, n-r}$ term, we have that $r=\alpha$ and $q=-1-2 \alpha$, and (43) can be written as

$$
\begin{equation*}
\frac{\partial^{n}}{\partial t^{n}}\left[t^{n-2 \alpha}\left(K_{\frac{3}{\alpha}}^{-1-\alpha, n-\alpha} w\right)(z)\right]=t^{-2 \alpha}\left(P_{\frac{3}{\alpha}}^{-1-2 \alpha, \alpha} w\right)(z) . \tag{44}
\end{equation*}
$$

Then, from (39), we will have

$$
\begin{equation*}
u_{t}^{\alpha}=t^{-2 \alpha}\left(P_{\frac{3}{\alpha}}^{-1-2 \alpha, \alpha} w\right)(z) . \tag{45}
\end{equation*}
$$

Hence, Equation (2) transforms to

$$
\left(P_{\frac{3}{\alpha}}^{-1-2 \alpha, \alpha} w\right)(z)=\left(w^{\prime}(z)\right)^{3}\left(w^{\prime \prime \prime}(z)+a\right) .
$$

### 4.3. Case 3

Similar to Case 1, consider a reduction using (22) followed by application of (21) to generate the following ODE

$$
\begin{array}{r}
w(x) \Gamma\left(1-\frac{\alpha}{3}\right)\left(\Gamma\left(1-\frac{4 \alpha}{3}\right)\right)^{-1}-(w(x))^{3} \frac{\mathrm{~d}^{3}}{\mathrm{~d} x^{3}} w(x)-3(w(x))^{2}\left(\frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}} w(x)\right) \frac{\mathrm{d}}{\mathrm{~d} x} w(x) \\
-a\left((w(x))^{3} \frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}} w(x)+(w(x))^{2}\left(\frac{\mathrm{~d}}{\mathrm{~d} x} w(x)\right)^{2}\right)-\frac{2 a^{2}(w(x))^{3} \frac{\mathrm{~d}}{\mathrm{~d} x} w(x)}{9}=0
\end{array}
$$

which we solve with a power series $w(x)=\sum_{r_{1}=0}^{\infty} a_{r_{1}} x^{r_{1}}$ to obtain $a_{0}, a_{1}, a_{2}$ as arbitrary and where

$$
\begin{align*}
w(x)= & a_{0}+a_{1} x+a_{2} x^{2}+ \\
& \frac{x^{3}}{54 a_{0}^{3} \Gamma\left(1-\frac{4 \alpha}{3}\right)}\left(-2 a^{2} a_{1} a_{0}^{3} \Gamma\left(1-\frac{4 \alpha}{3}\right)-18 a a_{2} a_{0}^{3} \Gamma\left(1-\frac{4 \alpha}{3}\right)\right. \\
& \left.-9 a a_{1}^{2} a_{0}^{2} \Gamma\left(1-\frac{4 \alpha}{3}\right)-54 a_{1} a_{2} a_{0}^{2} \Gamma\left(1-\frac{4 \alpha}{3}\right)+9 a_{0} \Gamma\left(1-\frac{\alpha}{3}\right)\right) \\
& +\ldots \tag{46}
\end{align*}
$$

with graphical solution expressed in Figure 2.


Figure 2. We let $a_{0}=1, a_{1}=1, a_{2}=1, \alpha=\frac{1}{2}, a=1$.

### 4.4. Case 4

In this case again, consider a reduction using (22) followed by application of (21) to generate the following ODE

$$
\begin{array}{r}
w(x) \Gamma\left(1-\frac{\alpha}{3}\right)\left(\Gamma\left(1-\frac{4 \alpha}{3}\right)\right)^{-1}-(w(x))^{3} \frac{\mathrm{~d}^{3}}{\mathrm{~d} x^{3}} w(x)-3(w(x))^{2}\left(\frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}} w(x)\right) \frac{\mathrm{d}}{\mathrm{~d} x} w(x) \\
-4 a(w(x))^{3} \frac{\mathrm{~d}}{\mathrm{~d} x} w(x)=0
\end{array}
$$

which we solve with a power series $w(x)=\sum_{r_{1}=0}^{\infty} a_{r_{1}} x^{r_{1}}$ to obtain $a_{0}, a_{1}, a_{2}$ as arbitrary and where

$$
\begin{align*}
w(x)= & a_{0}+a_{1} x+a_{2} x^{2}+ \\
& \frac{x^{3}}{6 a_{0}^{2} \Gamma\left(1-\frac{4 \alpha}{3}\right)}\left(-4 a a_{1} a_{0}^{2} \Gamma\left(1-\frac{4 \alpha}{3}\right)\right. \\
& \left.-9 a a_{1}^{2} a_{0}^{2} \Gamma\left(1-\frac{4 \alpha}{3}\right)-54 a_{1} a_{2} a_{0}^{2} \Gamma\left(1-\frac{4 \alpha}{3}\right)+9 a_{0} \Gamma\left(1-\frac{\alpha}{3}\right)\right) \\
& +\ldots \tag{47}
\end{align*}
$$

with graphical solution expressed in Figure 3.


Figure 3. We let $a_{0}=1, a_{1}=1, a_{2}=1, \alpha=\frac{1}{2}, a=1$.

### 4.5. Case 5

This case admits the symmetry $X_{4}$, which gives the invariants $z=x t^{\frac{\alpha}{3}}$ and $w(z)=u t^{\frac{2 \alpha}{3}}$. This case was considered in [27] with $a=1$, where it is shown that

$$
\begin{equation*}
u_{t}^{\alpha}=t^{\frac{-5 \alpha}{3}}\left(P_{\frac{3}{\alpha}}^{-1-\frac{5 \alpha}{3}, \alpha} w\right)(z) \tag{48}
\end{equation*}
$$

Hence, for our case, using the above, we obtain that (5) transforms to

$$
\left(P_{\frac{3}{\alpha}}^{-1-2 \alpha, \alpha} w\right)(z)=3 w^{2}(z)\left(\left(a+w^{\prime \prime}(z)\right) w^{\prime}(z)-\frac{1}{3} w(z) w^{\prime \prime \prime}(z)\right) .
$$

### 4.6. Case 6

Similar to Case 1, consider a reduction using (22) followed by application of (21) to generate the following ODE

$$
w(x) \Gamma\left(1-\frac{\alpha}{3}\right)\left(\Gamma\left(1-\frac{4 \alpha}{3}\right)\right)^{-1}-(w(x))^{3} \frac{\mathrm{~d}^{3}}{\mathrm{~d} x^{3}} w(x)-a(w(x))^{3} \frac{\mathrm{~d}}{\mathrm{~d} x} w(x)=0
$$

which we solve with a power series $w(x)=\sum_{r_{1}=0}^{\infty} a_{r_{1}} x^{r_{1}}$ to obtain $a_{0}, a_{1}, a_{2}$ as arbitrary and where

$$
\begin{align*}
w(x)= & a_{0}+a_{1} x+a_{2} x^{2}+ \\
& \frac{x^{3}}{6 a_{1}^{3} \Gamma\left(1-\frac{4 \alpha}{3}\right)}\left(a_{0} \Gamma\left(1-\frac{\alpha}{3}\right)-a a_{0} a_{1} \Gamma\left(1-\frac{4 \alpha}{3}\right)\right) \\
& +\ldots \tag{49}
\end{align*}
$$

with graphical solution expressed in Figure 4.


Figure 4. We let $a_{0}=1, a_{1}=1, a_{2}=1, \alpha=\frac{1}{2}, a=1$.

### 4.7. Case 7

Similar to Case 1, consider a reduction using (22) followed by application of (21) to generate the following ODE

$$
\begin{aligned}
& w(x) \Gamma\left(1-\frac{\alpha}{3}\right)\left(\Gamma\left(1-\frac{4 \alpha}{3}\right)\right)^{-1}-(w(x))^{3} \frac{\mathrm{~d}^{3}}{\mathrm{~d} x^{3}} w(x)-\frac{3(w(x))^{2}\left(\frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}} w(x)\right) \frac{\mathrm{d}}{\mathrm{~d} x} w(x)}{2} \\
& \quad-a\left((w(x))^{3} \frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}} w(x)+(w(x))^{2}\left(\frac{\mathrm{~d}}{\mathrm{~d} x} w(x)\right)^{2}\right)-\frac{2 a^{2}(w(x))^{3} \frac{\mathrm{~d}}{\mathrm{~d} x} w(x)}{9}=0,
\end{aligned}
$$

which we solve with a power series $w(x)=\sum_{r_{1}=0}^{\infty} a_{r_{1}} x^{r_{1}}$ to obtain $a_{0}, a_{1}, a_{2}$ as arbitrary and where

$$
\begin{align*}
w(x)= & a_{0}+a_{1} x+a_{2} x^{2}+ \\
& \frac{x^{3}}{54 a_{0}^{3} \Gamma\left(1-\frac{4 \alpha}{3}\right)}\left(-2 a^{2} a_{1} a_{0}^{3} \Gamma\left(1-\frac{4 \alpha}{3}\right)-18 a a_{2} a_{0}^{3} \Gamma\left(1-\frac{4 \alpha}{3}\right)\right. \\
& \left.-9 a a_{1}^{2} a_{0}^{2} \Gamma\left(1-\frac{4 \alpha}{3}\right)-27 a_{1} a_{2} a_{0}^{2} \Gamma\left(1-\frac{4 \alpha}{3}\right)+9 a_{0} \Gamma\left(1-\frac{\alpha}{3}\right)\right) \\
& +\ldots \tag{50}
\end{align*}
$$

with graphical solution expressed in Figure 5.


Figure 5. We let $a_{0}=1, a_{1}=1, a_{2}=1, \alpha=\frac{1}{2}, a=1$.

### 4.8. Case 8

This case shares the symmetry $X_{4}$ with Case 5; hence, the reduction is the same for the LHS of the equation, but the RHS differs, so that (8) transforms to

$$
\left(P_{\frac{3}{\alpha}}^{-1-2 \alpha, \alpha} w\right)(z)=w^{2}(z)\left(\left(a+\frac{3}{2} w^{\prime \prime}(z)\right) w^{\prime}(z)+w(z) w^{\prime \prime \prime}(z)\right) .
$$

### 4.9. Case 9

Similar to Case 1, consider a reduction using (22) followed by application of (21) to generate the following ODE

$$
\begin{aligned}
& w(x) \Gamma\left(1-\frac{\alpha}{5}\right)\left(\Gamma\left(1-\frac{6 \alpha}{5}\right)\right)^{-1}-(w(x))^{5} \frac{\mathrm{~d}^{5}}{\mathrm{~d} x^{5}} w(x)-5(w(x))^{4}\left(\left(\frac{\mathrm{~d}^{4}}{\mathrm{~d} x^{4}} w(x)\right) \frac{\mathrm{d}}{\mathrm{~d} x} w(x)\right. \\
& \left.\quad+2\left(\frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}} w(x)\right) \frac{\mathrm{d}^{3}}{\mathrm{~d} x^{3}} w(x)\right)=0,
\end{aligned}
$$

which we solve with a power series $w(x)=\sum_{r_{1}=0}^{\infty} a_{r_{1}} x^{r_{1}}$ to obtain $a_{0}, a_{1}, a_{2}, a_{3}, a_{4}$ as arbitrary and where

$$
\begin{align*}
w(x)= & a_{0}+a_{1} x+a_{2} x^{2}+a_{3} x^{3}+a_{4} x^{4} \\
& \frac{x^{5}}{120 a_{0}^{4} \Gamma\left(1-\frac{6 \alpha}{5}\right)}\left(-120 a_{2} a_{3} a_{0}^{3} \Gamma\left(1-\frac{6 \alpha}{5}\right)\right. \\
& \left.-120 a_{1} a_{4} a_{0}^{3} \Gamma\left(1-\frac{6 \alpha}{5}\right)+\Gamma\left(1-\frac{\alpha}{5}\right)\right) \\
& +\ldots \tag{51}
\end{align*}
$$

with graphical solution expressed in Figure 6.


Figure 6. We let $a_{0}=1, a_{1}=1, a_{2}=1, a_{3}=1, a_{4}=1, \alpha=\frac{1}{2}, a=1$.

### 4.10. Case 10

Finally, consider a reduction using (22) followed by application of (21) to generate the following ODE

$$
\begin{aligned}
& w(x) \Gamma\left(1-\frac{\alpha}{5}\right)\left(\Gamma\left(1-\frac{6 \alpha}{5}\right)\right)^{-1}-(w(x))^{5} \frac{\mathrm{~d}^{5}}{\mathrm{~d} x^{5}} w(x) \\
& \quad-5(w(x))^{4}\left(\left(\frac{\mathrm{~d}^{4}}{\mathrm{~d} x^{4}} w(x)\right) \frac{\mathrm{d}}{\mathrm{~d} x} w(x)+1 / 2\left(\frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}} w(x)\right) \frac{\mathrm{d}^{3}}{\mathrm{~d} x^{3}} w(x)\right) \\
& \quad-\frac{15(w(x))^{3}\left(\frac{\mathrm{~d}}{\mathrm{~d} x} w(x)\right)^{2} \frac{\mathrm{~d}^{3}}{\mathrm{~d} x^{3}} w(x)}{4}=0,
\end{aligned}
$$

which we solve with a power series $w(x)=\sum_{r_{1}=0}^{\infty} a_{r_{1}} x^{r_{1}}$ to obtain $a_{0}, a_{1}, a_{2}, a_{3}, a_{4}$ as arbitrary and where

$$
\begin{align*}
w(x)= & a_{0}+a_{1} x+a_{2} x^{2}+a_{3} x^{3}+a_{4} x^{4}+ \\
& \frac{x^{5}}{240 a_{0}^{5} \Gamma\left(1-\frac{6 \alpha}{5}\right)}\left(-60 a_{2} a_{3} a_{0}^{4} \Gamma\left(1-\frac{6 \alpha}{5}\right)\right. \\
& -240 a_{1} a_{4} a_{0}^{4} \Gamma\left(1-\frac{6 \alpha}{5}\right)-45 a_{1}^{2} a_{3} a_{0}^{3} \Gamma\left(1-\frac{6 \alpha}{5}\right) \\
& \left.+2 a_{0} \Gamma\left(1-\frac{\alpha}{5}\right)\right)+\ldots \tag{52}
\end{align*}
$$

with graphical solution expressed in Figure 7.


Figure 7. We let $a_{0}=1, a_{1}=1, a_{2}=1, a_{3}=1, a_{4}=1, \alpha=\frac{1}{2}, a=1$.

## 5. Concluding Remarks

It has remained a topic of debate as to how to find the solutions of highly nonlinear equations. There are many challenges associated with finding reductions and solutions of FDEs in particular. We have shown that Lie symmetries combined with power series methods are extremely effective in the analysis. The purpose of this study is to show how power series may be applied to Lie symmetry reductions. We have restricted our attention to FDEs with the Riemann-Liouville derivative; however, reductions from Caputo fractional derivatives will work in practice. In this regard, power series may be used to address problems in solving reduced equations obtained from other methods as well.
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#### Abstract

In this manuscript, we are interested in studying the homoclinic solutions of fractional Hamiltonian system of the form $-{ }_{\varsigma} \mathfrak{D}_{\infty}^{\alpha}\left(-\infty \mathfrak{D}_{\varsigma}^{\alpha} Z(\varsigma)\right)-\mathcal{A}(\varsigma) Z(\varsigma)+\nabla \omega(\varsigma, Z(\varsigma))=0$, where $\alpha \in\left(\frac{1}{2}, 1\right]$, $Z \in H^{\alpha}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ and $\omega \in C^{1}\left(\mathbb{R} \times \mathbb{R}^{N}, \mathbb{R}\right)$ are not periodic in $\varsigma$. The characteristics of the critical point theory are used to illustrate the primary findings. Our results substantially improve and generalize the most recent results of the proposed system. We conclude our study by providing an example to highlight the significance of the theoretical results.


Keywords: fractional Hamiltonian systems; Mountain Pass Theorem; genus properties critical point

## 1. Introduction

In physics, mechanics, control theory, biology, bioengineering, and economics, processes are frequently simulated using fractional ordinary and partial differential equations. The theory of fractional differential equations has consequently attracted a lot of attention in recent years. For instance, existence and stability are addressed in [1-3], and several resolution strategies are in [4-6]. The monographs [7,8] are exceptional sources for numerous techniques that are thought to be extensions of various differential equations. Recent discussions have focused in particular on equations that have both left and right fractional derivatives. With regard to their numerous applications, these kinds of equations are significant and are considered as a novel subject in the theory of fractional differential equations. Using nonlinear analytic techniques such as fixed point theory, there have appeared many results dealing with the existence and multiplicity of solutions to nonlinear fractional differential equations in this field. For instance, we name here Leray-Schauder nonlinear alternative [9], topological degree theory [10], and the comparison method, which includes upper and lower solutions and monotone iterative method [11,12], and so on. On the other hand, it has been demonstrated that the critical point theory and variational techniques are crucial for assessing whether or not differential equations have solutions. With the help of this theory, one can search for solutions to a specific boundary value problem by locating the critical points of an appropriate energy functional defined on a suitable function space. In light of this, the critical point theory has developed into a potent tool for investigating the existence of solutions to differential equations with variational forms (see [13,14] and the references therein).

Adopting the aforementioned classic research, Zhou and Lu [15] implemented the critical point theory to tackle the existence of solutions for the following fractional BVP

$$
\left\{\begin{array}{l}
\varsigma^{\mathfrak{D}_{T}^{\alpha}}\left({ }_{0} \mathfrak{D}_{\varsigma}^{\alpha} Z(\varsigma)\right)=\nabla \mathcal{O}(\varsigma, Z(\varsigma)), \quad \text { a.e. } \varsigma \in[0, T]  \tag{1}\\
Z(0)=Z(T),
\end{array}\right.
$$

where $\alpha$ in $\left(\frac{1}{2}, 1\right), Z \in \mathbb{R}^{N}, \omega \in C^{1}\left([0, T] \times \mathbb{R}^{N}, \mathbb{R}\right)$ and $\nabla \omega(\varsigma, Z)$ is the gradient of $\omega$ at $Z$. It is significant to note that many of the premises made in order to arrive at the conclusions in [15] weaken the fundamental theorems. Inspired by their work, Torres [16] studied the following fractional Hamiltonian systems

$$
\left\{\begin{array}{l}
-{ }_{\varsigma} \mathfrak{D}_{\infty}^{\alpha}\left(-\infty \mathfrak{D}_{\zeta}^{\alpha} Z(\varsigma)\right)-\mathcal{A}(\varsigma) Z(\varsigma)+\nabla \omega(\varsigma, Z(\varsigma))=0,  \tag{2}\\
Z \in H^{\alpha}\left(\mathbb{R}, \mathbb{R}^{N}\right),
\end{array}\right.
$$

where ${ }_{-\infty} \mathfrak{D}_{\zeta}^{\alpha}$ and ${ }_{\varsigma} \mathfrak{D}_{\infty}^{\alpha}$ are left and right Liouville-Weyl fractional derivatives of order $\alpha$ and $\mathcal{A}(\varsigma) \in C\left(\mathbb{R}, \mathbb{R}^{N^{2}}\right)$ is symmetric and positive definite matrix for all $\varsigma \in \mathbb{R}$. The Mountain Pass Theorem was used in [16] to show that equations accept at least one nontrivial solution as long as $\mathcal{A}$ and $\omega$ can validate the following four hypotheses:
$\left(\mathrm{Y}_{0}\right) \mathcal{A}(\varsigma)$ is symmetric and positive definite matrix $\forall \varsigma \in \mathbb{R}$, and there exists functional $l \in C(\mathbb{R},(0, \infty))$ while $l(\varsigma) \rightarrow \infty$ as $|\varsigma| \rightarrow \infty$ and $(\mathcal{A}(\varsigma) Z, Z) \geq l(\varsigma)|Z|^{2}$, for any $\varsigma \in \mathbb{R}$ and $Z \in \mathbb{R}^{N}$;
$\left(\mathcal{F}_{1}\right)|\nabla \omega(\varsigma, Z)|=o(|Z|)$ as $|Z| \rightarrow 0$ uniformly in $\varsigma \in \mathbb{R}$;
$\left(\mathcal{F}_{2}\right)$ There exists $\bar{\omega} \in C\left(\mathbb{R}^{N}, \mathbb{R}\right)$ such that $|\omega(\varsigma, Z)|+|\nabla \omega(\varsigma, Z)| \leq|\bar{\omega}(Z)|$ for all $(\varsigma, Z) \in \mathbb{R} \times \mathbb{R}^{N}$
$\left(\mathcal{F}_{3}\right)$ There exists some constant $\mu>2$ such as $0<\mu \omega(\varsigma, Z) \leq(\nabla \omega(\varsigma, Z), Z)$, for any $\varsigma \in \mathbb{R}$ and $Z \in \mathbb{R}^{N} \backslash\{0\}$.
For $\alpha=1$, Equation (2) is downloaded to the following standard second-order Hamiltonian system

$$
\begin{equation*}
\ddot{Z}(\varsigma)-\mathcal{A}(\varsigma) Z(\varsigma)+\nabla \omega(\varsigma, Z(\varsigma))=0 . \tag{3}
\end{equation*}
$$

Several papers including [17-24] investigated the existence of homoclinic solutions for the Hamiltonian system (3) when $\mathcal{A}(\varsigma)$ and $\omega(\varsigma, Z)$ are either independent of or periodic in $\zeta$.

In this work, we impose new standards based on the critical point theory to demonstrate the existence of infinitely many homoclinic solutions of fractional Hamiltonian system (2) where $\omega(\varsigma, Z)$ is sub-quadratic as $|Z| \rightarrow+\infty$. In addition to condition $\left(Y_{0}\right)$, we assume that $\omega(\varsigma, Z)$ fulfills the following three conditions:
$\left(\Lambda_{1}\right) \omega \in C^{1}\left(\mathbb{R} \times \mathbb{R}^{N}, \mathbb{R}\right)$, and there exists $\gamma_{1}, \gamma_{2}$ satisfying $1<\gamma_{1}<\gamma_{2}<2$ and two functional $a_{1}, a_{2}$ in $\mathcal{L}^{\frac{2}{2-\gamma_{1}}}(\mathbb{R}, \mathbb{R}+)$ such that

$$
|\omega(\varsigma, Z)| \leq a_{1}(\varsigma)|Z|^{\gamma_{1}}, \text { for all }(\varsigma, Z) \text { in } \mathbb{R} \times \mathbb{R}^{N},|Z| \leq 1
$$

and

$$
|\omega(\varsigma, Z)| \leq a_{2}(\varsigma)|Z|^{\gamma_{2}}, \text { for all }(\varsigma, Z) \text { in } \mathbb{R} \times \mathbb{R}^{N},|Z| \geq 1
$$

$\left(\Lambda_{2}\right)$ There exists $b$ in $\mathcal{L}^{\frac{2}{2-\gamma_{1}}}\left(\mathbb{R}, \mathbb{R}^{+}\right)$and $\varphi$ in $C([0,+\infty),[0,+\infty))$ such that

$$
|\nabla \omega(\varsigma, Z)| \leq b(\varsigma) \varphi(|Z|), \text { for all }(\varsigma, Z) \text { in } \mathbb{R} \times \mathbb{R}^{N}
$$ and $\varphi(s)=O\left(s^{\gamma_{1}-1}\right)$ as $s \rightarrow 0^{+}$.

$\left(\Lambda_{3}\right)$ There exists an open set $J \subset \mathbb{R}$ and two constants $\gamma_{3} \in(1,2), \eta>0$ such that

$$
\omega(\varsigma, Z) \geq \eta|Z|^{\gamma_{3}}, \forall(\varsigma, Z) \in J \times \mathbb{R}^{N},|Z| \leq 1 .
$$

It is worthy mentioning here that the results given in [14] were obtained under the condition $\left(\mathcal{F}_{3}\right)$, which is known as the global Ambrosetti-Rabinowitz condition. That is, $\omega(\varsigma, Z)$ is super-quadratic when $|Z| \rightarrow \infty$. Moreover, it was assumed that $Z$ and $\omega$ are periodic in $\varsigma$. In this paper, however, the main results are proved under less restrictive condition where $\mathcal{A}$ is coercive at infinity, $\omega$ is sub-quadratic growth as $|Z| \rightarrow \infty\left(\frac{\omega}{|Z|^{2}}=0\right.$ if $|Z| \rightarrow \infty)$ and $Z$ and $\omega$ are not periodic in $\varsigma$. Our results supply substantial generalizations to the recent results existing in the literature.

Significant findings of our paper are described in the following two theorems.
Theorem 1. If conditions $\left(\mathrm{Y}_{0}\right),\left(\Lambda_{1}\right),\left(\Lambda_{2}\right)$, and $\left(\Lambda_{3}\right)$ hold. So, (2) accepts one nontrivial homoclinic solution.

Theorem 2. Assuming that $\left(\mathrm{Y}_{0}\right),\left(\Lambda_{1}\right),\left(\Lambda_{2}\right)$ and $\left(\Lambda_{3}\right)$ hold. In addition, assume that $\omega(\varsigma, Z)$ is even in $Z$. Then, (2) has infinitely many nontrivial homoclinic solutions $\left(Z_{k}\right)_{k \in \mathbb{N}}$ such that, as $k \rightarrow \infty$,

$$
\begin{equation*}
\int_{\mathbb{R}}\left[\left.\left.\frac{1}{2}\right|_{-\infty} \mathfrak{D}_{\varsigma}^{\alpha} Z_{k}(\varsigma)\right|^{2}+\frac{1}{2}\left(\mathcal{A}(\varsigma) Z_{k}(\varsigma), Z_{k}(\varsigma)\right)-\omega\left(\varsigma, Z_{k}(\varsigma)\right] d \varsigma \rightarrow 0^{-}\right. \tag{4}
\end{equation*}
$$

The proofs of Theorems 1 and 2 are given in Section 3.

## 2. Essential Preliminaries

This section is devoted to stating and demonstrating some fundamental definitions and lemmas that are required in the work that follows.

Definition 1. The left and right Liouville-Weyl fractional integrals of order $\alpha$ on $\mathbb{R},(0<\alpha<1)$ are, respectively, given by

$$
\begin{equation*}
{ }_{-\infty} I_{\varkappa}^{\alpha} Z(\varkappa)=\frac{1}{\Gamma(\alpha)} \int_{-\infty}^{\varkappa}(\varkappa-\xi)^{\alpha-1} Z(\xi) d \xi, \quad \varkappa \in \mathbb{R}, \tag{5}
\end{equation*}
$$

and

$$
\varkappa_{\varkappa}^{\alpha} Z(\varkappa)=\frac{1}{\Gamma(\alpha)} \int_{\varkappa}^{\infty}(\xi-\varkappa)^{\alpha-1} Z(\xi) d \xi, \quad \varkappa \in \mathbb{R}
$$

Definition 2. The left and the right Liouville-Weyl fractional derivatives of order $\alpha$ on $\mathbb{R}$, $(0<\alpha<1)$ are, respectively, given by

$$
\begin{equation*}
{ }_{-\infty} \mathfrak{D}_{\varkappa}^{\alpha} Z(\varkappa)=\frac{d}{d \varkappa}-\infty I_{\varkappa}^{1-\alpha} Z(\varkappa), \varkappa \in \mathbb{R} \tag{6}
\end{equation*}
$$

and

$$
\varkappa \mathfrak{D}_{\infty}^{\alpha} Z(\varkappa)=-\frac{d}{d \varkappa} \varkappa I_{\infty}^{1-\alpha} Z(\varkappa), \varkappa \in \mathbb{R} .
$$

Remark 1. The operators (5) and (6) can be written in the form

$$
-\infty \mathfrak{D}_{\varkappa}^{\alpha} Z(\varkappa)=\frac{\alpha}{\Gamma(1-\alpha)} \int_{0}^{\infty} \frac{Z(\varkappa)-Z(\varkappa-\xi)}{\xi^{\alpha+1}} d \xi
$$

and

$$
\varkappa^{D^{\alpha}} Z(\varkappa)=\frac{\alpha}{\Gamma(1-\alpha)} \int_{0}^{\infty} \frac{Z(\varkappa)-Z(\varkappa+\xi)}{\xi^{\alpha+1}} d \xi
$$

Definition 3. A solution $x$ of (2) is called homoclinic (to 0) if $x \in C^{2}\left(\mathbb{R}, \mathbb{R}^{\mathbb{N}}\right), x \neq 0, x(t) \rightarrow 0$ and $\dot{x}(t) \rightarrow 0$ as $|t| \rightarrow \infty$. A function $\varphi$ is said to be coercive if $\varphi(t) \rightarrow \infty$ as $|t| \rightarrow \infty$.

We recall that the Fourier transform of $Z(\cdot)$ is

$$
\widehat{Z}(w)=\int_{-\infty}^{\infty} e^{-i \varkappa . w} Z(\varkappa) d \varkappa .
$$

The semi-norm is given by

$$
|Z|_{I_{-\infty}^{\alpha}}:=\left\|-\infty \mathfrak{D}_{\varkappa}^{\alpha} Z\right\|_{\mathbb{L}^{2}}, \alpha>0,
$$

while the norm is

$$
\|Z\|_{I_{-\infty}^{\alpha}}:=\left(\|Z\|_{\mathbb{L}^{2}}^{2}+|Z|_{I_{-\infty}^{\alpha}}^{2}\right)^{1 / 2}
$$

We denote by $I_{-\infty}^{\alpha}(\mathbb{R})$ the completion of $C_{0}^{\infty}(\mathbb{R})$ coupled with the norm $\|\cdot\|_{I_{-\infty^{\prime}}^{\alpha}}$ that is

$$
I_{-\infty}^{\alpha}(\mathbb{R})=\overline{C_{0}^{\infty}(\mathbb{R})}\|\cdot\|_{I_{-\infty}^{\alpha}} .
$$

Further, we define the semi-norm by

$$
|Z|_{\alpha}=\left\||w|^{\alpha} \widehat{Z}\right\|_{\mathbb{L}^{2}}, 0<\alpha<1,
$$

and the norm by

$$
\|Z\|_{\alpha}=\left(\|Z\|_{\mathbb{L}^{2}}^{2}+|Z|_{\alpha}^{2}\right)^{1 / 2} .
$$

We define the fractional Sobolev space $H^{\alpha}(\mathbb{R})$ in terms of the Fourier transform as follows:

$$
H^{\alpha}(\mathbb{R}):={\overline{C_{0}^{\infty}(\mathbb{R})}}^{\|\cdot\|_{\alpha}}
$$

Noting that $Z \in \mathbb{L}^{2}(\mathbb{R})$ is an element of $I_{-\infty}^{\alpha}(\mathbb{R})$ if and only if

$$
|w|^{\alpha} \widehat{Z} \in \mathbb{L}^{2}(\mathbb{R}) .
$$

In particular, we obtain

$$
|Z|_{I_{-\infty}^{\alpha}}=\left\||w|^{\alpha} \widehat{Z}\right\|_{\mathbb{L}^{2}(\mathbb{R})}
$$

Therefore, if the semi-norm and the norm are equivalent, then $H^{\alpha}(\mathbb{R})$ and $I_{-\infty}^{\alpha}(\mathbb{R})$ are also equivalent [16].

Similar to $I_{-\infty}^{\alpha}(\mathbb{R})$, we define $I_{\infty}^{\alpha}(\mathbb{R})$. Thus, the semi-norm $|Z|_{I_{\infty}^{\alpha}}$ and the norm $|Z|_{I_{\infty}^{\alpha}}$ of $Z$ are, respectively, given by

$$
|Z|_{I_{\infty}^{\alpha}}:=\left\|_{\varkappa} \mathfrak{D}_{\infty}^{\alpha}\right\|_{\mathbb{L}^{2}(\mathbb{R})}
$$

and

$$
\|Z\|_{I_{\infty}^{\alpha}}:=\left(\|Z\|_{\mathbb{L}^{2}}^{2}+|Z|_{I_{\infty}^{\alpha}}^{2}\right)^{1 / 2} .
$$

Letting

$$
I_{-\infty}^{\alpha}(\mathbb{R}):=\overline{C_{0}^{\infty}(\mathbb{R})}\|\cdot\|_{I_{-\infty}^{\alpha}} .
$$

Additionally, if the semi-norm and the norm are equivalent, then $I_{\infty}^{\alpha}(\mathbb{R})$ and $I_{-\infty}^{\alpha}(\mathbb{R})$ are equivalent.

Lemma 1 ([16]). If $\alpha>\frac{1}{2}$, then $H^{\alpha}(\mathbb{R})$ is included in the continuous real functions space $C(\mathbb{R})$, and there exists a constant $C_{\alpha}$ (noted by $C$ ) such that

$$
\begin{equation*}
\|Z\|_{\mathbb{L}^{\infty}}=\sup _{Z \in \mathbb{R}}|Z(\varkappa)| \leq C\|Z\|_{\alpha} . \tag{7}
\end{equation*}
$$

Remark 2. If $Z \in H^{\alpha}(\mathbb{R})$, then $Z \in \mathbb{L}^{q}(\mathbb{R})$ for any $q$ in $[2, \infty]$, as

$$
\int_{\mathbb{R}}|Z(\varkappa)|^{q} d \varkappa \leq\|Z\|_{\mathbb{L}^{\infty}}^{q-2}\|Z\|_{\mathbb{L}^{2}}^{2}
$$

Next, we define the fractional space and construct the variational framework of the fractional Hamiltonian systems (2). To this end, letting

$$
\begin{equation*}
E=X^{\alpha}=\left\{Z \text { in } H^{\alpha}\left(\mathbb{R}, \mathbb{R}^{n}\right): \int_{\mathbb{R}}\left|{ }_{-\infty} \mathfrak{D}_{\varsigma}^{\alpha} Z(\varsigma)\right|^{2}+(\mathcal{A}(\varsigma) Z(\varsigma), Z(\varsigma)) d \varsigma<\infty\right\} \tag{8}
\end{equation*}
$$

The space $X^{\alpha}$ is a reflexive and separable Hilbert space under the inner product

$$
(Z, v)_{X^{\alpha}}=\int_{\mathbb{R}}\left(-\infty \mathfrak{D}_{\varsigma}^{\alpha} Z(\varsigma) \cdot-\infty \mathfrak{D}_{\varsigma}^{\alpha} v(\varsigma)\right)+(\mathcal{A}(\varsigma) Z(\varsigma), v(\varsigma)) d \varsigma,
$$

with the norm

$$
\|Z\|^{2}=(Z, Z)_{X^{\alpha}}
$$

Lemma 2. If $\mathcal{A}$ satisfies $\left(\mathrm{Y}_{0}\right)$, then $X^{\alpha}$ is continuously embedded in $H^{\alpha}\left(\mathbb{R}, \mathbb{R}^{n}\right)$.
Proof. Since $l \in C(\mathbb{R},(0, \infty))$ and $l$ is coercive, then $l_{*}:=\min _{\zeta \in \mathbb{R}} l(\varsigma)$ exists. So, we obtain

$$
(\mathcal{A}(\varsigma) Z(\varsigma), Z(\varsigma)) \geq l(\varsigma)|\varsigma|^{2} \geq l_{*}|\varsigma|^{2}, \text { for any real } \varsigma
$$

Thus,

$$
\begin{aligned}
\|Z\|_{\alpha}^{2} & =\int_{\mathbb{R}}\left(\left.\left.\right|_{-\infty} \mathfrak{D}_{\zeta}^{\alpha} Z(\varsigma)\right|^{2}+(\mathcal{A}(\varsigma) Z(\varsigma), Z(\varsigma))\right) d \varsigma \\
& \leq\left.\left.\int_{\mathbb{R}}\right|_{-\infty} \mathfrak{D}_{\varsigma}^{\alpha} Z(\varsigma)\right|^{2} d \varsigma+\frac{1}{l_{*}} \int_{\mathbb{R}}(\mathcal{A}(\varsigma) Z(\varsigma), Z(\varsigma)) d \varsigma .
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\|Z\|_{\alpha}^{2} \leq K\|Z\|^{2} \tag{9}
\end{equation*}
$$

where $K:=\max \left(1, \frac{1}{l_{*}}\right)$.
It is difficult to demonstrate that there are infinitely many solutions to the Hamiltonian systems (2) because the Sobolev embedding is not compact under the assumptions of Theorems 1 and 2. We will utilize the following lemma to ensure that the task is made simple:

Lemma 3. If $\mathcal{A}$ satisfies the condition $\left(\mathrm{Y}_{0}\right)$, then the embedding of $X^{\alpha}$ in $\mathbb{L}^{2}(\mathbb{R})$ is compact.
Proof. Form Lemma 2 and Remark 2, we obtain the continuity of $X^{\alpha} \hookrightarrow \mathbb{L}^{2}(\mathbb{R})$. Let $\left(Z_{k}\right) \in X^{\alpha}$ be a sequence such that $Z_{k} \rightharpoonup Z$ in $X^{\alpha}$. We will prove that $Z_{k} \rightarrow Z$ in $\mathbb{L}^{2}(\mathbb{R})$ functional. The Banach-Steinhauss theorem implies that

$$
A:=\sup _{k \in \mathbb{N}}\left\|Z_{k}-Z\right\|<\infty .
$$

Let $\epsilon>0$. Since $\lim _{|\varsigma| \rightarrow \infty} l(\varsigma)=\infty$, there exits a real $T_{0}>0$ such that

$$
\frac{1}{l(\varsigma)} \leq \epsilon, \text { for all }|\varsigma| \geq T_{0}
$$

Therefore,

$$
\begin{align*}
\int_{|\zeta| \geq T_{0}}\left|Z_{k}(\varsigma)-Z(\varsigma)\right|^{2} d \zeta & \leq \epsilon \int_{|\zeta| \geq T_{0}} l(\varsigma)\left|Z_{k}(\varsigma)-Z(\varsigma)\right|^{2} d \zeta \\
& \leq \epsilon\left\|Z_{k}-Z\right\|^{2} \leq \epsilon A^{2} . \tag{10}
\end{align*}
$$

Moreover, Sobolev's theorem ([13]) implies that $Z_{k} \rightarrow Z$ uniformly on $\left[-T_{0}, T_{0}\right]$. Thus, there is $k_{0} \in \mathbb{N}$ such that

$$
\begin{equation*}
\int_{|\varsigma| \leq T_{0}}\left|Z_{k}(\varsigma)-Z(\varsigma)\right|^{2} d \varsigma \leq \epsilon, \text { for all } k \geq k_{0} \tag{11}
\end{equation*}
$$

By combining (10) and (11), we obtain that $Z_{k} \rightarrow Z$ in $\mathbb{L}^{2}(\mathbb{R})$.
Remark 3. We note that Remark 2 and Lemma 3 assure the embedding of $X^{\alpha}$ in $L^{q}(\mathbb{R})$. For $q \in(2, \infty)$, the operator $X^{\alpha}$ is also continuous and compact. Consequently, by the Lemma 1, there exists a constant $C_{\alpha}$ satisfies

$$
\begin{equation*}
\left\|Z_{q}\right\| \leq C_{q}\|Z\| \text { for any } q \in[2, \infty] \tag{12}
\end{equation*}
$$

Lemma 4. Under the condition of Theorem 1, if $Z_{k} \rightharpoonup Z$ in $X^{\alpha}$, then $\nabla \omega\left(\varsigma, Z_{k}\right) \rightarrow \nabla \omega(\varsigma, Z)$ in $\mathbb{L}^{2}(\mathbb{R})$.

Proof. Assuming $Z_{k} \rightharpoonup Z$ in $X^{\alpha}$. Consequently, by using the Banach-Steinhauss theorem, there exists $M>0$ such that

$$
\begin{equation*}
\sup _{k \in \mathbb{N}}\left\|Z_{k}\right\| \leq M \text { and }\|Z\| \leq M \tag{13}
\end{equation*}
$$

By $\left(\Lambda_{2}\right)$, there exists $M_{1}>0$ such as

$$
\begin{equation*}
\varphi(|Z|) \leq M_{1}|Z|^{\gamma_{1}-1}, \text { for all }|Z| \leq M . \tag{14}
\end{equation*}
$$

Further, by (8), for any $Z \in X^{\alpha}$, there exists $T>0$ such that

$$
\begin{equation*}
|Z(\varsigma)| \leq M, \text { for all }|\zeta| \geq T \tag{15}
\end{equation*}
$$

Therefore, from the inequalities (12), (13), (14) and (15), and by using Hölder inequality, we obtain

$$
\begin{align*}
& \int_{|\zeta| \geq T}\left|\nabla \omega\left(\varsigma, Z_{k}(\varsigma)\right)-\nabla \omega(\varsigma, Z(\varsigma))\right|^{2} d \varsigma \\
& \leq 2 \int_{|\varsigma| \geq T}\left(\left|\nabla \omega\left(\varsigma, Z_{k}(\varsigma)\right)\right|^{2}+|\nabla \omega(\varsigma, Z(\varsigma))|^{2}\right) d \varsigma \\
& \leq 2 M_{1}^{2} \int_{|\varsigma| \geq T}|b(\varsigma)|^{2}\left(\left|Z_{k}(\varsigma)\right|^{2\left(\gamma_{1}-1\right)}+|Z(\varsigma)|^{2\left(\gamma_{1}-1\right)}\right) d \zeta \\
& \leq 2 M_{1}^{2}\left(\int_{|\varsigma| \geq T}|b(\varsigma)|^{2-\gamma_{1}} d \varsigma\right)^{2-\gamma_{1}}\left(\int_{|\varsigma| \geq T}\left|Z_{k}(\varsigma)\right|^{2} d \varsigma\right)^{\gamma_{1}-1} \\
& +2 M_{1}^{2}\left(\int_{|\zeta| \geq T}|b(\zeta)|^{\frac{2}{2-\gamma_{1}}} d \zeta\right)^{2-\gamma_{1}}\left(\int_{|\zeta| \geq T}|Z(\varsigma)|^{2} d \zeta\right)^{\gamma_{1}-1} \\
& \leq 2 M_{1}^{2}\|b\|_{\frac{2}{2-\gamma_{1}}}^{2}\left(\left\|Z_{k}\right\|_{2}^{2\left(\gamma_{1}-1\right)}+\|Z\|_{2}^{2\left(\gamma_{1}-1\right)}\right) \\
& \leq 4 M_{1}^{2} M^{2\left(\gamma_{1}-1\right)} C_{2}^{2\left(\gamma_{1}-1\right)}\|b\|_{\frac{2}{2-\gamma_{1}}}^{2} . \tag{16}
\end{align*}
$$

Moreover, since $\nabla \omega(\varsigma, Z)$ is continuous, there is a constant $d>0$ such that

$$
\begin{equation*}
\int_{|\varsigma| \leq T}\left|\nabla \omega\left(\varsigma, Z_{k}(\varsigma)\right)-\nabla \omega(\varsigma, Z(\varsigma))\right|^{2} d \varsigma \leq d \tag{17}
\end{equation*}
$$

Thus, by combining (16) and (17), we obtain

$$
\begin{equation*}
\int_{\mathbb{R}}\left|\nabla \omega\left(\varsigma, Z_{k}(\varsigma)\right)-\nabla \omega(\varsigma, Z(\varsigma))\right|^{2} d \varsigma \leq d+4 M_{1}^{2} M^{2\left(\gamma_{1}-1\right)} C_{2}^{2\left(\gamma_{1}-1\right)}\|b\|_{\frac{2}{2-\gamma_{1}}}^{2} . \tag{18}
\end{equation*}
$$

However, by Lemma 3, the fact $Z_{k} \rightharpoonup Z$ implies the existence of a subsequence $\left(Z_{k}\right)_{k \in \mathbb{N}}$ such that $Z_{k} \rightarrow Z \in \mathbb{L}^{2}(\mathbb{R})$, which yields $Z_{k}(\varsigma) \rightarrow Z(\varsigma)$ for almost every $\varsigma \in \mathbb{R}$. Thus, the proof is completed by applying the Lebesgue's convergence Theorem.

Lemma 5 ([13]). Let $I \in C^{1}(B, \mathbb{R})$ satisfying the Palais-Smale condition $(P S)$ and bounded below. Then, $c=\inf _{B} I$ is a critical value of $I$.

To find solutions of (2) under the conditions of Theorem 2, we use the genus properties. For this, we recall some definitions and results from [14]. Denote by $B$ the real Banach space. For $I \in C^{1}(B, \mathbb{R})$ and $c \in \mathbb{R}$, let us define the following sets:
$\Sigma:=\{A \subset B \backslash\{0\}$ such that $A$ symmetric with respect to 0 and closed in $B\}$,

$$
K_{c}:=\left\{Z \in B: I(Z)=c, I^{\prime}(Z)=0\right\},
$$

and

$$
I^{c}:=\{Z \in B: I(Z) \leq c\} .
$$

Definition 4. For $A \in \Sigma$, we call the genus of $A$ is $j$ (denoted by $\Gamma(A)=j$ ) if there is an odd map $\psi$ in $C\left(A, \mathbb{R}^{j} \backslash\{0\}\right)$, where $j$ is the smallest integer satisfy this property.

Lemma 6 ([14]). Let $I \in C^{1}$ be an even functional on B that satisfies the Palais-Smale (PS) condition. Further, for every $j \in \mathbb{N}$, let $\Sigma_{j}=\{A \in \Sigma: \Gamma(A) \geq j\}$ and $c_{j}=\inf _{A \in \Sigma_{j}} \sup _{Z \in A} I(Z)$.
(i) If $\Sigma_{j} \neq \varnothing$ and $c_{j} \in \mathbb{R}$, then $c_{j}$ is a critical value of I.
(ii) If there exists a natural number $r$ such that $c_{j}=c_{j+1}=\ldots=c_{j+r}=c \in \mathbb{R}$, and $c \neq I(0)$, then $\Gamma\left(K_{c}\right) \geq r+1$.

Remark 4 ([14]). If $K_{c}$ belongs to $\Sigma$ and $\Gamma\left(K_{c}\right)>1$, then $K_{c}$ has infinitely many distinct points. Thus, I contains infinitely many distinct critical points in $B$.

## 3. Proofs of Main Results

First, we construct the variational framework to prove the existence of solutions for (2). We define $I: X^{\alpha} \rightarrow \mathbb{R}$, by

$$
\begin{align*}
I(Z) & =\int_{\mathbb{R}}\left[\left.\left.\frac{1}{2}\right|_{-\infty} \mathfrak{D}_{\varsigma}^{\alpha} Z(\varsigma)\right|^{2}+\frac{1}{2}(\mathcal{A}(\varsigma) Z(\varsigma), Z(\varsigma))-\omega(\varsigma, Z(\varsigma)] d \varsigma\right. \\
& =\frac{1}{2}\|Z\|^{2}-\int_{\mathbb{R}} \omega(\varsigma, Z(\varsigma)) d \varsigma . \tag{19}
\end{align*}
$$

Under the assumptions of Theorem 1, we obtain
$I^{\prime}(Z) v=\int_{\mathbb{R}}\left[\left(-\infty \mathfrak{D}_{\zeta}^{\alpha} Z(\varsigma),-\infty \mathfrak{D}_{\varsigma}^{\alpha} v(\varsigma)\right)+(\mathcal{A}(\varsigma) Z(\varsigma), v(\varsigma))-(\nabla \omega(\varsigma, Z(\varsigma)), v(\varsigma))\right] d \varsigma$
for any $Z, v \in X^{\alpha}$. This implies that

$$
\begin{equation*}
I^{\prime}(v) v=\|v\|^{2}-\int_{\mathbb{R}}(\nabla \omega(\zeta, Z(\varsigma)), v(\varsigma)) d \varsigma . \tag{21}
\end{equation*}
$$

Furthermore, $I$ is defined on $X^{\alpha}$ and continuously Fréchet-differentiable functional; that is $I \in C^{1}\left(X^{\alpha}, \mathbb{R}\right)$.

### 3.1. Proof of Theorem 1

First, we prove that $I$ is bounded below. From the hypothesis $\left(\Lambda_{1}\right)$ and Hölder inequality, we obtain

$$
\begin{align*}
I(Z) & \geq \frac{1}{2}\|Z\|^{2}-\int_{\mathbb{R}(|Z(\varsigma)| \leq 1)} a_{1}(\varsigma)|Z(\varsigma)|^{\gamma_{1}} d \zeta-\int_{\mathbb{R}(|Z(\varsigma)| \geq 1)} a_{2}(\varsigma)|Z(\varsigma)|^{\gamma_{2}} d \zeta \\
& \geq \frac{1}{2}\|Z\|^{2}-\left(\int_{\mathbb{R}(|Z(\varsigma)| \leq 1)}\left|a_{1}(\varsigma)\right|^{\frac{2}{2-\gamma_{1}}} d \zeta\right)^{\frac{2-\gamma_{1}}{2}}\|Z(\varsigma)\|_{2}^{\gamma_{1}} \\
& -\left(\int_{\mathbb{R}(|Z(\varsigma)| \leq 1)}\left|a_{2}(\varsigma)\right|^{\frac{2}{2-\gamma_{2}}} d \varsigma\right)^{\frac{2-\gamma_{2}}{2}}\left(\int_{\mathbb{R}(|Z(\varsigma)| \geq 1)}|Z(\varsigma)|^{\frac{2 \gamma_{2}}{\gamma_{1}}} d \zeta\right)^{\frac{\gamma_{1}}{2}} \\
& \geq \frac{1}{2}\|Z\|^{2}-C_{2}^{\gamma_{1}}\left\|a_{1}\right\|_{\frac{2}{2-\gamma_{1}}}\|Z\|^{\gamma_{1}}-C_{2}^{\gamma_{1}}\left\|a_{2}\right\|_{\frac{2}{2-\gamma_{1}}}\|Z\|_{\infty}^{\gamma_{2}-\gamma_{1}}\|Z\|^{\gamma_{2}} \\
& \geq \frac{1}{2}\|Z\|^{2}-C_{2}^{\gamma_{1}}\left\|a_{1}\right\|_{\frac{2}{2-\gamma_{1}}}\|Z\|^{\gamma_{1}}-C_{2}^{\gamma_{1}} C_{\infty}^{\gamma_{2}-\gamma_{1}}\left\|a_{2}\right\|_{\frac{2}{2-\gamma_{1}}}\|Z\|^{\gamma_{2}} . \tag{22}
\end{align*}
$$

Since $1<\gamma_{1}<\gamma_{2}$, from (22), we conclude

$$
I(Z) \rightarrow \infty \text { as }\|Z\| \rightarrow \infty
$$

Thus, $I$ is bounded below.
Now, we show that $I$ satisfies the $(P S)$ condition. To this end, let $\left(Z_{k}\right)_{k \in \mathbb{N}}$ be a sequence in $X^{\alpha}$ such that $\left(I\left(Z_{k}\right)\right)$ is bounded and $I^{\prime}\left(Z_{k}\right) \rightarrow 0$ as $k \rightarrow \infty$. So, by (19) and (22), it follows that there exists a positive real constant $A$ such that

$$
\begin{equation*}
\left\|Z_{k}\right\| \leq A, \text { for all } k \in \mathbb{N} \tag{23}
\end{equation*}
$$

It follows from (21) that

$$
\left(I^{\prime}\left(Z_{k}\right)-I^{\prime}(Z)\right)\left(Z_{k}-Z\right)=\left\|Z_{k}-Z\right\|^{2}-\int_{\mathbb{R}}\left(\nabla \omega\left(\varsigma, Z_{k}(\varsigma)\right)-\nabla \omega(\varsigma, Z(\varsigma)), Z_{k}-Z(\varsigma)\right) d \varsigma
$$

Since $\left(I^{\prime}\left(Z_{k}\right)-I^{\prime}(Z)\right)\left(Z_{k}-Z\right) \rightarrow 0$ as $k \rightarrow \infty$, by the Lemma 4, we deduce that

$$
\left\|Z_{k}-Z\right\|^{2} \rightarrow 0 \text { as } k \rightarrow \infty
$$

Consequently, I validates the Palais-Smale condition $(P S)$ as desired.
Now, by Lemma 5, it follows that $c=\inf _{X^{a}} I(Z)$ is a critical value of $I$. Thus, there exists a critical point $Z_{*} \in X^{\alpha}$ such that $I\left(Z_{*}\right)=c$.
It is remaining to show that $Z_{*} \neq 0$. Let $Z_{0} \in\left(\mathcal{W}_{0}^{1,2}(J) \cap X^{\alpha}\right) \backslash\{0\}$ and $\left\|Z_{0}\right\|_{\infty} \leq 1$. Then, by $\left(\Lambda_{1}\right),\left(\Lambda_{3}\right)$ and (19), we obtain

$$
\begin{align*}
I\left(s Z_{0}\right) & =\frac{s^{2}}{2}\left\|Z_{0}\right\|^{2}-\int_{\mathbb{R}} \omega\left(\varsigma, s Z_{0}(\varsigma)\right) d \varsigma=\frac{s^{2}}{2}\left\|Z_{0}\right\|^{2}-\int_{J} \omega\left(\varsigma, s Z_{0}(\varsigma)\right) d \varsigma \\
& \leq \frac{s^{2}}{2}\left\|Z_{0}\right\|^{2}-\eta s^{\gamma_{3}} \int_{J}\left|Z_{0}\right|^{\gamma_{3}} d \varsigma, 0<s<1 \tag{24}
\end{align*}
$$

Since $1<\gamma_{3}<2$, it follows from (24) that $I\left(s Z_{0}\right)<0$ for $s>0$ small enough. Hence $I\left(Z_{*}\right)=c<0$, and thus $Z_{*}$ is nontrivial critical point of $I$. Therefore, $Z_{*}=Z(\varsigma)$ is nontrivial solution of (2).

### 3.2. Proof of Theorem 2

By Lemma 5 and the proof of Theorem 1, $I \in C^{1}\left(X^{\alpha}, \mathbb{R}\right)$ is bounded below and satisfies the $(P S)$ condition. It is clear that $I$ is even and $I(0)=0$. In order to apply the Lemma 6 , we show that

$$
\begin{equation*}
\forall n \in \mathbb{N} \exists \epsilon>0 \text { such that } \gamma\left(I^{-\epsilon}\right) \geq n . \tag{25}
\end{equation*}
$$

For any natural $n$, take $n$ disjoint open sets $J_{i}$ such that $\bigcup_{i=1}^{n} J_{i} \subset J$. For $i=1,2, \ldots, n$, choose $Z_{i} \in\left(\mathcal{W}_{0}^{1,2}\left(J_{i}\right) \cap X^{\alpha}\right) \backslash\{0\}$ such that $\left\|Z_{i}\right\|=1$. Letting

$$
E_{n}:=\operatorname{span}\left\{Z_{1}, Z_{2}, \ldots, Z_{n}\right\} \text { and } S_{n}:=\left\{Z \in E_{n}:\|Z\|=1\right\} .
$$

For each $Z \in E_{n}$, there exist $\lambda_{i} \in \mathbb{R}, i=1,2, \ldots, n$ such that

$$
\begin{equation*}
Z(\varsigma)=\sum_{i=1}^{n} \lambda_{i} Z_{i}(\varsigma) \text { for } \varsigma \in \mathbb{R} \tag{26}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\|Z\|_{\gamma_{3}}=\left(\int_{\mathbb{R}}|Z(\varsigma)|^{\gamma_{3}} d \zeta\right)^{\frac{1}{\gamma_{3}}}=\left(\sum_{i=1}^{n}\left|\lambda_{i}\right|^{\gamma_{3}} \int_{J_{i}}\left|Z_{i}(\varsigma)\right|^{\gamma_{3}} d \zeta\right)^{\frac{1}{\gamma_{3}}} \tag{27}
\end{equation*}
$$

and hence

$$
\begin{align*}
\|Z\|^{2} & =\int_{\mathbb{R}}\left(\left.\left.\right|_{-\infty} \mathfrak{D}_{\zeta}^{\alpha} Z(\varsigma)\right|^{2}+(\mathcal{A}(\varsigma) Z(\varsigma), Z(\varsigma))\right) d \varsigma \\
& =\sum_{i=1}^{n} \lambda_{i}^{2} \int_{\mathbb{R}}\left(\left.\left.\right|_{-\infty} \mathfrak{D}_{\zeta}^{\alpha} Z_{i}(\varsigma)\right|^{2}+\left(\mathcal{A}(\varsigma) Z_{i}(\varsigma), Z_{i}(\varsigma)\right)\right) d \varsigma=\sum_{i=1}^{n} \lambda_{i}^{2} . \tag{28}
\end{align*}
$$

There exists a constant $c>0$ such that all norms of a finite dimensional normed space are similar

$$
\begin{equation*}
c\|Z\| \leq\|Z\|_{\gamma_{3}} \text { for } Z \in E_{n} . \tag{29}
\end{equation*}
$$

So, by $\left(\Lambda_{1}\right),\left(\Lambda_{3}\right),(27)-(29)$, we have

$$
\begin{align*}
I(s Z) & =\frac{s^{2}}{2}\|Z\|^{2}-\int_{\mathbb{R}} \omega(\varsigma, s Z(\varsigma)) d \varsigma=\frac{s^{2}}{2}\|Z\|^{2}-\sum_{i=1}^{n} \int_{J_{i}} \omega\left(\varsigma, s \lambda_{i} Z_{i}(\varsigma)\right) d \varsigma \\
& \leq \frac{s^{2}}{2}\|Z\|^{2}-\eta s^{\gamma_{3}} \sum_{i=1}^{n}\left|\lambda_{i}\right|^{\gamma_{3}} \int_{J_{i}}\left|Z_{i}(\varsigma)\right|^{\gamma_{3}} d \varsigma \\
& =\frac{s^{2}}{2}\|Z\|^{2}-\eta s^{\gamma_{3}}\|Z\|_{\gamma_{3}}^{\gamma_{3}} \leq \frac{s^{2}}{2}\|Z\|^{2}-\eta(c s)^{\gamma_{3}}\|Z\|^{\gamma_{3}} \\
& =\frac{s^{2}}{2}-\eta(c s)^{\gamma_{3}}, \text { for all } Z \in S_{n}, \text { with } 0<s \leq 1 . \tag{30}
\end{align*}
$$

From (30), it follows that there exists $\epsilon>0$ and $\sigma>0$ such as

$$
\begin{equation*}
I(\sigma Z)<-\epsilon \text { for } Z \in S_{n} . \tag{31}
\end{equation*}
$$

Letting

$$
S_{n}^{\sigma}:=\left\{\sigma Z: Z \in S_{n}\right\} \text { and } \Omega:=\left\{\left(\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}\right) \in \mathbb{R}^{n}: \sum_{i=1}^{n} \lambda_{i}^{2}<\sigma^{2}\right\} .
$$

Thus, from (31), is results that $I(Z)<-\epsilon$ for $Z \in S_{n}^{\sigma}$. In addition, we have $I \in C^{1}\left(X^{\alpha}, \mathbb{R}\right)$ and even. This implies that

$$
\begin{equation*}
S_{n}^{\sigma} \subset I^{-\epsilon} \in \Sigma . \tag{32}
\end{equation*}
$$

From (26) and (28) we deduce that there exists $\psi \in C\left(S_{n}^{\sigma}, \partial \Omega\right)$ an odd homeomorphism mapping ([14]), we obtain

$$
\begin{equation*}
\Gamma\left(I^{-\epsilon}\right) \geq \Gamma\left(S_{n}^{\sigma}\right)=n, \tag{33}
\end{equation*}
$$

Let $c_{n}=\inf _{A \in \sum_{n}} \sup _{Z \in A} I(Z)$. Since $I$ is bounded below on $E$, from (33) we obtain $-\infty<c_{n} \leq-\epsilon<0$, and so $c_{n} \in \mathbb{R}_{+}$. We know that $I$ has infinitely many nontrivial critical points (by using Lemma 3). Thus, the system 2 possesses infinitely many non trivial solutions.

Next, we show that $c_{n} \rightarrow 0^{-}$as $n \rightarrow+\infty$. Define

$$
X_{n}:=\operatorname{span}\left\{e_{n}\right\}, Z_{n}=\overline{\bigoplus_{k=n}^{\infty} X_{k}}
$$

where $\left\{e_{n}\right\}_{n=1}^{\infty}$ the standard orthogonal basis of $X^{\alpha}$, and let

$$
\begin{equation*}
\beta_{n}=\sup _{Z \in Z_{n},\|Z\|=1}\|Z\|_{\mathbb{L}^{2}} \tag{34}
\end{equation*}
$$

We claim that $\beta_{n} \rightarrow 0$ as $n \rightarrow+\infty$. Indeed, $0<\beta_{n+1} \leq \beta_{n}$, and so $\beta_{n} \rightarrow \beta \geq 0$ as $n \rightarrow+\infty$. Now, for all $n \geq 1$, there exists $Z_{n} \in Z_{n}$ as such $\left\|Z_{n}\right\|=1$ and $\left\|Z_{n}\right\| \geq \frac{\beta_{n}}{2}$. By definition of $Z_{n}$, it follows that $Z_{n} \rightarrow 0$ in $X^{\alpha}$. Thus, by Lemma 3, we obtain $Z_{n} \rightarrow 0$ in $\mathbb{L}^{2}(\mathbb{R})$, and so $\beta=0$. This proves our claim. Moreover, we have

$$
I(Z) \geq \frac{1}{2}\|Z\|^{2}-C_{2}^{\gamma_{1}}\left\|a_{1}\right\|_{\frac{2}{2-\gamma_{1}}}\|Z\|^{\gamma_{1}}-C_{2}^{\gamma_{1}} C_{\infty}^{\gamma_{2}-\gamma_{1}}\left\|a_{2}\right\|_{\frac{2}{2-\gamma_{1}}}\|Z\|^{\gamma_{2}}
$$

This implies that $I(Z)$ is coercive and $I(Z) \rightarrow+\infty$ as $\|Z\| \rightarrow+\infty$. Hence, there exists a $\tau>0$ such that $I(Z) \rightarrow 0$ for $\|Z\| \geq \tau$. Moreover, for any $A \in \Sigma_{n}, \Gamma(A) \geq n$, and so $A \cap Z_{n} \neq \varnothing$. Thus, (34), yields

$$
\begin{aligned}
\sup _{Z \in A} I(Z) & \geq \inf _{Z \in Z_{n},\|Z\| \leq \tau} I(Z) \\
& \geq \inf _{Z \in Z_{n},\|Z\| \leq \tau}\left(\frac{1}{2}\|Z\|^{2}-\beta_{n}^{\gamma_{1}}\left\|a_{1}\right\|_{\frac{2}{2-\gamma_{1}}}\|Z\|^{\gamma_{1}}-\beta_{n}^{\gamma_{1}} C_{\infty}^{\gamma_{2}-\gamma_{1}}\left\|a_{2}\right\|_{\frac{2}{2-\gamma_{1}}}\|Z\|^{\gamma_{2}}\right) \\
& \geq-\beta_{n}^{\gamma_{1}}\left\|a_{1}\right\|_{\frac{2}{2-\gamma_{1}}} \tau^{\gamma_{1}}-\beta_{n}^{\gamma_{1}} C_{\infty}^{\gamma_{2}-\gamma_{1}} .
\end{aligned}
$$

Therefore,

$$
c_{n}=\inf _{A \in \sum_{n}} \sup _{Z \in A} I(Z) \geq-\beta_{n}^{\gamma_{1}}\left\|a_{1}\right\|_{\frac{2}{2-\gamma_{1}}} \tau^{\gamma_{1}}-\beta_{n}^{\gamma_{1}} C_{\infty}^{\gamma_{2}-\gamma_{1}}\left\|a_{2}\right\|_{\frac{2}{2-\gamma_{1}}} \tau^{\gamma_{2}} .
$$

Combining this with $c_{n}<0$ and $\beta_{n} \rightarrow 0$, we obtain $c_{n} \rightarrow 0^{-}$as $n \rightarrow+\infty$ as desired.

## 4. Example

Consider system (2) with $\mathcal{A}(\varsigma)=\left(1+\varsigma^{2}\right) I_{N}$, where $I_{N}$ is the identity matrix of order $N$ and

$$
\omega(\varsigma, Z)=\frac{e^{-\varsigma^{2}} \cos (\varsigma)}{1+|\zeta|}|Z|^{\frac{4}{3}}+\frac{e^{-\varsigma^{2}} \sin (\varsigma)}{1+|\zeta|}|Z|^{\frac{3}{2}} .
$$

Then, we obtain

$$
\begin{aligned}
& \nabla \omega(\varsigma, Z)=\frac{4 e^{-\varsigma^{2}} \cos (\varsigma)}{3(1+|\zeta|)}|Z|^{\frac{-2}{3}} Z+\frac{3 e^{-\varsigma^{2}} \sin (\varsigma)}{2(1+|\zeta|)}|Z|^{\frac{-1}{2}} Z \\
& |\omega(\varsigma, Z)| \leq \frac{2 e^{-\varsigma^{2}}}{1+|\zeta|}|Z|^{\frac{4}{3}}, \forall(\varsigma, Z) \in \mathbb{R} \times \mathbb{R}^{N},|Z| \leq 1 \\
& |\omega(\varsigma, Z)| \leq \frac{2 e^{-\varsigma^{2}}}{1+|\zeta|}|Z|^{\frac{3}{2}}, \forall(\varsigma, Z) \in \mathbb{R} \times \mathbb{R}^{N},|Z| \geq 1 \\
& |\nabla \omega(\varsigma, Z)| \leq \frac{2 e^{-\varsigma^{2}}|Z|^{\frac{1}{3}}+9|Z|^{\frac{1}{2}}}{6(1+|\varsigma|)}, \forall(\varsigma, Z) \in \mathbb{R} \times \mathbb{R}^{N}
\end{aligned}
$$

and

$$
\omega(\varsigma, Z) \geq \frac{3 e^{-\frac{\pi^{2}}{9}}|Z|^{\frac{4}{3}}}{2(3+\pi)}, \forall(\varsigma, Z) \in\left(0, \frac{\pi}{3}\right) \times \mathbb{R}^{N},|Z| \leq 1
$$

Therefore, the conditions of Theorem 2 are satisfied, where

$$
\frac{4}{3}=\gamma_{1}=\gamma_{3}<\gamma_{2}=\frac{3}{2}, a_{1}(\varsigma)=a_{2}(\varsigma)=b(\varsigma)=\frac{2 e^{-\varsigma^{2}}}{1+|\varsigma|}, \varphi(s)=\frac{8 s^{\frac{1}{3}}+9 s^{\frac{1}{2}}}{12}
$$

Thus, by applying Theorem 2, we conclude that the system (2) has infinitely many nontrivial solutions.

Remark 5. In light of the above example, one can easily figure out that Z and $\omega$ are not periodic in $\varsigma$. Moreover, $\omega$ is of sub-quadratic. Therefore, System (2) with the above parameters can not be commented by the results obtained in [14]. In contrast to the outcome and conditions suggested in [15], our assumptions in the present paper are more effective. The resulting example supports the validity of the proposed hypotheses.

## 5. Conclusions

We investigated in this research, the existence of infinitely many homoclinic solutions for fractional Hamiltonian systems (2). The present method is different from those considered in the literature in the sense that it provides less restrictive assumptions and assumes that $\mathcal{A}$ is coercive at infinity, $\omega$ is of sub-quadratic growth as $|Z| \rightarrow \infty$, and that $Z$ and $\omega$ are not periodic in $\varsigma$. The properties of the critical point theory have been employed to prove the main results. The findings in this paper not only generalize but also improve the recent results on fractional Hamiltonian systems (2). We provide a concrete example that demonstrates the advantage of our theorems over the previous results.
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#### Abstract

In this paper, the Peyrard-Bishop-Dauxois model of DNA dynamics is discussed along with the fractional effects of the M-truncated derivative and $\beta$-derivative. The Kudryashov's $R$ method was applied to the model in order to obtain a solitary wave solution. The obtained solution is explained graphically and the fractional effects of the $\beta$ and $M$-truncated derivatives are also shown for a better understanding of the model.


Keywords: soliton solutions; fractional Peyrard-Bishop-Dauxois DNA model; M-truncated and $\beta$-fractional derivatives; Kudryashov's $R$ function method

## 1. Introduction

The study of DNA structures is essential in various fields of science. The main purpose of this paper is to investigate the soliton oscillations for the fractional dynamical Peyrard-Bishop-Dauxois (PBD) model of DNA dynamics. The governing equation of the PBD model is a nonlinear evolution equation. The Peyrard-Bishop ( PB ) model for DNA denaturation was presented in 1989 [1]. DNA denaturation is the process of breaking down the DNA in such a way that the hydrogen bonds in the DNA break to unwind the double strands. The proposed model was a simple yet useful extension of the Ising models, which were previously being used to investigate DNA denaturation. Peyrard and Bishop further developed and improved the PB model along with Dauxois [2-5].

The Peyrard-Bishop-Dauxois model (PBD) model has been successfully used in many fruitful studies. Theodorakopoulos [6] used the PBD model in his study of bubble formation during the denaturation process. Hillebrand et al. [7] used numerical simulations to present a study on the bubbles' lifetime using the PBD model. Ares et al. [8] applied the same model to present a theoretical investigation of bubbles formed during DNA melting. They showed that the theoretical results matched with the previously reported experimental results. Some analytic results concerning the lengths of the thermal openings in the DNA structure were presented by Ares and Kalosakas in [9]. The simple yet effective PBD nonlinear model was found to be helpful in investigating the influence of heterogeneity on the DNA structure $[10,11]$. More results on the dynamical and statistical properties of the DNA structure were presented in [12-18].

The complex helical double-stranded structure of DNA molecules has been an interest of research for biologists, physicists and mathematicians for many years. In recent years, different useful extensions and modifications of the PBD dynamical model have been proposed, owing to its applicability and effectiveness in explaining many physical processes [19-21]. The thermal excitations in DNA molecules give rise to solitonic vibrations. The solitons for the nonlinear vibrations of the DNA molecules were computed in $[22,23]$ in order to have a deeper insight into the dynamical properties. The PBD model
has also been explored using the ansatz technique [24], improved $\tan \left(\frac{\phi}{2}\right)$-expansion technique, $\exp (-\phi(\eta))$-expansion technique, generalized $\left(\frac{G^{\prime}}{G}\right)$-expansion technique and the exp-function technique [25].

At the same time, fractional calculus has become very popular during the last two decades. The fractional differential equations are the generalized form of the standard integer order differential equations. Over the years, different definitions of the fractional order derivatives have been proposed, which have been successfully utilized in several applications. The most widely used definitions include the definitions in Captuto's sense and Riemann-Liouville's sense. However, various studies have shown that the these previously well-accepted definitions have some limitations. The Caputo derivative is not able to deal with the problems with a singular kernel, whereas the Riemann-Liouville derivative has a seemingly more serious problem, i.e., it is unable to yield the derivative of a constant equal to zero. Such limitations have prompted researchers for more generalized definitions with a non-integer order.

Atangana et al. [26] introduced a fractional derivative that exhibits many useful mathematical properties. The definition is now commonly referred to as the $\beta$-derivative. Another recent attempt to define the fractional derivative was made by using the definition of the Mittag-Leffler function [27]. Both of these definitions have been proven to satisfy the basic mathematical laws of differential calculus, which encourages further explorations using these newly defined concepts. Recently, the fractional order PBD model was investigated [28] considering the definition of the $\beta$-derivative. The authors computed the traveling wave solutions of the considered model using different methods, keeping the fractional derivative as the $\beta$-derivative.

The M-truncated and $\beta$-fractional derivatives are recently developed definitions of fractional derivatives. Both proposed definitions are generalized forms of the classical integer order derivative and satisfy many useful mathematical properties exhibited by the classical integer order derivative. For example, the fractional derivative of a constant is zero according to these two definitions, which is in line with results of the classical calculus. The definition of the $\beta$-fractional derivative is simple and easily applicable. The M -truncated derivative involves the use of an extra parameter due to the involvement of Mittag-Leffler expansion, but it has been established as a good version of the fractional derivative because it unifies the fractional derivatives proposed by Katugampola, Khalil et al. and Sousa et al.

The aim of this work is to present a comparison of the solution of the fractional order PBD model for the M-truncated derivative and the $\beta$-derivative. The solution was computed using a recent effective technique, namely, the Kudryashov's $R$ function method. The main objective of the work was then achieved by presenting a graphical comparison of the evolution in the shape of the constructed soliton for both definitions of the fractional derivative. It is observed that the conservations laws for the fractional PBD model have not been discussed in the literature to the best of our knowledge. Although this topic is beyond the scope of the current work, it will be useful to present theoretical investigations on the conservations laws of the considered model in future work.

The paper is organized as follows: in Section 2, the governing model is explained, while in Section 3, the definitions of the $\beta$-derivative and M-truncated derivative are given. Kudryashov's $R$ function method is described in Section 4. The application of the method is presented in Section 5. The fractional effects on the obtained solution are graphically illustrated in Section 6. The whole work is concluded in Section 7.

## 2. Governing Model

The Hamiltonian for the PBD model is considered by using the Morse's potential, which can be expressed as

$$
\begin{equation*}
V_{p}\left(U_{q}-\mu_{q}\right)=r\left[\exp \left(-u\left(U_{q}-\mu_{q}\right)\right)-1\right]^{2} . \tag{1}
\end{equation*}
$$

The right side of Equation (1) is Morse's potential, where $u$ and $r$ denote the width and depth of Morse's potential, respectively. $U_{q}, \mu_{q}$ denote the nucleotides' displacements. The expression for the Hamiltonian for hydrogen links can be expressed [23] as

$$
\begin{equation*}
G(U)=\frac{1}{2 n} u_{q}^{2}+\frac{\psi_{1}}{2} \Delta^{2} U_{q}+\frac{\psi_{2}}{4} \Delta^{4} U_{q}+\tau\left(e^{-u \sqrt{2} U_{q}}-1\right)^{2} \tag{2}
\end{equation*}
$$

where $\psi_{1}$ is the strength of linear coupling, $\psi_{2}$ is the strength of nonlinear coupling and $u_{q}=n \frac{\partial U_{q}}{\partial t}$ denotes the momentum corresponding to the displacement $U_{q}$.

Equation (2) expresses the Hamiltonian for the description of the stretch in the hydrogen bonds of the DNA. This relation is essential for the derivation of a nonlinear evolution equation for the dynamical behavior of DNA. Initiating with Equation (2), the standard continuum approximation is used to derive an equation of motion, where the independent variable $U$ denotes the displacement. As a result, the nonlinear evolution equation for DNA dynamics [23] can be written as

$$
\begin{equation*}
U_{t t}-\left(\Psi_{1}+3 \Psi_{2}\left(U_{x}\right)^{2} U_{x x}-2 p r e^{-p U}\left(e^{-p U}-1\right)=0\right. \tag{3}
\end{equation*}
$$

where $\Psi_{1}=\frac{\psi_{1}}{n} s^{2}, \Psi_{2}=\frac{\psi_{2}}{n} s^{4}, r=\frac{\tau}{n}, p=\sqrt{2} u$ and $s=$ the inter-site nucleotide distance.
The fractional order model corresponding to Equation (3) is discussed in [28] using the $\beta$-derivative. In this research work, the following forms of the PBD model are to be studied.

The PBD model with the $\beta$-derivative is considered as

$$
\begin{equation*}
D_{t}^{2 \beta}(U)-\left(\Psi_{1}+3 \Psi_{2}\left(D_{x}^{\beta}(U)\right)^{2}\right) D_{x}^{2 \beta}(U)-2 p r e^{-p U}\left(e^{-p U}-1\right)=0 \tag{4}
\end{equation*}
$$

The PBD model with the M-truncated derivative is considered as

$$
\begin{equation*}
D_{M, t}^{2 \beta, \alpha}(U)-\left(\Psi_{1}+3 \Psi_{2}\left(D_{M, x}^{\beta, \alpha}(U)\right)^{2}\right) D_{M, x}^{2 \beta, \alpha}(U)-2 p r e^{-p U}\left(e^{-p U}-1\right)=0 \tag{5}
\end{equation*}
$$

Both derivatives are explained in the next section.

## 3. Important Definitions

3.1. $\beta$-Derivative

The $\beta$-derivative [26] of a function $l$, where $l(t):[a, \infty] \rightarrow R$, is given as

$$
\begin{equation*}
D_{t}^{\beta}(l(t))=\lim _{\sigma \rightarrow 0} \frac{l\left(t+\sigma\left(t+\frac{1}{\Gamma(\beta)}\right)^{1-\beta}\right)-l(t)}{\sigma}, \beta \in(0,1] . \tag{6}
\end{equation*}
$$

The following properties are satisfied for $\beta$-differentiable functions $l(t)$ and $m(t)$, with $\beta \in(0,1][26,29]$.

$$
\begin{align*}
D_{t}^{\beta}(c l(t)+d m(t)) & =c D_{t}^{\beta}(l(t))+d D_{t}^{\beta}(m(t)), \forall c, d \in R  \tag{7}\\
D_{t}^{\beta}(l(t) \times m(t)) & =m(t) D_{t}^{\beta}(l(t))+l(t) D_{t}^{\beta}(m(t))  \tag{8}\\
D_{t}^{\beta}\left(\frac{l(t)}{m(t)}\right) & =\frac{m(t) D_{t}^{\beta}(l(t))-l(t) D_{t}^{\beta}(m(t))}{(m(t))^{2}},  \tag{9}\\
D_{t}^{\beta}(l(t)) & =\frac{d(l(t))}{d t}\left(t+\frac{1}{\Gamma(\beta)}\right)^{1-\beta} \tag{10}
\end{align*}
$$

The $\beta$-fractional integral can be expressed by the relation [26]

$$
\begin{equation*}
I_{t}^{\beta} h(t)=\int_{0}^{t}\left(y+\frac{1}{\Gamma(\beta)}\right)^{\beta-1} h(y) d y . \tag{11}
\end{equation*}
$$

### 3.2. M-Truncated Derivative

The M-truncated derivative [27] of a function $l$, where $l(t):[0, \infty] \rightarrow R$, is given as

$$
\begin{equation*}
D_{M, t}^{\beta, \alpha}(l(t))=\lim _{\sigma \rightarrow 0} \frac{l\left(t_{j} E_{\alpha}\left(\sigma t^{-\beta}\right)\right)-l(t)}{\sigma}, t>0, \beta \in(0,1], \alpha>0 \tag{12}
\end{equation*}
$$

where ${ }_{j} E_{\alpha}(),. \alpha>0$ is a truncated one-parameter Mittag-Leffler function.
The following properties are satisfied for functions $l(t)$ and $m(t)$, which are $\beta$-derivable, with $\beta \in(0,1]$ and $\alpha>0$ [30].

$$
\begin{align*}
D_{M, t}^{\beta, \alpha}(c l(t)+d m(t)) & =c D_{M, t}^{\beta, \alpha}(l(t))+d D_{M, t}^{\beta, \alpha}(m(t)), \forall c, d \in R,  \tag{13}\\
D_{M, t}^{\beta, \alpha}(l(t) \times m(t)) & =m(t) D_{M, t}^{\beta, \alpha}(l(t))+l(t) D_{M, t}^{\beta, \alpha}(m(t))  \tag{14}\\
D_{M, t}^{\beta, \alpha}\left(\frac{l}{m}\right)(t) & =\frac{m(t) D_{M, t}^{\beta, \alpha}(l(t))-l(t) D_{M, t}^{\beta, \alpha}(m(t))}{(m(t))^{2}}  \tag{15}\\
D_{M, t}^{\beta, \alpha}(l \circ m)(t) & =l^{\prime}(m(t)) D_{M, t}^{\beta, \alpha} m(t)  \tag{16}\\
D_{M, t}^{\beta, \alpha}\left(t^{\psi}\right) & =\psi t^{\psi-\alpha}, \quad \psi \in R . \tag{17}
\end{align*}
$$

Let $h$ be a function that is defined in $(c, \infty]$, where $c \geq 0$, and fix some $0<\beta \leq 1$.
The left M-truncated integral can be expressed by the relation [27]

$$
\begin{equation*}
M_{c}^{\beta, \alpha} h(t)=\int_{c}^{t} h(y) d_{\gamma}(y, c)=\Gamma(\alpha+1) \int_{c}^{t} h(y)(y-c)^{\beta-1} d y \tag{18}
\end{equation*}
$$

with $d_{\gamma}(y, c)=\Gamma(\alpha+1)(y-c)^{\beta-1}$.
The right M-truncated integral is expressed by the relation

$$
\begin{equation*}
{ }_{d}^{\beta, \alpha} I_{M} h(t)=\int_{t}^{d} h(y) d_{\gamma}(d, y)=\Gamma(\alpha+1) \int_{t}^{d} h(y)(d-y)^{\beta-1} d y . \tag{19}
\end{equation*}
$$

## 4. Description of Kudryashov's $R$ Function Method [31]

Kudryashov's $R$ function method [31] is a recently developed mathematical technique for the construction of traveling wave solutions of partial differential equations.

The $R$ function can be written as

$$
\begin{equation*}
R(\xi)=\frac{1}{f e^{(\delta \xi)}+g e^{(-\delta \xi)}}, \tag{20}
\end{equation*}
$$

which satisfies the differential equation

$$
\begin{equation*}
R_{\xi}^{2}=\delta R^{2}\left(1-\omega R^{2}\right), \text { where } \omega=4 f g . \tag{21}
\end{equation*}
$$

Here, $f, g$ and $\delta$ are parameters of the $R$ function. The value of $\omega$ depends on the parameters $f$ and $g$ in the definition of the $R$ function. This definition of the $R$ function allows us to express the nonlinear differential equation in terms of $R$ and $R_{\xi}$, thus simplifying the equation to a great extent to obtain the exact solution. This is applicable to a large class of integrable nonlinear differential equations. Without losing generality, $\omega$ can be taken as 1 .

In this study, this method is applied due to its novelty, generality and simplicity in solving the governing nonlinear model.

According to the Kudryashov's $R$ function method [31], firstly, a suitable wave transformation is used to reduce a nonlinear partial differential of the form

$$
\begin{equation*}
P\left(U, U_{x}, U_{x t}, U_{t}, \ldots\right)=0 \tag{22}
\end{equation*}
$$

to an ODE as

$$
\begin{equation*}
D\left(v, v_{\xi}, v_{\xi \tilde{\xi},}, v_{\xi \xi \xi \xi}, \ldots\right)=0 . \tag{23}
\end{equation*}
$$

The value of $N$ is determined using the homogeneous balance, and then a solution is assumed in the form

$$
\begin{equation*}
v=\Sigma_{l=0}^{N} C_{l} R(\xi)^{l} . \tag{24}
\end{equation*}
$$

In order to obtain a polynomial in $R$ or in $R$ and $R_{\xi}$, Equation (24) and the derivatives of $R$ are put into Equation (23).

When the polynomial involves $R$, the powers of $R$ are collected, whereas, in the case of $R$ and $R_{\xi}$, the collection of powers is carried out accordingly. The resulting system of equations can be solved to determine the values of the unknown parameters and $C_{l}{ }^{\prime}$ s parameter, which can be used to determine the solution of Equation (22).

## 5. Mathematical Analysis

The fractional model PBD model is considered, as described by Equations (1) and (4). In order to solve these nonlinear equations, the transformation $U(x, t)=v(\xi)$ is considered, where

$$
\begin{align*}
& \xi=\frac{1}{\beta}\left(x+\frac{1}{\Gamma(\beta)}\right)^{\beta}-\frac{\eta}{\beta}\left(t+\frac{1}{\Gamma(\beta)}\right)^{\beta}, \quad \text { (for } \beta \text {-derivative), }  \tag{25}\\
& \xi=\frac{\Gamma(\alpha+1)}{\beta}\left(x^{\beta}-\eta t^{\beta}\right), \quad \text { (for M-truncated derivative). } \tag{26}
\end{align*}
$$

Using these transformations, Equations (1) and (4) are reduced to the following ODE.

$$
\begin{equation*}
\eta^{2} v^{\prime \prime}-\left(\Psi_{1}+3 \Psi_{2}\left(v^{\prime}\right)^{2}\right) v^{\prime \prime}-2 p r e^{-p v}\left(e^{-p v}-1\right)=0 . \tag{27}
\end{equation*}
$$

Multiplication of Equation (27) with $v^{\prime}$ and then integration with regard to $\xi$ gives

$$
\begin{equation*}
\frac{\left(\eta^{2}-\Psi_{1}\right)}{2}\left(v^{\prime}\right)^{2}-\frac{3}{4} \Psi_{2}\left(v^{\prime}\right)^{4}+r e^{-p v}\left(e^{-p v}-2\right)+a=0 \tag{28}
\end{equation*}
$$

Here, $a$ is an integration constant. Using the transformation

$$
\begin{equation*}
\Omega(\xi)=e^{-p v(\xi)} \tag{29}
\end{equation*}
$$

the following nonlinear ODE is retrieved.

$$
\begin{equation*}
\frac{\left(\eta^{2}-\Psi_{1}\right)}{2 p^{2}} \Omega^{2}\left(\Omega^{\prime}\right)^{2}-\frac{3}{4 p^{4}} \Psi_{2}\left(\Omega^{\prime}\right)^{4}+r \Omega^{5}(\Omega-2)+a \Omega^{4}=0 . \tag{30}
\end{equation*}
$$

The degree of nonlinear term is balanced with the degree of the highest order derivative in Equation (30) using the homogeneous balance principle described in [32], which provides the value $N=2$. Hence, the proposed method suggests that the solution can be assumed in the form

$$
\begin{equation*}
\Omega(\xi)=C_{0}+C_{1} R(\xi)+C_{2} R(\xi)^{2} . \tag{31}
\end{equation*}
$$

The function $\Omega(\xi)$ is substituted from Equation (31) into Equation (30), and (21) is used for simplification. As a result, a polynomial is obtained in terms of $R$. This can be achieved with the help of Maple or Mathematica. Equating the coefficients of powers of $R$ to 0 yields a system of algebraic equations.

The following values of the unknowns are obtained by solving the system of equations simultaneously.

$$
\begin{aligned}
\eta= & \eta, C_{0}=0, C_{1}=0, C_{2}= \pm \frac{\left( \pm r+\sqrt{-a r+r^{2}}\right) \omega}{r}, \Psi_{1}=\mp\left( \pm r+\sqrt{-a r+r^{2}}\right) p^{2}+a p^{2}+\eta^{2}, \\
& \Psi_{2}=\frac{1}{12} p^{4}\left(2 r \pm 2 \sqrt{-a r+r^{2}}-a\right) .
\end{aligned}
$$

Substituting these values into Equation (31) yields

$$
\begin{equation*}
\Omega(\xi)=\left(\frac{\left(r+\sqrt{-a r+r^{2}}\right) \omega}{r}\right)\left(\frac{1}{f e^{\tilde{\xi}}+g e^{-\xi}}\right)^{2} \tag{32}
\end{equation*}
$$

or

$$
\begin{equation*}
\Omega(\xi)=\left(\frac{\left(r+\sqrt{-a r+r^{2}}\right) \omega}{r}\right)\left(\frac{4 f}{4 f^{2} e^{\xi}+\omega e^{-\xi}}\right)^{2}, \tag{33}
\end{equation*}
$$

which is substituted into Equation (29).
Since

$$
\begin{aligned}
\Omega(\xi) & =e^{-p v(\xi)} \\
\ln (\Omega(\xi)) & =-p v(\xi) \\
v(\xi) & =-\frac{1}{p} \ln (\Omega(\xi)),
\end{aligned}
$$

therefore, $v(\xi)$ can be written as

$$
\begin{equation*}
v(\xi)=-\frac{1}{p} \ln \left(\left(\frac{\left(r+\sqrt{-a r+r^{2}}\right) \omega}{r}\right)\left(\frac{4 f}{4 f^{2} e^{\xi}+\omega e^{-\xi}}\right)^{2}\right) . \tag{34}
\end{equation*}
$$

The resulting relation can be expressed as

$$
\begin{equation*}
U(x, t)=-\frac{1}{p} \ln \left(\left(\frac{\left(r+\sqrt{-a r+r^{2}}\right) \omega}{r}\right)\left(\frac{4 f}{4 f^{2} e^{\xi}+\omega e^{-\xi}}\right)^{2}\right) \tag{35}
\end{equation*}
$$

where $\omega=4 f g$ and $\delta=1$ in the value of $R$.
Considering the $\beta$-derivative, the solution (35) can be written as

$$
\begin{align*}
U(x, t)= & -\frac{1}{p} \ln \left(\left(\frac{\left(r+\sqrt{-a r+r^{2}}\right) \omega}{r}\right)\right. \\
& \left(\frac{4 f}{} \quad \begin{array}{l} 
\\
\\
\\
\left.\left.4 f^{2} e^{\frac{1}{\beta}\left(x+\frac{1}{\Gamma(\beta)}\right)^{\beta}-\frac{\eta}{\beta}\left(t+\frac{1}{\Gamma(\beta)}\right)^{\beta}}+\omega e^{-\left(\frac{1}{\beta}\left(x+\frac{1}{\Gamma(\beta)}\right)^{\beta}-\frac{\eta}{\beta}\left(t+\frac{1}{\Gamma(\beta)}\right)^{\beta}\right)}\right)^{2}\right),
\end{array},\right. \tag{36}
\end{align*}
$$

where $p=\sqrt{2} u$ and $\omega=4 f g$. The symbols $u$ and $r$ denote the width and depth of Morse's potential, whereas $f$ and $g$ are the parameters of the $R$ function, respectively. Moreover, $\beta$ is the fractional order of the derivative, $\eta$ is the speed of the soliton and $a$ is a constant of integration.

Considering the M-truncated derivative, solution (35) can be written as

$$
\begin{align*}
U(x, t)= & -\frac{1}{p} \ln \left(\left(\frac{\left(r+\sqrt{-a r+r^{2}}\right) \omega}{r}\right)\right. \\
& \left.\left(\frac{4 f}{4 f^{2} e^{\frac{\Gamma(\alpha+1)}{\beta}\left(x^{\beta}-\eta t \beta\right)}+\omega e^{-\left(\frac{\Gamma(\alpha+1)}{\beta}\left(x^{\beta}-\eta t^{\beta}\right)\right)}}\right)^{2}\right), \tag{37}
\end{align*}
$$

where $p=\sqrt{2} u$ and $\omega=4 f g$. The symbols $u$ and $r$ denote the width and depth of Morse's potential, whereas $f$ and $g$ are the parameters of the $R$ function, respectively. Moreover, $\beta$ is the fractional order of the derivative, $\eta$ is the speed of the soliton and $a$ is a constant of integration. The parameter $\alpha>0$ appears to be due to the truncated one-parameter Mittag-Leffler function in the definition of the M-truncated derivative.

## 6. Graphical Illustrations

The obtained solution for the $\beta$-derivative and M-truncated derivative is graphically plotted to compare the influence of the change in the fractional order of both kinds of derivatives. Figures 1-5 have been plotted to demonstrate the evolution of the wave profile corresponding to the obtained solution, as the fractional order is gradually increased by taking the values $\beta=0.5, \beta=0.75, \beta=0.83, \beta=0.9$ and $\beta=1$, respectively. The graphs for Equation (36) are presented in Figures 1a-5a, which show the evolution of the wave profile using the definition of the $\beta$-derivative. For a better visualization of the physical structure of the soliton corresponding to the obtained solution, two-dimensional contour plots have been plotted as well. The contour plots corresponding to $\beta=0.5, \beta=0.75$, $\beta=0.83, \beta=0.9$ and $\beta=1$ are shown in Figures $1 c-5 c$ respectively.

The graphs for Equation (37) are presented in Figures 1b-5b, which show the evolution of the wave profile using the definition of the M-truncated derivative. The corresponding contours are shown in Figures 1d-5d.

It is clear from the graphical demonstration that the shape of the wave appears as different for different values of the fractional order $\beta$ using the $\beta$-derivative and M -truncated derivative. However, it is observed that the wave profile tends to become increasingly similar with an increase in the value of $\beta$. Ultimately, at $\beta=1$, the soliton converges to the unique form, as depicted by Figure 5. Hence, it can be concluded that both definitions provide a solution that is in agreement with the usual Hamiltonian and the standard integer order equation of motion for the PBD model when $\beta$ converges to unity.

Further confirmation of this observation is provided by the comparison of the line graphs of the obtained solution expressions for both definitions of the derivative. Figures $1 \mathrm{e}-5 \mathrm{e}$ show the comparison of 2D line graphs corresponding to the $\beta$-derivative and M -truncated derivative for different values of $\beta$ at $x=1$. It is evident from Figure 5 e that the wave profiles for both definitions of the derivative become coincident with each other. A similar confirmation is provided by the 2D line graphs at $t=1$, as depicted by Figures $1 \mathrm{f}-5 \mathrm{f}$. For sake of convenience, the values of $\eta, f$ and $a$ are taken as unity.


Figure 1. In (a), the graph of Equation (36) is given with $\beta=0.5$, whereas, in (b), the graph of Equation (37) is given with $\beta=0.5$ and $\alpha=1$. In ( $\mathbf{c}, \mathbf{d}$ ), the 2D contours corresponding to the graphs $(\mathbf{a}, \mathbf{b})$ are given. (e,f) show 2D comparison of both solutions for $x=1$ and $t=1$, respectively.


Figure 2. In (a), the graph of Equation (36) is given with $\beta=0.75$, whereas, in (b), the graph of Equation (37) is given with $\beta=0.75$ and $\alpha=1$. In ( $\mathbf{c}, \mathbf{d})$, the 2D contours corresponding to the graphs $(\mathbf{a}, \mathbf{b})$ are given. (e,f) show 2D comparison of both solutions for $x=1$ and $t=1$, respectively.


Figure 3. In (a), the graph of Equation (36) is given with $\beta=0.83$ whereas in (b) graph of Equation (37) is given with $\beta=0.83$ and $\alpha=1$. In ( $\mathbf{c}, \mathbf{d}$ ), the 2D contours corresponding to the graphs ( $\mathbf{a}, \mathbf{b}$ ) are given. (e,f) show 2D comparison of both solutions for $x=1$ and $t=1$, respectively.


Figure 4. In (a), the graph of Equation (36) is given with $\beta=0.9$, whereas, in (b), the graph of Equation (37) is given with $\beta=0.9$ and $\alpha=1$. In ( $\mathbf{c}, \mathbf{d}$ ), the 2D contours corresponding to the graphs $(\mathbf{a}, \mathbf{b})$ are given. (e,f) show 2D comparison of both solutions for $x=1$ and $t=1$, respectively.


Figure 5. In (a), the graph of Equation (36) is given with $\beta=1$, whereas, in (b), the graph of Equation (37) is given with $\beta=1$ and $\alpha=1$. In ( $\mathbf{c}, \mathbf{d}$ ), the 2D contours corresponding to the graphs $(\mathbf{a}, \mathbf{b})$ are given. (e,f) show 2D comparison of both solutions for $x=1$ and $t=1$, respectively.

## 7. Conclusions

In this paper, the fractional PBD model was examined with the M-truncated derivative and $\beta$-derivative using Kudryashov's $R$ technique. The obtained soliton solution was graphically illustrated to depict the effects of the fractional order of the derivative for
both the M-truncated derivative and $\beta$-derivative, as shown in Figures 1-5. The obtained solution represents a dark soliton. It is evident that the wave profile has a localized decrease in the wave amplitude. The changes in the shape of the soliton solution have been observed by making variations in the value of fractional order $\beta$. The graphical interpretation of the obtained solution reveals that the graphs for both definitions are different for the same value of the fractional order $\beta$. However, as the value of $\beta$ is increased, the wave profile corresponding to both definitions of the fractional derivative becomes increasingly similar. These observations show that both M -truncated and $\beta$ derivatives provide results that are in good agreement if the fractional order is nearly one. Ultimately, the graphs related to the M -truncated derivative and the $\beta$-derivative tend to become the same as the value of $\beta$ approaches unity. The reported results are novel and Kudryashov's $R$ technique has been utilized to explore the considered model for the first time in this work to provide a comparison of the soliton solutions for $\beta$-fractional and M-truncated derivatives. The proposed research may be helpful for providing a deeper insight into fractional order nonlinear models and the related physical phenomena.
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#### Abstract

In this paper, a collocation method based on the Jacobi polynomial is proposed for a class of optimal-control problems of a fractional distributed system. By using the Lagrange multiplier technique and fractional variational principle, the stated problem is reduced to a system of fractional partial differential equations about control and state functions. The uniqueness of this fractional coupled system is discussed. For spatial second-order derivatives, the proposed method takes advantage of Jacobi polynomials with different parameters to approximate solutions. For a temporal fractional derivative in the Caputo sense, choosing appropriate basis functions allows the collocation method to be implemented easily and efficiently. Exponential convergence is verified numerically under continuous initial conditions. As a particular example, the relation between the state function and the order of the fractional derivative is analyzed with a discontinuous initial condition. Moreover, the numerical results show that the integration of the state function will decay as the order of the fractional derivative decreases.
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## 1. Introduction

Optimal-control problems minimize a function (or a functional) with the states and control inputs of the system over a set of admissible control functions [1], which arises in many scientific and engineering problems, such as aeronautics [2] and economics [3]. In [4], by applying optimal control theory, the dynamics of a basic oncolytic virotherapy model was studied. The constrained dynamics of the optimal-control problem may be divided into two major classes: an ordinary differential equation (ODE) and a partial differential equation (PDE). The fractional differential equation usually came up by replacing the conventional derivatives in ODE/PDE with some sorts of fractional derivatives, whose order of derivative turns out to be some real numbers or even complex numbers. In recent years, with the development of fractional calculus, it has been verified that fractional differential equations model dynamical systems and physical processes more accurately than classic ODEs and PDEs do, and fractional controllers perform better than integer order controllers as well. In this paper, we shall investigate a class of fractional optimal-control problems. The dynamics of the system are described by a partial differential equation with a Caputo fractional derivative on a temporal variable and a second-order derivative on a spatial variable, comprising what is called a fractional optimal-control problem of a distributed system. Although integer-order optimal-control problems and fractional variational problems regarding a single variable have been extensively discussed [5-11], the optimal-control problems related to the fractional distributed system are not systematically developed yet. Therefore, it is meaningful to further study this topic.

As a matter of course, the above-mentioned optimal-control problems have to be solved to examine their further features. However, only few of them can be handled via analytical techniques. Therefore, tremendous efforts have been made regarding numerical methods. By means of a fractional variational principle and the Lagrange multiplier technique, the underlying fractional optimal-control problem can be converted to a system of partial differential equations with temporal fractional derivatives. As one of the pioneering works, two classes of the fractional variational problem with the Riemann-Liouville derivative are considered in [12], where the necessary condition (i.e., the Euler-Lagrange equation) for both cases are analytical deduced. In [13], a general formulation for a class of fractional optimal-control problems was derived by using techniques of calculus of variations, the Lagrange multiplier, and the formula for fractional integration by parts. Based on the foundations mentioned above, several numerical methods have been applied to solve fractional optimal-control problems. In [14], the dynamic system of fractional optimal-control problems are considered as fractional partial differential equations with a Caputo derivative, and numerical solutions of this problem are obtained by means of eigenfunctions. In [15], the modified Grünwald-Letnikov approach is employed to establish a central difference numerical scheme for both time-invariant and time-variant cases. In [16], the fractional optimal-control problem is converted into a general integer order problem by using Oustaloup's approximation for the fractional derivative operator. This method is allowed to solve a more complex problem of a fractional-free, final-time optimal-control problem. In $[17,18]$, the considered fractional optimal-control problems are both reduced to a system of algebraic equations by using the normalized Legendre orthogonal basis. Nevertheless, in [17], the fractional integration and multiplication are approximated directly, while in [18], the fractional optimal-control problems are transformed into an equivalent variational problem. In [19], the fractional optimal-control problem of a distributed system is solved in cylindrical coordinates. Applying the method of separation of variables and eigenfunctions, an equivalent problem in terms of generalized state and control variables is defined, and it is computed by the Grünwald-Letnikov approach. Overall, numerical methods based on approximation by smooth polynomials are perfectly suitable for optimalcontrol problems defined on a bounded domain with regular boundary conditions. For instance, see [20-22]. A hybrid meshless method for fractional distributed optimal control was presented in [23].

Motivated by the above results, a collocation method with the Jacobi polynomial is established to solve the fractional optimal-control problem. It is well-known that the collocation method is a global numerical method with high accuracy, which was firstly applied by Slater and Kantorovic in 1934 [24]. The computation of this method at any given point depends on the information of the entire domain. Naturally, it has a great superiority in solving fractional problems since the fractional derivative we used here is defined in the Caputo sense and is non-local. In [25], a spectral Jacobi-collocation approximation for fractional integro-differential equations of the Volterra type is proposed, and the error of this method decaying exponentially is verified theoretically. In [26], the truncated Bessel series is used in a collocation scheme for solving a fractional optimal-control problem with a nonlinear fractional two-point boundary value problem. A local meshless collocation algorithm is applied to approximate the time fractional evolution model in [27]. In [28], by applying shifted Jacobi polynomials, the fractal-fractional derivative in the Atangana-Riemann-Liouville sense and the fractional derivatives in the Caputo and Atangan-BaleauCaputo concepts have been used to study the optimal-control problem of the advection-diffusion-reaction equation.

In this paper, we will transform the fractional optimal-control problems into a system of fractional partial differential equations through the fractional variational principle, then solve the resulting system by the Jacobi collocation method. The numerical results under both continuous and discontinuous initial conditions will be provided. In the case of the continuous initial condition, the exponential convergence and high accuracy can be arrived with different Jacobi parameters. The influence of the fractional order on the state
function will be analyzed in the case of the problem with a discontinuous initial condition. The remainder of this article is organized as follows: In Section 2, we will introduce some necessary preliminaries of fractional calculus to make this paper self-contained. In Section 3, the formulation of the fractional optimal-control problem is given and basic property is discussed. In Section 4, the derivation of the collocation method for solving the fractional optimal-control problem is performed. A numerical example is given in Section 5, and our conclusion is finally drawn in Section 6.

## 2. Mathematical Preparation

In this section, we introduce two frequently discussed fractional derivatives and their fundamental properties, which are useful in the analysis of the model and computation in what follows. We begin by recalling the Riemann-Liouville fractional integral.

Definition 1 ([29]). Let $f(x) \in L^{1}([a, b]), s>0$ be a finite and real number. Then,

$$
\begin{equation*}
\left({ }_{a} I_{x}^{s} f\right)(x)=\frac{1}{\Gamma(s)} \int_{a}^{x}(x-t)^{s-1} f(t) d t \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(x I_{b}^{s} f\right)(x)=\frac{1}{\Gamma(s)} \int_{x}^{b}(t-x)^{s-1} f(t) d t \tag{2}
\end{equation*}
$$

are named as left-sided Riemann-Liouville fractional integral and right-sided Riemann-Liouville fractional integral, respectively.

Definition 2 ([29]). Let $f(x) \in A C([a, b])$ and ${ }_{a} I_{t}^{n-s} f, t I_{b}^{n-s} f \in \mathcal{C}^{n}([a, b]), n-1<s<n, n$ is a natural number. Then,

$$
\begin{equation*}
\left({ }_{a} D_{x}^{s} f\right)(x)=\frac{1}{\Gamma(n-s)} \frac{d^{n}}{d x^{n}} \int_{a}^{x}(x-t)^{n-s-1} f(t) d t \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left({ }_{x} D_{b}^{s} f\right)(x)=\frac{(-1)^{n}}{\Gamma(n-s)} \frac{d^{n}}{d t^{n}} \int_{x}^{b}(t-x)^{n-s-1} f(t) d t \tag{4}
\end{equation*}
$$

are named as the left-sided Riemann-Liouville fractional derivative and right-sided RiemannLiouville fractional derivative, respectively.

Definition 3 ([29]). Let $f(x) \in A C([a, b]), n-1<s<n, n$ is a natural number. Then,

$$
\begin{equation*}
\left({ }_{a}^{c} D_{x}^{s} f\right)(x)=\frac{1}{\Gamma(n-s)} \int_{a}^{x}(x-t)^{n-s-1}\left\{\frac{d^{n}}{d t^{n}} f(t)\right\} d t \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left({ }_{x}^{c} D_{b}^{s} f\right)(x)=\frac{(-1)^{n}}{\Gamma(n-s)} \int_{x}^{b}(t-x)^{n-s-1}\left\{\frac{d^{n}}{d t^{n}} f(t)\right\} d t \tag{6}
\end{equation*}
$$

are named as the left-sided Caputo fractional derivative and right-sided Caputo fractional derivative, respectively.

Theorem 1 ([29]). Let $0<s<1$. Then, Riemann-Liouville and Caputo fractional derivatives satisfy the following relation:

$$
\begin{equation*}
\left({ }_{x} D_{b}^{s} f\right)(x)=\left({ }_{x}^{c} D_{b}^{s} f\right)(x)+f(b) \frac{(b-x)^{-s}}{\Gamma(1-s)} . \tag{7}
\end{equation*}
$$

Based on Theorem 1, the Caputo fractional derivative is equivalent with the RiemannLiouville fractional derivative for the continuously differentiable functions satisfying Dirich-
let boundary condition $f(b)=0$. More details on fractional derivatives and their properties can be found in monographes [29-31].

## 3. Analysis of Fractional Optimal-Control Problem

In this part, we focus on the formulation of a class of optimal problems with a distributed system involving the Caputo fractional derivative. The details are described as follows.

### 3.1. Formulation of Model

Let $0 \leq t \leq 1,0 \leq x \leq L$, and $Q, R$ be two positive parameters of the system. Functions $z$ and $u$ depending on $t$ and $x$ (i.e., time and position) simultaneously represent some performance indices. Notice that the time domain may not necessary be $[0,1]$, and it can be generalized to $[0, T], T>0$. Our major task is: finding an optimal control input signal $u(x, t)$, which minimizes the cost functional

$$
\begin{equation*}
J=\int_{0}^{1} \int_{0}^{L} Q z^{2}(x, t)+R u^{2}(x, t) d x d t \tag{8}
\end{equation*}
$$

subject to the system dynamic constraints

$$
\begin{equation*}
{ }_{0}^{c} D_{t}^{s} z(x, t)=\frac{\partial^{2} z(x, t)}{\partial x^{2}}+u(x, t), \quad 0<s<1 \tag{9}
\end{equation*}
$$

the initial condition

$$
\begin{equation*}
z(x, 0)=z_{0}(x), \quad 0 \leq x \leq L \tag{10}
\end{equation*}
$$

and the boundary condition

$$
\begin{equation*}
\frac{\partial z(0, t)}{\partial x}=\frac{\partial z(L, t)}{\partial x}=0, \quad 0<t<1 \tag{11}
\end{equation*}
$$

where $s$ is the order of Caputo fractional derivative, $z(x, t)$ and $u(x, t)$ are the state and control functions, respectively. In [14], models (8)-(11) was discussed.

### 3.2. Fractional Variational Principle and Properties of Model

In order to deduce the necessary condition for problem (8)-(11), we impose a modified performance index by using the Lagrange multiplier $\lambda$ as

$$
\begin{equation*}
\tilde{J}=\int_{0}^{1} \int_{0}^{L} Q z^{2}(x, t)+R u^{2}(x, t)+\lambda\left[{ }_{0}^{c} D_{t}^{S} z(x, t)-\frac{\partial^{2} z(x, t)}{\partial x^{2}}-u(x, t)\right] d x d t . \tag{12}
\end{equation*}
$$

Assuming that $z^{*}(x, t)$ and $u^{*}(x, t)$ are the desired optimum solutions of (8)-(11), define

$$
\begin{align*}
& z(x, t)=z^{*}(x, t)+\varepsilon_{1} \eta_{1}(x, t), \quad \varepsilon_{1} \in \mathbb{R},  \tag{13}\\
& u(x, t)=u^{*}(x, t)+\varepsilon_{2} \eta_{2}(x, t), \quad \varepsilon_{2} \in \mathbb{R}, \tag{14}
\end{align*}
$$

where $\varepsilon_{1}, \varepsilon_{2}$ are perturbation parameters, and $\eta_{1}(x, t)$ and $\eta_{2}(x, t)$ are arbitrary test functions satisfying $\eta_{1}(x, 0)=\eta_{1 x}(0, t)=\eta_{1 x}(L, t)=0$.

Substitute Equations (13) and (14) into functional (12), then $\tilde{J}$ becomes a scale function of $\varepsilon_{1}$ and $\varepsilon_{2}$. Obviously, $\tilde{J}$ has an extremum at $\varepsilon_{1}=\varepsilon_{2}=0$. Differentiating $\tilde{J}$ with respect to $\varepsilon_{1}, \varepsilon_{2}$ and $\lambda$, respectively, we have

$$
\begin{align*}
\frac{\partial \tilde{J}}{\partial \varepsilon_{1}} & =\int_{0}^{1} \int_{0}^{L}\left[2 Q z(x, t) \eta_{1}(x, t)+\lambda_{0}^{c} D_{t}^{s} \eta_{1}(x, t)-\lambda \frac{\partial^{2} \eta_{1}(x, t)}{\partial x^{2}}\right] d x d t  \tag{15}\\
\frac{\partial \tilde{J}}{\partial \varepsilon_{2}} & =\int_{0}^{1} \int_{0}^{L}\left[2 R u(x, t) \eta_{2}(x, t)-\lambda \eta_{2}(x, t)\right] d x d t  \tag{16}\\
\frac{\partial \tilde{J}}{\partial \lambda} & =\int_{0}^{1} \int_{0}^{L}\left[{ }_{0}^{c} D_{t}^{s} z(x, t)-\frac{\partial^{2} z(x, t)}{\partial x^{2}}-u(x, t)\right] d x d t . \tag{17}
\end{align*}
$$

Applying fractional integration by parts formulae (see [29] (Page 76, Lemma 2.7)) to (15), we obtain

$$
\begin{gathered}
\int_{0}^{1} \int_{0}^{L} \lambda\left[{ }_{0}^{c} D_{t}^{s} \eta_{1}(x, t)-\frac{\partial^{2} \eta_{1}(x, t)}{\partial x^{2}}\right] d x d t=\int_{0}^{1} \int_{0}^{L} \eta_{1}(x, t)\left[{ }_{t} D_{1}^{s} \lambda-\frac{\partial^{2} \lambda(x, t)}{\partial x^{2}}\right] d x d t \\
\quad+\int_{0}^{1}\left[\lambda_{x}(L, t) \eta_{1}(L, t)-\lambda_{x}(0, t) \eta_{1}(0, t)\right] d t+\int_{0}^{L} \eta_{1}(x, 0)_{t} t_{1}^{s} \lambda(x, 0) d x
\end{gathered}
$$

To minimize $\tilde{J}$ (the same as to minimize $J$ ), it is required that results of (15)-(17) are zeros when $\varepsilon_{1}=\varepsilon_{2}=0$. Then, by the arbitrariness of $\lambda$, one could assume $\lambda_{x}(0, t)=\lambda_{x}(L, t)=0$, $\lambda(x, 1)=0$ to have

$$
\begin{align*}
& { }_{t}^{c} D_{1}^{s} \lambda(x, t)=\frac{\partial^{2} \lambda(x, t)}{\partial x^{2}}-2 Q z^{*}(x, t),  \tag{18}\\
& \lambda(x, t)=2 R u^{*}(x, t)  \tag{19}\\
& { }_{0}^{c} D_{t}^{s} z^{*}(x, t)=\frac{\partial^{2} z^{*}(x, t)}{\partial x^{2}}+u^{*}(x, t), \tag{20}
\end{align*}
$$

since $\eta_{1}(x, t)$ and $\eta_{2}(x, t)$ are arbitrary.
Substituting (19) into (18), it is easy to find that the desired optimal solutions $u^{*}(x, t), z^{*}(x, t)$ satisfy the following coupled equations:

$$
\begin{align*}
& { }_{t}^{c} D_{1}^{s} u(x, t)=\frac{\partial^{2} u(x, t)}{\partial x^{2}}-\frac{Q}{R} z(x, t),  \tag{21}\\
& { }_{0}^{c} D_{t}^{s} z(x, t)=\frac{\partial^{2} z(x, t)}{\partial x^{2}}+u(x, t), \tag{22}
\end{align*}
$$

with the initial and boundary conditions

$$
\begin{array}{cl}
z(x, 0)=z_{0}(x), & u(x, 1)=0 \\
\frac{\partial z(0, t)}{\partial x}=\frac{\partial z(L, t)}{\partial x}=0, & \frac{\partial u(0, t)}{\partial x}=\frac{\partial u(L, t)}{\partial x}=0 .
\end{array}
$$

Now, the problem (8)-(11) has been converted to a fractional coupled system (21) and (22).
Next, we discuss the uniqueness of system (21) and (22) because of the fact that existence result directly follows from the linearity of system itself (see [29] (Chapter $6)$ ). Suppose that $\left(u_{1}, z_{1}\right)$ and $\left(u_{2}, z_{2}\right)$ are two pairs of solutions of (21) and (22); then, $\tilde{u}:=u_{1}-u_{2}$ and $\tilde{z}:=z_{1}-z_{2}$ must be the solutions of (21) and (22) by superposition principle. Therefore,

$$
\begin{align*}
& { }_{t}^{c} D_{1}^{S} \tilde{u}(x, t)=\frac{\partial^{2} \tilde{u}(x, t)}{\partial x^{2}}-\frac{Q}{R} \tilde{z}(x, t),  \tag{23}\\
& { }_{0}^{c} D_{t}^{S} \tilde{z}(x, t)=\frac{\partial^{2} \tilde{z}(x, t)}{\partial x^{2}}+\tilde{u}(x, t) . \tag{24}
\end{align*}
$$

Multiplying $\tilde{u}$ and $\tilde{z}$ to (23) and (24), respectively, then subtracting one to another, then integrating from 0 to $L$ with respect to $x$, we have

$$
\begin{equation*}
R \int_{0}^{L} \tilde{u}_{t}^{c} D_{1}^{s} \tilde{u} d x+Q \int_{0}^{L} \tilde{z}_{0}^{c} D_{t}^{S} \tilde{z} d x=Q \int_{0}^{L} \tilde{z} \tilde{z}_{x x} d x+R \int_{0}^{L} \tilde{u} \tilde{u}_{x x} d x \tag{25}
\end{equation*}
$$

In view of

$$
\begin{aligned}
& Q \int_{0}^{L} \tilde{z} \tilde{z}_{x x} d x+R \int_{0}^{L} \tilde{u} \tilde{u}_{x x} d x \\
= & Q\left(\left.\tilde{z} \tilde{z}_{x}\right|_{0} ^{L}-\int_{0}^{L} \tilde{z}_{x}^{2} d x\right)+R\left(\left.\tilde{u} \tilde{u}_{x}\right|_{0} ^{L}-\int_{0}^{L} \tilde{u}_{x}^{2} d x\right) \\
\leq & 0,
\end{aligned}
$$

we conclude that either one of the following inequalities hold:

$$
\begin{equation*}
R \int_{0}^{L} \tilde{u} \cdot\left({ }_{t}^{c} D_{1}^{s} \tilde{u}\right) d x \leq 0 \quad \text { or } \quad Q \int_{0}^{L} \tilde{z} \cdot\left({ }_{0}^{c} D_{t}^{s} \tilde{z}\right) d x \leq 0 . \tag{26}
\end{equation*}
$$

If the former case is true, we assume that $\tilde{u}$ is approximated by smooth polynomials $\varphi(x)$ and $\phi(t)$, which is $\tilde{u}=\varphi(x) \phi(t)$. Then,

$$
\begin{align*}
\int_{0}^{L} \tilde{u} \cdot\left({ }_{t}^{c} D_{1}^{s} \tilde{u}\right) d x & =\int_{0}^{L} \varphi(x) \phi(t) \cdot \varphi(x)\left({ }_{t}^{c} D_{1}^{s} \phi(t)\right) d x \\
& =\phi(t) \cdot\left({ }_{t}^{c} D_{1}^{s} \phi(t)\right) \int_{0}^{L} \varphi^{2}(x) d x . \tag{27}
\end{align*}
$$

Furthermore, notice that

$$
\begin{aligned}
\int_{0}^{1} \phi(t) \cdot\left({ }_{t}^{c} D_{1}^{s} \phi(t)\right) \int_{0}^{L} \varphi^{2}(x) d x d t & =\int_{0}^{1} \phi(t) \cdot\left({ }_{t}^{c} D_{1}^{s} \phi(t)\right) d t \cdot \int_{0}^{L} \varphi^{2}(x) d x \\
& =\int_{0}^{1}\left({ }_{0} D_{t}^{s} \phi(t)\right) \cdot \phi(t) d t \cdot \int_{0}^{L} \varphi^{2}(x) d x \\
& =\int_{0}^{1}\left({ }_{0} D_{t}^{s / 2} \phi(t)\right)^{2} d t \cdot \int_{0}^{L} \varphi^{2}(x) d x \\
& \geq 0,
\end{aligned}
$$

which implies that the right hand side of (27) is non-negative. Combining (26), one can immediately know that

$$
\begin{equation*}
\int_{0}^{L} \tilde{u} \cdot\left({ }_{t}^{c} D_{1}^{s} \tilde{u}\right) d x \equiv 0 . \tag{28}
\end{equation*}
$$

That is to say, $\tilde{u}$ is zero. The other argument for $\tilde{z}$ is similar. Thus, the pair of solutions of problem (21) and (22) is unique.

In order to observe the property of state function $z(x, t)$, we integrate both sides of (22) from 0 to $L$,

$$
\begin{equation*}
\int_{0}^{L}{ }_{0}^{c} D_{t}^{S} z(x, t) d x=\int_{0}^{L} \frac{\partial^{2} z(x, t)}{\partial x^{2}} d x+\int_{0}^{L} u(x, t) d x . \tag{29}
\end{equation*}
$$

Obviously, the first term on the right side is zero according to boundary conditions. $u(x, t)$ is bounded because the problem is well-posed. That is, there exists a real number $M$ satisfying $\zeta(t)=\int_{0}^{L} u(x, t) d x<M$ for any $t \in[0,1]$. Regarding the left hand side, it is easy to deduce that there exists $t_{l}^{*} \in[0,1]$, such that

$$
\begin{equation*}
\int_{0}^{L}{ }_{0}^{c} D_{t}^{s} z(x, t) d x=\frac{t^{1-s}}{\Gamma(2-s)} \int_{0}^{L} z_{t}\left(x, t_{l}^{*}\right) d x \tag{30}
\end{equation*}
$$

Equations (29) and (30) lead to the relation between the change rate of energy of $z(x, t)$ and time $t$ as

$$
\begin{equation*}
\int_{0}^{L} u(x, t) d x=\frac{t^{1-s}}{\Gamma(2-s)} \int_{0}^{L} z_{t}\left(x, t_{l}^{*}\right) d x \tag{31}
\end{equation*}
$$

On account of the fact that Equations (21) and (22) are coupled, it is easy to arrive at the following identity:

$$
\begin{equation*}
\int_{0}^{L} z(x, t) d x=-\frac{(1-t)^{1-s}}{\Gamma(2-s)} \int_{0}^{L} u_{t}\left(x, t_{r}^{*}\right) d x \tag{32}
\end{equation*}
$$

Combining (31) and (32), we obtain

$$
\begin{equation*}
\Phi(t, s):=\int_{0}^{L} z(x, t) d x=C \cdot \frac{(1-t)^{1-s}}{\Gamma(1-s) \Gamma(2-s)}, \quad 0<s, t<1, \tag{33}
\end{equation*}
$$

where $C=-t_{r}^{*-s} \int_{0}^{L} z_{t}\left(x, t_{l}^{*}\right) d x \geq 0$. This indicates that the volume of $z(x, t)$ in the temporal direction will decay as the order $s$ decreases, due to the non-negativity assumption of $z(x, 0)$ and the diffusion property of the considered system. Conversely, if $z_{t}$ is positive for each fixed $x$, then solution $z(x, t)$ will blow up eventually, which is physically impossible.

## 4. Numerical Algorithm

In this section, a collocation method is proposed to the solve fractional optimal control problem (8)-(11). Firstly, we recall the definition and properties of the Jacobi polynomials, occasionally called hypergeometric polynomials, which are used in our collocation method. From now on, we use symbols $\alpha$ and $\beta$ to parameterize the Jacobi polynomials and let $s$, $0<s<1$ be the order of fractional derivative. Notice that when $s$ approaches one, the corresponding fractional derivatives reduce to conventional integer-order derivatives.

Recently, Jacobi polynomial for solving differential equations has become increasingly popular because of the high accuracy of interpolation for ODE/PDE with certain regularity $[32,33]$. The well-known Jacobi polynomial $J_{n}^{\alpha, \beta}$ with indices $\alpha, \beta>-1$ of degree $n$ are defined on interval $[-1,1]$ and can be expressed as

$$
\begin{equation*}
J_{n}^{\alpha, \beta}(\xi)=\frac{(-1)^{n}}{2^{n} \cdot n!}(1-\xi)^{-\alpha}(1+\xi)^{-\beta} \frac{d^{n}}{d \xi^{n}}\left[(1-\xi)^{\alpha+n}(1+\xi)^{\beta+n}\right], \quad-1 \leq \xi \leq 1, \tag{34}
\end{equation*}
$$

which is a solution of the second order linear homogeneous differential equation

$$
\left(1-\xi^{2}\right) \frac{d^{2} Y(\xi)}{d \xi^{2}}+[\beta-\alpha-(\alpha+\beta+2) \xi] \frac{d Y(\xi)}{d \xi}+n(n+\alpha+\beta+1) Y(\xi)=0
$$

In order to use these polynomials on the interval $[0, L]$, we take the change of variable $x=\frac{L}{2}(\xi+1)$. Therefore, $0 \leq x \leq L$ is due to the range of $\xi$. The derivative of $J_{n}^{\alpha, \beta}$ on the interval $[0, L]$ can be represented by

$$
\begin{equation*}
\frac{d^{m}}{d t^{m}} J_{n}^{\alpha, \beta}\left(\frac{2 x}{L}-1\right)=\frac{\Gamma(n+m+\alpha+\beta+1)}{\Gamma(n+\alpha+\beta+1) L^{m}} J_{n-m}^{\alpha+m, \beta+m}\left(\frac{2 x}{L}-1\right), \tag{35}
\end{equation*}
$$

where $m=1,2,3, \cdots$.
One advantage of Jacobi polynomial is that its fractional derivatives still have a recurrence form. For special cases, the Riemann-Liouville fractional derivative of $J_{n}^{\alpha, \beta}$ can be presented in the form of the Jacobi polynomial. Let $0<\alpha<1$, $\beta=0$; we have

$$
\begin{equation*}
{ }_{0} D_{x}^{\alpha} J_{n}^{-\alpha, 0}\left(\frac{2 x}{L}-1\right)=\frac{\Gamma(n+1) x^{-\alpha}}{\Gamma(n-\alpha+1)} J_{n}^{0,-\alpha}\left(\frac{2 x}{L}-1\right) \tag{36}
\end{equation*}
$$

and when $\alpha=0,0<\beta<1$, it reads that

$$
\begin{equation*}
{ }_{x} D_{1}^{\beta} J_{n}^{0,-\beta}\left(\frac{2 x}{L}-1\right)=\frac{\Gamma(n+1)(L-x)^{-\beta}}{\Gamma(n-\beta+1)} J_{n}^{-\beta, 0}\left(\frac{2 x}{L}-1\right) . \tag{37}
\end{equation*}
$$

Next, we present the basic idea of the collocation method with Jacobi polynomials. Denoting sets $\left\{x_{j}^{\alpha, \beta}\right\}, 0 \leq j \leq M$ and $\left\{t_{j}^{s}\right\}, 0 \leq j \leq N$ as the nodes of Jacobi-GaussLobatto (JGL) quadratures on the interval [-1,1], we set the JGL points $\left\{x_{L, j}^{\alpha, \beta}\right\}, 0 \leq j \leq M$ and $\left\{t_{1, j}^{s}\right\}, 0 \leq j \leq N$ on $[0, L] \times[0,1]$ as

$$
\begin{aligned}
x_{L, j}^{\alpha, \beta} & =\frac{L}{2}\left(x_{j}^{\alpha, \beta}+1\right), \quad 0 \leq j \leq M, \\
t_{1, j}^{s} & =\frac{1}{2}\left(t_{j}^{s}+1\right), \quad 0 \leq j \leq N .
\end{aligned}
$$

Let $\left\{\psi_{i}(t), \phi_{j}(x)\right\},\left\{\hat{\psi}_{i}(t), \phi_{j}(x)\right\}$ be the pairs of Jacobi basis polynomials; the approximations for solutions $z_{N}$ and $u_{N}$ can be expanded as

$$
\begin{align*}
& z_{N}(x, t)=\sum_{i=0}^{N} \sum_{j=0}^{M} a_{i j} \phi_{j}(x) \psi_{i}(t)  \tag{38}\\
& u_{N}(x, t)=\sum_{i=0}^{N} \sum_{j=0}^{M} b_{i j} \phi_{j}(x) \hat{\psi}_{i}(t), \tag{39}
\end{align*}
$$

by using the method of separation of variables. Here, $\left\{\psi_{i}(t), \phi_{j}(x)\right\}$ and $\left\{\hat{\psi}_{i}(t), \phi_{j}(x)\right\}$ are different Jacobi basis polynomials, as follows:

$$
\begin{aligned}
\phi_{j}(x) & =J_{j}^{\alpha, \beta}\left(\frac{2 x}{L}-1\right), \\
\psi_{i}(t) & =J_{i}^{-s, 0}(2 t-1) \\
\hat{\psi}_{i}(t) & =J_{i}^{0,-s}(2 t-1) .
\end{aligned}
$$

Inserting (38) and (39) into (21) and (22) leads to

$$
\begin{aligned}
& \sum_{i=0}^{N} \sum_{j=0}^{M} b_{i j} \phi_{j}(x) \cdot{ }_{t} D_{1}^{s} \hat{\psi}_{i}(t)=\sum_{i=0}^{N} \sum_{j=0}^{M} b_{i j} \hat{\psi}_{i}(t) \frac{\partial^{2} \phi_{j}(x)}{\partial x^{2}}-\frac{Q}{R} \sum_{i=0}^{N} \sum_{j=0}^{M} a_{i j} \phi_{j}(x) \psi_{i}(t), \\
& \sum_{i=0}^{N} \sum_{j=0}^{M} a_{i j} \phi_{j}(x) \cdot{ }_{0}^{c} D_{t}^{s} \psi_{i}(t)=\sum_{i=0}^{N} \sum_{j=0}^{M} a_{i j} \psi_{i}(t) \frac{\partial^{2} \phi_{j}(x)}{\partial x^{2}}+\sum_{i=0}^{N} \sum_{j=0}^{M} b_{i j} \phi_{j}(x) \hat{\psi}_{i}(t) .
\end{aligned}
$$

Combining the relation (7) and the Riemann-Liouville fractional derivative (36) and (37), we obtain

$$
\begin{equation*}
{ }_{0}^{c} D_{t}^{s} J_{i}^{-s, 0}(2 t-1)=\frac{\Gamma(i+1) t^{-s}}{\Gamma(i-s+1)} J_{i}^{0,-s}(2 t-1)-\frac{J_{i}^{-s, 0}(-1) t^{-s}}{\Gamma(1-s)}, \tag{40}
\end{equation*}
$$

and

$$
\begin{equation*}
{ }_{t}^{c} D_{1}^{s} J_{i}^{0,-s}(2 t-1)=\frac{\Gamma(i+1)(1-t)^{-s}}{\Gamma(i-s+1)} J_{i}^{-s, 0}(2 t-1)-\frac{J_{i}^{0,-s}(1)(1-t)^{-s}}{\Gamma(1-s)} . \tag{41}
\end{equation*}
$$

The second-order derivative of Jacobi polynomial can be expressed as

$$
\begin{equation*}
\frac{\partial^{2} \phi_{j}(x)}{\partial x^{2}}=\frac{\Gamma(j+3+\alpha+\beta)}{\Gamma(j+1+\alpha+\beta) L^{2}} J_{j-2}^{\alpha+2, \beta+2}\left(\frac{2 x}{L}-1\right) . \tag{42}
\end{equation*}
$$

Eventually, a numerical scheme for solving (8)-(11) is established as follows:

$$
\begin{align*}
& \sum_{i=0}^{N} \sum_{j=0}^{M} b_{i j}\left[\frac{\Gamma(i+1)(1-t)^{-s}}{\Gamma(i-s+1)} J_{i}^{-s, 0}(2 t-1)-\frac{J_{i}^{0,-s}(1)(1-t)^{-s}}{\Gamma(1-\alpha)}\right] J_{j}^{\alpha, \beta}\left(\frac{2 x}{L}-1\right) \\
&= \sum_{i=0}^{N} \sum_{j=0}^{M}\left[b_{i j} \frac{\Gamma(j+3+\alpha+\beta) L^{-2}}{\Gamma(j+\alpha+\beta+1)} J_{j-2}^{2+\alpha, 2+\beta}\left(\frac{2 x}{L}-1\right) J_{i}^{0,-s}(2 t-1)\right. \\
&\left.-\frac{Q}{R} a_{i j} J_{j}^{\alpha, \beta}\left(\frac{2 x}{L}-1\right) J_{i}^{-s, 0}(2 t-1)\right], \tag{43}
\end{align*}
$$

and

$$
\begin{align*}
& \sum_{i=0}^{N} \sum_{j=0}^{M} a_{i j}\left[\frac{\Gamma(i+1) t^{-s}}{\Gamma(i-s+1)} J_{i}^{0,-s}(2 t-1)-\frac{J_{i}^{-s, 0}(-1) t^{-s}}{\Gamma(1-\alpha)}\right] J_{j}^{\alpha, \beta}\left(\frac{2 x}{L}-1\right) \\
&= \sum_{i=0}^{N} \sum_{j=0}^{M}\left[a_{i j} \frac{\Gamma(j+3+\alpha+\beta) L^{-2}}{\Gamma(j+\alpha+\beta+1)} J_{j-2}^{2+\alpha, 2+\beta}\left(\frac{2 x}{L}-1\right) J_{i}^{-s, 0}(2 t-1)\right. \\
&\left.+b_{i j} J_{j}^{\alpha, \beta}\left(\frac{2 x}{L}-1\right) J_{i}^{0,-s}(2 t-1)\right] . \tag{44}
\end{align*}
$$

Note that JGL points $\left\{x_{L, j}^{\alpha, \beta}\right\}, 0 \leq j \leq M$ and $\left\{t_{1, j}^{s}\right\}, 0 \leq j \leq N$ include $t_{1,0}^{s}=0$, $t_{1, N}^{s}=1, x_{L, 0}^{\alpha, \beta}=0, x_{L, M}^{\alpha, \beta}=L$, which are necessarily used to satisfy the initial and boundary conditions.

## 5. Numerical Experiment

In this section, we present two numerical examples to verify the efficiency of our algorithm. The same as the former part $s$ is the order of fractional derivative, and $\alpha, \beta$ are Jacobi polynomials parameters. We first discuss an example with an exact solution to illustrate the implementation and efficiency of the proposed numerical method; then, a fractional optimal-control problem with noncontinuous initial input signal is considered. The MATLAB R2015b software is used for all computations in this section.

### 5.1. Numerical Solution for System with Smooth Initial Input Signal

As the first example, we assume that systems (21) and (22) have an analytical solution given by

$$
\begin{aligned}
u(x, t) & =(t-1) \cos (x \pi) \\
z(x, t) & =(1-t) \cos (x \pi)
\end{aligned}
$$

Without loss of generality, we assume $R=Q=L=1$ to simplify the computing procedures. In order to balance both sides of these equations, let

$$
\begin{equation*}
f_{1}(x, t)=\frac{1}{\Gamma(2-\alpha)}(1-t)^{1-s} \cos (x \pi)+\cos (x \pi)\left[\pi^{2}(1-t)+t-1\right] \tag{45}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{2}(x, t)=\frac{1}{\Gamma(2-\alpha)} t^{1-s} \cos (x \pi)+\cos (x \pi)\left[\pi^{2}(t-1)+t-1\right] \tag{46}
\end{equation*}
$$

which are purposively added to the right hand side parts of Equations (21) and (22), respectively. Therefore, the initial input signal is governed by a cosine waveform

$$
\begin{equation*}
z_{0}(x)=-\cos (x \pi), \quad 0 \leq x \leq 1 \tag{47}
\end{equation*}
$$

One important advantage of the collocation method is the high accuracy. Firstly, we compare the exact and numerical solutions for $s=0.7, \alpha=\beta=3$. Figure 1a,b shows the exact and numerical solutions of state and control functions by severally fixing $x=0.2$ and $t=0.5$ and choosing $N=M=10$ in collocation method. Note that the numerical solutions of both $z(x, t)$ and $u(x, t)$ are highly aligned with the exact solutions. Table 1 lists the maximum absolute errors (MAE) of the exact and numerical solution at $x=0.2$ and $t=0.5$ with four kinds of Jacobi polynomials parameters, which are

- $\alpha=\beta=-0.5$ (Chebyshev polynomials of the first kind),
- $\alpha=\beta=0.5$ (Chebyshev polynomial of the second kind),
- $\alpha=\beta=0$ (Legendre polynomials),
- $\alpha=2, \beta=3$ (non-specified Jacobi polynomials).

The result shows that the proposed algorithm provides high accuracy in cases of different Jacobi parameters. Figure 1c,d show that the relation between the degree $M, N$ $(M=N)$ of the polynomial and the logarithm of error ( E ) is almost linear, which indicates that the error decays exponentially.


Figure 1. Numerical and analytical solution of system (21) and (22) (see (a,b)); the relation between $N$ and error (E) with $s=0.7$ and $\alpha=\beta=3$ (see (c,d)).

Table 1. Maximum absolute errors (MAE).

| $\boldsymbol{M}$ | $\boldsymbol{\alpha}$ | $\beta$ | MAE of $\boldsymbol{z}$ | MAE of $\boldsymbol{u}$ |
| :---: | :---: | :---: | :---: | :---: |
| 5 |  |  | $1.05 \times 10^{-3}$ | $1.13 \times 10^{-3}$ |
| 10 | -0.5 | -0.5 | $3.36 \times 10^{-8}$ | $3.43 \times 10^{-8}$ |
| 15 |  |  | $2.89 \times 10^{-15}$ | $3.09 \times 10^{-14}$ |
| 5 |  |  | $2.78 \times 10^{-3}$ | $2.96 \times 10^{-3}$ |
| 10 | 0.5 |  | $1.82 \times 10^{-7}$ | $1.86 \times 10^{-3}$ |
| 15 |  |  | $4.51 \times 10^{-14}$ | $5.00 \times 10^{-14}$ |
| 5 | 0 | 0 | $1.98 \times 10^{-3}$ | $2.12 \times 10^{-3}$ |
| 10 |  |  | $9.45 \times 10^{-8}$ | $9.65 \times 10^{-8}$ |
| 15 |  | 3 | $2.62 \times 10^{-14}$ | $2.98 \times 10^{-14}$ |
| 5 | 2 |  | $5.95 \times 10^{-3}$ | $7.90 \times 10^{-3}$ |
| 10 |  |  | $1.80 \times 10^{-6}$ | $2.87 \times 10^{-13}$ |
| 15 |  |  | $4.13 \times 10^{-13}$ |  |

### 5.2. Numerical Solution for System with Discontinuous Initial Input Signal

In this part, a kind of discontinuous initial condition is considered. Similarly, we take $R=Q=L=1$, and we solve systems (21) and (22) with the initial condition expressed by a step-function signal

$$
z_{0}(x)=\left\{\begin{aligned}
10, & 0 \leq x<0.5 \\
0, & 0.5 \leq x \leq 1
\end{aligned}\right.
$$

In computation, we select $N=M=11$ and $\alpha=\beta=-0.5$. The numerical solution for $s=0.9$ is displayed in Figure 2a. One can observe that the state function $z(x, t)$ becomes increasingly smooth after a short time because of the influences of diffusion and Neumann boundary conditions. Meanwhile, the state function will converge to a stable equilibrium that is not identical zero because the control input is not zero.

In Figure $2 \mathrm{~b}-\mathrm{d}$, we sketched the curves of the control function with three different fractional orders ( $s=0.4, s=0.6$ and $s=0.9999$ ) as time goes by. In this case, we set $\alpha=\beta=1$. This shows that when $s$ is relatively small $(s=0.4)$, the state function $z(x, t)$ decays much faster than the case of relatively large $s(s=0.6)$. This coincides with the memory property of the fractional derivative, which is sometimes called the heavy tail feature. When $s$ approaches 1 , a comparatively slow and uniform decay phenomenon can be viewed, which matches our previous analysis.


Figure 2. Cont.


Figure 2. The state function at different moments with $\alpha=\beta=-0.5$ (see (a)) and $\alpha=\beta=1$ (see (b-d)).

## 6. Conclusions

In this paper, a collocation method based on the Jacobi polynomial is presented for solving a class of optimal-control problems with a fractional distributed system. The problem is transformed into a system of fractional diffusion equations by using the fractional variational principle. The major feature of the resulting system is that both left-sided and right-sided fractional derivatives are involved, which makes it more difficult to handle. We approximate the numerical solutions in terms of the Jacobi polynomials in both temporal and spatial directions. The efficiency and exponential convergence are verified numerically. The numerical simulations show that the proposed method is validated for fractional optimal-control problem containing continuous or discontinuous initial conditions. In the case of discontinuous initial conditions, the results shows that the state function decays much faster when the order of fractional derivative $s$ is relatively small, which coincides with the heavy tail feature of the fractional derivative.
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#### Abstract

A smooth and discontinuous (SD) oscillator is a typical multi-stable state system with strong nonlinear properties and has been widely used in many fields. The nonlinear dynamic characteristics of the system have not been thoroughly investigated because the nonlinear restoring force cannot be integrated. In this paper, the nonlinear restoring force is represented by a piecewise nonlinear function. The equivalent coefficients of fractional damping are obtained with an orthogonal function. The influence of fractional damping on the transition set, the amplitude-frequency response and the snapthrough of the SD oscillator are analyzed. The conclusions are as follows: The nonlinear piecewise function accurately mimics the nonlinear restoring force and maintains a nonlinearity property. Fractional damping can significantly affect the stiffness and damping property simultaneously. The equivalent coefficients of the fractional damping are variable with regard to the fractional-order power of the excitation frequency. A hysteresis point, a bifurcation point, a frequency island, pitchfork bifurcations and transcritical bifurcations were discovered in the small-amplitude resonant region. In the non-resonant region, the increase in the fractional parameters leads to the probability of snap-through declining by increasing the symmetry of the attraction domain or reducing the number of stable states.


Keywords: SD oscillator; fractional damping; primary resonance; nonlinear dynamics

## 1. Introduction

Geometric nonlinearity is one of the three major nonlinear problems in engineering applications. Many engineering applications, such as vehicle suspension and gear driving systems, typically exhibit nonlinear characteristics. Nonlinear systems are made equivalent to linear systems to facilitate analytical calculations. In this process, the accurate nonlinear dynamics behavior of the nonlinear system cannot be obtained. If the system has been working at high intensity for a long time, the model errors caused by this equivalent linearization will accumulate. Therefore, establishing an accurate geometric nonlinear system model and analyzing the nonlinear dynamic behavior of the model can ensure the safe and stable operation of the system.

The smooth and discontinuous (SD) oscillator is a typical geometric nonlinear system. The system, which consists of one concentrated mass and two slanted springs, was simplified by a simply supported beam model [1]. The prototypical model of an SD oscillator is shown in Figure 1. This model has been widely used to study snap-through phenomena [2], energy-harvesting mechanisms [3], quasi-zero vibration isolators [4] and applications in many other fields.

(a)

(b)

Figure 1. (a) The prototypical SD oscillator model; (b) the schematic diagram of stable positions of the SD oscillator.

In Figure 1, $X(t)$ is the displacement of the oscillator, $m$ is the mass, $c$ is the damping coefficient, $k$ is the stiffness of the springs, $l$ is the constant distance and $L$ is the original length of the spring. The dynamics model of the prototypical SD oscillator is:

$$
\begin{equation*}
m \ddot{X}(t)+c \dot{X}(t)+2 k X(t)\left(1-\frac{L}{\sqrt{X(t)^{2}+l^{2}}}\right)=0 \tag{1}
\end{equation*}
$$

This system (1) is made dimensionless by letting $\alpha=l / L$ ( $\alpha$ is the smooth parameter) $\omega_{0}^{2}=2 k / m, 2 \zeta=c / m$ and $x=X(t) / L:$

$$
\begin{equation*}
\ddot{x}+2 \zeta \dot{x}+\omega_{0}^{2} x\left(1-\frac{1}{\sqrt{x^{2}+\alpha^{2}}}\right)=0 \tag{2}
\end{equation*}
$$

where the nonlinear restoring force is $F_{r e}=\omega_{0}^{2} x\left(1-1 / \sqrt{x^{2}+\alpha^{2}}\right)$.
Notably, when the original length $L$ is greater than the distance $l(0<\alpha<1)$, the oscillator has two stable positions (position 1 and position 3, as shown in Figure 1b). When the displacement or the velocity of the oscillator is smaller than the threshold, the oscillator vibrates at a small amplitude in stable position 1 or 3 . If the displacement or the velocity of the oscillator exceeds the threshold (the threshold is the boundary of the attract domain, which will be discussed in Section 4), the oscillator will quickly jump from stable position 1 to stable position 3, or from 3 to 1 . These stable position changes are called "snap-through". However, when the original length $L$ is smaller than the distance $l(\alpha>1)$, the oscillator has only one stable position (position 2). Thus, in this condition, the oscillator cannot change its stable position.

The dimensionless system parameters are selected as $\omega_{0}^{2}=2, \alpha=0,0.5,1$ and 1.5. Diagrams of the nonlinear restoring force $F_{r e}$ and the stiffness of the SD oscillator are shown in Figure 2.

Figure 2a shows the nonlinear restoring force with different smooth parameters, and Figure $2 b$ shows the stiffness of the SD oscillator. In Figure 2 a , the nonlinear restoring force has a jump point at $x=0$ when $\alpha=0$. In Figure 2 b , the stiffness is negative in the neighborhood of $x=0\left(x_{1}<x<x_{2}\right)$ when the smooth parameter is 0.5 . The slope of $F_{r e}$, i.e., the stiffness, approaches $\omega_{0}^{2}$ when $|x|$ approaches infinity. These phenomena indicate that the system is discontinuous when $\alpha=0$, and it has a negative stiffness property when
the smooth parameter is in the interval $0<\alpha<1$. The system has a quasi-zero stiffness property when $\alpha=1$. Additionally, its stiffness is positive when $\alpha>1$.


Figure 2. (a) The nonlinear restoring force $F_{r e}$ (b) the stiffness of the SD oscillator; two points are $x_{1}=-\alpha \sqrt{\alpha^{-2 / 3}-1}$ and $x_{2}=\alpha \sqrt{\alpha^{-2 / 3}-1}$, respectively.

SD oscillators have been widely used in many fields due to their special nonlinear properties. Researchers have conducted many in-depth studies on SD oscillators. Avramov et al. [5] connected an SD-like truss with a spring-mass system and investigated snapthrough and nonlinear vibration characteristics. Brennan et al. [6] used an SD-like model with snap-through characteristics to represent the wings of dipteran insects. Their results show that the snap-through phenomenon resulted in a velocity jump in the system. When the operating frequency was below the natural frequency, the system had a great advantage in flight. Ichiro et al. [7] studied the nonlinear characteristics of an elastic-plastic system using a multi-folding microstructure system composed of SD structures. Waite et al. [8] investigated the attractor coexistence and the competing resonance of a truss with the SD structure. Hao et al. $[9,10]$ designed a quasi-zero-stiffness vibration isolator based on an SD oscillator. Currier et al. [11] designed a mechanical fish that had an SD-like spine structure. The structure provided sufficient acceleration for the fish to swim. SD oscillators are also widely applied in nonlinear energy sinks [12,13] and energy harvesting [14,15]. Myongwon et al. [16] demonstrated a 1D lattice of bistable elements. The lattices exhibited energy-harvesting capabilities from transition waves, and energy was transmitted in the form of waves. Tan et al. [17] designed a triboelectric nanogenerator constituted by a bowtype Teng with a snap-through phenomenon. The equipment converted low-frequency vibrations into electricity with a high efficiency.

In terms of nonlinear dynamics, the trilinear piecewise function method [18] and the elliptic function method [19] have been proposed for investigating the nonlinear dynamics characteristics of SD oscillators. Subsequently, Tian et al. [20] studied the codimension-two bifurcation and the Hopf bifurcation of an SD oscillator. Cao et al. [21] analyzed the limit case response of an SD oscillator. In this case, the SD oscillator lost hyperbolicity due to a discontinuous characteristic that was different from a standard double-well system. Shen et al. [22] studied the bifurcation characteristics of symmetric subharmonic orbits and asymmetric subharmonic orbits of a discontinuous SD oscillator. Han et al. [23] used singularity theory to obtain the transition set of a coupled SD oscillator. The chaos threshold was obtained using the Melnikov method. [24] The multiple buckling and the codimensionthree bifurcation of an SD oscillator were analyzed [25,26]. Tian et al. [27] studied the chaos threshold of an asymmetric SD oscillator subjected to constant excitation with the topological equivalence method. Yue et al. [28] investigated the random bifurcation of an SD oscillator based on the generalized cell-mapping method. In terms of the frequency domain, Santhosh et al. [29] found a chaotic solution for an SD oscillator caused by the
symmetry breaking. Chen et al. $[30,31]$ studied the global bifurcation characteristics of a discontinuous SD oscillator that was equivalent to a Filippov system. Wang et al. [32] represented fractional damping using a Markov chain. The random $P$ bifurcation of an SD oscillator with fractional damping was studied. Their results show that both the smooth parameter and the excitation amplitude induced a random P-bifurcation of the SD oscillator. Through experiments, Chang et al. [33] proved that the periodic motion of an SD oscillator is highly sensitive to the initial displacement and the smooth parameter.

The nonlinear dynamic behaviors of SD oscillators with integral damping have been thoroughly studied. However, two limitations exist in the current research. One limitation is that the Taylor series expansion method is used to mimic the nonlinear restoring force in SD oscillators. The calculation accuracy of the equivalence transformation is acceptable when displacement responses are small. However, this can produce large errors if displacement responses are large. The other limitation is that the integer-damping model is used to represent the energy dissipation. However, in terms of long-term dynamic behaviors, the memory properties and frequency dependence characteristics are not well revealed. It is proven that these properties can be more accurately revealed by the fractional damping model [34,35]. Caputo et al. [36] proposed a fractional-order model to describe the dissipation characteristics, which correlate well with the experimental results of many materials. Padovan et al. [37] investigated the nonlinear response characteristics of a Duffing system with fractional damping. Chang et al. [38] proposed a nonlinear fractional damping model based on the Caputo fractional model [39]. The nonlinear fractional damping model described the energy-dissipation propertoes of metal rubber damping, and the theoretical solution fit well with the results of dynamic load experiments. Their results show that the fractional term simultaneously influenced the frequency and the amplitude of the response. However, research on the vibration characteristics of SD oscillators with fractional damping is not sufficient.

Combined with the current research status, it is necessary to study the nonlinear characteristics of SD oscillators with fractional damping. Therefore, in this article, an equivalent piecewise function is proposed for accurately representing the nonlinear restoring force of an SD oscillator. Moreover, a nonlinear fractional damping model is introduced into the SD oscillator to represent the energy dissipation and viscoelastic properties of a metal rubber damping. This article mainly focuses on the nonlinear amplitude-frequency response and transition characteristics in the resonant region and snap-through phenomena in the nonresonant region of the system. In Section 1, an introduction to this paper is presented. In Section 2, the nonlinear piecewise function is used to approximate the nonlinear restoring force of the SD oscillator. The equivalent damping coefficient and the equivalent stiffness coefficient of fractional damping are derived using the energy equivalent method. The piecewise differential equation of the SD oscillator with nonlinear fractional damping is obtained. In Section 3, the amplitude-frequency response function, the stable criteria and the transition set of the SD oscillator are obtained through calculations. In Section 4, the influence of fractional damping parameters on the nonlinear dynamic characteristics is analyzed in detail. The conclusions are provided in Section 5.

## 2. The Model of an SD Oscillator with Nonlinear Fractional Damping

The differential equation of the SD oscillator with nonlinear fractional damping is:

$$
\begin{equation*}
m(\ddot{X}(t)+\ddot{\bar{A}})+c \dot{X}(t)+2 k_{0} X(t)\left(1-\frac{L}{\sqrt{X(t)^{2}+l^{2}}}\right)+k_{1} X(t)+k_{3} X(t)^{3}+h \mathrm{D}^{p}[X(t)]=0 \tag{3}
\end{equation*}
$$

where $\bar{A}=A \cos (\omega t)$ is the external displacement excitation, $A$ is the excitation amplitude, $\omega$ is the excitation frequency and $X(t)$ is the displacement. $F_{\text {frac }}=k_{1} X(t)+k_{3} X(t)^{3}+h \mathrm{D}^{p}[X(t)]$ is the damping force of a metal rubber damping [38], $k_{1}$ is the linear stiffness coefficient, $k_{3}$ is the nonlinear stiffness coefficient, $h$ is the fractional coefficient, $p$ is the fractional order and $h \mathrm{D}^{p}[X(t)]$ is the Caputo fractional model [39,40].

The reason the Caputo model is selected is because its initial condition is the same form as the integer-order differential equation. It is convenient for addressing the problem of initial value in dynamics [41].

The new length scale $L_{1}$ and new time scale $t_{1}$ are selected as:

$$
\begin{equation*}
L_{1}=L, t_{1}=\sqrt{\frac{m}{k_{1}}} \tag{4}
\end{equation*}
$$

The following dimensionless transformances are determined:

$$
\begin{gathered}
x(\tau)=\frac{X(t)}{L}, \tau=\frac{t}{t_{1}}, 2 \zeta=\frac{c t_{1}}{m}, K_{0}=\frac{2 k_{0} t_{1}^{2}}{m}, K_{1}=\frac{k_{1} t_{1}^{2}}{m}, K_{3}=\frac{k_{3} t_{1}^{2} L^{2}}{m}, \\
H=\frac{h t_{1}^{2}}{m}, \alpha=\frac{l}{L}, \Omega=\omega t_{1}, F=\frac{A \Omega^{2}}{L}
\end{gathered}
$$

By substituting the above dimensionless transformances into Equation (3), we can rewrite the equation as:

$$
\begin{equation*}
\ddot{x}(\tau)+2 \zeta \dot{x}(\tau)-K_{0} F_{n}+K_{1} x(\tau)+K_{3} x(\tau)^{3}+H D^{p}[x(\tau)]=F \cos (\Omega \tau) \tag{5}
\end{equation*}
$$

The nonlinear restoring force of Equation (5) is defined as:

$$
\begin{equation*}
F_{n}=-x(\tau)\left(1-\frac{1}{\sqrt{x(\tau)^{2}+\alpha^{2}}}\right) \tag{6}
\end{equation*}
$$

Equation (6) is nonintegral; therefore, the amplitude-frequency response function of the system cannot be obtained. The nonlinear piecewise function $P_{n}$ is introduced to obtain the equivalent function of Equation (6):

$$
P_{n}= \begin{cases}-x(\tau)+B_{1}, & x(\tau)<-x_{0}  \tag{7}\\ B_{2} x(\tau)^{3}+B_{3} x(\tau)^{2}+B_{4} x(\tau), & -x_{0} \leq x(\tau)<x_{0} \\ -x(\tau)+B_{5}, & x(\tau) \geq x_{0}\end{cases}
$$

where $B_{i}(i=1,2,3,4,5)$ is undetermined constants and $x_{0}\left(x_{0}>0\right)$ is the piecewise point of Equation (7).
$F_{n}^{\prime}$ is the first derivative with respect to $\tau$. Let $F_{n}^{\prime}=0$, and two extreme points ( $\widetilde{x}_{1,2}, \widetilde{y}_{1,2}$ ) of Equation (6) can be obtained:

$$
\begin{equation*}
\left(\widetilde{x}_{1,2}, \widetilde{y}_{1,2}\right)=\left( \pm \sqrt{\alpha^{4 / 3}-\alpha^{2}}, \pm \sqrt{\alpha^{4 / 3}-\alpha^{2}}\left(1-\frac{1}{\alpha^{2 / 3}}\right)\right) \tag{8}
\end{equation*}
$$

Let the middle segment of Equation (7) satisfy Equation (8), and we can obtain:

$$
\left\{\begin{array}{l}
B_{2}=\frac{\alpha^{4 / 3}-\alpha^{2 / 3}}{2\left(-1+\alpha^{2 / 3}\right) \alpha^{8 / 3}}  \tag{9}\\
B_{3}=0 \\
B_{4}=\frac{3\left(-1+\alpha^{2 / 3}\right)}{2 \alpha^{2 / 3}}
\end{array}\right.
$$

Next, calculate the piecewise point $x_{0}$ and the corresponding function $y_{0}$ to obtain the constants $B_{1}$ and $B_{5}$. Obviously, $\lim _{x \rightarrow \infty} F_{n}^{\prime}=-1$, and the following can be set:

$$
\begin{equation*}
P_{n}^{\prime}\left(x_{0}\right)=-1 \tag{10}
\end{equation*}
$$

When $x=x_{0}$, the piecewise point $x_{0}$ and the function $y_{0}$ of Equation (7) can be obtained:

$$
\begin{gather*}
x_{0}=\frac{\sqrt{\frac{1}{3}-\frac{1}{\alpha^{2 / 3}}}}{\sqrt{\frac{-\alpha^{4 / 3}+\alpha^{2 / 3}}{\left(-1+\alpha^{2 / 3}\right) \alpha^{8 / 3}}}}  \tag{11}\\
y_{0}=\frac{\sqrt{1-\frac{3}{\alpha^{2 / 3}}}\left(-4 \alpha^{2 / 3}+3 \alpha^{2 / 3}\right)}{3 \sqrt{3} \alpha^{10 / 3}\left(\frac{-\alpha^{4 / 3}+\alpha^{2 / 3}}{\left(-1+\alpha^{2 / 3}\right) \alpha^{8 / 3}}\right)^{3 / 2}} \tag{12}
\end{gather*}
$$

Let the first and the third parts of Equation (7) satisfy the following conditions:

$$
\begin{gather*}
P_{n}\left(x_{0}\right)=y_{0}  \tag{13}\\
P_{n}\left(-x_{0}\right)=-y_{0} \tag{14}
\end{gather*}
$$

We can obtain $B_{1}$ and $B_{5}$ :

$$
\left\{\begin{array}{l}
B_{1}=\frac{\sqrt{1-\frac{3}{\alpha^{2 / 3}}}\left(-4 \alpha^{4 / 3}+\alpha^{2 / 3}\left(3+\alpha^{4 / 3}\right)\right)}{3 \sqrt{3}\left(-1+\alpha^{2 / 3}\right) \alpha^{10 / 3}\left(\frac{-\alpha^{4 / 3}+\alpha^{2 / 3}}{\left(-1+\alpha^{2 / 3}\right) \alpha^{8 / 3}}\right)^{3 / 2}}  \tag{15}\\
B_{5}=\frac{\sqrt{1-\frac{3}{\alpha^{2 / 3}}}\left(4 \alpha^{4 / 3}-\alpha^{2 / 3}\left(3+\alpha^{4 / 3}\right)\right)}{3 \sqrt{3}\left(-1+\alpha^{2 / 3}\right) \alpha^{10 / 3}\left(\frac{-\alpha^{4 / 3}+\alpha^{2 / 3}}{\left(-1+\alpha^{2 / 3}\right) \alpha^{8 / 3}}\right)^{3 / 2}}
\end{array}\right.
$$

By substituting Equations (9) and (15) into Equation (7), the nonlinear piecewise function is derived. By selecting $\alpha=0.1,0.5$ and 0.9 , the results of $F_{n}, P_{n}$, a linear piecewise function and a three-order Taylor series-equivalent function, are depicted in Figure 3.


Figure 3. The results of $F_{n}, P_{n}$, a linear piecewise function, and a three-order Taylor series equivalent function (a) $\alpha=0.1$; (b) $\alpha=0.5$.

Figure 3 shows that using the three-order Taylor series-equivalent function to approach $F_{n}$ is not effective because the deviation between curves for three-order Taylor series and $F_{n}$ sharply increases. The linear piecewise function and $P_{n}$ are in good agreement with $F_{n}$. However, a larger error is generated at the extreme points of $F_{n}$, and the nonlinear characteristics of the system are eliminated in the interval $-x_{0}<x<x_{0}$, when the linear piecewise function is used to represent $F_{n}$. By analyzing the curve of $P_{n}$, it is found that $P_{n}$ correlates well with $F_{n}$, and the nonlinear characteristics are maintained. Thus, many novel
nonlinear phenomena have been discovered, such as the hysteresis point, the bifurcation point and transcritical bifurcation, which will be discussed in Section 4.

By substituting Equation (7) into Equation (5) to replace Equation (6), the differential equation of the SD oscillator with nonlinear fractional damping is written as:

$$
\begin{equation*}
\ddot{x}(\tau)+2 \zeta \dot{x}(\tau)-K_{0} P_{n}+K_{1} x(\tau)+K_{3} x(\tau)^{3}+H \mathrm{D}^{p}[x(\tau)]=F \cos (\Omega \tau) \tag{16}
\end{equation*}
$$

The Caputo model [39] is used to represent the viscoelastic characteristics of nonlinear fractional damping, i.e., the fractional term in Equation (16):

$$
\begin{equation*}
\mathrm{D}^{p}[X]=\frac{1}{\Gamma(1-p)} \int_{0}^{t} \frac{X^{\prime}(u)}{(t-u)^{p}} \mathrm{~d} u \tag{17}
\end{equation*}
$$

where $\Gamma(\cdot)$ is a gamma function.
When setting $H \mathrm{D}^{p}[x(\tau)]=c_{e q} \dot{x}(\tau)+k_{e q} x(\tau), \sin (\varphi)$ and $\cos (\varphi)$ are multiplied on both sides. Both sides of the equations are integrated in one vibration period because the sum of the energy dissipated by damping and the energy stored by springs is a constant.

$$
\left\{\begin{array}{l}
\frac{H}{\Gamma(1-p)} \lim _{\mathrm{T} \rightarrow \infty} \frac{1}{T} \int_{0}^{T} \int_{0}^{t} \frac{-a \omega \sin (\omega u+\theta)}{(\tau-u)^{p}} \mathrm{~d} u \sin (\omega \tau+\theta) \mathrm{d} t=\oint c_{e q}(a \cos \varphi) \prime \times \sin \varphi \mathrm{d} x  \tag{18}\\
\frac{H}{\Gamma(1-p)} \lim _{\mathrm{T} \rightarrow \infty} \frac{1}{T} \int_{0}^{T} \int_{0}^{t} \frac{-a \omega \sin (\omega u+\theta)}{(\tau-u)^{p}} \mathrm{~d} u \cos (\omega \tau+\theta) \mathrm{d} t=\oint k_{e q} a \cos \varphi \times \cos \varphi \mathrm{d} x
\end{array}\right.
$$

where $x(\tau)=a \cos (\Omega \tau+\theta)=a \cos \varphi$.
Based on the orthogonality of trigonometric functions, the equivalent stiffness coefficient $k_{e q}$ and the equivalent damping coefficient $c_{e q}$ can be obtained as:

$$
\left\{\begin{array}{l}
k_{e q}=H \Omega^{p} \cos \left(\frac{p \pi}{2}\right)  \tag{19}\\
c_{e q}=H \Omega^{p-1} \sin \left(\frac{p \pi}{2}\right)
\end{array}\right.
$$

It can be found that the fractional order $p$ is the $p$ th power or the $(p-1)$ th power of the excitation frequency $\Omega$ in Equation (19). Thus, $c_{e q} \dot{x}(\tau)+k_{e q} x(\tau)$ is a variable coefficient function with different values of power $\Omega$ because the response frequency in $x(\tau)$ and $\dot{x}(\tau)$ is the same as the excitation frequency. Additionally, the fractional order $p$ has different influences on $k_{e q}$ and $c_{e q}$ because of different values of the power. In terms of the vibration theory, fractional order $p$ affects the stiffness property and the damping property of the system simultaneously.

Fractional order $p$ is selected as $0,0.3,0.7$ and 1 . The results of the equivalent coefficients are depicted in Figure 4.


Figure 4. The results of (a) the equivalent stiffness coefficient $k_{e q}$; (b) the equivalent damping coefficient $c_{e q}$.

Figure 4 a shows the results of the equivalent stiffness coefficient $k_{\text {eq }}$. Figure 4 b shows the results of the equivalent damping coefficient $c_{e q}$. Figure 4 illustrates that $k_{e q}$ increases with increases in $\Omega$, while $c_{e q}$ decreases. When $\Omega$ is above $\Omega_{1}=e^{\pi \tan (p \pi / 2) / 2}, k_{e q}$ first increases, then decreases as $p$ increases (the variation tendency is marked by black arrows), while $k_{e q}$ monotonically decreases when $\Omega$ is smaller than $\Omega_{1}=e^{\pi \tan (p \pi / 2) / 2}$ (the variation tendency is marked by red arrows). When $\Omega$ is above $\Omega_{2}=e^{-\pi \cot (p \pi / 2) / 2}, c_{e q}$ monotonically increases as $p$ increases (the variation tendency is marked by red arrows), while $c_{e q}$ first increases, then decreases when $\Omega$ is smaller than $\Omega_{2}=e^{-\pi \cot (p \pi / 2) / 2}$ (the variation tendency is marked by black arrows). When $p$ equals $0, k_{e q}$ and $c_{e q}$ equal $H$ and 0 , respectively. When $p$ equals $1, k_{e q}$ and $c_{e q}$ equal 0 and $H$, respectively. The above results illustrate that the fractional order and excitation frequency have a significant influence on the stiffness property and the damping property of the system simultaneously.

Substituting Equations (18) and (19) into Equation (16), the differential equation of the SD oscillator with a nonlinear fractional damping can be written as:

$$
\begin{equation*}
\ddot{x}(\tau)+\left(2 \zeta+H \Omega^{p-1} \sin \left(\frac{p \pi}{2}\right)\right) \dot{x}(\tau)-K_{0} P_{n}+\left(K_{1}+H \Omega^{p} \cos \left(\frac{p \pi}{2}\right)\right) x(\tau)+K_{3} x(\tau)^{3}=F \cos (\Omega \tau) \tag{20}
\end{equation*}
$$

## 3. The Bifurcation of the Amplitude-Frequency Response and the Stability Conditions of Steady-State Solutions

3.1. The Amplitude-Frequency Response Function of the Primary Resonance

The solution of Equation (20) is supposed as:

$$
\begin{equation*}
x(\tau)=a \cos (\Omega \tau+\theta)=a \cos \varphi \tag{21}
\end{equation*}
$$

By substituting Equation (21) into Equation (20), and based on the average method, we can obtain:

$$
a<x_{0}
$$

$$
\left\{\begin{array}{l}
\dot{a}=-\frac{1}{2 \Omega}\left[2 a \zeta \Omega+a H \Omega^{p} \sin \left(\frac{p \pi}{2}\right)+F \sin (\theta)\right]  \tag{22}\\
a \dot{\theta}=\frac{1}{2 \Omega}\left[\frac { a } { 4 } \left(3 a^{2}\left(B_{2} K_{0}+K_{3}\right)+4\left(B_{4} K_{0}+K_{1}-\Omega^{2}\right)\right.\right. \\
\left.\left.+4 H \Omega^{p} \cos \left(\frac{p \pi}{2}\right)\right)-F \cos (\theta)\right]
\end{array}\right.
$$

$$
a>x_{0}:
$$

$$
\left\{\begin{array}{l}
\dot{a}=-\frac{1}{2 \Omega}\left[2 a \zeta \Omega+a H \Omega^{p} \sin \left(\frac{p \pi}{2}\right)+F \sin (\theta)\right]  \tag{23}\\
a \dot{\theta}=\frac{1}{2 \Omega}\left[\frac{K_{0}}{\pi}\left(-2 B_{1}+x_{0}\right) \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}+\frac{K_{0}}{\pi}\left(2 B_{5}+x_{0}\right) \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}\right. \\
-\frac{K_{0} x_{0}}{2 \pi} \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}\left(3 a^{2} B_{2}+4 B_{4}+2 B_{2} x_{0}^{2}\right)+\frac{2}{\pi} a K_{0} \mathrm{a} \cos \left(\frac{x_{0}}{a}\right) \\
+\frac{a}{2 \pi} K_{0} \mathrm{asin}\left(\frac{x_{0}}{a}\right)\left(3 a^{2} B_{2}+4 B_{4}\right)+a K_{1}+\frac{3}{4} a^{3} K_{3}-a \Omega^{2} \\
\left.+a H \Omega^{p} \cos \left(\frac{p \pi}{2}\right)-F \cos (\theta)\right]
\end{array}\right.
$$

By eliminating $\theta$, the amplitude-frequency response functions can be obtained as: $a<x_{0}$ :

$$
\begin{align*}
& \left(2 a \zeta \Omega+a H \Omega^{p} \sin \left(\frac{p \pi}{2}\right)\right)^{2}+\left(\frac { a } { 4 } \left(3 a^{2}\left(B_{2} K_{0}+K_{3}\right)\right.\right. \\
& \left.\left.+4\left(B_{4} K_{0}+K_{1}-\Omega^{2}\right)+4 H \Omega^{p} \cos \left(\frac{p \pi}{2}\right)\right)\right)^{2}=F^{2} \tag{24}
\end{align*}
$$

$a>x_{0}:$

$$
\begin{align*}
& \left(2 a \zeta \Omega+a H \Omega^{p} \sin \left(\frac{p \pi}{2}\right)\right)^{2}+\left(\frac{K_{0}}{\pi}\left(-2 B_{1}+x_{0}\right) \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}\right. \\
& +\frac{K_{0}}{\pi}\left(2 B_{5}+x_{0}\right) \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}-\frac{K_{0} x_{0}}{2 \pi} \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}\left(3 a^{2} B_{2}+4 B_{4}+2 B_{2} x_{0}^{2}\right)  \tag{25}\\
& \left.+\frac{2}{\pi} a K_{0} \operatorname{acos}\left(\frac{x_{0}}{a}\right)+\frac{a}{2 \pi} K_{0} \operatorname{asin}\left(\frac{x_{0}}{a}\right)\left(3 a^{2} B_{2}+4 B_{4}\right)+a K_{1}+\frac{3}{4} a^{3} K_{3}\right)^{2} \\
& \left.-a \Omega^{2}+a H \Omega^{p} \cos \left(\frac{p \pi}{2}\right)\right)^{2}=F^{2}
\end{align*}
$$

### 3.2. The Stability Conditions of the Steady-State Solution

$a=\bar{a}+\Delta a$ and $\theta=\bar{\theta}+\Delta \theta$ are substituted into Equations (22) and (23). $\bar{a}$ and $\bar{\theta}$ are the singular points of Equations (22) and (23). $\Delta a$ and $\Delta \theta$ are small disturbances. By eliminating $\bar{\theta}$, the following can be obtained:

$$
\begin{array}{ll}
a<x_{0}: & \left\{\begin{array}{l}
\frac{\mathrm{d} \Delta a}{\mathrm{~d} t}=-R_{11} \Delta a-R_{12} \Delta \theta \\
\frac{\mathrm{~d} \Delta \theta}{\mathrm{~d} t}=R_{13} \Delta a-R_{14} \Delta \theta
\end{array}\right. \\
a>x_{0}: \quad & \left\{\begin{array}{l}
\frac{\mathrm{d} \Delta a}{\mathrm{~d} t}=-R_{11} \Delta a-R_{21} \Delta \theta \\
\frac{\mathrm{~d} \Delta \theta}{\mathrm{~d} t}=R_{22} \Delta a-R_{14} \Delta \theta
\end{array}\right.
\end{array}
$$

The detail of $R_{i, j}(i=1,2 ; j=1,2,3,4)$ is written in Appendix A.
Based on the Lyapunov theory, calculate the eigenvalues of the determinant, and the stability conditions of the steady-state solutions are:

$$
\begin{array}{ll}
a<x_{0}: & \left(R_{11}+R_{14}>0\right) \wedge\left(R_{12} R_{13}+R_{11} R_{14}>0\right) \\
a>x_{0}: & \left(R_{11}+R_{14}>0\right) \wedge\left(R_{21} R_{22}+R_{11} R_{14}>0\right)
\end{array}
$$

3.3. The Transition Set of the Amplitude-Frequency Response Function

The unfolding functions are constructed by Equations (24) and (25).
$a<x_{0}$ :

$$
\begin{align*}
& G(a, \Omega, A, \alpha)=\left(2 a \zeta \Omega+a H \Omega^{p} \sin \left(\frac{p \pi}{2}\right)\right)^{2}+\left(\frac { a } { 4 } \left(3 a^{2}\left(B_{2} K_{0}+K_{3}\right)\right.\right. \\
& \left.\left.+4\left(B_{4} K_{0}+K_{1}-\Omega^{2}\right)+4 H \Omega^{p} \cos \left(\frac{p \pi}{2}\right)\right)\right)^{2}-F^{2} \tag{30}
\end{align*}
$$

$$
\begin{align*}
& a>x_{0}: \\
& G(a, \Omega, A, \alpha)=\left(2 a \zeta \Omega+a H \Omega^{p} \sin \left(\frac{p \pi}{2}\right)\right)^{2}+\left(\frac{K_{0}}{\pi}\left(-2 B_{1}+x_{0}\right) \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}\right. \\
& +\frac{K_{0}}{\pi}\left(2 B_{5}+x_{0}\right) \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}-\frac{K_{0} x_{0}}{2 \pi} \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}\left(3 a^{2} B_{2}+4 B_{4}+2 B_{2} x_{0}^{2}\right)  \tag{31}\\
& +\frac{2}{\pi} a K_{0} \operatorname{acos}\left(\frac{x_{0}}{a}\right)+\frac{a}{2 \pi} K_{0} \operatorname{asin}\left(\frac{\left(\frac{0}{a}\right.}{a}\right)\left(3 a^{2} B_{2}+4 B_{4}\right)+a K_{1}+\frac{3}{4} a^{3} K_{3} \\
& \\
& \left.-a \Omega^{2}+a H \Omega^{p} \cos \left(\frac{p \pi}{2}\right)-F \cos (\theta)\right)^{2}-F^{2}
\end{align*}
$$

The excitation frequency $\Omega$ and the excitation amplitude $A$ are defined as bifurcation parameters. Based on the singularity theory, the bifurcation plane of the amplitudefrequency response is derived. It is too complex to obtain the explicit formulation of the transition set. Therefore, the transition set obtained is

$$
\begin{equation*}
\sum=B i f \cup H y s \tag{32}
\end{equation*}
$$

where Bif is the bifurcation set and Hys is the hysteresis set.

$$
\begin{align*}
& \text { Bif }=\left\{(f, \alpha) \in \mathbb{R}^{2} \mid \exists(a, \Omega), \exists G=G_{a}=G_{\Omega}=0\right\}  \tag{33}\\
& \text { Hys }=\left\{(f, \alpha) \in \mathbb{R}^{2} \mid \exists(a, \Omega), \exists G=G_{a}=G_{a a}=0\right\} \tag{34}
\end{align*}
$$

The specific formulations of Equations (33) and (34) are written in Appendix B.

## 4. The Nonlinear Characteristics Analysis of the SD Oscillator with Nonlinear Fractional Damping

### 4.1. The Nonlinear Characteristics in the Resonant Region

First, the correctness of Equations (24) and (25) should be verified. The ODE45 method is used to calculate the numerical solutions to obtain the amplitude-frequency response of the system. The calculation step $t_{\text {step }}=0.0025$. Only forced vibration phenomena are concerned, so that the initial displacement and the initial velocity are zero to exclude the influence of transient resonance. Thus, the results of the numerical solution, Equations (24) and (25) are shown in Figure 5.


Figure 5. The results of the amplitude-frequency response function and the numerical solution with $\zeta=0.1443, K_{0}=20, K_{1}=1, K_{3}=0.0256, H=1, p=0.5, \alpha=0.9, A=0.08$.

Figure 5 displays the results of the amplitude-frequency response of Equations (24) and (25), and the numerical solution. The pink dashed line represents the vibration amplitude $a=x_{0}$. The blue and green solid lines represent the stable solutions calculated by Equations (24) and (25), respectively, while the unstable solution is drawn as a green dashed line. Circles are the numerical solution. The numerical solution is in good agreement with the theoretical solution. The correctness of Equations (24) and (25) is verified.

### 4.1.1. The Influence of the Smooth Parameter in the Transition Set of the System

Based on Equation (32), the influence of the smooth parameter and excitation parameters in the amplitude-frequency response is studied. The parameters selected are $\zeta=0.1443, K_{0}=20, K_{1}=1, K_{3}=0.0128, H=1$, and $\alpha \in[0.89,0.99]$. The transition set, the amplitude-frequency response curves and the distribution of the attractors in the frequency island are depicted in Figure 6.

Figure 6a,b show the results of the bifurcation set and the hysteresis set of Equations (33) and (34), respectively. The explicit function of the bifurcation set and the hysteresis set cannot be directly obtained because the expressions of Equations (33) and (34) are too complex. Thus, in Figure 6a, three surfaces, $G=0$ (the red surface), $G_{a}=0$ (the green surface) and $G_{\Omega}=0$ (the blue surface), are drawn in the three-dimension space $(\Omega, A, a)$, and their intersection Bif $_{1}=(1.6606,0.051901,0.38956)$ is obtained as the numerical solution of the bifurcation set. Using the same numerical method, in Figure 6b, the result of the hysteresis set $H y s_{1}=(1.0149,0.06301,0.34944)$ can be obtained, and the red surface is $G=0$, the green surface is $G_{a}=0$, and the blue surface is $G_{a a}=0$. After obtaining the transition set,
all of the bifurcation conditions of the amplitude-frequency response of the SD oscillator can be calculated.


Figure 6. (a) The bifurcation set $B i f_{1}$; (b) the hysteresis set $H y s_{1}$; (c) the amplitude-frequency response curves; ( $\mathbf{d}$ ) the attractors and the attraction domain with $\alpha=0.85$ and $\Omega=2.5$.

As shown in Figure 6c, a hysteresis point is generated, as the smooth parameter $\alpha$ equals 0.89 . The hysteresis phenomenon leads to the appearance of pitchfork bifurcation. Comparing the green curve and the red curve in Figure 6 c , the number of the results of $a$ increases from 1 to 3 in the interval $0.5<\Omega<1.5$, so that a new multi-solution coexistence region is generated. When $\alpha=0.8594$, a bifurcation point is generated. The bifurcation phenomenon leads to the appearance of transcritical bifurcation. Subsequently, a frequency island, which is depicted by closed black curves, occurs in the resonant region. There are three coexistent attractors in the entire region of the frequency island. The three attractors are depicted in Figure 6d by orange, purple and cyan circles, respectively. The attraction domains are drawn in the same colors as the attractors. The orange attractor is a stable attractor with the largest amplitude and the widest attraction domain, corresponding to the top black branch of the frequency island; the purple attractor is a stable attractor with the smallest amplitude and a narrow attraction domain corresponding to the bottom black solid line; and the other unstable attractor corresponds to the black dashed line in Figure 6c.

The above novel nonlinear phenomena in the small amplitude region are disclosed due to the fact that the nonlinear piecewise function $P_{n}$ maintains the nonlinear property of the system in the interval $-x_{0}<x<x_{0}$. Because of the frequency island, the vibration amplitude of the SD oscillator can be adjusted by imposing a disturbance to
change the displacement or the velocity in order to make them exceed the boundary of the attraction domain.

Next, the frequency island is further analyzed in terms of the distributions of the attractors and the time history of vibration. Thus, the distribution of attractors in the frequency island, the time history of vibration of stable attractors and those without the frequency island are drawn in Figures 7 and 8. To highlight the differences, the parameters in Figures 7 and 8 are selected as $\Omega=2, \alpha=0.85$ and $\Omega=2, \alpha=0.9$, respectively.


Figure 7. (a) The distribution of attractors in the frequency island; (b) the time history of vibration, the initial conditions of black line are selected as $(0.5,0)$, the initial conditions of red line are selected as $(-0.5,0.5)$.


Figure 8. (a) The distribution of attractors without the frequency island; (b) the time history of vibration, the initial conditions of black line, are selected as $(1,0)$, the initial conditions of red line are selected as $(0,0)$.

Figure 7a shows that two stable attractors (the orange circle and the purple circle) with different amplitudes coexist with an unstable attractor (the cyan circle) in the frequency island. Figure 7 b shows the time history of vibration. The stable motion in the black line corresponds to the orange attractor in Figure 7a, and the stable motion in the red line corresponds to the purple attractor in Figure 7a. In Figure 7a, the black arrows and black dots are schematic representations of the attractor-switching phenomenon, supposing a disturbance is imposed in the system, which is in the stable state of the orange attractor. The displacement and the velocity of the system are changed to the first black dot, which marks that the system has entered the purple attraction domain. After a period of time, the system goes through several unstable states (the other black dots) before finally returning to a
stable state (the purple circle). The vibration characteristic also changes from the black line to the red line in Figure 7b, and the vibration amplitude significantly decreases. However, without the frequency island, this phenomenon cannot be generated because there is only one attractor, as shown in Figure 8.

In Figure 8a, there is only one stable attractor, and the attraction domain is full of the entire state space. Thus, no matter what the initial conditions are, for example $(1,0)$ or $(0,0)$, the stable state of the system can always be represented by the red line in Figure 8 b . For most nonlinear systems, a narrow hysteresis region where the attractor-switching phenomenon can be generated, such as $2.5<\Omega<4.1$ in Figure 6 c , is found in the resonant region. It is rare that the frequency island results in the entire resonant region generating the attractor-switching phenomenon.
4.1.2. The Influence of the Fractional Damping Parameters in the Transition Set of the System

From the above investigations, when the smooth parameter $\alpha$ decreases and nonlinearity increases, a transition process is disclosed: a hysteresis point followed by a bifurcation point and a frequency island. Further, with the frequency island, the fractional SD oscillator has a novel attractor-switching phenomenon among the entire resonant region. Thus, it is worth investigating the influence of the fractional damping parameters on the transition set. The results of the transition sets with different fractional damping parameters are shown in Figure 9.


Figure 9. The results of transition set with $\alpha=0.89$; (a) the hysteresis set with $p=0.37,0.5,0.7$ and $H=1 ;(\mathbf{b})$ the hysteresis set of Equation (20) with $H=0.95,1,1.3$ and $p=0.5$; (c) the bifurcation set with $p=0.3,0.5,0.7$ and $H=1$; (d) the bifurcation set with $H=0.5,1,1.5$ and $p=0.5$.

Figure 9a,b show the influence of the fractional damping parameters on the hysteresis set of the system. As the fractional parameters increase, the hysteresis point requires the generation of a larger excitation amplitude and higher excitation frequency. In other words, the hysteresis point moves to the high-frequency and large-amplitude region. Figure $9 b, c$ exhibit the influence of the fractional damping parameters in the bifurcation set. As the fractional damping order $p$ increases, the bifurcation point moves to the high-frequency region, but the excitation amplitude has little change. As the fractional damping coefficient $H$ increases, the bifurcation point moves to the high-frequency and small-amplitude region. In other words, the system needs a small excitation amplitude to generate a bifurcation point.

After analyzing the influence of the fractional damping on the hysteresis set and the bifurcation set, the influence of these parameters in the frequency island is investigated. The smooth parameter is selected as $\alpha=0.7$. The amplitude-frequency response curves with different fractional damping parameters are drawn in Figure 10.


Figure 10. The amplitude frequency response curves with (a) $H=1, p=0.2,0.3,0.5,0.6$ and 0.9 ; (b) $p=0.5, H=1.5,2,2.5,3$ and 3.5 .

Figure 10 shows the amplitude-frequency response curves with differential fractional damping parameters. With the increase in the fractional parameters, both the frequency interval and amplitude of the stable solution in the frequency island decrease. When $p=0.9$ in Figure 10a and $H=3.5$ in Figure 10b, the frequency island disappears, while the stable solution with a small amplitude remains. The amplitude of the existing attractor decreases as the fractional order increases, while the amplitude increases as the fractional coefficient increases. The results correlate well with Figure 4, because with the fractional order equals 1 and $\Omega>\Omega_{2}=e^{-\pi \cot (p \pi / 2) / 2}$, the fractional damping has the equivalent of linear damping and is the strongest damping effect, causing the amplitude to decrease. As the fractional coefficient increases and $\Omega>\Omega_{1}=e^{\pi \tan (p \pi / 2) / 2}$, the fractional damping has a stiffness property and a damping property, but the stiffness property is dominated, causing the amplitude to slightly increase.

To further investigate the reason why the frequency island disappears, the distribution of attractors in the frequency island is depicted in Figures 11 and 12.


Figure 11. The distribution of attractors in the frequency island with parameters are set as $\Omega=3$, $H=2$ (a) $p=0.2$, (b) $p=0.5$, (c) $p=0.625$ and (d) $p=0.7$.

In Figures 11 and 12, the stable attractor with a large amplitude is drawn in green, the stable attractor with a small amplitude is drawn in red and the unstable attractor is drawn in dark blue. These figures show the influence of the fractional parameters on the attractors in the frequency island. Figure 11 shows that as the fractional order increases, the green attractor moves closer to the blue attractor; meanwhile, the red attraction domain expands. Then, the green attractor collides with the blue attractor and disappears, while the red attraction domain fills the entire state space since $p=0.7$. This is the reason why the frequency island disappears as the fractional order increases.

Figure 12 shows that as the fractional coefficient increases, the green attractor collides with the blue attractor and becomes a new chaotic attractor (the chaotic attraction domain and the chaotic attractor are multicolored in Figure 12c). Subsequently, the chaotic attractor disappears; meanwhile, the red attraction domain expands until it fills the entire state space as shown in Figure 12d. This is the reason why the frequency island disappears as the fractional coefficient increases.


Figure 12. The distribution of attractors in the frequency island with parameters are set as $\Omega=3$, $p=0.7$ (a) $H=1.5$, (b) $H=2.5$, (c) $H=3$ and (d) $H=3.5$.

### 4.2. Analysis of the Snap-Through Phenomenon in the Non-Resonant Region

In the non-resonant region, this article mainly focuses on the snap-through phenomenon that is commonly discovered in multi-well dynamics systems. A multi-well system which generates snap-through phenomena has been analyzed in terms of the nonlinear energy and the competing resonance. When the energy is sufficient to exceed the energy threshold of the potential well, two types of transition phenomena are generated: one is inner-well motion $\rightarrow$ inter-well motion $\rightarrow$ inner-well motion (it is a different potential well from the initial well), and the other is inner-well motion $\rightarrow$ inter-well motion $[8,12]$.

In this section, the influence of the fractional parameters on the snap-through phenomenon in the non-resonant region is analyzed in terms of the global dynamics. The distribution of attractors is obtained when $\Omega=1$ (the frequency is lower than the natural frequency) and 8.5 (the frequency is higher than the natural frequency). The initial displacement $x_{s}$ and the initial velocity $\dot{x}_{s}$ are selected as $\left(x_{s}, \dot{x}_{s}\right)=(-0.7,0)$ to keep the steady-state motion of the system corresponding to the same initial attractor. The random impulse disturbance, which has an amplitude of $x_{i m} \in[-1,4]$, is applied 100 times, and the experiment is repeated 100 times. The probabilities that the system generates snap-through due to the random disturbance and the distribution of attractors in the non-resonant region are shown in Figures 13-16.


Figure 13. The distribution of attractors with the parameters are set as $\Omega=1, H=1$ (a) $p=0$, and (b) $p=0.99$, and the probability of the snap-through with (c) $p=0$ and (d) $p=0.99$.

(a)

(b)

Figure 14. Cont.


Figure 14. The distribution of attractors with the parameters are set as $\Omega=1, p=0.5$ (a) $H=1$, (b) $H=4$, and the probability of the snap-through with (c) $H=1$ and (d) $H=4$.


Figure 15. The distribution of attractors with the parameters are set as $\Omega=8.5, H=1$ (a) $p=0.1$, (b) $p=0.99$, and the probability of the snap-through with (c) $p=0.1$ and (d) $p=0.99$.


Figure 16. The distribution of attractors with the parameters are set as $\Omega=8.5, p=0.5$ (a) $H=1$, (c) $H=3$, (e) $H=4 ;(\mathbf{b}, \mathbf{d}, \mathbf{f})$ are the diagrams of the probability of the snap-through with $H=1,3$ and 4, respectively.

Figure 13a,b show that the distribution of the attraction domain is helicoid. Two stable attractors (the cyan circle and the pink circle) and one unstable attractor (the purple circle) coexist. By increasing the fractional order, the continuity of the attraction domain increases, and the symmetry enhances. Thus, as shown in Figure 13c,d, the probability of the snap-through decreases from $62 \%$ to $40 \%$, which means that the asymptotic stability of the steady-state solution increases.

Figure $14 \mathrm{a}, \mathrm{b}$ show that by increasing the fractional coefficient, the continuity of the attraction domain of the stable solutions increases, and the symmetry enhances. The probability of the snap-through decreases from $54 \%$ to $28 \%$ in Figure 14c,d. The asymptotic stability of the steady-state solution increases.

When the excitation frequency is smaller than the natural frequency, the increase in the fractional parameters leads to the continuity and symmetry of the attraction domain of the stable solution increasing. Meanwhile, the asymptotic stability of the steady-state solution increases.

Figure 15a shows that when the excitation frequency is larger than the natural frequency, one stable period-three attractor (the green circles) and three period-one attractors coexist. The attraction domain of the period-one attractors is discontinuous and narrow, which means that the asymptotic stability of the period-one motion is weak. The probability of the snap-through is $77 \%$, which is shown in Figure 15c. By increasing the fractional order, the continuity of the period-one attraction domain increases, and the period-three attractor disappears (the existence conditions of the period-three are broken), as shown in Figure 15b. The probability of the snap-through decreases from $77 \%$ to $47 \%$. Note that the two period-one attraction domains are still asymmetric; therefore, the probability of the snap-through in Figure 15d is higher than that in Figure 13d.

Figure $16 \mathrm{a}, \mathrm{c}, \mathrm{e}$ show that by increasing the fractional coefficient, three period-one attractors merge and evolve to a period-one attractor, and the period-one attraction domain expands. The asymptotic stability of the period-one motion increases. Meanwhile, the period-three attractor disappears because the existence condition of the period-three motion is broken. As the fractional coefficient equals 4, the period-three attractor disappears, while the period-one attraction domain fills the entire state space, as shown in Figure 16e. The system evolves from a tristable state to a bistable state and finally to a monostable state. Figure 16b,d,f illustrate that as the continuity of the attraction domain increases, the probability of the snap-through decreases from $73 \%$ to $0 \%$. No snap-through occurs when the system is monostable, as shown in Figure 16 f .

When the frequency is greater than the natural frequency, caused by an increase in the fractional coefficient, the asymptotic stability of the steady-state solution increases, and the number of the coexisting attractors changes. Thus, the probability of the snap-through decreases. This influence is different from the increase in the fractional order.

## 5. Conclusions

A new nonlinear piecewise function is proposed to establish the differential equation of the SD oscillator with fractional damping. The Caputo fractional model was used to represent the fractional damping, and the equivalent stiffness coefficient and the equivalent damping coefficient were calculated. The nonlinear dynamics characteristics and snap-through phenomena were studied. The influence of fractional damping on nonlinear dynamic characteristics was analyzed, and some novel and interesting nonlinear phenomena were disclosed. The conclusions from the investigation are as follows:

1. The nonlinear restoring force is accurately represented by the piecewise nonlinear function. The nonlinear characteristics of the restoring force in the interval $-x_{0}<x<x_{0}$ are retained, so that some novel nonlinear phenomena are found.
2. The orthogonal function is used to calculate the equivalent fractional coefficients. The equivalent stiffness coefficient and the equivalent damping coefficient are variable with respect to the $p$ th and the $(p-1)$ th power of the excitation frequency. In the high-frequency region, the stiffness characteristic of the fractional model is dominant. The stiffness characteristic increases first and then decreases as the fractional order increases. In the low-frequency region, the damping characteristic of the fractional model is dominant. The damping characteristic increases first and then decreases as the fractional order increases. The fractional model affects the stiffness property and the damping property, simultaneously.
3. Based on the amplitude-frequency response functions, a novel transition process is found. With the decrease in the smooth parameter, the nonlinearity of the system increases. A hysteresis point appears first, followed by a bifurcation point and a frequency island. There are three attractors (two stable attractors and one unstable attractor) in the frequency island. In addition, the variation in the number and the stable state of attractors means that pitchfork bifurcation and transcritical bifurcation are found. It is rare that the vibration amplitude of the system can be changed in the entire resonant region because of the frequency island.
4. As the fractional parameters increase, the hysteresis point moves to the high-frequency and large-amplitude region, and the bifurcation point moves to the high-frequency and small-amplitude region. The frequency interval of the frequency island shortens. Finally, the frequency island disappears because the stable attractor and the unstable attractor collide.
5. In the non-resonant region, the increase in the fractional parameters leads to the probability of the snap-through decreasing and the asymptotic stability of the steady-state solution increasing. When the excitation frequency is smaller than the natural frequency, the symmetry of the attraction domain enhances and the continuity increases. When the excitation frequency is larger than the natural frequency, the number of stable states of the system decreases. When the system is in a monostable state, no snap-through occurs.

Based on the above investigations, some novel nonlinear phenomena, such as a frequency island, of the SD oscillator with nonlinear fractional damping are revealed. This investigation may provide a theoretical basis for applying SD oscillators in energy harvesting, vibration isolation, and many other fields. In the future, some vibration isolation experiments and theoretical investigations for fractional SD oscillators utilizing the novel frequency island phenomenon may be useful for ultra-low-frequency vibration isolators.
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## Appendix A

$$
\begin{gathered}
R_{11}=\left(2 \zeta \Omega+H \Omega^{p} \sin \left(\frac{p \pi}{2}\right)\right) / 2 \Omega \\
R_{12}=\left(\frac{\bar{a}}{4}\left(3 \bar{a}^{2}\left(B_{2} K_{0}+K_{3}\right)+4\left(B_{4} K_{0}+K_{1}-\Omega^{2}\right)+4 H \Omega^{p} \cos \left(\frac{p \pi}{2}\right)\right)\right) / 2 \Omega \\
R_{13}=\left(9 \bar{a}^{2}\left(B_{2} K_{0}+K_{3}\right)+4\left(B_{4} K_{0}+K_{1}-\Omega^{2}\right)+4 H \Omega^{p} \cos \left(\frac{p \pi}{2}\right)\right) / 8 \pi \\
R_{14}=\bar{a}\left(2 \zeta \Omega+H \Omega^{p} \sin \left(\frac{p \pi}{2}\right)\right) / 2 \pi \\
R_{21}=\frac{1}{2 \Omega}\left(\frac{K_{0}}{\pi}\left(-2 B_{1}+x_{0}\right) \sqrt{1-\left(\frac{x_{0}}{\bar{a}}\right)^{2}}+\frac{K_{0}}{\pi}\left(2 B_{5}+x_{0}\right) \sqrt{1-\left(\frac{x_{0}}{\bar{a}}\right)^{2}}-\frac{K_{0} x_{0}}{2 \pi} \sqrt{1-\left(\frac{x_{0}}{\bar{a}}\right)^{2}}\left(3 \bar{a}^{2} B_{2}+4 B_{4} 2 B_{2} x_{0}^{2}\right)\right. \\
\left.+\frac{\bar{a}^{2}}{2 \pi} K_{0} \operatorname{acos}\left(\frac{x_{0}}{\bar{a}}\right)+\frac{\bar{a}}{2 \pi}\left(3 \bar{a}^{2} B_{2}+4 B_{4}\right) K_{0} \operatorname{asin}\left(\frac{x_{0}}{\bar{a}}\right)+\bar{a} K_{1}+\frac{3}{4} \bar{a}^{3} K_{3}-\bar{a} \Omega^{2}+\bar{a} H \Omega^{p} \cos \left(\frac{p \pi}{2}\right)\right)
\end{gathered}
$$

$$
\begin{gathered}
R_{22}=\left(2 \bar{a}^{2} K_{0} x_{0}-18 \bar{a}^{4} B_{2} K_{0} x_{0}-8 \bar{a}^{2} B_{4} K_{0} x_{0}-8 B_{1} K_{0} x_{0}^{2}+8 B_{5} K_{0} x_{0}^{2}+8 K_{0} x_{0}^{3}+6 \bar{a}^{2} B_{2} K_{0} x_{0}^{3}-8 B_{4} K_{0} x_{0}^{3}\right. \\
-4 B_{2} K_{0} x_{0}^{5}+4 \bar{a}^{3} K_{1} \pi \sqrt{1-\left(\frac{x_{0}}{\bar{a}}\right)^{2}}+9 \bar{a}^{5} K_{3} \pi \sqrt{1-\left(\frac{x_{0}}{\bar{a}}\right)^{2}}-4 \bar{a}^{3} \pi \sqrt{1-\left(\frac{x_{0}}{\bar{a}}\right)^{2}} \Omega^{2}+2 \bar{a}^{3} K_{0} \sqrt{1-\left(\frac{x_{0}}{\bar{a}}\right)^{2}} \operatorname{acos}\left(\frac{x_{0}}{\bar{a}}\right) \\
\left.+2 \bar{a}^{3}\left(9 \bar{a}^{2} B_{2}+4 B_{4}\right) K_{0} \sqrt{1-\left(\frac{x_{0}}{\bar{a}}\right)^{2}} \operatorname{asin}\left(\frac{x_{0}}{\bar{a}}\right)+4 \bar{a}^{3} H \pi \sqrt{1-\left(\frac{x_{0}}{\bar{a}}\right)^{2}} \Omega^{p} \cos \left(\frac{p \pi}{2}\right)\right) /\left(8 \bar{a}^{3} \pi^{2} \sqrt{1-\left(\frac{x_{0}}{\bar{a}}\right)^{2}}\right)
\end{gathered}
$$

## Appendix B

$$
\begin{aligned}
& \widetilde{\mathrm{G}}_{a}=\left(4 K_{1}+3 a^{2} K_{3}+K_{0}\left(6-6 / \alpha^{2 / 3}+3 a^{2}\left(\alpha^{4 / 3}-\alpha^{2 / 3}\right) /\left(2\left(-1+\alpha^{2 / 3}\right) \alpha^{8 / 3}\right)\right)-4 \Omega^{2}+4 H \Omega^{p} \cos (p \pi / 2)\right. \\
& G_{\Omega}=-\frac{4 f^{2} \Omega^{3}}{L^{2}}+2 a\left(2 a \zeta+a H p \Omega^{p-1} \sin \left(\frac{p \pi}{2}\right)\right)\left(2 \zeta \Omega+H \Omega^{p} \sin \left(\frac{p \pi}{2}\right)\right)+\frac{a^{2}}{8}\left(-8 \Omega+4 H p \Omega^{p-1} \cos \left(\frac{p \pi}{2}\right)\right) \widetilde{G}_{a} \\
& a<x_{0} \text { : } \\
& G=-\frac{f^{2} \Omega^{4}}{L^{2}}+\frac{1}{16} a^{2}\left(3 a^{2}\left(K_{3}+\frac{K_{0}\left(\alpha^{4 / 3}-\alpha^{2 / 3}\right)}{2\left(-1+\alpha^{2 / 3}\right) \alpha^{8 / 3}}\right)+4\left(K_{1}+\frac{3 K_{0}\left(-1+\alpha^{2 / 3}\right)}{2 \alpha^{2 / 3}}-\Omega^{2}\right)+4 H \Omega^{p} \cos \left(\frac{p \pi}{2}\right)\right)^{2} \\
& +\left(2 a \zeta \Omega+a H \Omega^{p} \sin \left(\frac{p \pi}{2}\right)\right)^{2} \\
& G_{a}=\frac{a}{8}\left(6 a^{2}\left(K_{3}+\frac{K_{0}\left(\alpha^{4 / 3}-\alpha^{2 / 3}\right)}{2\left(-1+\alpha^{2 / 3}\right) \alpha^{8 / 3}}\right) \widetilde{G}_{a}+16\left(2 \zeta \Omega+H \Omega^{p} \sin \left(\frac{p \pi}{2}\right)\right)^{2} \widetilde{G}_{a}^{2}\right) \\
& G_{a a}=\frac{1}{8}\left(\left(3 a ^ { 2 } ( - 2 K _ { 3 } ( - 1 + \alpha ^ { 2 / 3 } ) \alpha ^ { 8 / 3 } + K _ { 0 } ( - \alpha ^ { 4 / 3 } + \alpha ^ { 2 / 3 } ) ) 8 \left(3 K_{0}\left(\alpha^{4 / 3}+\left(-2+\alpha^{2 / 3}\right) \alpha^{2}\right)\right.\right.\right. \\
& \left.+2\left(-1+\alpha^{2 / 3}\right) \alpha^{2}\left(K_{1}-\Omega^{2}\right)\right)\left(-9 a^{2}\left(2 K_{3} \alpha^{2 / 3}\left(-\alpha^{4 / 3}+\alpha^{2}\right)+K_{0}\left(-1+\alpha^{2 / 3}\right)\right)\right. \\
& \left.\left.-8\left(3 K_{0}\left(\alpha^{4 / 3}+\left(-2+\alpha^{2 / 3}\right) \alpha^{2}\right)+2\left(-1+\alpha^{2 / 3}\right) \alpha^{2}\left(K_{1}-\Omega^{2}\right)\right)-16 H\left(-1+\alpha^{2 / 3}\right) a^{2} \Omega^{p} \cos \left(\frac{p \pi}{2}\right)\right)\right) \\
& \left./\left(\left(-1+\alpha^{2 / 3}\right)^{2} a^{14 / 3}\right)+16\left(2 \zeta \Omega+H \Omega^{p} \sin \left(\frac{p \pi}{2}\right)\right)^{2}+6 a^{2}\left(K_{3}+\frac{K_{0}\left(\alpha^{4 / 3}-\alpha^{2 / 3}\right)}{2\left(-1+\alpha^{2 / 3}\right) \alpha^{8 / 3}}\right) \widetilde{G}_{a}+\widetilde{G}_{a}^{2}\right) \\
& G_{\Omega}=-\frac{4 f^{2} \Omega^{3}}{L^{2}}+2 a\left(2 a \zeta+a H p \Omega^{p-1} \sin \left(\frac{p \pi}{2}\right)\right)\left(2 \zeta \Omega+H \Omega^{p} \sin \left(\frac{p \pi}{2}\right)\right)+\frac{a^{2}}{8}\left(-8 \Omega+4 H p \Omega^{p-1} \cos \left(\frac{p \pi}{2}\right)\right) \widetilde{G}_{a} \\
& a>x_{0}: \\
& G=-\frac{f^{2} \Omega^{4}}{L^{2}}+\frac{1}{16} a^{2}\left(3 a^{2}\left(K_{3}+\frac{K_{0}\left(\alpha^{4 / 3}-\alpha^{2 / 3}\right)}{2\left(-1+\alpha^{2 / 3}\right) \alpha^{8 / 3}}\right)+4\left(K_{1}+\frac{3 K_{0}\left(-1+\alpha^{2 / 3}\right)}{2 \alpha^{2 / 3}}-\Omega^{2}\right)+4 H \Omega^{p} \cos \left(\frac{p \pi}{2}\right)\right)^{2} \\
& +\left(2 a \zeta \Omega+a H \Omega^{p} \sin \left(\frac{p \pi}{2}\right)\right)^{2} \\
& G_{a}=-\left(\left(\left(4 K_{0}\left(2 B_{1}-x_{0}\right) \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}-4 K_{0}\left(2 B_{5}+x_{0}\right) \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}+2 K_{0} x_{0} \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}\left(3 a^{2} B_{2}+4 B_{4}+2 B_{2} x_{0}^{2}\right)\right.\right.\right. \\
& -8 a K_{0} \operatorname{acos}\left(\frac{x_{0}}{a}\right)-2 a\left(3 a^{2} B_{2}+4 B_{4}\right) K_{0} \operatorname{asin}\left(\frac{x_{0}}{a}\right)-a \pi\left(4 K_{1}+3 a^{2} K_{3}-4 \Omega^{2}+4 H \Omega^{p} \cos \left(\frac{p \pi}{2}\right)\right) \\
& \times\left(8 a^{2} K_{0} x_{0}-2 a^{2}\left(3 a^{2} B_{2}+4 B_{4}\right) K_{0} x_{0}-4 K_{0}\left(2 B_{1}-x_{0}\right) x_{0}^{2}+4 K_{0} x_{0}^{2}\left(2 B_{5}+x_{0}\right)-12 a^{2} B_{2} K_{0} x_{0}\left(a^{2}-x_{0}^{2}\right)\right. \\
& -2 K_{0} x_{0}^{3}\left(3 a^{2} B_{2}+4 B_{4}+2 B_{2} x_{0}^{2}\right)+8 a^{3} K_{0} \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}} \operatorname{acos}\left(\frac{x_{0}}{a}\right)+12 a^{5} B_{2} K_{0} \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}} \operatorname{asin}\left(\frac{x_{0}}{a}\right) \\
& \left.\left.+2 a^{3}\left(3 a^{2} B_{2}+4 B_{4}\right) K_{0} \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}} \mathrm{a} \sin \left(\frac{x_{0}}{a}\right)+a^{3} \pi \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}\left(4 K_{1}+9 a^{2} K_{3}-4 \Omega^{2}+4 H \Omega^{p} \cos \left(\frac{p \pi}{2}\right)\right)\right)\right) \\
& \left./\left(8 a^{3} \pi^{2} \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}\right)\right)+2 a\left(2 \zeta \Omega+H \Omega^{p} \sin \left(\frac{p \pi}{2}\right)\right)^{2}
\end{aligned}
$$

$$
\begin{aligned}
& G_{a a}=\left(\sqrt { 1 - ( \frac { x _ { 0 } } { a } ) ^ { 2 } } \left(8 a^{2} K_{0} x_{0}-18 a^{4} B_{2} K_{0} x_{0}-8 a^{2} B_{4} K_{0} x_{0}-8 B_{1} K_{0} x_{0}^{2}+8 B_{5} K_{0} x_{0}^{2}\right.\right. \\
& +8 K_{0} x_{0}^{3}+6 a^{2} B_{2} K_{0} x_{0}^{3}-8 B_{4} K_{0} x_{0}^{3}-4 B_{2} K_{0} x_{0}^{5}+4 a^{3} K_{1} \pi \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}+9 a^{5} K_{3} \pi \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}} \\
& -4 a^{3} \pi \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}} \Omega^{2}+8 a^{3} K_{0} \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}} \operatorname{acos}\left(\frac{x_{0}}{a}\right)+2 a^{3}\left(9 a^{2} B_{2}+4 B_{4}\right) K_{0} \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}} \operatorname{asin}\left(\frac{x_{0}}{a}\right) \\
& \left.+4 a^{3} H \pi \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}} \Omega^{p} \cos \left(\frac{p \pi}{2}\right)\right)^{2}-4 a^{3} \pi \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}} \Omega^{2}+8 a^{3} K_{0} \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}} \mathrm{a} \cos \left(\frac{x_{0}}{a}\right) \\
& \left.+2 a^{3}\left(9 a^{2} B_{2}+4 B_{4}\right) K_{0} \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}} \operatorname{asin}\left(\frac{x_{0}}{a}\right)+4 a^{3} H \pi \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}} \Omega^{p} \cos \left(\frac{p \pi}{2}\right)\right)^{2} \\
& -a^{3} \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}\left(12 a^{2} K_{1} \pi+45 a^{4} K_{3} \pi-8 K_{1} \pi x_{0}^{2}-36 a^{2} K_{3} \pi x_{0}^{2}+24 a K_{0} x_{0} \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}\right. \\
& -90 a^{3} B_{2} K_{0} x_{0} \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}-24 a B_{4} K_{0} x_{0} \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}+12 a B_{2} K_{0} x_{0}^{3} \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}-12 a^{2} \pi \Omega^{2} \\
& +8 \pi x_{0}^{2} \Omega^{2}+8 K_{0}\left(3 a^{2}-2 x_{0}^{2}\right) \operatorname{acos}\left(\frac{x_{0}}{a}\right)+2 K_{0}\left(45 a^{4} B_{2}-8 B_{4} x_{0}^{2}+12 a^{2}\left(B_{4}-3 B_{2} x_{0}^{2}\right)\right) \operatorname{asin}\left(\frac{x_{0}}{a}\right) \\
& \left.+12 a^{2} H \pi \Omega^{p} \cos \left(\frac{p \pi}{2}\right)-8 H \pi x_{0}^{2} \Omega^{p} \cos \left(\frac{p \pi}{2}\right)\right)\left(4 K_{0}\left(2 B_{1}-x_{0}\right) \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}\right. \\
& -4 K_{0}\left(2 B_{5}+x_{0}\right) \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}+2 K_{0} x_{0} \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}\left(3 a^{2} B_{2}+4 B_{4}+2 B_{2} x_{0}^{2}\right)-8 a K_{0} \operatorname{acos}\left(\frac{x_{0}}{a}\right) \\
& \left.-2 a\left(3 a^{2} B_{2}+4 B_{4}\right) K_{0} \operatorname{asin}\left(\frac{x_{0}}{a}\right)-a \pi\left(4 K_{1}+3 a^{2} K_{3}-4 \Omega^{2}+4 H \Omega^{p} \cos \left(\frac{p \pi}{2}\right)\right)\right) \\
& +x_{0}^{2}\left(4 K_{0}\left(2 B_{1}-x_{0}\right) \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}-4 K_{0}\left(2 B_{5}+x_{0}\right) \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}+2 K_{0} x_{0} \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}\left(3 a^{2} B_{2}+4 B_{4}+2 B_{2} x_{0}^{2}\right)\right. \\
& -8 a K_{0} \operatorname{acos}\left(\frac{x_{0}}{a}\right)-2 a\left(3 a^{2} B_{2}+4 B_{4}\right) K_{0} \operatorname{asin}\left(\frac{x_{0}}{a}\right) \\
& \left.-a \pi\left(4 K_{1}+3 a^{2} K_{3}-4 \Omega^{2}+4 H \Omega^{p} \cos \left(\frac{p \pi}{2}\right)\right)\right)\left(8 a^{2} K_{0} x_{0}-2 a^{2}\left(3 a^{2} B_{2}+4 B_{4}\right) K_{0} x_{0}\right. \\
& -4 K_{0}\left(2 B_{1}-x_{0}\right) x_{0}^{2}+4 K_{0} x_{0}^{2}\left(2 B_{5}+x_{0}\right)-12 a^{2} B_{2} K_{0} x_{0}\left(a^{2}-x_{0}^{2}\right)-2 K_{0} x_{0}^{3}\left(3 a^{2} B_{2}+4 B_{4}+2 B_{2} x_{0}^{2}\right) \\
& +8 a^{3} K_{0} \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}} \operatorname{acos}\left(\frac{x_{0}}{a}\right)+12 a^{5} B_{2} K_{0} \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}} \operatorname{asin}\left(\frac{x_{0}}{a}\right)+2 a^{3}\left(3 a^{2} B_{2}+4 B_{4}\right) \\
& \left.\times K_{0} \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}} \operatorname{asin}\left(\frac{x_{0}}{a}\right)+a^{3} \pi \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}\left(4 K_{1}+9 a^{2} K_{3}-4 \Omega^{2}+4 H \Omega^{p} \cos \left(\frac{p \pi}{2}\right)\right)\right) \\
& +3\left(a^{2}-x_{0}^{2}\right)\left(4 K_{0}\left(2 B_{1}-x_{0}\right) \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}-4 K_{0}\left(2 B_{5}+x_{0}\right) \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}\right. \\
& +2 K_{0} x_{0} \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}\left(3 a^{2} B_{2}+4 B_{4}+2 B_{2} x_{0}^{2}\right)-8 a K_{0} \operatorname{acos}\left(\frac{x_{0}}{a}\right)-2 a\left(3 a^{2} B_{2}+4 B_{4}\right) K_{0} \operatorname{asin}\left(\frac{x_{0}}{a}\right) \\
& \left.-a \pi\left(4 K_{1}+3 a^{2} K_{3}-4 \Omega^{2}+4 H \Omega^{p} \cos \left(\frac{p \pi}{2}\right)\right)\right)\left(8 a^{2} K_{0} x_{0}-2 a^{2}\left(3 a^{2} B_{2}+4 B_{4}\right) K_{0} x_{0}\right. \\
& -4 K_{0}\left(2 B_{1}-x_{0}\right) x_{0}^{2}+4 K_{0} x_{0}^{2}\left(2 B_{5}+x_{0}\right)-12 a^{2} B_{2} K_{0} x_{0}\left(a^{2}-x_{0}^{2}\right)-2 K_{0} x_{0}^{3}\left(3 a^{2} B_{2}+4 B_{4}+2 B_{2} x_{0}^{2}\right) \\
& +8 a^{3} K_{0} \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}} \operatorname{acos}\left(\frac{x_{0}}{a}\right)+12 a^{5} B_{2} K_{0} \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}} \operatorname{asin}\left(\frac{x_{0}}{a}\right)+2 a^{3}\left(3 a^{2} B_{2}+4 B_{4}\right) \\
& \left.\times K_{0} \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}} \operatorname{asin}\left(\frac{x_{0}}{a}\right)+a^{3} \pi \sqrt{1-\left(\frac{x_{0}}{a}\right)^{2}}\left(4 K_{1}+9 a^{2} K_{3}-4 \Omega^{2}+4 H \Omega^{p} \cos \left(\frac{p \pi}{2}\right)\right)\right) \\
& \left.+16 a^{6} \pi^{2}\left(1-\left(\frac{x_{0}}{a}\right)^{2}\right)^{3 / 2}\left(2 \zeta \Omega+H \Omega^{p} \sin \left(\frac{p \pi}{2}\right)\right)^{2}\right) /\left(8 a^{6} \pi^{2}\left(1-\left(\frac{x_{0}}{a}\right)^{2}\right)^{3 / 2}\right)
\end{aligned}
$$
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#### Abstract

In the present paper, PT-symmetric extension of the fifth-order Korteweg-de Vries-like equation are investigated. Several special equations with PT symmetry are obtained by choosing different values, for which their symmetries are obtained simultaneously. In particular, for the particular equation, its conservation laws are obtained, including conservation of momentum and conservation of energy. Reciprocal Bäcklund transformations of conservation laws of momentum and energy are presented for the first time. The important thing is that for the special case of $\epsilon=3$, the corresponding time fractional case are studied by Lie group method. And what is interesting is that the symmetry of the time fractional equation is obtained, and based on the symmetry, this equation is reduced to a fractional ordinary differential equation. Finally, for the general case, the symmetry of this equation is obtained, and based on the symmetry, the reduced equation is presented. Through the results obtained in this paper, it can be found that the Lie group method is a very effective method, which can be used to deal with many models in natural phenomena.
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## 1. Introduction

The authors [1] considered the complex PT-symmetric extension of the classical Korteweg-de Vries (KdV) equation

$$
\begin{equation*}
u_{t}-i u\left(i u_{x}\right)^{\epsilon}+u_{x x x}=0 \tag{1}
\end{equation*}
$$

where $i$ is the imaginary unit, they discussed the features of these equations for $\epsilon=0,1,3$, $2 n+1$. Indeed, the classical KdV equation is PT symmetric, however is not symmetric under P or T. PT symmetric quantum mechanics is related to many integrable models [1-3]. If $\epsilon=1$, this situation is the classical KdV equation, which has been studied in a large amount of papers. For more description on the classical KdV equation, see [1] and references therein.

Based on the results of [1], the following fifth-order KdV-like equation will be considered in the present paper

$$
\begin{equation*}
u_{t}-i u\left(i u_{x}\right)^{\epsilon}+\alpha u_{x x x}+\beta u_{x x x x x}=0 \tag{2}
\end{equation*}
$$

it is clear that this equation is also PT symmetric. This equation includes fifth order nonlinear dispersion term. If $\beta=0$, it reduced to Equation (3) [1]. While $\alpha=0$, this equation becomes the fifth-order KdV equation. In general, objectively speaking, higher order equations are more difficult to handle than lower order equations. This is because we know that the higher the order of the equation, the more difficult it will be to calculate and the longer it will take to process. Indeed, there are many nonlinear natural phenomena that might be more reasonably described using higher order nonlinear evolution equations (NLEEs).

Because of the importance of NLEEs, there are many approaches there to deal with them, some of which include but are not limited to, for example, the Hirota bilinear method [4], the inverse scattering transformation method [5], Darboux transformations [6], the structure-preserving method [7-9], the Lie symmetry method [10-18], and so on.

If $\epsilon=1$ for Equation (2), it is the general Kawahara equation. There have been many papers have investigated Kawahara type equations, including exact solutions, symmetry, etc. Kawahara [19] derived this equation. The author [20] studied solitary wave solution for the generalized Kawahara equation. New solitons solutions and periodic solutions are derived in [21]. Nonlinear self-adjointness of a generalized fifth-order KdV equation are studied in [22]. The author [23] considered symmetry analysis and exact solutions to the fifth-order KdV types of equations. Homotopy analysis method is used to study the Kawahara equation [24]. New analytical cnoidal and solitary wave solutions of the Extended Kawahara equation are presented in [25].

From the known literature, for the PT-symmetric extension of the higher-order fifthorder KdV equation, so far, there is no corresponding references to study this equation. In view of this, this paper uses the symmetry method to systematically study this equation. For different parameters of $\epsilon$, the symmetry of these equations are investigated separately, and especially for $\epsilon=1$, the conservation law of this equation are derived. The interesting thing is that the reciprocal Bäcklund transformations of the conservation of momentum and energy are presented for this equation.

In Section 2, symmetry analysis and conservation laws of this Equation (2) for $\epsilon=1$ are presented. In Section 3, symmetry analysis and travelling wave solutions for $\epsilon=0$ are displayed. Symmetry analysis for $\epsilon=3$ are derived, and the time fractional form of this equation is studied in Section 4. Symmetry analysis and reductions for $\epsilon=2 n+1$ are given in Section 5. In the last Section 6, the conclusion of this paper is obtained.

## 2. Symmetry Analysis and Conservation Laws for $\epsilon=1$

2.1. Symmetry Analysis

If $\epsilon=1$, one can get

$$
\begin{equation*}
u_{t}+u\left(u_{x}\right)+\alpha u_{x x x}+\beta u_{x x x x x}=0, \tag{3}
\end{equation*}
$$

this is the general Kawahara equation [22,23,26-29], the Lie algebra is spanned by the following vector fields

$$
\begin{equation*}
V_{1}=t \frac{\partial}{\partial x}+\frac{\partial}{\partial u}, V_{2}=\frac{\partial}{\partial t}, V_{3}=\frac{\partial}{\partial x} . \tag{4}
\end{equation*}
$$

Additionally, one can get the high order Lie-Bäcklund symmetries as follows

$$
\begin{equation*}
\eta_{u}=c_{2} t u_{x}+c_{3} u u_{x}+c_{1} u_{x}+c_{3} u_{x x x}+c_{3} u_{x x x x x x}-c_{2} . \tag{5}
\end{equation*}
$$

### 2.2. Conservation Laws

For the one-dimensional case, the conservation law can be written in the following form

$$
\begin{equation*}
T^{t}+T^{x}=0, \tag{6}
\end{equation*}
$$

using the method proposed in [11], the following multiplier can be obtained

$$
\begin{equation*}
\Lambda=c_{1} u_{t}-c_{1} x+c_{2} u_{x x x x}+c_{2} \frac{\alpha}{\beta} u_{x x}+c_{2} \frac{u^{2}}{2 \beta}+c_{3} u+c_{4} \tag{7}
\end{equation*}
$$

for this multiplier, one can get the following conservation laws:
Conservation of momentum P:

$$
\begin{equation*}
\partial_{t}(u)+\partial_{x}\left(\frac{1}{2} u^{2}+\alpha u_{x x}+\beta u_{x x x x}\right)=0, \tag{8}
\end{equation*}
$$

thus,

$$
\begin{equation*}
\frac{d}{d t} P=0, P=\int_{-\infty}^{\infty} u d x \tag{9}
\end{equation*}
$$

Conservation of Energy E:

$$
\begin{equation*}
\partial_{t}\left(\frac{1}{2} u^{2}\right)+\partial_{x}\left(\frac{1}{3} u^{3}+\alpha u u_{x x}+\beta u u_{x x x x}-\frac{1}{2} \alpha u_{x}^{2}+\frac{1}{2} \beta u_{x x}^{2}-\beta u_{x} u_{x x x}\right)=0 \tag{10}
\end{equation*}
$$

thus,

$$
\begin{equation*}
\frac{d}{d t} E=0, E=\int_{-\infty}^{\infty} u^{2} d x \tag{11}
\end{equation*}
$$

In addition, the other two conservation laws are

$$
\begin{align*}
& T^{t}=\frac{1}{2} u^{2} t-u x \\
& T^{x}=\frac{1}{3} u^{3} t-\frac{1}{2} u^{2} x+\alpha u t u_{x x}+\beta u t u_{x x x x}-\frac{1}{2} \alpha t u_{x}^{2}-\beta t u_{x} u_{x x x}  \tag{12}\\
& +\frac{1}{2} \beta t u_{x x}^{2}+\alpha u_{x}-\alpha x u_{x x}+\beta u_{x x x}-x \beta u_{x x x x}
\end{align*}
$$

and

$$
\begin{align*}
& T^{t}=\frac{1}{6 \beta} u\left(3 \alpha u_{x x}+3 \beta u_{x x x x}+u^{2}\right) \\
& T^{x}=\frac{1}{8 \beta}\left(4 \alpha^{2} u_{x x}^{2}+8 \alpha \beta u_{x x} u_{x x x x}+4 \alpha u^{2} u_{x x}+4 \beta^{2} u_{x x x x}^{2}+4 \beta u^{2} u_{x x x x}+u^{4}-4 \alpha u u_{t x}\right.  \tag{13}\\
& \left.+4 \alpha u_{t} u_{x}-4 \beta u u_{t x x x}+4 \beta u_{t} u_{x x x}-4 \beta u_{t x} u_{x x}+4 \beta u_{t x x} u_{x}\right)
\end{align*}
$$

### 2.3. Reciprocal Bäcklund Transformations to Conservation of Momentum and Energy

In order to get reciprocal Bäcklund transformations to conservation of Momentum and Energy, we consider the following results [30]

$$
\begin{align*}
& \left(T^{t}\right)_{t^{\prime}}^{\prime}+\left(T^{x}\right)_{x^{\prime}}^{\prime}=0 \\
& \frac{\partial}{\partial_{t^{\prime}}}=\frac{F}{T} \frac{\partial}{\partial_{x}}+\frac{\partial}{\partial_{t}}, \frac{\partial}{\partial_{x^{\prime}}}=\frac{1}{T} \frac{\partial}{\partial_{x}} . \tag{14}
\end{align*}
$$

From this transformation, it should be possible to obtain the following statement:
Corollary 1. Reciprocal Bäcklund transformations to conservation of Momentum

$$
\left\{\begin{array}{l}
\left(T^{t}\right)^{\prime}=\frac{1}{u},  \tag{15}\\
\left(T^{x}\right)^{\prime}=-\frac{\left(\frac{1}{2} u^{2}+\alpha u_{x x}+\beta u_{x x x x}\right)}{u} .
\end{array}\right.
$$

Proof. First, one has

$$
\begin{align*}
& \left(T^{t}\right)_{t^{\prime}}^{\prime}=\frac{\left(\frac{1}{2} u^{2}+\alpha u_{x x}+\beta u_{x x x x}\right)}{u} \frac{-u_{x}}{u^{2}}+\frac{-u_{t}}{u^{2}} \\
& =\frac{-\left(\frac{1}{2} u^{2}+\alpha u_{x x}+\beta u_{x x x x}\right) u_{x}-u u_{t}}{u^{3}}, \\
& \left(T^{x}\right)_{x^{\prime}}^{\prime}=\frac{1}{u}\left(-\frac{\left(\frac{1}{2} u^{2}+\alpha u_{x x}+\beta u_{x x x x}\right)}{u}\right)_{x}=  \tag{16}\\
& \frac{-\left(\frac{1}{2} u^{2}+\alpha u_{x x}+\beta u_{x x x x}\right)_{x} u+u_{x}\left(\frac{1}{2} u^{2}+\alpha u_{x x}+\beta u_{x x x x}\right)}{u^{3}} .
\end{align*}
$$

Thus,

$$
\begin{align*}
& \left(T^{t}\right)_{t^{\prime}}^{\prime}+\left(T^{x}\right)_{x^{\prime}}^{\prime}=\frac{-\left(\frac{1}{2} u^{2}+\alpha u_{x x}+\beta u_{x x x x}\right) u_{x}-u u_{t}}{u^{3}} \\
& +\frac{-\left(\frac{1}{2} u^{2}+\alpha u_{x x}+\beta u_{x x x x}\right)_{x} u+u_{x}\left(\frac{1}{2} u^{2}+\alpha u_{x x}+\beta u_{x x x x}\right)}{u^{3}}  \tag{17}\\
& =\frac{-u u_{t}-\left(\frac{1}{2} u^{2}+\alpha u_{x x}+\beta u_{x x x x}\right)_{x} u}{u^{3}}=0 .
\end{align*}
$$

In the same proof process, one can get
Corollary 2. Reciprocal Bäcklund transformations to conservation of energy:

$$
\left\{\begin{array}{l}
\left(T^{t}\right)^{\prime}=\frac{2}{u^{2}}  \tag{18}\\
\left(T^{x}\right)^{\prime}=-\frac{2\left(\frac{1}{3} u^{3}+\alpha u u_{x x}+\beta u u_{x x x x}-\frac{1}{2} \alpha u_{x}^{2}+\frac{1}{2} \beta u_{x x}^{2}-\beta u_{x} u_{x x x}\right)}{u^{2}} .
\end{array}\right.
$$

## 3. Symmetry Analysis and Travelling Wave Solutions for $\boldsymbol{\epsilon}=\mathbf{0}$

### 3.1. Symmetry Analysis

While $\epsilon=0$, one has

$$
\begin{equation*}
u_{t}-i u+\alpha u_{x x x}+\beta u_{x x x x x}=0, \tag{19}
\end{equation*}
$$

using the transformation

$$
\begin{equation*}
u(x, t)=\mathrm{e}^{i t} v(x, t), \tag{20}
\end{equation*}
$$

one obtains the following linear partial differential equation (PDE):

$$
\begin{equation*}
v_{t}+\alpha v_{x x x}+\beta v_{x x x x x}=0, \tag{21}
\end{equation*}
$$

as it is a linear equation, it contains an infinite number of conservation laws.
The corresponding vector field can be obtained as follows

$$
\begin{equation*}
V_{1}=v \frac{\partial}{\partial v}, V_{2}=\frac{\partial}{\partial t}, V_{3}=\frac{\partial}{\partial x}, V_{4}=F \frac{\partial}{\partial v}, \tag{22}
\end{equation*}
$$

where $F$ satisfy the following PDE:

$$
\begin{equation*}
F_{t}+\alpha F_{x x x}+\beta F_{x x x x x x}=0 \tag{23}
\end{equation*}
$$

### 3.2. Travelling Wave Solutions

For the travelling wave transformation $V_{2}+\lambda V_{3}$, the invariant and invariant functions are

$$
\begin{equation*}
\xi=x-\lambda t, v=v(\xi), \tag{24}
\end{equation*}
$$

substituting Equation (24) into Equation (21), one has

$$
\begin{equation*}
-\lambda v^{\prime}+\alpha v^{\prime \prime \prime}+\beta v^{(5)}=0 \tag{25}
\end{equation*}
$$

solving this equation, one can get

$$
\begin{align*}
v(\xi)= & c_{1} \mathrm{e}^{-\frac{1}{2} \frac{\sqrt{-2 \beta\left(\alpha+\sqrt{\alpha^{2}+4 \beta \lambda}\right)}}{\beta}}+c_{2} \mathrm{e}^{\frac{1}{2}} \frac{\sqrt{-2 \beta\left(\alpha+\sqrt{\alpha^{2}+4 \beta \lambda}\right)}}{\beta} \\
& +c_{3} \mathrm{e}^{-\frac{1}{2} \frac{\sqrt{2} \sqrt{\beta\left(-\alpha+\sqrt{\alpha^{2}+4 \beta \lambda}\right)}}{\beta}}+c_{4} \mathrm{e}^{\frac{1}{2} \frac{\sqrt{2} \sqrt{\beta\left(-\alpha+\sqrt{\alpha^{2}+4 \beta \lambda}\right)}}{\beta}} \tag{26}
\end{align*}
$$

where $c_{1}, c_{2}, c_{3}, c_{4}$ are constants. Putting (26) into (20), one can get

$$
\begin{align*}
u(x, t)= & \mathrm{e}^{i t}\left(c_{1} \mathrm{e}^{-\frac{1}{2} \frac{\sqrt{-2 \beta\left(\alpha+\sqrt{\alpha^{2}+4 \beta \lambda}\right)}(x-\lambda t)}{\beta}}+c_{2} \mathrm{e}^{\frac{1}{2} \frac{\sqrt{-2 \beta\left(\alpha+\sqrt{\alpha^{2}+4 \beta \lambda}\right)}(x-\lambda t)}{\beta}}\right. \\
& \left.+c_{3} \mathrm{e}^{-\frac{1}{2} \frac{\sqrt{2} \sqrt{\beta\left(-\alpha+\sqrt{\alpha^{2}+4 \beta \lambda}\right)}(x-\lambda t)}{\beta}}+c_{4} \mathrm{e}^{\frac{1}{2} \frac{\sqrt{2} \sqrt{\beta\left(-\alpha+\sqrt{\alpha^{2}+4 \beta \lambda}\right)}(x-\lambda t)}{\beta}}\right) \tag{27}
\end{align*}
$$

## 4. Symmetry Analysis for $\epsilon=3$

When $\epsilon=3$, from Equation (2), one should obtain the following PDE

$$
\begin{equation*}
u_{t}-u\left(u_{x}\right)^{3}+\alpha u_{x x x}+\beta u_{x x x x x}=0, \tag{28}
\end{equation*}
$$

unfortunately, we cannot write this equation in the form of a conservation law. However, it is still possible to study this equation using the symmetry method.

If $\alpha \neq 0, \beta=0$, this equation reduces approximately to Equation (10) in [1]

$$
\begin{equation*}
u_{t}-u\left(u_{x}\right)^{3}+\alpha u_{x x x}=0 . \tag{29}
\end{equation*}
$$

After tedious calculations, one can obtain

$$
\begin{equation*}
V_{1}=x \frac{\partial}{\partial x}+3 t \frac{\partial}{\partial t}, V_{2}=\frac{\partial}{\partial t}, V_{3}=\frac{\partial}{\partial x} . \tag{30}
\end{equation*}
$$

When $\alpha=0, \beta \neq 0$, the following vector fields are derived

$$
\begin{equation*}
V_{1}=3 x \frac{\partial}{\partial x}+15 t \frac{\partial}{\partial t}-2 u \frac{\partial}{\partial u}, V_{2}=\frac{\partial}{\partial t}, V_{3}=\frac{\partial}{\partial x} . \tag{31}
\end{equation*}
$$

While $\alpha \neq 0, \beta \neq 0$, one gets the vector fields are as follows:

$$
\begin{equation*}
V_{1}=\frac{\partial}{\partial t}, V_{2}=\frac{\partial}{\partial x} \tag{32}
\end{equation*}
$$

Symmetry Analysis for Time Fractional form of Equation (28)
For this case, one can have

$$
\begin{equation*}
u_{t}^{\gamma}-u\left(u_{x}\right)^{3}+\alpha u_{x x x}+\beta u_{x x x x x}=0, \tag{33}
\end{equation*}
$$

where $0<\gamma \leq 1$, it is clear that this equation is a new PDE. If $\gamma=1$, in the discussion above, this equation has PT symmetry. To study the more general case, we again use Lie symmetry to study this equation. Generally speaking, because this is a fractional differential equation, due to the nature of fractional differential equations, if the Lie symmetry method is used to study it, it is slightly different from the ordinary Lie symmetry method.

Firstly, considering the following one parameter Lie group of point transformations [31,32]

$$
\begin{align*}
& t^{*}=t+\epsilon \tau(x, t, u)+O\left(\epsilon^{2}\right), \\
& x^{*}=x+\epsilon \xi(x, t, u)+O\left(\epsilon^{2}\right), \\
& u^{*}=u+\epsilon \eta(x, t, u)+O\left(\epsilon^{2}\right), \\
& \frac{\partial^{\gamma} \bar{u}}{\partial \bar{t} \gamma}=\frac{\partial^{\gamma} u}{\partial t^{\gamma}}+\epsilon \eta_{\gamma}^{0}(x, t, u)+O\left(\epsilon^{2}\right),  \tag{34}\\
& \frac{\partial^{3} \bar{u}}{\partial \bar{x}^{3}}=\frac{\partial^{3} u}{\partial x^{3}}+\epsilon \eta^{x x x}(x, t, u)+O\left(\epsilon^{2}\right), \\
& \frac{\partial^{5} \bar{u}}{\partial \bar{x}^{5}}=\frac{\partial^{5} u}{\partial x^{5}}+\epsilon \eta^{x x x x x}(x, t, u)+O\left(\epsilon^{2}\right),
\end{align*}
$$

where

$$
\begin{align*}
& \eta^{x}=D_{x}(\eta)-u_{x} D_{x}(\xi)-u_{t} D_{x}(\tau) \\
& \eta^{x x}=D_{x}\left(\eta^{x}\right)-u_{x t} D_{x}(\tau)-u_{x x} D_{x}(\xi) \\
& \eta^{x x x}=D_{x}\left(\eta^{x x}\right)-u_{x x t} D_{x}(\tau)-u_{x x x} D_{x}(\xi)  \tag{35}\\
& \eta^{x x x x}=D_{x}\left(\eta^{x x x}\right)-u_{x x x t} D_{x}(\tau)-u_{x x x x} D_{x}(\xi), \\
& \eta^{x x x x x}=D_{x}\left(\eta^{x x x x}\right)-u_{x x x x t} D_{x}(\tau)-u_{x x x x x} D_{x}(\xi),
\end{align*}
$$

where $D_{x}$ is given by the following results

$$
\begin{equation*}
D_{x}=\frac{\partial}{\partial x}+u_{x} \frac{\partial}{\partial u}+u_{x x} \frac{\partial}{\partial u_{x}}+u_{x x x} \frac{\partial}{\partial u_{x x}}+u_{x x x x} \frac{\partial}{\partial u_{x x x}}+u_{x x x x x} \frac{\partial}{\partial u_{x x x x}}+\cdots, \tag{36}
\end{equation*}
$$

the infinitesimal generator is given by

$$
\begin{equation*}
V=\tau(x, t, u) \frac{\partial}{\partial t}+\xi(x, t, u) \frac{\partial}{\partial x}+\eta(x, t, u) \frac{\partial}{\partial u} . \tag{37}
\end{equation*}
$$

From [31,32], one has

$$
\begin{equation*}
\eta_{\gamma}^{0}=D_{t}^{\gamma}(\eta)-\gamma D_{t}(\tau) \frac{\partial^{\gamma} u}{\partial t \gamma}-\sum_{n=1}^{\infty}\binom{\gamma}{n} D_{t}^{n}(\xi) D_{t}^{\gamma-n}\left(u_{x}\right)-\sum_{n=1}^{\infty}\binom{\gamma}{n+1} D_{t}^{n+1}(\tau) D_{t}^{\gamma-n}(u) \tag{38}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{t}^{\gamma}(\eta)=\frac{\partial^{\gamma} \eta}{\partial t^{\gamma}}+\eta_{u} \frac{\partial^{\gamma} u}{\partial t^{\gamma}}-u \frac{\partial^{\gamma} \eta_{u}}{\partial t^{\gamma}}+\sum_{n=1}^{\infty}\binom{\gamma}{n} \frac{\partial^{n} \eta_{u}}{\partial t^{n}} D_{t}^{\gamma-n}(u)+\mu, \tag{39}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu=\sum_{n=2}^{\infty} \sum_{m=2}^{n} \sum_{k=2}^{m} \sum_{r=0}^{k-1}\binom{\gamma}{n}\binom{n}{m}\binom{k}{r} \frac{1}{k!} \frac{t^{n-\gamma}}{\Gamma(n+1-\gamma)}[-u]^{r} \frac{\partial^{m}}{\partial t^{m}}\left[u^{k-r}\right] \frac{\partial^{n-m+k} \eta}{\partial t^{n-m} \partial u^{k}}, \tag{40}
\end{equation*}
$$

and

$$
\begin{align*}
\eta_{\gamma}^{0} & =\frac{\partial^{\gamma} \eta}{\partial t^{\gamma}}+\left(\eta_{u}-\gamma D_{t}(\tau)\right) \frac{\partial^{\gamma} u}{\partial t^{\gamma}}-u \frac{\partial^{\gamma} \eta_{u}}{\partial t^{\gamma}}+\mu \\
& +\sum_{n=1}^{\infty}\left[\binom{\gamma}{n} \frac{\partial^{\gamma} \eta_{u}}{\partial t^{\gamma}}-\binom{\gamma}{n+1} D_{t}^{n+1}(\tau)\right] D_{t}^{\gamma-n}(u)  \tag{41}\\
& -\sum_{n=1}^{\infty}\binom{\gamma}{n} D_{t}^{n}(\xi) D_{t}^{\gamma-n}\left(u_{x}\right) .
\end{align*}
$$

From the above analysis, it can be seen that, if $\alpha \neq 0, \beta \neq 0$, for this general case, the vector fields are shown by:

$$
\begin{equation*}
V_{1}=\frac{\partial}{\partial x} \tag{42}
\end{equation*}
$$

When $\alpha \neq 0, \beta=0$, one can obtain the following equation

$$
\begin{equation*}
u_{t}^{\gamma}-u\left(u_{x}\right)^{3}+\alpha u_{x x x}=0, \tag{43}
\end{equation*}
$$

if $\gamma=1$, it is can be found in paper [1]. Based on the above analysis, one can get

$$
\begin{equation*}
V_{1}=x \frac{\partial}{\partial x}+3 t \frac{\partial}{\partial t}, V_{2}=\frac{\partial}{\partial x} . \tag{44}
\end{equation*}
$$

While $\alpha=0, \beta \neq 0$, one has

$$
\begin{equation*}
u_{t}^{\gamma}-u\left(u_{x}\right)^{3}+\beta u_{x x x x x}=0, \tag{45}
\end{equation*}
$$

vector fields are presented as follows

$$
\begin{equation*}
V_{1}=3 x \gamma \frac{\partial}{\partial x}+15 t \frac{\partial}{\partial t}-2 \gamma u \frac{\partial}{\partial u}, V_{2}=\frac{\partial}{\partial x} . \tag{46}
\end{equation*}
$$

Now for the operator $V_{1}$, one has the corresponding characteristic equations as follows

$$
\begin{equation*}
\frac{d x}{3 x}=\frac{\gamma d t}{15 t}=\frac{-d u}{2 u} \tag{47}
\end{equation*}
$$

solving this equation generates the following similarity variable and functions

$$
\begin{equation*}
\xi=x t^{\frac{-\gamma}{5}}, \quad u=t^{\frac{-2 \gamma}{15}} f(\xi) \tag{48}
\end{equation*}
$$

using the Erdelyi-Kober fractional differential operator $P_{\beta}^{\tau, \alpha}$ of order $[31,32]$

$$
\begin{gather*}
\left(P_{\beta}^{\tau, \alpha} g\right):=\prod_{j=0}^{n-1}\left(\tau+j-\frac{1}{\beta} \xi \frac{d}{d \xi}\right)\left(K_{\beta}^{\tau+\alpha, n-\alpha} g\right)(\xi),  \tag{49}\\
n=\left\{\begin{array}{l}
{[\alpha]+1, \alpha \notin \mathrm{~N},} \\
\alpha, \alpha \in \mathrm{~N},
\end{array}\right. \tag{50}
\end{gather*}
$$

and the Erdélyi-Kober fractional integral operator $[31,32]$

$$
\left(K_{\beta}^{\tau, \alpha} g\right)(\xi):=\left\{\begin{array}{l}
\frac{1}{\Gamma(\alpha)} \int_{1}^{\infty}(u-1)^{\alpha-1} u^{-(\tau+\alpha)} g\left(\xi u^{\frac{1}{\beta}}\right) d u, \quad \alpha>0  \tag{51}\\
g(\xi), \alpha=0
\end{array}\right.
$$

one can reduce Equation (2) into an ordinary differential equation of fractional order as follows

$$
\begin{equation*}
\left(P_{\frac{5}{\gamma}}^{1-\frac{2 \gamma}{15}-\gamma, \gamma} f\right)(\xi)=u u_{\xi}^{3}-\beta f_{\zeta \zeta \zeta \zeta \zeta \zeta} . \tag{52}
\end{equation*}
$$

## 5. Symmetry Analysis and Reductions for $\epsilon=2 n+1$

5.1. Symmetry Analysis

When $\epsilon=2 n+1$ is an odd integer, for this case, one has

$$
\begin{equation*}
u_{t}+(-1)^{n} u\left(u_{x}\right)^{2 n+1}+\alpha u_{x x x}+\beta u_{x x x x x}=0 \tag{53}
\end{equation*}
$$

for the general case, one can derive the following vector fields

$$
\begin{equation*}
V_{1}=\frac{\partial}{\partial t}, V_{2}=\frac{\partial}{\partial x} . \tag{54}
\end{equation*}
$$

### 5.2. Reductions

Case 1: $V_{2}$
For this case, invariant and invariant functions are

$$
\begin{equation*}
\xi=x, u=u(\xi) \tag{55}
\end{equation*}
$$

substituting Equation (55) into Equation (53), one can get

$$
\begin{equation*}
(-1)^{n} u\left(u_{\xi}\right)^{2 n+1}+\alpha u_{\zeta \xi \xi}+\beta u_{\zeta \xi \xi \zeta \xi}=0 . \tag{56}
\end{equation*}
$$

Case 2: $V_{1}$
In this case, one has invariant and invariant functions

$$
\begin{equation*}
\tau=t, u=u(\tau) \tag{57}
\end{equation*}
$$

putting Equation (57) into Equation (53), one obtains

$$
\begin{equation*}
u_{\tau}=0, \tag{58}
\end{equation*}
$$

from Equation (58) only a trivial solution can be obtained.
Case 3: $V_{2}+\lambda V_{3}$
It is clear that this is travelling wave transformation, one can get the invariant and invariant functions are

$$
\begin{equation*}
\xi=x-\lambda t, u=u(\xi), \tag{59}
\end{equation*}
$$

substituting Equation (59) into Equation (53), one has

$$
\begin{equation*}
-\lambda u_{\xi}+(-1)^{n} u\left(u_{\xi}\right)^{2 n+1}+\alpha u_{\tilde{\xi} \xi}+\beta u_{\xi \zeta \xi \zeta \xi \xi}=0 . \tag{60}
\end{equation*}
$$

## 6. Conclusions

In this paper, symmetries and PT-symmetric extension of the fifth-order KdV-like equation are considered. Taking different values for $\epsilon$, several different equations with PT symmetry properties are obtained. And using the symmetry method, the symmetries of these equations are obtained. In particular, for $\epsilon$ equal to 1, this equation was systematically studied and its symmetry as well as conservation laws are obtained. It should be emphasized that the reciprocal Bäcklund transformations of conservation laws of momentum and energy are derived. For the special case of $\epsilon=3$, the corresponding integer order and fractional order symmetry are discussed, and for the time fractional order form, the equation is simplified into a fractional order ordinary differential equation on the basis of symmetry. Finally, the general case is considered, for which two symmetries are obtained.

In conclusion, this paper has shown the following two results, the first one is to preserve the PT symmetry, and the second one is how to extend symmetry analysis to fifth-order KdV-like equations. However for other cases such as variable coefficients, they will be investigated in future work.
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#### Abstract

A new local fractional modified Benjamin-Bona-Mahony equation is proposed within the local fractional derivative in this study for the first time. By defining some elementary functions via the Mittag-Leffler function (MLF) on the Cantor sets (CSs), a set of nonlinear local fractional ordinary differential equations (NLFODEs) is constructed. Then, a fast algorithm namely Yang's special function method is employed to find the non-differentiable (ND) exact solutions. By this method, we can extract abundant exact solutions in just one step. Finally, the obtained solutions on the CS are outlined in the form of the 3-D plot. The whole calculation process clearly shows that Yang's special function method is simple and effective, and can be applied to investigate the exact ND solutions of the other local fractional PDEs.
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## 1. Introduction

As is known to all, many complex phenomena occurring in nature involving in optics [1-5], vibration [6,7], social and economic [8], thermal science [9,10], and others [11-13] can be modeled by the partial differential equations (PDEs). In recent years, the fractional derivative has been adopted to PDEs to describe many phenomena arising in scientific and engineering fields, such as physics [14-18], biology [19-21], chemistry [22-24], mechanics [25-27], communication engineering [28-31], and so on [32,33]. Finding the exact solution of the fractional partial differential equation is helpful to further understand and analyze the dynamic behavior of the fractional partial differential equation. Compared with the mathematical model with an integer derivative, the fractional derivative mathematical model can more accurately describe the complex phenomena. Recently, the local fractional derivative (LFD) has attracted wide attention in various fields and some outstanding research results have emerged. In [34], the q-homotopy analysis transform method is applied to study the local fractional Poisson equation. In [35], the local fractional Fokker Planck equation is proposed and the reduced differential transform method and local fractional series expansion method are considered. In [36], the factorization technique is derived to investigate some local fractional PDEs. In [37], the Sumudu transform method, alongside the Adomian decomposition method, is used to employ the local fractional PDEs. In [38], the Mittag-Leffler function-based method is adopted to find the non-differentiable exact solutions of the $(2+1)$-dimensional local fractional breaking soliton equation. In [39], the local fractional variational iteration method is presented to investigate the local fractional heat conduction equation. In [40], the extended rational fractal sine-cosine method is used and six sets of the exact solutions are obtained. In [41], the Local fractional Fourier series method is utilized to study the wave equations. Many other studies can be seen
in [42-46]. On the inspiration of the latest research results about the LFD, we present a new local fractional modified Benjamin-Bona-Mahony equation (LFMBBME) below:

$$
\begin{equation*}
\frac{\partial^{\vartheta} \aleph_{\vartheta}}{\partial t^{\vartheta}}+\frac{\partial^{\vartheta} \aleph_{\vartheta}}{\partial x^{\vartheta}}+k \aleph_{\vartheta}^{2} \frac{\partial^{\vartheta} \aleph_{\vartheta}}{\partial x^{\vartheta}}+\frac{\partial^{2 \vartheta}}{x^{2 \vartheta}}\left(\frac{\partial^{\vartheta} \aleph_{\vartheta}}{\partial t^{\vartheta}}\right)=0 \tag{1}
\end{equation*}
$$

where $\vartheta(0<\vartheta \leq 1)$ is the fractional order, $\frac{\partial^{\theta} \aleph_{\theta}}{\partial t^{\theta}}$ and $\frac{\partial^{\theta} \aleph_{\theta}}{\partial x^{\theta}}$ are the local fractional derivatives. The definitions are presented in Section 2. In this work, we aim to investigate the exact ND solutions of the LFMBBME via a fast algorithm known as Yang's special function method, which can avoid the complicated calculation process and obtain abundant exact solutions in one step. The ideas within work are expected to open up some new horizons in the study of local fractional PDEs. The rest of this article is structured as follows. In Section 2, the properties of the LFD and some special functions are presented. In Section 3, a set of nonlinear local fractional ODEs is constructed. In Section 4, Yang's special function method is used to find the exact ND solutions, and the behaviors of the solutions on the CS are presented. Finally, a conclusion is reached in Section 5.

## 2. Basic Theory

In this section, some basic theory that is used to study the problem is presented.
Definition 1. The LFD of $\Xi(x)$ with ordervis defined as [47]:

$$
\begin{equation*}
\frac{d^{\vartheta} \Xi(x)}{d x^{\vartheta}} \left\lvert\, x=x_{0}=\lim _{x \rightarrow x_{0}} \frac{\Delta^{\vartheta}\left[\Xi(x)-\Xi\left(x_{0}\right)\right]}{\left(x-x_{0}\right)^{\vartheta}}\right., \tag{2}
\end{equation*}
$$

where $\Delta^{\vartheta}\left[\Xi(x)-\Xi\left(x_{0}\right)\right] \cong \Gamma(1+\vartheta)\left[\Xi(x)-\Xi\left(x_{0}\right)\right]$ with Euler's gamma function.

$$
\Gamma(1+\vartheta)=: \int_{0}^{\infty} x^{\vartheta-1} \exp (-x) \mathrm{d} x .
$$

For the LFD, there is the following rule chain [47]:

$$
\frac{d^{k \vartheta} \Xi(x)}{d x^{k \vartheta}}=\frac{d^{k} \text { times }}{d x^{\vartheta}} \cdots \frac{d^{\vartheta}}{d x^{\vartheta}} \Xi(x) .
$$

Definition 2. The local fractional integral (LFI) of $\Xi(x)$ with the fractional order $\vartheta(0<\vartheta \leq 1)$ is defined by [47]:

$$
\begin{equation*}
{ }_{a} I_{b}^{\vartheta} \Xi(x)=\frac{1}{\Gamma(1+\vartheta)} \int_{a}^{b} \Xi(x)(d x)^{\vartheta}=\frac{1}{\Gamma(1+\vartheta)} \lim _{\Delta x_{k} \rightarrow 0} \sum_{k=0}^{N-1} \Xi\left(x_{k}\right)\left(\Delta x_{k}\right)^{\vartheta} \tag{3}
\end{equation*}
$$

Here, $\Delta x_{k}=x_{k+1}-x_{k}$ and $x_{0}=a<x_{1}<\ldots<x_{N-1}<x_{N}=b$.
Property 1. The properties of the LFD are listed as follows [47]:

$$
\begin{gather*}
\text { (1) } \frac{d^{\vartheta}}{d t^{\vartheta}}[p(t) \pm q(t)]=\frac{d^{\vartheta}}{d t^{\vartheta}} p(t) \pm \frac{d^{\vartheta}}{d t^{\vartheta}} q(t),  \tag{4}\\
\text { (2) } \frac{d^{\vartheta}}{d t^{\vartheta}}[p(t) q(t)]=q(t) \frac{d^{\vartheta}}{d t^{\vartheta}} p(t)+p(t) \frac{d^{\vartheta}}{d t^{\vartheta}} q(t),  \tag{5}\\
\text { (3) } \frac{d^{\vartheta}}{d t^{\vartheta}}[p(t) / q(t)]=\frac{\left[q(t) \frac{d^{\vartheta}}{d t^{\vartheta}} p(t)-p(t) \frac{d^{\vartheta}}{d t^{\vartheta}} q(t)\right]}{q(t)^{2}}, \tag{6}
\end{gather*}
$$

Definition 3. The MLF on the CS with fractional order $\vartheta$ is defined as [47]:

$$
\begin{equation*}
\operatorname{MI}_{\vartheta}\left(\wp^{\gamma}\right)=\sum_{\Im=0}^{\infty} \frac{\wp^{\Im \vartheta}}{\Gamma(1+\Im \vartheta)} . \tag{7}
\end{equation*}
$$

Definition 4. Based on the MLF, we can derive four special functions, namely the SE function, the CH function, the SE function, and the CS function, as [47]:

$$
\begin{gather*}
\mathrm{SH}_{\vartheta}\left(\wp^{\vartheta}\right)=\frac{2}{\mathrm{MI}_{\vartheta}\left(\wp^{\vartheta}\right)+\mathrm{MI}_{\vartheta}\left(-\wp^{\vartheta}\right)^{\vartheta}},  \tag{8}\\
\mathrm{CH}_{\vartheta}\left(\wp^{\vartheta}\right)=\frac{2}{\mathrm{MI}_{\vartheta}\left(\wp^{\vartheta}\right)-\mathrm{MI}_{\vartheta}\left(-\wp^{\vartheta}\right)^{\prime}},  \tag{9}\\
\mathrm{SE}_{\vartheta}\left(\wp^{\vartheta}\right)=\frac{2}{\mathrm{MI}_{\vartheta}\left(i^{\vartheta} \wp^{\vartheta}\right)+\mathrm{MI}_{\vartheta}\left(-i^{\vartheta} \wp^{\vartheta}\right)^{\prime}},  \tag{10}\\
\mathrm{CS}_{\vartheta}\left(\wp^{\vartheta}\right)=\frac{2 i^{\vartheta}}{\mathrm{MI}_{\vartheta}\left(i^{\vartheta} \wp^{\vartheta}\right)-\mathrm{MI}_{\vartheta}\left(-i^{\vartheta} \wp^{\vartheta}\right)} . \tag{11}
\end{gather*}
$$

The behaviors of the four special functions on the CS using $\vartheta=\ln 2 / \ln 3$ are displayed in Figure 1.


Figure 1. The outline of the special functions on the CS: (a) for the SE function, (b) for the CH function, (c) for the SE function, (d) and for the CS function.

Property 2. The properties of the MLF are given as [47]:

$$
\begin{equation*}
\text { (1) } D^{(\vartheta)} \operatorname{MI}_{\vartheta}\left(\Delta \xi^{\vartheta}\right)=\Delta \operatorname{MI}_{\vartheta}\left(\xi^{\vartheta}\right) \tag{12}
\end{equation*}
$$

(2) $\operatorname{MI}_{\vartheta}\left(\xi^{\vartheta}\right) \operatorname{MI}_{\vartheta}\left(\zeta^{\vartheta}\right)=\operatorname{MI}_{\vartheta}\left(\xi^{\vartheta}+\zeta^{\vartheta}\right)$,
(3) $\operatorname{MI}_{\vartheta}\left(\zeta^{\vartheta}\right) \operatorname{MI}_{\vartheta}\left(-\zeta^{\vartheta}\right)=\operatorname{MI}_{\vartheta}\left(\xi^{\vartheta}-\zeta^{\vartheta}\right)$
(4) $\operatorname{MI}_{\vartheta}\left(\xi^{\vartheta}\right) \operatorname{MI}_{\vartheta}\left(i^{\vartheta} \zeta^{\vartheta}\right)=\operatorname{MI}_{\vartheta}\left(\xi^{\vartheta}+i^{\vartheta} \zeta^{\vartheta}\right)$
(5) $\operatorname{MI}_{\vartheta}\left(i^{\vartheta} \zeta^{\vartheta}\right) \operatorname{MI}_{\vartheta}\left(i^{\vartheta} \zeta^{\vartheta}\right)=\operatorname{MI}_{\vartheta}\left(i^{\vartheta} \zeta^{\vartheta}+i^{\vartheta} \zeta^{\vartheta}\right)$

## 3. Construct of the NLFODEs

In the view of Equation (8), we define the following NLFODE [48]:

$$
\begin{equation*}
\varphi_{\vartheta}\left(\wp^{\vartheta}\right)=\chi_{1} \mathrm{SH}_{\vartheta}\left(\chi_{2} \wp^{\vartheta}\right), \tag{17}
\end{equation*}
$$

Taking the LFD of Equation (17), we have:

$$
\begin{gather*}
D^{(\vartheta)} \varphi_{\vartheta}\left(\wp^{\vartheta}\right)=D^{(\vartheta)}\left[\chi_{1} \mathrm{SH}_{\vartheta}\left(\chi_{2} \wp^{\vartheta}\right)\right]=D^{(\vartheta)}\left[\frac{2 \chi_{1}}{\mathrm{MI}_{\theta}\left(\chi_{2} \wp^{\vartheta}\right)+\mathrm{MI}_{\vartheta}\left(-\chi_{2} \wp^{\theta}\right)}\right]  \tag{18}\\
=-\frac{2 \chi_{1} \chi_{2}\left[\mathrm{MI}_{\vartheta}\left(\chi_{2} \wp^{\vartheta}\right)-\mathrm{MI}_{\theta}\left(-\chi_{2} \wp^{\vartheta}\right)\right]}{\left[\mathrm{MI}_{\vartheta}\left(\chi_{2} \wp^{\vartheta}\right)+\mathrm{MI}_{\vartheta}\left(-\chi_{2} \wp^{\vartheta}\right)\right]^{2}}
\end{gather*}
$$

which gives:
$\left[D^{(\vartheta)} \varphi\left(\wp^{\vartheta}\right)\right]^{2}$
$=\left\{-\frac{2 \chi_{1} \chi_{2}\left[\mathrm{MI}_{\theta}\left(\chi_{2} \delta^{\theta}\right)-\mathrm{MI}_{\theta}\left(-\chi_{2} \gamma^{\theta}\right)\right]}{\left[\mathrm{MI}_{\theta}\left(\chi_{2} \gamma^{\theta}\right)+\mathrm{MI}_{\theta}\left(-\chi_{2} \gamma^{\theta}\right)\right]^{2}}\right\}^{2}=4 \chi_{1}^{2} \chi_{2}^{2} \frac{\left[\mathrm{MI}_{\theta}\left(2 \chi_{2} \gamma^{\theta}\right)+\mathrm{MI}_{\theta}\left(-2 \chi_{2} \gamma^{\theta}\right)-2\right]}{\left[\mathrm{MI}_{\theta}\left(\chi_{2} \gamma^{\theta}\right)+\mathrm{MI}_{\theta}\left(-\chi_{2} \gamma^{\theta}\right)\right]^{4}}$
$=4 \chi_{1}^{2} \chi_{2}^{2} \frac{\left[\mathrm{MI}_{\theta}\left(\chi_{2} \wp^{\theta}\right)+\mathrm{MI}_{\theta}\left(-\chi_{2} \wp^{\theta}\right)\right]^{2}-4}{\left[\mathrm{MI}_{\theta}\left(\chi_{2} \delta^{\theta}\right)+\mathrm{MI}_{\theta}\left(-\chi_{2} \delta^{\theta}\right)\right]^{4}}=\chi_{1}^{2} \chi_{2}^{2}\left(\frac{4}{\left[\mathrm{MI}_{\theta}\left(\chi_{2} \wp^{\theta}\right)+\mathrm{MI}_{\theta}\left(-\chi_{2} \delta^{\theta}\right)\right]^{2}},-, \frac{16}{\left[\mathrm{MI}_{\theta}\left(\chi_{2} \delta^{\theta}\right)+\mathrm{MI}_{\theta}\left(-\chi_{2} \wp^{\theta}\right)\right]^{4}}\right)$
$=\chi_{2}^{2} \chi_{1}^{2}\left[\mathrm{SH}_{\vartheta}^{2}\left(\wp^{\vartheta}\right)-\mathrm{SH}_{\vartheta}^{4}\left(\wp^{\vartheta}\right)\right]=\chi_{2}^{2} \varphi_{\vartheta}^{2}\left(\wp^{\vartheta}\right)\left[1-\frac{1}{\chi_{1}^{2}} \varphi_{\vartheta}^{2}\left(\wp^{\vartheta}\right)\right]$
$=\chi_{2}^{2} \varphi_{\vartheta}^{2}\left(\wp^{\vartheta}\right)-\frac{\chi_{2}^{2}}{\chi_{1}^{2}} \varphi_{\vartheta}^{4}\left(\wp^{\vartheta}\right)$
Based on Equation (9), we can construct the following NLFODE [48]:

$$
\begin{equation*}
\varphi_{\vartheta}\left(\wp^{\vartheta}\right)=\chi_{1} \mathrm{CH}_{\vartheta}\left(\chi_{2} \wp^{\vartheta}\right), \tag{20}
\end{equation*}
$$

Taking the LFD of the above equation as:

$$
\begin{gather*}
D^{(\vartheta)} \varphi_{\vartheta}\left(\wp^{\vartheta}\right)=D^{(\vartheta)}\left[\chi_{1} \mathrm{CH}_{\vartheta}\left(\chi_{2} \wp^{\vartheta}\right)\right]=D^{(\vartheta)}\left[\frac{2 \chi_{1}}{\mathrm{MI}_{\theta}\left(\chi_{2} 8^{\vartheta}\right)-\mathrm{MI}_{\theta}\left(-\chi_{2} \wp^{\theta}\right)}\right] \\
=-\frac{2 \chi_{1} \chi_{2}\left[\mathrm{MI}_{\vartheta}\left(\chi_{2} \wp^{\vartheta}\right)+\mathrm{MI}_{\vartheta}\left(-\chi_{2 夕^{\vartheta}}\right)\right]}{\left[\mathrm{MI}_{\theta}\left(\chi_{2} \wp^{\vartheta}\right)-\mathrm{MI}_{\vartheta}\left(-\chi_{2} \wp^{\vartheta}\right)\right]^{2}} \tag{21}
\end{gather*}
$$

Then, we have:

$$
\begin{align*}
& {\left[D^{(\vartheta)} \varphi\left(\wp^{\vartheta}\right)\right]^{2}} \\
& =\left\{-\frac{2 \chi_{1} \chi_{2}\left[\mathrm{MI}_{\theta}\left(\chi_{2} \wp^{\theta}\right)+\mathrm{MI}_{\theta}\left(-\chi_{2} \wp^{\theta}\right)\right]}{\left[\mathrm{MI}_{\theta}\left(\chi_{2} \wp^{\theta}\right)-\mathrm{MI}_{\theta}\left(-\chi_{2} \delta^{\theta}\right)\right]^{2}}\right\}^{2}=4 \chi_{1}^{2} \chi_{2}^{2} \frac{\left[\mathrm{MI}_{\theta}\left(2 \chi_{2} \wp^{\theta}\right)+\mathrm{MI}_{\theta}\left(-2 \chi_{2} \delta^{\theta}\right)+2\right]}{\left[\mathrm{MI}_{\theta}\left(\chi_{2} \delta^{\theta}\right)-\mathrm{MI}_{\theta}\left(-\chi_{2} \delta^{\theta}\right)\right]^{4}} \\
& =4 \chi_{1}^{2} \chi_{2}^{2} \frac{\left[\mathrm{MI}_{\theta}\left(\chi_{2} 8^{\theta}\right)-\mathrm{MI}_{\theta}\left(-\chi_{2} 8^{\theta}\right)\right]^{2}+4}{\left[\mathrm{MI}_{\theta}\left(\chi_{2} \delta^{\theta}\right)-\mathrm{MI}_{\theta}\left(-\chi_{2} \delta^{\theta}\right)\right]^{4}}=\chi_{1}^{2} \chi_{2}^{2}\binom{\frac{4}{\left[\mathrm{MI}_{\theta}\left(\chi_{2} \gamma^{\theta}\right)-\mathrm{MI}_{\theta}\left(-\chi_{2} 8^{\theta}\right)\right]^{2}}}{+\frac{16}{\left[\mathrm{MI}_{\theta}\left(\chi_{2} 8^{\theta}\right)-\mathrm{MI}_{\theta}\left(-\chi_{2} 8^{\theta}\right)\right]^{4}}}  \tag{22}\\
& =\chi_{2}^{2} \chi_{1}^{2}\left[\mathrm{CH}_{\vartheta}^{2}\left(\wp^{\vartheta}\right)+\mathrm{CH}_{\vartheta}^{4}\left(\wp^{\vartheta}\right)\right] \\
& =\chi_{2}^{2} \varphi_{\vartheta}^{2}\left(\wp^{\vartheta}\right)+\frac{\chi_{2}^{2}}{\chi_{1}^{2}} \varphi_{\vartheta}^{4}\left(\wp^{\vartheta}\right)
\end{align*}
$$

We can also consider the following NLFODE [48]:

$$
\begin{equation*}
\varphi_{\vartheta}\left(\wp^{\vartheta}\right)=\chi_{1} \mathrm{SE}_{\vartheta}\left(\chi_{2} \wp^{\vartheta}\right), \tag{23}
\end{equation*}
$$

Similarly, its LFD is given by:

$$
\begin{align*}
& D^{(\vartheta)} \varphi_{\vartheta}\left(\wp^{\vartheta}\right)=D^{(\vartheta)}\left[\chi_{1} \operatorname{SE}_{\vartheta}\left(\chi_{2} \wp^{\vartheta}\right)\right]=D^{(\vartheta)}\left[\frac{2 \chi_{1}}{\operatorname{MI}_{\vartheta}\left(\chi_{2} i^{i} \wp^{\theta}\right)+\mathrm{MI}_{\vartheta}\left(-\chi_{2} i^{i \theta} \wp^{\theta}\right)}\right] \\
& =-\frac{2 \chi_{1} \chi_{2}\left[i^{\theta^{\theta}} \mathrm{MI}_{\theta}\left(\chi_{2} i^{i \theta} \delta^{\theta}\right)-i^{\theta} \mathrm{MI}_{\theta}\left(-\chi_{2} i^{\theta} \delta^{\theta}\right)\right]}{\left[\mathrm{MI}_{\theta}\left(\chi_{2} i^{\theta} \delta^{\theta}\right)+\mathrm{MI}_{\theta}\left(-\chi_{2} i^{\theta} \delta^{\theta}\right)\right]^{2}} \tag{24}
\end{align*}
$$

Such that

$$
\begin{aligned}
& {\left[D^{(\vartheta)} \varphi_{\vartheta}\left(\wp^{\vartheta}\right)\right]^{2}}
\end{aligned}
$$

$$
\begin{align*}
& =\chi_{1}^{2} \chi_{2}^{2}\left[-\mathrm{SE}_{\vartheta}^{2}\left(\wp^{\vartheta}\right)+\mathrm{SE}_{\vartheta}^{4}\left(\wp^{\vartheta}\right)\right]=\chi_{2}^{2} \varphi_{\vartheta}^{2}\left(\wp \wp^{\vartheta}\right)\left[-1+\frac{1}{\chi_{1}^{2}} \varphi_{\vartheta}^{2}\left(\wp^{\vartheta}\right)\right]  \tag{25}\\
& =-\chi_{2}^{2} \varphi_{\vartheta}^{2}\left(\wp^{\vartheta}\right)+\frac{\chi_{2}^{2}}{\chi_{1}^{2}} \varphi_{\vartheta}^{4}\left(\wp^{\vartheta}\right)
\end{align*}
$$

In the light of Equation (11), we construct another NLFODE as [48]:

$$
\begin{equation*}
\varphi_{\vartheta}\left(\wp^{\vartheta}\right)=\chi_{1} \mathrm{CS}_{\vartheta}\left(\chi_{2} \wp^{\vartheta}\right), \tag{26}
\end{equation*}
$$

Applying the LFD for Equation (26) as:

$$
\begin{align*}
& D^{(\vartheta)} \varphi_{\vartheta}\left(\wp^{\vartheta}\right)=D^{(\vartheta)}\left[\chi_{1} \mathrm{CS}_{\vartheta}\left(\chi_{2} \wp^{\vartheta}\right)\right]=D^{(\vartheta)}\left[\frac{2 \chi_{1} i^{\theta}}{\mathrm{MI}_{\vartheta}\left(\chi_{2} i^{i \theta} \wp^{\vartheta}\right)-\mathrm{MI}_{\vartheta}\left(-\chi_{2} i^{i^{\vartheta}} \wp^{\theta}\right)}\right]  \tag{27}\\
& =\frac{2 \chi_{1} \chi_{2}\left[\mathrm{MI}_{\theta}\left(\chi_{2} i^{\theta} \wp^{\theta}\right)+\mathrm{MI}_{\theta}\left(-\chi_{2} i^{\theta} \wp^{\theta}\right)\right]}{\left[\mathrm{MI}_{\theta}\left(\chi_{2} i^{i \theta} \wp^{\theta}\right)-\mathrm{MI}_{\theta}\left(-\chi_{2} i^{i \theta} \wp^{\theta}\right)\right]^{2}}
\end{align*}
$$

Thus, we have:

$$
\begin{align*}
& {\left[D^{(\vartheta)} \varphi\left(\wp^{\vartheta}\right)\right]^{2}} \\
& =\left\{\frac{2 \chi_{1} \chi_{2}\left[\mathrm{MI}_{\theta}\left(\chi_{2} i^{\theta} \wp^{\theta}\right)+\mathrm{MI}_{\theta}\left(-\chi_{2} i^{\theta^{\theta}} \wp^{\theta}\right)\right]}{\left[\mathrm{MI}_{\theta}\left(\chi_{2} i^{\theta} \wp^{\theta}\right)-\mathrm{MI}_{\theta}\left(-\chi_{2} i^{\theta} \wp^{\theta}\right)\right]^{2}}\right\}^{2}=4 \chi_{1}^{2} \chi_{2}^{2} \frac{\left[\mathrm{MI}_{\theta}\left(2 \chi_{2} i^{\theta} \delta^{\theta}\right)+\mathrm{MI}_{\theta}\left(-2 \chi_{2} i^{i \theta} \delta^{\theta}\right)+2\right]}{\left[\mathrm{MI}_{\theta}\left(\chi_{2} i^{i \theta} \wp^{\theta}\right)-\mathrm{MI}_{\theta}\left(-\chi_{2} i^{i} \delta^{\theta}\right)\right]^{4}} \\
& =4 \chi_{1}^{2} \chi_{2}^{2} \frac{\left[\mathrm{MI}_{\vartheta}\left(\chi_{2} i^{\theta} \delta^{\theta}\right)-\mathrm{MI}_{\theta}\left(-\chi_{2} i^{\theta} \delta^{\theta}\right)\right]^{2}+4}{\left[\mathrm{MI}_{\theta}\left(\chi_{2} i^{i \theta} \delta^{\theta}\right)-\mathrm{MI}_{\theta}\left(-\chi_{2} i^{i^{\theta}} \delta^{\theta}\right)\right]^{4}}=\chi_{1}^{2} \chi_{2}^{2}\binom{-\frac{-4}{\left[\mathrm{MI}_{\theta}\left(\chi_{2} i^{\theta} \delta^{\theta}\right)-\mathrm{MI}_{\theta}\left(-\chi_{2} i^{\theta} \delta^{\theta}\right)\right]^{2}}}{+\frac{16}{\left[\mathrm{MI}_{\theta}\left(\chi_{2} i^{\theta} \delta^{\theta}\right)-\mathrm{MI}_{\theta}\left(-\chi_{2} i^{\theta} \delta^{\theta}\right)\right]^{4}}}  \tag{28}\\
& =\chi_{1}^{2} \chi_{2}^{2}\left[-\operatorname{CS}_{\vartheta}^{2}\left(\wp^{\vartheta}\right)+\operatorname{CS}_{\vartheta}^{4}\left(\wp^{\vartheta}\right)\right]=\chi_{2}^{2} \varphi_{\vartheta}^{2}\left(\wp^{\vartheta}\right)\left[-1+\frac{1}{\chi_{1}^{2}} \varphi_{\vartheta}^{2}\left(\wp^{\vartheta}\right)\right] \\
& =-\chi_{2}^{2} \varphi_{\vartheta}^{2}\left(\wp^{\vartheta}\right)+\frac{\chi_{2}^{2}}{\chi_{1}^{2}} \varphi_{\vartheta}^{4}\left(\wp^{\vartheta}\right)
\end{align*}
$$

From Equations (19), (22), (25), and (28), we can conclude the general NLFODE as the following form by introducing two parameters $p$ and $q$ :

$$
\begin{equation*}
\left[D^{(\vartheta)} \varphi_{\vartheta}\left(\wp^{\vartheta}\right)\right]^{2}=p \chi_{2}^{2} \varphi_{\vartheta}^{2}\left(\wp^{\vartheta}\right)+q \frac{\chi_{2}^{2}}{\chi_{1}^{2}} \varphi_{\vartheta}^{4}\left(\wp^{\vartheta}\right) \tag{29}
\end{equation*}
$$

Obviously, its exact ND solutions are given as:

$$
\varphi_{\vartheta}\left(\wp^{\vartheta}\right)=\left\{\begin{array}{l}
\chi_{1} \mathrm{SH}_{\vartheta}\left(\chi_{2} \wp^{\vartheta}\right), \text { for } p=1, q=-1  \tag{30}\\
\chi_{1} \mathrm{CH}_{\vartheta}\left(\chi_{2} \wp^{\vartheta}\right), \text { for } p=1, q=1 \\
\chi_{1} \mathrm{SE}_{\vartheta}\left(\chi_{2} \wp^{\vartheta}\right), \text { for } p=-1, q=1 \\
\chi_{1} \mathrm{CS}_{\vartheta}\left(\chi_{2} \wp^{\vartheta}\right), \text { for } p=-1, q=1
\end{array} .\right.
$$

## 4. Yang's Special Function Method

In this section, Yang's special function method will be adopted to search for the exact ND solutions. For this goal, the following ND transformation is considered [49-51]:

$$
\begin{equation*}
\aleph_{\vartheta}\left(x^{\vartheta}, t^{\vartheta}\right)=\aleph_{\vartheta}\left(\wp^{\vartheta}\right), \wp^{\vartheta}=\rho^{\vartheta} x^{\vartheta}-\omega^{\vartheta} t^{\vartheta}, \tag{31}
\end{equation*}
$$

Additionally, there is:

$$
\begin{equation*}
\lim _{\vartheta \rightarrow 1} \wp^{\vartheta}=\rho x-\omega t \tag{32}
\end{equation*}
$$

Putting Equation (31) into Equation (1) gives:

$$
\begin{align*}
\frac{\partial^{\vartheta} \aleph}{\partial t^{\vartheta}} & =-\omega^{\vartheta} \frac{d^{\vartheta} \aleph}{d \wp^{\vartheta}}  \tag{33}\\
\frac{\partial^{\vartheta} \aleph_{\vartheta}}{\partial x^{\vartheta}} & =\rho^{\vartheta} \frac{d^{\vartheta} \aleph_{\vartheta}}{d \wp^{\vartheta}},  \tag{34}\\
\frac{\partial^{2 \vartheta}}{x^{2 \vartheta}}\left(\frac{\partial^{\vartheta} \aleph_{\vartheta}}{\partial t^{\vartheta}}\right) & =-\rho^{2 \vartheta} \omega^{\vartheta} \frac{d^{3 \vartheta} \aleph_{\vartheta}}{d \zeta^{3 \vartheta}} \tag{35}
\end{align*}
$$

Taking them into Equation (1) yields:

$$
\begin{equation*}
\left(\rho^{\vartheta}-\omega^{\vartheta}\right) \frac{d^{\vartheta} \aleph}{d \wp^{\vartheta}}+k \rho^{\vartheta} \aleph^{2} \frac{d^{\vartheta} \aleph}{d \wp^{\vartheta}}-\rho^{2 \vartheta} \omega^{\gamma} \frac{d^{3 \vartheta} \aleph}{d \wp^{3 \vartheta}}=0, \tag{36}
\end{equation*}
$$

where $\rho^{\vartheta}-\omega^{\vartheta} \neq 0$.
Applying the LFI to Equation (36) and ignoring the integral constant yields:

$$
\begin{equation*}
\left(\rho^{\vartheta}-\omega^{\vartheta}\right) \aleph_{\vartheta}+\frac{1}{3} k \rho^{\vartheta} \aleph_{\vartheta}^{3}-\rho^{2 \vartheta} \omega^{\gamma} \frac{d^{2 \vartheta} \aleph_{\vartheta}}{d \wp^{2 \vartheta}}=0, \tag{37}
\end{equation*}
$$

By multiplying both sides of above equation by $\frac{d^{\theta} \aleph_{\theta}}{d \wp^{\theta}}$, we have:

$$
\begin{equation*}
\left(\rho^{\vartheta}-\omega^{\vartheta}\right) \aleph_{\vartheta} \frac{d^{\vartheta} \aleph_{\vartheta}}{d \wp^{\vartheta}}+\frac{1}{3} k \rho^{\vartheta} \aleph_{\vartheta}^{3} \frac{d^{\vartheta} \aleph_{\vartheta}}{d \wp^{\vartheta}}-\rho^{2 \vartheta} \omega^{\gamma} \frac{d^{2 \vartheta} \aleph_{\vartheta}}{d \wp^{2 \vartheta}} \frac{d^{\vartheta} \aleph_{\vartheta}}{d \wp^{\vartheta}}=0, \tag{38}
\end{equation*}
$$

Taking the LFI of the above equation leads to:

$$
\begin{equation*}
\frac{1}{2}\left(\rho^{\vartheta}-\omega^{\vartheta}\right) \aleph_{\vartheta}^{2}+\frac{1}{12} k \rho^{\vartheta} \aleph_{\vartheta}^{4}-\frac{1}{2} \rho^{2 \vartheta} \omega^{\gamma}\left(\frac{d^{\vartheta} \aleph_{\vartheta}}{d \wp^{\vartheta}}\right)^{2}=\Delta \tag{39}
\end{equation*}
$$

Here, $\Delta$ is the integral constant. Letting $\Delta$ to be zero, we have:

$$
\begin{equation*}
\frac{1}{2}\left(\rho^{\vartheta}-\omega^{\vartheta}\right) \aleph_{\vartheta}^{2}+\frac{1}{12} k \rho^{\vartheta} \aleph_{\vartheta}^{4}-\frac{1}{2} \rho^{2 \vartheta} \omega^{\gamma}\left(\frac{d^{\vartheta} \aleph_{\vartheta}}{d \wp^{\vartheta}}\right)^{2}=0 \tag{40}
\end{equation*}
$$

Such that:

$$
\begin{equation*}
\left(\frac{d^{\vartheta} \aleph_{\vartheta}}{d \wp^{\vartheta}}\right)^{2}=\frac{\rho^{\vartheta}-\omega^{\vartheta}}{\rho^{2 \vartheta} \omega^{\vartheta}} \aleph_{\vartheta}^{2}+\frac{k}{6 \rho^{\vartheta} \omega^{\vartheta}} \aleph_{\vartheta}^{4} . \tag{41}
\end{equation*}
$$

By comparing Equation (41) and Equation (29), we have:
Set 1: For $p=1, q=-1$, there is:

$$
\begin{align*}
& \frac{\rho^{\vartheta}-\omega^{\vartheta}}{\rho^{2 \vartheta} \omega^{\vartheta}}=\chi_{2}^{2}  \tag{42}\\
& \frac{k}{6 \rho^{\vartheta} \omega^{\vartheta}}=-\frac{\chi_{2}^{2}}{\chi_{1}^{2}} \tag{43}
\end{align*}
$$

According to Equations (42) and (43), we have:

$$
\begin{equation*}
\chi_{1}=\sqrt{\frac{6\left(\omega^{\vartheta}-\rho^{\vartheta}\right)}{k \rho^{\vartheta}}}, \chi_{2}=\sqrt{\frac{\rho^{\vartheta}-\omega^{\vartheta}}{\rho^{2 \vartheta} \omega^{\vartheta}}} \tag{44}
\end{equation*}
$$

Thus, we can obtain the exact solution of Equation (1) as:

$$
\begin{equation*}
\aleph_{\vartheta}(x, t)=\sqrt{\frac{6\left(\omega^{\vartheta}-\rho^{\vartheta}\right)}{k \rho^{\vartheta}}} \mathrm{SH}_{\vartheta}\left(\sqrt{\frac{\rho^{\vartheta}-\omega^{\vartheta}}{\rho^{2 \vartheta} \omega^{\vartheta}}}\left(\rho^{\vartheta} x^{\vartheta}-\omega^{\vartheta} t^{\vartheta}\right)\right) . \tag{45}
\end{equation*}
$$

For $\omega^{\vartheta}=1, \rho^{\vartheta}=2, k=-1$, we display the profile of the exact ND solution given by Equation (45) on the CS in Figure 2. Here, the $t$ and $x$ are both selected on the CS range 0 to 1 , and the fractional order is used as $\vartheta=\ln 2 / \ln 3$. It can be found that the value of the solution is between 1 and 1.8. In addition, the figure is the blocky structure which conforms to the CS characteristics.

Set 2: For $p=1, q=1$, there is:

$$
\begin{gather*}
\frac{\rho^{\vartheta}-\omega^{\vartheta}}{\rho^{2 \vartheta} \omega^{\vartheta}}=\chi_{2}^{2}  \tag{46}\\
\frac{k}{6 \rho^{\vartheta} \omega^{\vartheta}}=\frac{\chi_{2}^{2}}{\chi_{1}^{2}} \tag{47}
\end{gather*}
$$



Figure 2. The profile of Equation (45) on CS with $\omega^{\vartheta}=1, \rho^{\vartheta}=2$, and $k=-1$ for $\vartheta=\ln 2 / \ln 3$.
We have:

$$
\begin{equation*}
\chi_{1}=\sqrt{\frac{6\left(\rho^{\vartheta}-\omega^{\vartheta}\right)}{k \rho^{\vartheta}}}, \chi_{2}=\sqrt{\frac{\rho^{\vartheta}-\omega^{\vartheta}}{\rho^{2 \vartheta} \omega^{\vartheta}}} \tag{48}
\end{equation*}
$$

Then, the second exact ND solution of Equation (1) is attained as:

$$
\begin{equation*}
\aleph_{\vartheta}(x, t)=\sqrt{\frac{6\left(\rho^{\vartheta}-\omega^{\vartheta}\right)}{k \rho^{\vartheta}}} \mathrm{CH}_{\vartheta}\left(\sqrt{\frac{\rho^{\vartheta}-\omega^{\vartheta}}{\rho^{2 \vartheta} \omega^{\vartheta}}}\left(\rho^{\vartheta} x^{\vartheta}-\omega^{\vartheta} t^{\vartheta}\right)\right) . \tag{49}
\end{equation*}
$$

For using $\mathscr{\omega}^{\vartheta}=1, \rho^{\vartheta}=2, k=1$, we display the solution Equation (49) on the CS for $\vartheta=\ln 2 / \ln 3$ in Figure 3. The values of $t$ and $x$ are all selected on the CS from 0 to 1. It can be found that the profile of Equation (49) is the blocky structure, and when the coordinate $(x, t)$ is close to $(0,0)$, the value of the solution increases rapidly.


Figure 3. The profile of Equation (49) on CS with $\omega^{\vartheta}=1, \rho^{\vartheta}=2, k=1$ for $\vartheta=\ln 2 / \ln 3$.

Set 3: For $p=-1, q=1$, there is:

$$
\begin{align*}
\frac{\rho^{\vartheta}-\omega^{\vartheta}}{\rho^{2 \vartheta} \omega^{\vartheta}} & =-\chi_{2}^{2}  \tag{50}\\
\frac{k}{6 \rho^{\vartheta} \omega^{\vartheta}} & =\frac{\chi_{2}^{2}}{\chi_{1}^{2}} \tag{51}
\end{align*}
$$

There is:

$$
\begin{equation*}
\chi_{1}=\sqrt{\frac{6\left(\omega^{\vartheta}-\rho^{\vartheta}\right)}{k \rho^{\vartheta}}}, \chi_{2}=\sqrt{\frac{\omega^{\vartheta}-\rho^{\vartheta}}{\rho^{2 \vartheta} \omega^{\vartheta}}} \tag{52}
\end{equation*}
$$

Correspondingly, we can find the exact ND solutions of Equation (1) as:

$$
\begin{equation*}
\aleph_{\vartheta}(x, t)=\sqrt{\frac{6\left(\omega^{\vartheta}-\rho^{\vartheta}\right)}{k \rho^{\vartheta}}} \mathrm{SE}_{\vartheta}\left(\sqrt{\frac{\omega^{\vartheta}-\rho^{\vartheta}}{\rho^{2 \vartheta} \omega^{\vartheta}}}\left(\rho^{\vartheta} x^{\vartheta}-\omega^{\vartheta} t^{\vartheta}\right)\right), \tag{53}
\end{equation*}
$$

By choosing the parameters as $\omega^{\vartheta}=2, \rho^{\vartheta}=1, k=1$, we display the outline of Equation (53) on CS for $\vartheta=\ln 2 / \ln 3$ in Figure 4. Here, the outline of the solution is also the blocky structure which corresponds to the characteristics of the CS. Additionally, the value of the solution increases rapidly when $(x, t)$ is close to $(1,0)$.


Figure 4. The profile of Equation (53) on CS with $\omega^{\vartheta}=2, \rho^{\vartheta}=1, k=1$ for $\vartheta=\ln 2 / \ln 3$.
Set 4: For $p=-1, q=1$, there is:

$$
\begin{align*}
\frac{\rho^{\vartheta}-\omega^{\vartheta}}{\rho^{2 \vartheta} \omega^{\vartheta}} & =-\chi_{2}^{2}  \tag{54}\\
\frac{k}{6 \rho^{\vartheta} \omega^{\vartheta}} & =\frac{\chi_{2}^{2}}{\chi_{1}^{2}} \tag{55}
\end{align*}
$$

There is:

$$
\begin{equation*}
\chi_{1}=\sqrt{\frac{6\left(\omega^{\vartheta}-\rho^{\vartheta}\right)}{k \rho^{\vartheta}}}, \chi_{2}=\sqrt{\frac{\omega^{\vartheta}-\rho^{\vartheta}}{\rho^{2 \vartheta} \omega^{\vartheta}}} \tag{56}
\end{equation*}
$$

Correspondingly, we can find the exact ND solutions of Equation (1) as:

$$
\begin{equation*}
\aleph_{\vartheta}(x, t)=\sqrt{\frac{6\left(\omega^{\vartheta}-\rho^{\vartheta}\right)}{k \rho^{\vartheta}}} \operatorname{CS}_{\vartheta}\left(\sqrt{\frac{\omega^{\vartheta}-\rho^{\vartheta}}{\rho^{2 \vartheta} \omega^{\vartheta}}}\left(\rho^{\vartheta} x^{\vartheta}-\omega^{\vartheta} t^{\vartheta}\right)\right) . \tag{57}
\end{equation*}
$$

For using $\omega^{\vartheta}=-1, \rho^{\vartheta}=1, k=-1$, we display the profile of the Equation (57) solution on the CS with $\vartheta=\ln 2 / \ln 3$ in Figure 5. Similar to Equation (49), the blocky structure increases rapidly when $(x, t)$ is close to $(0,0)$.


Figure 5. The profile of Equation (57) on CS with $\omega^{\vartheta}=-1, \rho^{\vartheta}=1, k=-1$ for $\vartheta=\ln 2 / \ln 3$.
It should be noted that the correctness of the exact obtained ND solutions provided by Equations (45), (49), (53), and (57) are verified by substituting them into Equation (41).

## 5. Conclusions

This paper proposes a new local fractional modified Benjamin-Bona-Mahony equation based on the local fractional derivative. A group of nonlinear local fractional ordinary differential equations is constructed by defining some elementary functions via the MittagLeffler function on the Cantor set. A simple and effective approach, called Yang's special function method, is suggested for the first time to solve this problem. By using this method, we can obtain four different exact solutions in just one step. Furthermore, the obtained solutions on the Cantor set are outlined in the form of a 3-D plot. It is revealed that the one-step method is effective and can be utilized to study the other local fractional PDEs.
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