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Preface

This Special Issue aims to explore the numerical simulation of solidification processes,

combining computational physics, numerical models, systematic experiments, and advanced

manufacturing techniques. By delving into the complexities of solidification phenomena, these

simulations enable researchers to understand the macroscopic and microscopic aspects of the process,

while providing engineers with predictive capabilities to enhance material properties through

process parameter modifications. The eleven high-quality papers presented here are authored by

distinguished researchers, covering a broad array of solidification modeling studies. As the Guest

Editor, I hope that the rich array of research presented here will contribute to the advancement of

scientific knowledge and engineering practices in solidification processes. I extend my appreciation

to the esteemed authors, reviewers, and the editorial staff of Metals for their valuable contributions

and support in bringing this Special Issue to fruition.

Mohsen Eshraghi

Editor
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Numerical Simulation of Solidification Processes

Mohsen Eshraghi

Department of Mechanical Engineering, California State University, Los Angeles, 5151 State University Drive,
Los Angeles, CA 90032, USA; mohsen.eshraghi@calstatela.edu

1. Introduction and Scope

Solidification is a critical step for many manufacturing processes, including casting,
welding, and additive manufacturing. While solidification happens during the processing
of all types of materials, the solidification of metallic alloys has been of utmost importance
to scientists and engineers. This importance comes from the fact that the solidification
microstructure has a significant influence on the properties of the solidified materials. The
kinetics of solidification also determines the distribution of solute atoms, which eventually
leads to micro-segregation, secondary phases, and the formation of various defects, which
exert enormous influence on mechanical properties. By combining the bedrock computa-
tional physics and informatics with systematic experiments and advanced manufacturing,
we can reduce the cost, risk, and cycle time for new product development. Numerical
simulation of solidification processes can help scientists gain a better understanding of the
kinetics governing the macroscopic, as well as microscopic, features of the solidification
process. From an industrial point of view, solidification modeling enables engineers to
predict the properties of the material and subsequently modify the process parameters
to produce materials of higher quality. Several physical phenomena are involved during
solidification processes that, in turn, make the simulations very complex. In the wake of
promising progress in the area of solidification modeling, this Special Issue embraces stud-
ies on the numerical simulation of solidification phenomena for a variety of applications
and processes.

2. Contributions

In this Special Issue, eleven high-quality papers from distinguished researchers are
published that cover a wide range of solidification modeling studies including steel casting
and solidification, permeability, segregation, cracking and thermal distortion, dendrite
growth and grain morphology, welding, and additive manufacturing.

Two of the papers covered topics related to the additive manufacturing of nickel and
titanium alloys with studies on 3D modeling of the solidification structure evolution of
superalloys in powder bed fusion additive manufacturing processes [1] and in situ X-ray
radiography and computational modeling to predict grain morphology in β-Titanium
during simulated additive manufacturing [2].

Three of the papers were focused on phase-field modeling of dendritic microstructure
evolution and presented studies on permeability measurements of 3D microstructures
generated by phase-field simulation of the solidification of an Al-Si alloy during chill
casting [3]; a phase-field study on the interaction between grains during columnar-to-
equiaxed transition in laser welding [4]; and a two-dimensional phase-field investigation
of unidirectionally solidified tip-splitting microstructures [5].

Five papers focused on the casting and solidification of steel, which presented investi-
gations on the optimization of heavy reduction processes on continuous-casting bloom [6];
the effects of alloying elements on solidification structures and macro-segregation in
slabs [7]; the prediction of thermal distortion during steel solidification [8]; an analy-
sis of micro-segregation of solute elements on the central cracking of continuously cast

Metals 2023, 13, 1303. https://doi.org/10.3390/met13071303 https://www.mdpi.com/journal/metals
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bloom [9]; and numerical simulation of macro-segregation formation in a 2.45 ton steel
ingot using a three-phase equiaxed solidification model [10].

Finally, we provided a review of large-scale simulations of microstructural evolution
during alloy solidification [11] featuring the framework and methodologies for achieving
scalability in solidification microstructure simulations while highlighting the areas of focus
that need more attention.

As Guest Editor of this Special Issue, I hope that the papers included in this collection
will be beneficial to scientists and engineering in advancing their research and development
endeavors.

3. Conclusions and Outlook

The progression of the numerical models and computational techniques for the simula-
tion of solidification processes has shown that the factors for realistic results are constantly
improving. In prediction analysis, the complexity has grown with respect to technological
advances. The combination of improved physics models and computational algorithms
with thermodynamical databases would enable the calculation of multicomponent phase
equilibria, allowing for more reliable simulations for real-world industrial applications.
Several manufacturing and material processing applications can take advantage of the
prediction capabilities offered by solidification simulations, which include casting, welding,
and additive manufacturing processes. The modeling approaches still have many improve-
ments to innovate upon, with promising developments in novel numerical techniques,
machine learning, and computing power.

Acknowledgments: As the Guest Editor, I appreciate the invaluable contributions of the distin-
guished authors, and the time and effort of the reviewers, editors, and the editorial staff of Metals.

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: Recently, a few computational methodologies and algorithms have been developed to
simulate the microstructure evolution in powder bed fusion (PBF) additive manufacturing (AM)
processes. However, none of these have attempted to simulate the grain structure evolution in
multitrack, multilayer AM components in a fully 3D transient mode and for the entire AM geometry.
In this work, a multiscale model, which consists of coupling a transient, discrete-source 3D AM
process model with a 3D stochastic solidification structure model, was applied to quickly, efficiently,
and accurately predict the grain structure evolution of IN625 alloys during Laser Powder Bed Fusion
(LPBF). The capabilities of this model include studying the effects of process parameters and part
geometry on solidification conditions and their impact on the grain structure formation within
multicomponent alloy parts processed via AM. Validation was accomplished based on single-layer
LPBF IN625 benchmark experiments, previously performed and analyzed at the National Institute of
Standards and Technology (NIST), USA. This modeling approach can also be used to quantitatively
predict the solidification structure of Ti-6Al-4V alloys in electron beam AM processes.

Keywords: modeling of additive manufacturing processes; Laser Powder Bed Fusion; rapid solidification;
grain structure evolution; texture and grain morphology; superalloys; IN625

1. Introduction

The main aim of this study is to validate a multiscale mesoscopic modeling approach
to predict the microstructure evolution of alloys during powder bed fusion processes
(e.g., Electron Beam Additive Manufacturing (EBAM) and selective laser melting (SLM)
processes [1,2]). A review of the effects of the major process parameters on the quality of the
Laser Powder Bed Fusion (LPBF) products, including the rapid solidification microstructure
of IN718, is presented in [3]. It is well-known [3,4] that solidification maps can serve
as a guide for estimating microstructures with respect to temperature gradient (G) and
solidification rate (R) parameters. However, due to the complexity of the AM process,
solidification maps are not accurate enough to predict the formation of microstructures.
Thus, an accurate predictive microstructure model would be an extremely useful tool for
assisting in AM product quality control.

The multiscale model used in this study consists of coupling a fully transient 3D
Computational Fluid Dynamics (CFD) macro-model with a 3D solidification structure
micromodel [4–8]. Figure 1 presents the coupling methodology between the CFD macro-
code and the solidification structure evolution stochastic mesoscopic code. The solidifi-
cation structure model was adapted to SLM process conditions (e.g., rapid solidification
regime [8,9]).

Metals 2021, 11, 1995. https://doi.org/10.3390/met11121995 https://www.mdpi.com/journal/metals
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Figure 1. Diagram showing the coupling between the CFD macro-code and the solidification structure
evolution stochastic mesoscopic code.

SLM single-layer IN625 benchmark experiments using LPBF equipment were per-
formed and analyzed at the National Institute of Standards and Technology (NIST),
USA [10]. These experimental results were used to validate the 3D coupled macro-micro
model. It is considered in the coupled model that the complex combination of crystal-
lographic requirements, isomorphism, epitaxy, and the changing direction of melt pool
motion and thermal gradient direction produced the observed texture and grain morphol-
ogy. In addition, the entire AM geometry is simulated with this 3D fully transient model;
therefore, there are no limitations/assumptions in accounting for rapid solidification kinet-
ics, remelting, epitaxy, isomorphism, etc., as there could be in other recently proposed AM
models [11–13]. Thus, having a 3D modeling tool would be very useful for interpreting
these phenomena. This model can be applied to predict experimental observations then
further applied to determine the influence of various process parameters, including the
scan path, on the formation of texture and grain morphology in multitrack, multilayer
AM components.

2. The Modeling Approach

2.1. The Macro-Model Description

A fully implicit, control-volume method was employed to describe the 3D transient
macro-transport phenomena in solidifying AM products. The macro-model accounts
for energy transport within the AM product by conduction and to the surroundings by
conduction, convection, and thermal radiation. A time-dependent, volumetric heat flux
moving source was assumed to account for the SLM process. The evaporation of the
alloying elements is ignored in the current model.

In the absence of convective transport, the governing heat conduction equation for a
3D geometry is as follows:

∂
∂t (ρT) = ∂

∂x

(
K
cp

∂T
∂x

)
+ ∂

∂y

(
K
cp

∂T
∂y

)
+ ∂

∂z

(
K
cp

∂T
∂z

)
+ ST + SL for 0 ≤ z ≤ Z(t)

with SL = 1
cp

A P√2π3/2σ3 exp
(
− (x2+y2+1.35z2)

2σ2

)
ST = L

cp
∂
∂t (ρ fS) and fS = TL−T

TL−TS

(1)

where T is the temperature; t is time; ρ is the density; K is the thermal conductivity;
cp is the specific heat; SL is the source term associated with the laser power; A is the
absorption coefficient; P is the laser power; σ is the laser beam radius; 1.35 is the value
of the oblate spheroid parameter in z direction; ST is the source term associated with the
change of phases, which describes the rates of latent heat evolution during the liquid/solid
transformation; L is the latent heat of solidification; fS is the solid fraction; TL is the liquidus
temperature; TS is the solidus temperature; and Z(t) is the expanding domain height up to
the maximum AM product height.
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For conventional PBF processes such as SLM and EBAM, there is a single continuously
scanning energy source (SL), which is deposited during a time scale Δt. Δt must be
sufficiently small with respect to the elapsed time required for the source to traverse
a distance equal to its 4σ beam diameter. The implementation of this energy source is
described in more detail in [2].

As shown in Equation (1), the solid fraction is linearly dependent on the temperature
in the mushy region. The source term linearization technique described in [14] was used
to implement the ST. Although more sophisticated models [4,15] can be used to describe
AM product solidification, the current approach not only describes both columnar and
equiaxed solidification, but also accounts for remelting phenomena.

The continuum thermo-physical properties (K, cp, and ρ) are weighted by the solid
fraction and liquid fraction (fL) as follows:

cp = fS cpS + fL cpL K = fS KS + fL KL and ρ = gS ρS + gL ρL
with fS = gS ρS

ρ and fL = gL ρL
ρ

(2)

For a 3D geometry, the appropriate heat transfer boundary conditions (BCs) for the
AM processes are: heat losses by conduction, convection, and radiation at the geometry
top, edge and bottom, and AM process-specific BCs at the top of the geometry to account
for the heat input due to the moving/scanning volumetric source.

2.2. The Micromodel Description

The present stochastic approach differs from the classical “Cellular Automata” tech-
nique [4] in that it uses thermal history results from the deterministic model described
in the previous section. The development of the stochastic model for grain structure
evolution is described in more detail in [4,5]. This description includes nucleation and
growth kinetics, as well as the growth anisotropy and grain selection mechanisms. The
required input data for stochastic calculations are provided by the macroscopic model and
include: (i) local cooling rates calculated at the liquidus and solidus temperatures, (ii) time-
dependent temperature gradients in the mushy zone, also calculated at the liquidus and
solidus temperatures, and (iii) local solidification start time and end time. Local cooling
rates calculated at the liquidus temperature are used to compute the nucleation parameters.
Local average cooling rates, and time-dependent temperature gradients in the mushy zone
are used to compute the grain growth parameters.

During the solidification of AM processed products, at least three grain morphologies
can be encountered: equiaxed grains, columnar grains solidified under a variable G/V ratio,
and columnar grains solidified under a relatively constant G/V ratio, where G and V are the
local temperature gradient and solid–liquid (S/L) interface velocity of the mushy region,
respectively. All aforementioned morphologies, as well as the columnar-to-equiaxed
transition, are driven by more or less the same solidification mechanism, that is, the
nucleation and growth competition of various phases in the mushy region.

The stochastic models for equiaxed and columnar grains solidified under a variable
G/V ratio are presented in [4,5]. The columnar structure solidified under a relatively
constant G/V ratio, which is perhaps the most common morphology encountered during
AM, is described below.

2.2.1. Description of the Columnar Interface Tracking

Tracking of the columnar front assumes that, at the columnar front, the growth velocity
is equal to the interface velocity of the dendrite tip at the same location. For a 3D domain,
the position of the columnar front (Xc, Yc, Zc) at time t + δt can be iteratively computed by

Xt+∂t
c = Xt

c +
1

cosθ Vt
c

Gx
GT

∂t Yt+∂t
c = Yt

c +
1

cosθ Vt
c

Gy
GT

∂t

and Zt+∂t
c = Zt

c +
1

cosθ Vt
c

Gz
GT

∂t with GT =
√

G2
X + G2

y + G2
z

(3)
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where Vc is the solidification velocity of the columnar front; GT is the local temperature
gradient in the mushy zone; Gx, Gy and Gz are the temperature gradients in the x, y, and z
directions, respectively; and θ is the angle between the normal to the solidification front,
and the preferred [hkl] crystallographic growth direction. The crystallographic growth
direction of the columnar grains is randomly chosen during the modeling of the surface
nucleation event. The methodology for accounting for the preferential crystallographic
growth of cubic crystals in the [100] direction is described in detail in [4,16,17].

The solidification kinetics velocity of the columnar front, Vc, is computed based on
growth kinetics as [4]:

VC =
DL

π2Γ ke ΔTLS
(ΔT∗)2 with ΔT∗ = a GT (4)

where DL is the liquid diffusivity, Γ is the Gibbs–Thomson coefficient, ke is the equilibrium
partition coefficient, ΔTLS is the solidification interval, ΔT∗ is the S/L interface undercool-
ing, and a is the mesh size.

The stochastic model described above has to be adapted for rapid solidification
conditions, which are encountered in AM processing. At normal cooling rates, the tip
radius of the dendrite decreases as the solidification velocity increases. However, as the
cooling rate increases in the rapid solidification range, the tip radius increases, which is
accompanied by a decrease in branching, and the morphology of the grain changing from
dendritic to cellular. To account for the rapid solidification conditions (where solidification
velocities typically exceed 0.01 m/s) in Equation (4), the partition coefficient (k*) and
liquidus slope (m∗

L) of each alloying element need be corrected using Aziz [8], and Baker
and Kahn [9] equations, respectively:

k∗(V) =
ke + δi V/Di
1 + δi V/Di

m∗
L(V) =

mL
1 − ke

[
1 − k∗

(
1 − ln

k∗

ke

)]
(5)

where V is the S/L interface velocity, Di is the interfacial diffusivity, δi is the atomic
boundary layer thickness, and mL is the equilibrium liquidus slope.

2.2.2. Computational Aspects for 3D Modeling of AM Products

Following are some important computational aspects related to the stochastic model-
ing of microstructures in AM products:

The time step, δt, used in computations is determined by the Courant criterion:

∂t =
a

2Vc
(6)

where a is the mesh size, and Vc is the S/L interface velocity.
Physically, Equation (6) uses the same principle as is applied in free surface fluid flow

computations, i.e., growth is not allowed to take place for more than one half of the mesh
size during each time step calculation. Note that, as shown in Equation (6), the time step is
linearly dependent on the mesh size.

It was determined that the mesh size should be about 2 μm for simulating the solidifi-
cation structure in AM products. For this mesh size, the simulation results converged and
matched experimental observations [10].

The computer memory and CPU time requirements of the current stochastic model
are summarized below:

• The GPU (CUDA) and CPU (C++) were utilized to compile the 3D micromodel code;
• The CUDA 3D-Micro simulator is at least one order of magnitude faster than the CPU

Micro-3D simulator using the Intel Skylake AL supercomputer;
• The CPU 3D-Micro simulator is fairly fast, typically taking about 8 h for a multilayer,

multitrack simulation using a 2 μm mesh size (33 million cells, RAM 6 GB);

6
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• The CPU 3D-Micro simulator can run 2.75 trillion cells on the Intel Skylake AL super-
computer (RAM 500 GB), which is equivalent of a 1.4 mm3 geometry using a 2 μm
mesh size.

3. Results and Discussion

Table 1 shows the thermo-physical and material kinetics properties of IN625 used
in the current simulation. A pseudo-phase diagram IN625-Nb is assumed. The isopleth
section of the Ni-Cr-Nb-Fe-Mo phase diagram with 21 wt. % Cr, 5 wt. % Fe, 9 wt. % Mo,
and 0.8 wt. % Co is shown in Figure 1 in [18]. The Nb composition of IN625 is 4.1 wt. %.
The nucleation density of the columnar grains (N0) is also given in Table 1.

Table 1. Themo-physical and material kinetics properties of IN625 [4,10,18].

Property Value Unit

ρ 7620 kg/m3

cp 720 J/kg/K

K 30.1 W/m/K

L 2.95 × 105 J/kg

mL −12.0 K/wt. %

Γ 1.0 × 10−7 K/m

DL 3.0 × 10−9 m2/s

ke 0.5

TL 1622 K

ΔTLS 49.2 K

N0 1.0 × 1010 m−2

a 1.0 μm

The process conditions used in the NIST experiment and in the current simulation,
such as the laser power (P), and the laser scanning speed (Vs) (see Table 2), create cooling
rates in the range of 105–106 K/s, and temperature gradients in the range of 105–107 K/m.

Table 2. Process and material parameters used in the current simulation [10,19].

Parameter Value Unit

P 195 W

Vs 0.8 m/s

σ 50 μm

A 0.3 -

Δt 5.0 × 10−5 s

Substrate material IN625 -

Initial temperature 298.15 K

The mesh size used in the current simulation is 2 μm for the macro-model and 1 μm
for the micromodel. Additional details regarding the geometry and the process conditions
are presented in [10].

Figure 2 presents a comparison between the experiments [10] and the simulation
results for the IN625 LPBF single-layer case. The legend in Figure 2 shows the preferential
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crystallographic orientation angle of the columnar grains as 65535 color indices (CI). The
orientation angles can be extracted from the legend using Equation (7):

θ =
π

2
CI

65535
− π

4
(7)

(a) (b)

(c) (d)

CI
(e)

Figure 2. Comparison between experiment [10] (a,b) and simulations (3 different YK planes—(c–e)). The black line in (b)
shows the location of the melt pool boundary.

Thus, when CI/65535 ratio varies from 0 to 1, θ ranges from −π/4 to π/4.
A favorable comparison between the experiment and the simulation results in terms of

melt pool dimensions and solidification grain structure can be seen in Figure 2. The height
and diameter of the experimental melt pool, as shown in Figure 2a,b, are about 40 μm
and 130 μm, respectively. The predicted height and diameter of the melt pool shown in
Figure 2c–e are about 44 μm and 128 μm, respectively. The experimental average columnar
grain size at the top of the pool in Figure 2b is about 10 μm. The predicted average columnar
grain size at the top of the pool in Figure 2c–e is about 11 μm. In addition, the predicted
and experimental grain orientations in Figure 2 match quite well. The comparison of the
predicted and experimental grain selection mechanism is also remarkable. Figure 2 shows
that there are 28 predicted grains and 27 experimental grains at the bottom of the pool and
only 14 predicted grains and 13 experimental grains at the top of the pool.

Additional 2D and 3D plots for different planes of the same modeling case are pre-
sented in Figures 3 and 4. The best-oriented grains (CIs in the middle of the CI legends in
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Figures 2–4) with respect to the temperature gradient will typically grow to the top of the
pool surface, while the worst-oriented grains will normally disappear.

Figure 3. 3D grain structure simulation results: (middle XY, XK, and YK planes).

Figure 4. 3D grain structure simulation results (2D and 3D plots).

4. Conclusions

An integrated multiscale transient 3D modeling tool, which consists of coupling a
fully transient 3D macro-model with a 3D micromodel, was applied to simulate the 3D
microstructure evolution during LPBF solidification of IN625. The coupled multiscale
model was successfully validated against the benchmark experiments performed by NIST,
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regarding the melt pool dimensions and the columnar grain size and orientation. The
CPU time for the studied simulation is about 1 h on the Intel Skylake AL supercomputer.
Notably, the current CPU 3D-Micro simulator can run approximately 2.75 trillion cells
on the Intel Skylake AL supercomputer (RAM 500 GB), which is equivalent to a 1.4 mm3

geometry using a mesh size of 2 μm.
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Abstract: The continued development of metal additive manufacturing (AM) has expanded the
engineering metallic alloys for which these processes may be applied, including beta-titanium alloys
with desirable strength-to-density ratios. To understand the response of beta-titanium alloys to AM
processing, solidification and microstructure evolution needs to be investigated. In particular, thermal
gradients (Gs) and solidification velocities (Vs) experienced during AM are needed to link processing
to microstructure development, including the columnar-to-equiaxed transition (CET). In this work,
in situ synchrotron X-ray radiography of the beta-titanium alloy Ti-10V-2Fe-3Al (wt.%) (Ti-1023)
during simulated laser-powder bed fusion (L-PBF) was performed at the Advanced Photon Source at
Argonne National Laboratory, allowing for direct determination of Vs. Two different computational
modeling tools, SYSWELD and FLOW-3D, were utilized to investigate the solidification conditions
of spot and raster melt scenarios. The predicted Vs obtained from both pieces of computational
software exhibited good agreement with those obtained from in situ synchrotron X-ray radiography
measurements. The model that accounted for fluid flow also showed the ability to predict trends
unobservable in the in situ synchrotron X-ray radiography, but are known to occur during rapid
solidification. A CET model for Ti-1023 was also developed using the Kurz–Giovanola–Trivedi model,
which allowed modeled Gs and Vs to be compared in the context of predicted grain morphologies.
Both pieces of software were in agreement for morphology predictions of spot-melts, but drastically
differed for raster predictions. The discrepancy is attributable to the difference in accounting for fluid
flow, resulting in magnitude-different values of Gs for similar Vs.

Keywords: in situ radiography; additive manufacturing; solidification modeling; beta-titanium;
CET modeling

1. Introduction

The continued development of metal additive manufacturing (AM) over the past
couple of decades has expanded the applications and material classes in which these
processes can be used. Titanium (Ti) alloys have been at the center of this development, due
to their superior properties, particularly for aerospace and defense applications. Although
Ti-6Al-4V (Ti-64) has typically dominated in terms of use and research pertaining to metal
AM processes, metastable β-Ti alloys have begun to find increased use over Ti-64 (an α + β
alloy), due to their increased strength-to-density ratios, among other properties [1]. These

Metals 2022, 12, 1217. https://doi.org/10.3390/met12071217 https://www.mdpi.com/journal/metals
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metastable β-Ti alloys differ from other classifications of Ti in that the high-temperature
β-phase may be retained upon quenching to room temperature, which is of relevance to
AM processes [2,3]. The ability to maintain this metastable β-phase is a result of sufficient
additions of β-phase stabilizing elements, such as vanadium (V) or molybdenum (Mo).
Although sufficient amounts of β-phase stabilizing elements can be added to create stable
β-Ti alloys, where the β-phase is retained even at slow cooling rates, they are of more
limited use for engineering applications. Throughout the rest of this paper, metastable β-Ti
alloys will be referred to as simply β-Ti alloys.

AM technology has allowed for an increased amount of applications in which AM can
add value, however many metal-AM processes create parts with anisotropy. This is primar-
ily due to the large columnar grains that can grow along the build height. For this reason,
there has been a desire to develop ways to break up these grains to produce ones that
are more equiaxed and much smaller in size. These equiaxed grains yield more isotropic
mechanical properties that are typically more favorable for structural applications. Ap-
proaches such as melt-pool manipulation, modification of alloy composition, and alteration
of processing parameters have proven to be successful in increasing regions of equiaxed
grains [4–7]. Of the aforementioned techniques, parameter alteration has been the dominant
research focus, because it does not add any significant cost or complexity to the process
that other approaches might. This has led to widespread investigation of microstructure–
processing links in AM alloys [8–10]. For Ti-alloys, this has primarily been conducted
for Ti-64 [11–15], where a thorough understanding of the microstructure–processing link
has allowed for the use of AM-produced Ti-64 parts in aircraft [16]. Meanwhile, work in
the realm of β-Ti alloys has been mostly limited to the “printability” of the material and
resulting mechanical properties [17,18].

In order to advance this alloy field for AM, correlations between microstructures and
processing parameters, similar to those for Ti-64, are needed. This allows not only for
an increased chance of a successful build, but also for the ability to create site-specific
microstructures and properties within a single part [19,20], an impossibility with other
manufacturing processes. To do this, an alloy-specific solidification map and an under-
standing of where scan strategies typically fall within this map are needed. A solidification
map relates thermal gradients (Gs) and solid–liquid interface velocities (Vs) during solidi-
fication to resultant grain morphologies. These predicted maps are typically available in
the literature for ubiquitous engineering alloys, but not for β-Ti alloys. Kobyrn et al. used
Hunt-criterion boundary lines to classify columnar, mixed, or equiaxed regions based on ex-
perimental observations of grain morphologies in Ti-64 for a variety of processes [21]. Their
solidification map has widely been accepted and used to predict grain morphologies in AM
of Ti-64 [15,22,23]. To create a map for β-Ti alloys using a similar technique, knowledge
of resulting Gs and Vs is required. The small size of L-PBF melt pools makes it difficult
to obtain accurate Vs using commercial data-collection equipment. For this reason, high-
spatial-resolution experiments at national user facilities can be used to determine Vs under
L-PBF conditions [24]. Local Gs, on the other hand, are impossible to obtain using almost
any experimental setup. For this reason, simulation tools are typically required to predict
Gs at all points on the solid–liquid interface [25]. The combinations of Gs and Vs, coupled
with an alloy-specific solidification map, then provide the necessary information needed to
draw conclusions on the effect of processing parameters on as-built microstructures.

In this study, in situ synchrotron X-ray radiography of simulated L-PBF of the β-Ti
alloy Ti-10V-2Fe-3Al (wt.%) (Ti-1023) was used to determine solidification velocities as a
function of time and location within the melt pool. Conduction of these experiments at
the Advanced Photon Source (APS) at Argonne National Laboratory (ANL) provided the
desired spatial and temporal resolutions needed to quantify solidification velocities as a
function of position and time within the micron-sized melt-pools characteristic of L-PBF.
The corresponding widths and depths of the melt pools were used to calibrate models
from two pieces of computational software, SYSWELD and FLOW-3D. The predicted Vs
from these tools were compared to those obtained from the in situ synchrotron X-ray
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radiography to assess the ability of each software to model the complexity of solidification
events occurring within the simulated L-PBF melt pools. Additionally, the combinations of
Gs and Vs from the models were compared to each other in the context of predicted grain
morphologies from a developed CET model for Ti-1023.

2. Experimental Setup

2.1. APS L-PBF Simulator and In Situ X-ray Radiography

In order to obtain Vs at locations along the melt-pool, laser powder bed fusion (L-PBF)
simulator experiments were performed at the Sector 32-ID-B beamline at the Advanced
Photon Source (APS) at Argonne National Laboratory (ANL), similar to those conducted
by Zhao et al. [24]. A schematic of the experimental setup is shown below in Figure 1.
Images of the experiments were collected using 80,000 frames/s. In order to purely study
the rapid solidification of the alloy under L-PBF conditions, approximately 200 μm thick
Ti-1023 substrates were used, instead of powder. Spot-melts were performed using powers
of 82 W, 139 W, and 197 W and constant 1 ms dwell times, while 1.5 mm length rasters were
completed at powers ranging from 54 W to 512 W and travel speeds of 0.25–2.00 m/s. A
wide set of parameters were selected to achieve a variety of solidification conditions and
grain morphologies within the samples. Additionally, all experiments were conducted at
room temperature and in an inert atmosphere of argon gas.

Figure 1. Schematic of the X-ray imaging L-PBF simulator experiments on the Sector 32-ID-B beamline
at the APS at ANL. Note: distances between components not to scale.

The resulting imaging of each experiment was used to determine the observed solid–
liquid interface velocity as a function of position in the melt pool. This was done using an
ImageJ macro, where the solid–liquid interface was identified through a manual selection
of points for each frame. Data were then compiled and converted into a set of points that
described the evolution of the melt pool as a function of time. A Python script was then
utilized to fit a polynomial to each melt pool and to calculate the change in position as a
function of time for a specified direction of interest, i.e., across the top of the melt pool,
or from the bottom to the top of the melt pool. The in situ radiography was also used to
provide maximum depth measurements of the melt pools, while postmortem, top-down
secondary electron imaging (SEI) using a Tescan S8252G scanning electron microscope
provided the maximum widths, which together, helped to calibrate the final simulations in
the modeling work.
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2.2. Model Setup and Inputs

Initial modeling of the APS experiments described above was conducted using a
conduction-only commercial software tool called SYSWELD. Although SYSWELD is in-
tended for fusion welding applications, the APS experiments resembled simple laser
welding and were assumed to fit within the capabilities of the software. To begin the
modeling of these experiments, thermophysical material properties of Ti-1023 were needed.
The testing and development of material property databases are notoriously lacking and
only exist for a select number of engineering alloys. For Ti, these properties are only widely
available for pure Ti and Ti-64 [26]. Due to Ti-64 being an α + β alloy and Ti-1023 being a
β alloy, Ti-64 properties were not used as approximations for Ti-1023. With no extensive
research on the thermophysical properties of β-Ti, thermodynamic prediction software was
used to predict these properties for Ti-1023 whenever possible. Density and specific heat as
a function of temperature were obtained using Thermo-Calc TCTI/Ti-alloys database ver-
sion 3 [27]. Although the database was not robust enough to directly calculate these values,
simple relationships were used. For instance, enthalpy is a direct output of the software,
but to obtain specific heat, the derivative of enthalpy with respect to temperature was taken
to approximate specific heat. Thermal conductivity is another important property; however,
the Ti database used in this work was not mature enough to predict this quantity. Taking
into account the approximate beta-transition temperature predicted by Thermo-Calc, the
thermal conductivity as a function of temperature for Ti-64 from Mills [26] was modified to
reflect an approximate set of values for Ti-1023. These estimated thermophysical properties
were used as material property input for the following models and are shown in Figure 2.

  
(a) (b) (c) 

Figure 2. Graphs of estimated (a) density, (b) thermal conductivity, and (c) specific heat as a function
of temperature for Ti-1023.

The specific geometry used within SYSWELD to simulate the various experimental
spot-melt and raster conditions is presented in Figure 3. In the melt region of the model,
the mesh size was 10 μm × 10 μm × 10 μm and progressively coarsened to decrease the
computational time of the simulation. The size of this mesh was limited by the capabilities of
SYSWELD, due to problems encountered performing simulations with smaller mesh sizes.
The specific experiments simulated within SYSWELD are presented in Table 1. For each
condition, the simulation needed to be calibrated using an iterative process of manipulating
the dimensions of the Gaussian heat source and efficiency term, until the simulated melt
pool dimensions agreed with those obtained from experiments. Additionally, the initial
temperature of the substrate for these models was 293 K.

Another commercial software tool, FLOW-3D, was used to simulate the same L-PBF
conditions modeled within SYSWELD. FLOW-3D is a computational fluid dynamics (CFD)
software and is significantly more computationally intensive than SYSWELD. It accounts for
more complicated melt pool dynamics, such as evaporation, surface tension, and convective
heat transfer. As a result of this complexity, additional material properties were required to
fully capture the complexity of the melt pools. Similar to the reasons discussed above for
density, thermal conductivity, and specific heat, many of these properties are not readily
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available for Ti-1023. In addition, current thermodynamic calculation software is unable
to predict them, as was performed for density and specific heat. For this reason, values
reported for Ti-64 were used when necessary. All the relevant material properties are listed
in Table 2. Additionally, when the in situ imaging of an experiment exhibited keyholing,
multiple reflections and Fresnel absorption were activated within the model.

Figure 3. Dimensioned computer-aided design (CAD) model used within SYSWELD for all spot-melt
and raster scenarios.

Table 1. Process parameters of the modeled spot-melt and raster experiments.

Experiment Power (W) Travel Speed (m/s) or Dwell Time (ms) Energy Input (J/m)

Spot-melt 82 1 -
Spot-melt 139 1 -
Spot-melt 197 1 -

Raster 53.5 0.25 214
Raster 82 0.50 164
Raster 139 0.50 278

Table 2. Material property inputs for FLOW-3D.

Property Value Reference

Surface Tension Coefficient 1.5 N/m
[28]

Surface Tension Temperature Dependence −2.6 × 10−4 N/m/K

Solidus Temperature 1798 K
[27]Liquidus Temperature 1883 K

Vaporization Temperature 3315 K
[28]Latent Heat of Melting 0.286 MJ/kg

Latent Heat of Vaporization 9.7 MJ/kg
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The same substrate dimensions modeled using SYSWELD were used to simulate
the experiments within FLOW-3D, although additional boundary conditions and space
for fluid flow were added (Figure 4). Mesh size was again smallest in the melt region
and coarsened moving away from the melt region; however, the mesh was initially finer,
5 μm × 5 μm × 5 μm, in the FLOW-3D models. Additionally, only half of the model was
simulated to reduce the required computational time.

Figure 4. Dimensioned CAD model used within FLOW-3D with labeled boundary conditions for all
spot-melt and raster scenarios.

2.3. Columnar-to-Equiaxed Transition Model

In order to relate the G-V predictions from the models directly to microstructure, a
prediction of the columnar-to-equiaxed transition (CET) for Ti-1023 was developed using
a modified version of the Kurz–Giovanola–Trivedi (KGT) model proposed by Gäuman
et al. [29,30]. This modification neglected nucleation undercooling at high Gs, and the
equation is presented below:(

Gn

V

)
= a

{( −4πNo

3 ln(1 − φ)

) 1
3 · 1

n + 1

}n

(1)

where G is thermal gradient, V is solidification velocity, No is nucleation density, φ is
volume fraction of equiaxed grains, and n and a are constants relative to the alloy. Thermo-
Calc software was utilized to calculate equilibrium solute liquidus slopes (m) and partition
coefficients determined at the liquidus temperature (k) for V, iron (Fe), and aluminum (Al),
while other modified KGT model inputs were obtained from the literature. The exact model
parameters used in this CET model are presented below in Table 3.
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Table 3. Modified KGT model inputs to predict CET in Ti-1023.

Model Input Value Reference

Solute Diffusivity 7.9 × 10−9 m/s2 [31]
Gibbs–Thomson Coefficient 5 × 10−7 m·K [32]

Nucleation Undercooling 5 K
Nucleation Density 1× 1015 nuclei/m3

m

Vanadium −4.744 K/wt.%

[27]Iron −12.841 K/wt.%

Aluminum −5.932 K/wt.%

k

Vanadium 0.756

[27]Iron 0.317

Aluminum 0.894

φcolumnar 0.0066
[33]

φequiaxed 0.66

3. Results and Discussion

3.1. APS Experiment Melt Pool Tracking

A representative solid–liquid interface evolution during solidification and resulting
solidification velocities are presented in Figure 5a,b, respectively. The approximate melt
pool outlines in Figure 5a were obtained by manually plotting points along the perimeter
of the observed solid–liquid interface from the in situ synchrotron X-ray radiography for a
series of time steps. With this solid–liquid interface progression, velocities in any direction
could be determined with those for the horizontal and vertical directions, as shown in
Figure 5b. These velocities were compared to those predicted by the simulations and used
to assess how well the models correlated to the experiments. Additionally, Figure 6a–c
illustrates how the maximum width and depth of the melt pools were obtained from
postmortem microscopy and in situ radiography of the simulated L-PBF spot-melts and
rasters. These values were used to calibrate the models presented in the next section.

 
(a) (b) 

Figure 5. (a) Progression of the solid–liquid interface of a spot-melt for a series of 0.25 ms time-steps
with labeled directions of velocity extraction; (b) solidification velocities as a function of time in the
horizontal and vertical directions of the spot-melt presented in (a).
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(a) (b) 

 
(c) 

Figure 6. Methods of obtaining melt pool dimensions for calibration of model for (a) maximum width
of a spot-melt using top-down, postmortem secondary electron imaging (SEI), (b) maximum depth of
a spot-melt using in situ imaging, and (c) width and depth of a raster using in situ imaging.

3.2. Melt-Pool Modeling

All spot-melt and raster scenarios were successfully modeled within SYSWELD. A
representative simulation is presented below in Figure 7. The resulting dimensions of the
simulated melt pools matched the experiments well, with no more than 10% error observed.

 
Figure 7. Cross-section of 82 W spot-melt scenario, showing maximum temperature contours pre-
dicted by SYSWELD and resulting maximum melt pool depth and width. Note: grey area shows
predicted area that is above 1610 ◦C, the approximate liquidus temperature.

From these simulations, predicted solidification velocities were obtained horizontally
at the top of the melt pool and compared to those calculated from the APS in situ radiogra-
phy for the selected spot-melt and raster scenarios. Similar in situ spot-melt experiments
performed by Zhao et al. on thin Ti-64 plates yielded similar velocity profiles to those
presented in Figure 8a–c [24]. After the laser is shut off, no initial solidification is detected
until hundreds of microseconds later. Upon the initial measurable solidification, subse-
quent solid–liquid interface velocities remained relatively constant throughout much of
the solidification. In some instances, the velocity appears to slightly decrease, which was
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also noted by Zhao et al. and hypothesized to be a result of recalescence. The measured
velocities in this work do not reach as high of values as reported by Zhao et al. (~0.1 m/s
vs. ~0.5 m/s); however, this is likely due to slight differences in experimental conditions.

  
(a) (b) (c) 

  
(d) (e) (f) 

Figure 8. Plots of predicted solidification velocity at the top of the melt pool for (a) 82 W, (b) 139 W,
and (c) 197 W spot-melts and (d) 53.5 W and 0.25 m/s, (e) 82 W and 0.5 m/s, and (f) 139 W and
0.5 m/s rasters using SYSWELD and values obtained from X-ray in situ radiography. Note: time = 0
for (a–c) refers to the moment the laser was turned off and time = 0 for (d–f) refers to the moment the
laser was turned on and began rastering.

Directly comparing the experimental and simulated velocities, the first discrepancy
between the solidification velocities from SYSWELD and the APS experiments is that the
simulations output data at relatively coarse time-steps. This results in the simulations are
unable to completely convey the solidification trends for each set of process parameters.
For example, in Figure 8a, only two SYSWELD velocity measurements could be obtained,
which does not allow for an accurate prediction of solidification conditions. Additionally,
in some scenarios, SYSWELD predicts the melt pool is fully solidified approximately 0.5 ms
before that observed in the experimental data set, as seen in Figure 8b,c. For the rasters
in Figure 8d–f, the Vs obtained directly from the APS experiments reach higher values as
compared to what the model predicts. These Vs are also less continuous and “jump” up or
down quickly, which is likely due to the limitations of the frame rate of the camera used in
the experiments and difficulty in tracking low-power melt pools. If these velocities were
averaged, they would better match the expected steady-state velocities.

Although limited in some prediction capabilities, many of the simulations are able to
predict the general solidification of rasters, but not spot-melts. From in situ experiments
conducted using a dynamic transmission electron microscope (DTEM), Mckeown et al.
showed that as the solidification front progresses in a spot-melt, it does so with a relatively
constant acceleration [34]. In all three spot-melt scenarios, the predicted velocities from
SYSWELD do not exhibit this linear increase. Rather, there appears to be a change from a
decreasing to increasing acceleration as the laser power is increased. This suggests that the
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simulation is not able to capture this phenomenon. For the rasters in Figure 8d–f, a better
correlation is observed, where the velocity initially increases until it reaches a steady state,
where this velocity is approximately the laser travel speed. It then slightly decreases when
the laser is turned off, until the velocity sharply increases again during the final stages
of solidification. Once the laser is turned off, the melt pool is essentially a spot-melt and
exhibits the same constant acceleration of the solid–liquid interface, as discussed above.

SYSWELD does not allow for the direct calculation of thermal gradients (Gs), so they
were determined using the following relationship:

G =
1
V

.
T (2)

where V is the solidification velocity and
.
T is the cooling rate. From Figure 9a, the G-V

conditions during solidification of a 139 W spot-melt transition from higher thermal gradi-
ents and lower velocities to lower thermal gradients and higher velocities as solidification
progresses. An opposite relationship is observed in Figure 9b for a 53.5 W and 0.25 m/s
raster during the progression of solidification, where low Vs and Gs are initially predicted
until steady-state conditions are achieved and the G-V conditions then become approxi-
mately constant. When the laser is turned off, the raster melt-pool should exhibit conditions
similar to a spot-melt; however, the thermal gradient increases rather than decreases, as
in the spot-melt. This inconsistency may be a result of the very low power of the raster,
and the melt pool created as a result. Applying these observations to predicted grain
morphologies, the solidification conditions of the spot-melt correspond to an initially fully
columnar structure that transforms into a mixed structure as solidification progresses. The
different G-V conditions in the raster result in an equiaxed structure that transforms to
mixed morphology during the final stages of solidification.

 
(a) (b) 

Figure 9. Predicted SYSWELD G-V conditions from the edge to the center of a melt pool or beginning
to end of a raster overlaid onto the Ti-1023 CET for (a) 139 W spot-melt and (b) 53.5 W and 0.25 m/s
raster. Note: arrows in (a,b) show progression of solidification.

All spot-melt and raster scenarios were successfully modeled within FLOW-3D; a
representative simulation is presented below in Figure 10. The resulting dimensions of the
simulated melt pools were more difficult to match to the experiments than SYSWELD, but
no more than 15% error was observed. The increased complexity of FLOW-3D allowed for
data output at finer time-steps, and the predicted Vs better matched the solidification char-
acteristics of the melt pool. For the spot-melt in Figure 11a, both FLOW-3D and SYSWELD
datasets agree with the experimental Vs and maintain a constant velocity of ~0.05 m/s.
However, SYSWELD predicts final solidification occurs 0.5 ms before experimentally ob-
served, while FLOW-3D better matches. At the end of solidification, FLOW-3D predicts
a large increase in velocity that was not captured in the experimental dataset. This final
increase was predicted in every performed FLOW-3D simulation, while if observed in the
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experimental data, was not to the extent of FLOW-3D. However, other rapid solidification
experiments have reported this acceleration during the final stages of solidification [26,35].
Zhao et al. attributed it to the maximum local thermal gradients better aligning with the
easy growth directions as the grains approach the center of the melt pool [24]. Therefore, it
is likely this phenomenon did occur in the melt pool, but the limited spatial and temporal
resolution of the experimental in situ imaging was unable to capture it. These results are
also in good agreement with other simulation work that has examined solidification veloci-
ties of spot-melts for AM and traditional laser welding [25,36,37]. For the raster presented
in Figure 11b, similar observations are seen between the three datasets. In much of the
steady-state region, both FLOW-3D and SYSWELD predict an approximately constant
velocity of 0.25 m/s that matches with the experimental data. There are many variations
in the experimental data, but they are approximately centered around the travel speed,
0.25 m/s. These jumps are likely due to the difficulty in seeing this low-power raster, and
therefore manually tracking the melt pool. Although the two predicted datasets align
during the steady state, the transient conditions deviate. SYSWELD does not predict a
steady state occurring until around 2 ms, where both FLOW-3D and experimental data
show that it occurs earlier at 1 ms.

 
Figure 10. Cross-section of 82 W spot-melt scenario, showing maximum melt region predicted by
FLOW-3D and the resulting melt pool depth and width.

 
(a) (b) 

Figure 11. Comparison of solidification velocity at the top of the melt pool predicted by FLOW-3D
and SYSWELD and observed in the experiment for (a) 139 W spot-melt and (b) 53.5 W and 0.25 m/s
raster. Note: time = 0 for (a) refers to the moment the laser was turned off and time = 0 for (b) refers
to the moment the laser was turned on and began rastering. Additionally, the laser was turned off at
6 ms in (b).
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Predicted G-V conditions from FLOW-3D are compared to SYSWELD for the same spot-
melt and raster scenario below in Figure 12. The initial solidification conditions of the spot-
melt in Figure 12a deviate between the two pieces of software, where FLOW-3D predicts a
much lower solidification velocity for a similar thermal gradient. Despite this difference, the
same columnar grain morphology is expected using the overlaid CET. However, previous
spot-melt simulation work has shown that as solidification progresses, velocity continually
increases, while thermal gradients decrease [25,36,37]. These observations better align
with the predictions of FLOW-3D compared to SYSWELD. As solidification progresses, the
G-V conditions predicted by the two pieces of software begin to align, until the premature
solidification prediction of the SYSWELD model. The acceleration of the solid/liquid
interface at the final stages of solidification with FLOW-3D results in the prediction of
a greater chance of forming a fully equiaxed region in the spot-melt. Raghavan et al.
performed similar G-V mapping for Inconel 718 spot-melts and also found that at the later
stages of solidification, the decreasing Gs and increasing Vs resulted in a greater likelihood
of transitioning from columnar to equiaxed grains [25]. This change in grain morphology
is also commonly observed during fusion welding [38].

 
(a) (b) 

Figure 12. Predicted FLOW-3D and SYSWELD G-V conditions at the top of the melt pool overlaid
onto the Ti-1023 CET for (a) 139 W spot-melt and (b) 53.5 W and 0.25 m/s raster. Note: circles in
(b) show the steady-state regions.

Unlike the spot-melt scenario, Figure 12b shows a significant deviation between
FLOW-3D and SYSWELD for predicted G-V conditions of a raster. The thermal gradients
at the initial solidification of the melt pool differ by orders of magnitude. This results
in a predicted columnar morphology for FLOW-3D and equiaxed for SYSWELD. The
discrepancy is likely a result of FLOW-3D accounting for Marangoni flow and recoil
pressure in the melt pool. Khairallah et al. showed that activating these two effects resulted
in lower amounts of residual heat compared to more simplistic models that neglect those
phenomena [39]. The reason for this is that Marangoni flow and recoil pressure effectively
alter the cooling conditions, due to the formation of a melt pool with increased surface area,
where evaporative and radiative surface cooling can then aid in increasing the cooling rate
of the melt pool. As discussed previously, SYSWELD does not directly output a thermal
gradient, and Equation (2) was used to indirectly obtain it from solidification velocity
and cooling rate. If more simplistic models such as SYSWELD predict larger amounts
of stored heat for the same process parameters, this results in slower cooling rates than
those of more complicated models. This explains why SYSWELD predicts smaller thermal
gradients as compared to FLOW-3D for similar velocities. As a steady state is approached
within the system, both models continue to exhibit dissimilar trends. For FLOW-3D, the
thermal gradient decreases before remaining relatively constant during the steady state,
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while the thermal gradient increases in SYSWELD. In similar modeling work conducted by
Polonsky et al., the addition of fluid flow was shown to not alter the G-V trends during
solidification [40]. However, this is not true in this work, although this discrepancy may be
a result of how Gs were indirectly calculated, rather than directly outputted. Lastly, when
the laser is turned off and solidification begins to resemble that of a spot-melt rather than
a raster, FLOW-3D follows the G-V trend predicted by both models in Figure 12a, where
the velocity increases as the thermal gradient slightly decreases. SYSWELD predicts the
complete opposite trend and does not even match up with its own spot-melt prediction.
However, this is likely due to the combination of a small melt-pool and the inability of
SYSWELD to output sufficiently fine time-steps, rather than discrepancies in the same
software for spot-melts and rasters. Although the final solidification conditions of the two
models both predict a mixed structure, the evolution from start to finish is completely
different. FLOW-3D is columnar where SYSWELD is equiaxed for much of the raster, until
both transition to mixed during the final stages of solidification.

4. Conclusions

Two different simulation tools, SYSWELD and FLOW-3D, were used to model simu-
lated L-PBF spot-melt and raster experiments performed at the APS at ANL. These experi-
ments were used to calibrate the models and compare the accuracy of their solidification
velocity predictions. From this work, drawn conclusions are as follows:

(1) For spot-melts, model predictions from more simplistic tools such as SYSWELD are
able to match velocity profiles obtained from specialized AM-simulated experiments.
However, the relatively coarse time-steps make it difficult to fully capture the initial,
intermediate, and final stages of melt-pool solidification.

(2) Final solidification phenomena known to occur in rapid solidification experiments,
such as rapid acceleration of the solid–liquid interface, were undetectable with the
utilized in situ synchrtoron x-ray imaging, but were predicted by FLOW-3D. This
capability shows that high-fidelity models are able to provide insights into melt-pool
solidification conditions that may not be detectable with some experimental setups.

(3) G-V predictions of spot-melts from SYSWELD and FLOW-3D align with each other
and experimental observations from other work. This is not true of raster simulations,
where SYSWELD predicts G-V trends different from those of FLOW-3D and basic
knowledge of melt-pool solidification. This presents a limitation of SYSWELD for
predicting as-built grain morphologies using solidification maps.

Without knowledge of the actual grain morphologies of these experiments, it is difficult
to determine the accuracy of the G-V predictions. The use of electron backscatter diffraction
(EBSD) would provide insights and validate or invalidate grain morphology predictions
of the models. If validated, this approach provides a method for the determination of
parameter regimes that produce desired grain morphologies. This methodology can also
be applied to understand the effect of other processing parameters, such as scan strategy or
preheat temperature.

Although direct comparison to as-solidified grain morphologies is still needed to
validate the predictions of these models, FLOW-3D better predicts solidification conditions
during L-PBF and can be utilized to advance our understanding of alloys’ response to a
range of AM-like conditions.
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Abstract: The permeability of the semi-solid state is important for the compensation of volume
shrinkage during solidification, since insufficient melt feeding can cause casting defects such as hot
cracks or pores. Direct measurement of permeability during the dynamical evolution of solidification
structures is almost impossible, and numerical simulations are the best way to obtain quantitative
values. Equiaxed solidification of the Al-Si-Mg alloy A356 was simulated on the microscopic scale
using the phase field method. Simulated 3D solidification structures for different stages along
the solidification path were digitally processed and scaled up to generate 3D models by additive
manufacturing via fused filament fabrication (FFF). The Darcy permeability of these models was
determined by measuring the flow rate and the pressure drop using glycerol as a model fluid. The
main focus of this work is a comparison of the measured permeability to results from computational
fluid flow simulations in the phase field framework. In particular, the effect of the geometrical
constraint due to isolated domain walls in a unit cell with a periodic microstructure is discussed. A
novel method to minimize this effect is presented. For permeability values varying by more than two
orders of magnitude, the largest deviation between measured and simulated permeabilities is less
than a factor of two.

Keywords: solidification; permeability; phase field; additive manufacturing; measurement; scaled model

1. Introduction

In casting processes, the formation of defects such as shrinkage porosity [1] or hot
tears [2,3] depend on melt flow through the mushy zone, and hence on its permeability.
Due to the small scale of length of the melt-filled structures, the Reynolds number is
typically very low. The Reynolds number describes the ratio of the inertial forces over the
viscous forces in a flow, therefore, for a very low Reynolds number the contribution of the
inertial term in the Navier–Stokes equations can be considered negligible. Omitting this
term leads to the Stokes equations, which, for an incompressible fluid and a steady state
solution, take the form:

μ∇2u −∇p + f = 0

∇ · u = 0

where u stands for the vector field of the velocity, f for that of external forces, and p for
the scalar field of the pressure. The Stokes equations describe creeping flows and, for an
incompressible fluid, constitute a linear differential equation system. Since solutions (u, p)
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of the associated homogeneous system can be superimposed linearly, this implies a linear
correlation between the averaged pressure gradient ∇p and the averaged flow velocity u
(the superficial velocity) for a region. This linear correlation is described by Darcy’s law:

u = −K
μ
· ∇p

Here, K is the Darcy permeability, which in the case of anisotropy must be expressed
as a tensor. This tensor allows for a homogenized description of the permeability of the
mushy zone on a mesoscopic scale.

In this research paper, permeabilities resulting from CFD simulations on different
microstructures are compared to measurements performed on scaled models of the same
microstructures. In this case, the microstructures were generated by the multi-phase-
field simulation [4] of the equiaxed solidification of a hypoeutectic Al-Si alloy during
chill casting. For four different selected time steps, the generated phase field data were
digitalized and written as an STL file. Scaled models were built from the STL data by
additive manufacturing. Permeability measurements were performed on these models.

The results of these measurements are compared with results from CFD simulations
on the same unscaled melt-filled dendrite networks.

Related Works

Several approaches have been used to directly measure the Darcy permeability of
the mushy zone, e.g., by measuring the flow of eutectic melt in carefully temperature-
controlled samples or by removing the melt during solidification and forcing water through
the remaining porous microstructure [5,6].

In other approaches, the microstructure at some stage of solidification was preserved,
either by quenching, or by removal of melt, then analysed by metallographic methods
including serial sectioning [7] and microtomography [8] to generate virtual 2D [9] or
3D [7,8,10] models which were then investigated aided by CFD simulations to determine
the permeability.

Microstructures generated, e.g., by phase field simulations, offer the opportunity to
take virtual snapshots of the same structure at several stages of the solidification progress
with clearly defined regions of solid and liquid. The permeability of such structures was
also investigated in CFD simulations [10–12].

Takaki et al. [13] performed a succession of phase field and lattice Boltzmann flow
large scale simulations in order to predict the permeability of melt flow normal to direction-
ally solidified columnar dendrite structure. Li et al. [14] achieved 3D phase field simulation
of the solidification of the hot tear sensitive Al-Cu 4.5% alloy. At selected fraction solids,
they extracted 300 2D slices of the predicted equiaxed microstructure in order to reconstruct
a 3D model suitable for the subsequent fluid flow analysis and permeability prediction.
Recently, Zhang et al. [15] studied the influence of the forced flow on the permeability
of dendritic networks by using a combined phase field lattice Boltzmann method. They
saw that for columnar dendrite networks, the permeability decreases exponentially to
the incoming velocity due to impingement or interlocking of secondary arms; whereas
for equiaxed networks, their permeability tensors become more anisotropic with increas-
ing melt velocity, and their networks tend to become columnar. Khajeh and Maijer [16]
generated 3D models of microstructures by X-ray microtomography and compared per-
meabilities resulting from Kozeny–Carman, CFD simulations and flow measurements on
scaled models. James et al. [17] compared CFD results with permeability measurements
for a structure constructed of layered, slotted plates. Moreover, Bodaghi et al. [18] recently
compared three additive manufacturing techniques (fused deposition method, stereolithog-
raphy (SLA) and multi jet fusion) to produce referenced porous media for permeability
measurements and show that the SLA process yields the highest integrity in the printed
samples with tolerances well below 2% of nominal thickness.
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2. Materials and Methods

2.1. Phase Field Model

The phase field simulation started from a pure melt of Al, 7% Si, 0.3% Mg and 0.1% Cu.
The latter chemical element was added to mimic the effect of trace elements in a technical
A356 casting alloy. The solidification was simulated at a resolution of 0.5 μm, using the
finite difference method implemented in MICRESS [19]. This resolution was chosen to
adequately represent features such as narrow channels and tip radii of dendrites, with
feature sizes in the range of several micrometers. To represent a statistically homogeneous,
isotropic mushy zone in an adequate manner [20], it was desirable to choose a large RVE
(representative volume element) that included multiple grains, but processing power and
memory size of the available computational hardware limited the feasible RVE dimensions.
Since it is statistically unlikely to find grains with the same orientation next to each other
in an equiaxially solidified region, then a grain that has another representation of itself as a
direct neighbour under periodic boundary conditions should also be avoided. This avoids
artificial contributions to the anisotropy of the permeability.

For the aforementioned reasons, an RVE size of 150 × 150 × 150 μm3 was chosen
and for primary solidification, six fcc-Al nuclei were placed randomly in the RVE, corre-
sponding to an average grain diameter of 83 μm. The multi-phase-field approach used in
MICRESS assigns a phase field to each grain, allowing different anisotropy functions for
the solid–liquid interface corresponding to different grain orientations, as well as material
properties such as diffusivities and individual concentration fields depending on the physi-
cal phase [21]. The aluminium based thermodynamic database from Thermo–Calc [22,23]
was linked to account for the thermodynamics of phase transitions.

To represent solidification conditions in the bulk of a part produced by chill cast-
ing, periodic boundary conditions together with a superimposed heat extraction rate of
240 W/cm3 were chosen. The temperature evolution was derived from the energy balance,
taking into account enthalpy, heat capacity and the heat extraction. In the RVE, a uniform
temperature was assumed. Then, the simulation resulted in a cooling rate of 15 K/s during
primary solidification, close to cooling curves measured in a chill cast axisymmetric A356
bowl [24].

At a solid fraction of fS = 0.50 eutectic solidification was started by additional solidifi-
cation of silicon in diamond structure from silicon nuclei, which were allowed to nucleate
at 4 K undercooling in the melt or at 10 K undercooling at the interface between melt and
the fcc-Al-phase. While the resolution of the simulation was insufficient to fully resolve fine
silicon lamellae growing during eutectic solidification due to computational limitations, it
was sufficient to simulate the effect of eutectic growth on the solid–liquid interface, and
hence the permeability of the microstructure.

The eutectic solidification resulted in a strong recalescence, as shown in Figure 1. This
was due to the assumption of a constant heat extraction rate in the simulation. The effect
could have been avoided, e.g., by a multiscale approach [25,26], which would better reflect
the thermal conditions during this phase of solidification, whereby the increased latent
heat released from eutectic solidification in the region adjacent to the RVE would reduce
the cooling rate and hence the temperature gradient, which locally would lead to a reduced
heat extraction rate.

During solidification, a snapshot of the phase field ϕ was generated at regular inter-
vals to observe the evolving microstructure and analyse the change of its permeability.
Additional details of the simulation scenario and analysis of the permeability are described
in [4]. Four of these microstructures were chosen for the additive manufacturing of scaled
physical samples for which the permeability was measured experimentally.
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Figure 1. Temperature and solid fraction over time during solidification.

2.2. Digital Filtering

Several issues emerge when phase field simulation data are used as direct input for
the generation of a physical model for an experimental study, as discussed below. An
important advantage when determining the permeability of periodic structures in CFD
simulations is the ability to also apply periodic boundary conditions to the flow, so that
the RVE can be regarded as embedded in a larger mushy region with similar permeability
conditions. The flow across “side” boundaries with a normal perpendicular to the pressure
gradient can significantly contribute to the permeability in the direction of the gradient.
The periodic boundary conditions of the CFD simulation also allow for a net flow across
those “side” boundaries from which off diagonal elements of the permeability tensor can be
deduced, so the eigenvalues and -vectors of the complete tensor can be determined. These
periodic flow conditions cannot be reproduced in experimental measurements, where these
boundaries are blocked by an enclosing container, not permitting any flow across the sides
of the RVE. To minimize the effect of such limitations, a filtering process was applied to the
microstructure phase field data from which the models were generated:

(1) To minimize the effect due to blocked flow at the “sides”, an RVE of the periodic
structure was chosen by a translation, such that the flow resulting from CFD simula-
tions was minimal across the RVE boundaries parallel to the pressure gradient. As a
criterion, the absolute flow across planes parallel to the boundaries was integrated
and new boundary planes chosen, for which this quantity is small;

(2) A supporting structure was added to keep grains in place. This structure consisted of
1.5 mm wide struts along the edges of the cubic RVE;

(3) Completely encapsulated liquid, which does not contribute to the permeability, was
removed (classified as solid region) to enhance structural stability of the models;

(4) Isolated solid regions unconnected to the supported structure were removed.

The filtering process is illustrated in Figure 2. The differences between solid fractions
due to filtering were small (ΔfS < 0.01), figures for fS given below were those of the
original structures. From the resulting phase field data, an iso-surface at ϕ = 0.5 of the
phase field variable ϕ was saved in an STL format. Between the simulation domain of
extension 150 × 150 × 150 μm3 and the corresponding thermoplastic sample of 5 cm
side length, a scale factor of α = 103/3 was adopted. This scale factor was chosen so that
the minimum feature size of the samples was within the resolution of the used additive
manufacturing techniques.
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Figure 2. Illustration of the filtering process. Red arrow: a unit cell of the periodic structure is chosen
so that obstruction of fluid flow (light blue for a horizontal gradient) at side boundaries is minimized.
Blue arrow: enclosed liquid is removed. Green arrow: Small solid particles are removed.

Additional Navier–Stokes simulations were performed on the microstructures that
resulted from the filtering process, using no slip boundary conditions on boundaries
parallel to the pressure gradient and fixed pressure and orthogonal in- and outflow on
boundaries perpendicular to the pressure gradient. As for the CFD simulations using
periodic boundary conditions, low pressure gradients were applied, resulting in creeping
flows with Reynolds numbers Re < 10−5. For more details concerning the CFD simulations
see [4].

2.3. Additive Manufacturing

The prepared samples were manufactured additively via fused filament fabrication
(FFF). FFF is an extrusion-based process in which strands of molten thermoplastic material
are layer-wise deposited to build up a 3D-part [27].

The layer-wise manufacturing principle of FFF allows for the realization of highly
complex structures not otherwise possible to manufacture, as represented by the dendritic
grain microstructure [28–30]. However, technology-specific limitations must be consid-
ered. These include the necessity of support structures during manufacturing and their
removal [31]. Support structures are additional geometries separate from the part that
provides a base for areas of the part which would otherwise not be supported by previous
layers [32]. After the manufacturing process, the support structures are removed. In
FFF, support structures are required in areas of the part in which newly deposited beads
are not otherwise supported by previous layers. Unsupported strands would otherwise
sag, resulting in low geometric part quality or part defects. When manufacturing com-
plex structures, as presented in this work, the mechanical removal of support structures
might not be possible due to inaccessibility. However, by using a soluble FFF material for
support structures, they can be removed from otherwise inaccessible areas by rinsing in
solvent. Based on this assessment, FFF is suitable for the manufacturing of scaled grain
microstructure specimens.

For FFF, the X1000 from German RepRap GmbH (Feldkirchen, Germany) was used
with a X500 high temperature dual extruder. The dual extrusion set-up enabled the
possibility to simultaneously use multiple materials, such as a main material to build up
the part in addition to a support material which was required for the complex internal
structures. The diameter of the nozzle was 0.4 mm and thus led to a high accuracy and
quality of the part. A layer height of 0.2 mm was chosen. For slicing, the Software
Simplify3D developed by Simplify3D, Cincinnati, OH, USA, was used. The FFF processing
parameters are listed in Table 1. To manufacture the specimens, Polyamide 6 (PA6) was
utilized, as it shows good media resistance against a wide range of media, such as glycerol.
For the support structures, polyvinyl alcohol (PVA) was used. PVA is water-soluble,
therefore the support structures could be removed after manufacturing by soaking and
rinsing in water.

31



Metals 2021, 11, 1895

Table 1. FFF process parameters for specimen manufacturing.

Setting PA6 PVA

Nozzle temperature [◦C] 260 220

Build plate temperature [◦C] 80

Nozzle diameter [mm] 0.4 0.4

Layer height [mm] 0.2

Extrusion width [mm] 0.5

Printing speed [mm/s] 30

Infill density [%] 100 n/a

During the solidification progress, four equiaxed microstructures, corresponding to
fraction solid (fS) varying from 0.61 up to 0.91, were selected, and scaled 3D samples were
printed with a side length of 5 × 5 × 5 cm3. Seven polyamide samples (see Figure 3) for 4
equiaxed morphologies were produced by a fused filament deposition process.

 

Figure 3. Microstructure geometry with an RVE edge length of 150 μm before (a) and after (b) filtering, and scaled, additively
manufactured microstructure sample (c) with an edge length of 5 cm. The structure has a solid fraction fS = 68.1%. The
transparent planes in (a) indicate the new boundaries chosen for the filtering process.

2.4. Permeability Measurements

Measurements of the permeability were performed by using a fluid with similar
characteristics to a molten metal. The flow rate and pressure drop through the scaled
porous samples Δp were measured using an experimental set-up that was built according
to the set-up described by Khajeh and Maijer [33].

To achieve similarity to the flow conditions occurring in a solidifying alloy (Re < 1), it
was necessary to use a liquid with a high viscosity. Therefore, pure glycerol was chosen for
these measurements.

According to Darcy’s law [33]:

m/tρ
A

=
Q
A

=
K
μ

(
Δp
L

)
,

the permeability K is calculated, where A is the cross-section area of the sample, L is the
length of the sample, Q is the volumetric flow rate, ρ is the density of the fluid, and μ is the
viscosity of the fluid. Since the fluid properties ρ and μ exhibit temperature dependence,
the temperature of the fluid was measured after each test. The properties of glycerol were
obtained via interpolation from literature values [34,35].
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The experimental set up shown in Figure 4 consisted of a pressurized tank, a vacuum
pump, a sample holder, and a pipe configuration with different valves. The 24 L pressurized
tank equipped with an external pressure source was used as fluid reservoir. The cube-
shaped samples (see Figure 3) were mounted into a sample holder and the measurements
were conducted in each axis direction by sequentially reorienting the sample in the holder,
while each sample orientation was measured twice. After a vacuum pump was used to
evacuate the air from the pores, the fluid was forced through the sample by generating a
positive pressure difference of 0.2 bar, which was kept constant during each measurement.

 
Figure 4. Experimental set-up of the permeability measurements. The scaled sample is installed in
different orientations in the sample holder.

The measurement procedure is described as follows: First, the air was evacuated on
both sides of the sample through valve V2 using the connected vacuum pump while the
valves V1 and V3 remained closed. In the second step, valve V2 was closed, valve V1 was
opened, and the glycerol entered the evacuated pipe system including the sample holder.
Then, the valves V4 and V5 were closed. In the last step, valve V3 was opened and the
glycerol flowed through the flow exit into a measuring vessel. After steady-flow conditions
were reached, the mass m of the glycerol pushed through the sample was measured over a
period of time t.

Using the Reynolds number:

Re =
ρ
√

KQ
μA

,

the validity of the flow conditions (Re < 1) was finally calculated. In all experiments, the
Reynolds number varied between 0.001 and 0.008.

3. Results

Since the permeability scales proportional to the square of the feature size, the mea-
sured results were multiplied by a factor of α−2, to represent the permeability of the
original microstructures.

As shown in Figure 5, on a logarithmic scale, a good correlation between experimental
and calculated permeabilities was obtained, nevertheless, the periodic boundary of the
model cannot be imposed in the experimental set-up, and slightly smaller permeabilities
were expected.
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Figure 5. Comparison of predicted and simulated permeabilities of equiaxed dendritic microstructures at selected fraction
solids. Inset: bar plot of relative differences between permeability results (first cited is the reference for relative deviation).

Table 2 shows the results for permeabilities resulting from CFD simulations for the
original structures with periodic boundary conditions (abbreviated as ‘p’ in the table)
discussed in more detail in [4], for the filtered structures with no slip boundary condi-
tions (abbreviated as ‘ns’), and from two measurements performed on the additively
manufactured structures.

Table 2. Permeability results [m2].

Sample fS [%] Permeability Measured, Scaled BC Permeability CFD

KX KY KZ KX KY KZ

05 61.4 7.04 × 10−13 1.09 × 10−12 9.83 × 10−13 ns 1.23 × 10−12 1.39 × 10−12 1.18 × 10−12

7.16 × 10−13 1.11 × 10−12 9.23 × 10−13 p 1.28 × 10−12 1.44 × 10−12 1.27 × 10−12

07 68.1 7.13 × 10−13 7.31 × 10−13 7.27 × 10−13 ns 5.67 × 10−13 7.12 × 10−13 5.99 × 10−13

8.92 × 10−13 7.59 × 10−13 6.26 × 10−13 p 6.11 × 10−13 7.28 × 10−13 5.86 × 10−13

09 76.8 8.38 × 10−14 1.32 × 10−13 9.97 × 10−14 ns 1.16 × 10−13 1.60 × 10−13 1.52 × 10−13

8.06 × 10−14 1.58 × 10−13 1.03 × 10−13 p 1.30 × 10−13 1.56 × 10−13 1.16 × 10−13

13 90.7 6.35 × 10−15 7.14 × 10−15 7.12 × 10−15 ns 6.46 × 10−15 6.71 × 10−15 4.71 × 10−15

6.37 × 10−15 7.18 × 10−15 7.67 × 10−15 p 4.37 × 10−15 6.00 × 10−15 4.56 × 10−15

The inset in Figure 5 shows the relative differences between the permeabilities re-
sulting from the two different CFD simulations and from two measurements performed
for each structure. For the periodic simulations, the diagonal terms of the permeability
tensor aligned to the X-, Y- and Z-coordinates were used in this comparison. The average
permeability resulting from measurements was compared with that resulting from CFD
simulations with no slip boundary conditions.

4. Discussion

Due to the limited size of the RVE, an anisotropy of the permeability was observed in
the CFD simulations as well as in the measurements. In CFD simulations with periodic
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boundary conditions, this anisotropy showed up as different eigenvalues, in simulations
with no slip boundary conditions and in measurements as different permeabilities in X-, Y-
and Z-directions. Measurement and simulation both showed a higher permeability in the
Y-direction for the microstructure samples. As can be seen, in most cases the differences
between the two CFD simulations were less than 10%. The differences between the two
measurements of the same permeability were also below 10% in most cases, while the
differences between measured and computed permeabilities spanned a much wider range.

Possible sources for the observed differences between measured permeabilities and
those derived from CFD simulations can be separated into three categories:

• Inaccurate CFD simulations;
• Structural differences between the physical models and the geometries used in

CFD-simulations;
• Errors in the measurement process.

4.1. Accuracy of CFD Simulations

In tests using structures with known permeabilities the deviations between reference
value and calculated permeability were found to be below 2% for the software used in the
CFD simulations. To estimate if convergence to a steady state was reached, the change
in magnitude of the superficial velocity during the final 1/10th of simulation time was
observed and found to be below 2.4% in all cases. The filtering process did not affect
the difference between measured and simulated permeability, since the permeabilities of
structures after filtering were compared with the measured permeabilities.

4.2. Accuracy of Physical Models

The layer height in the FFF process of 0.2 mm was an order of magnitude smaller than
structural length scales such as channel diameters, therefore the accuracy of the process
was considered to be sufficiently accurate. Other possible sources of structural differences
between digital and physical models may have resulted from deformations of the model
that could have occurred, e.g., during the removal of support structures, but also during the
measurement process, when the structure was subjected to a force of Δp · A = 50 N. Other
structural differences could have resulted from obstacles such as loose filament strands
becoming lodged in narrow channels.

Structural differences due to elastoplastic deformation and obstacles lodged in narrow
channels could explain the observed larger deviations between measured and computed
permeabilities. Unless obstacles become stuck or unstuck during or between measure-
ments, such deviations would also be consistent for multiple measurements under very
similar conditions.

4.3. Accuracy of Measurements

The comparison of multiple measurements gave an estimate of statistical errors of
the permeability measurements. A systematic error may have resulted from the pressure
drop in the pipes connecting the sample holder to the pressurized tank and the flow exit.
Since the diameter of the pipes was about an order of magnitude larger than the diameter
of channels in the measured structure, and the pressure drop for flow through a pipe of
length l and diameter d is Δp ∼ l/d4 according to the Hagen–Poiseuille equation, this
error could be estimated to be about two to three orders of magnitude smaller than the
measured pressure drop, even when the length of the pipes is taken into account.

5. Conclusions

The Darcy permeability of microstructures resulting from a phase field simulation
of a solidifying A356 alloy was determined by CFD simulations and by measurements of
glycerol passing through scaled models of the microstructure. To the authors’ knowledge
this is the first work investigating permeability measurements of scaled models of periodic
structures resulting from phase field simulations.
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A novel filtering method was developed for the microstructures to minimize the
effect of known limitations of the physical measurement of the permeability of periodic
structures. CFD simulations with the filtered structures, and no slip boundary conditions
better reproducing the measurement, showed the differences introduced by the filtering
method to be below 10% in most cases. Differences between two measurements of the
same permeability fell in the same range.

The comparison between the measurement of the permeability of the 3D-printed
samples and the simulations showed a wider range of differences, but was still in good
agreement, considering that the permeability varied over several orders of magnitude
during the solidification.

The agreement was improved when the experimental data were compared to CFD
simulations performed on the filtered structures with boundary conditions more closely
matching the experimental conditions, although neither the digital filtering process, nor
statistical measurement errors could completely explain the observed deviations between
simulated and measured permeabilities.

Outlook

In this work periodic structures were used to represent semi-solid regions that are
statistically homogeneous over larger scales. In future research, the impact of gradients in
microstructure features such as length scales might be investigated. Such structures can
result from different cooling conditions in nearby regions of a cast part.
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Abstract: A phase-field model was applied to study CET (columnar-to-equiaxed transition) during
laser welding of an Al-Cu model alloy. A parametric study was performed to investigate the effects of
nucleation undercooling for the equiaxed grains, nucleation density and location of the first nucleation
seed ahead of the columnar front on the microstructure of the fusion zone. The numerical results
indicated that nucleation undercooling significantly influenced the occurrence and the time of CET.
Nucleation density affected the occurrence of CET and the size of equiaxed grains. The dendrite
growth behavior was analyzed to reveal the mechanism of the CET. The interactions between
different grains were studied. Once the seeds ahead of the columnar dendrites nucleated and grew,
the columnar dendrite tip velocity began to fluctuate around a value. It did not decrease until the
columnar dendrite got rather close to the equiaxed grains. The undercooling and solute segregation
profile evolutions of the columnar dendrite tip with the CET and without the CET had no significant
difference before the CET occurred. Mechanical blocking was the major blocking mechanism for
the CET. The equiaxed grains formed first were larger than the equiaxed grains formed later due
to the decreasing of undercooling. The size of equiaxed grain decreased from fusion line to center
line. The numerical results were basically consistent with the experimental results obtained by laser
welding of a 2A12 Al-alloy.

Keywords: phase-field model; columnar-to-equiaxed transition; laser welding; interaction

1. Introduction

CET (columnar-to-equiaxed transition) occurs when the growth path of columnar grains is blocked
by the equiaxed grains form ahead of the columnar front. CET significantly changes the morphology
and size of microstructure [1]. It is observed that CET often happens during the solidification process
in the molten pool after welding. The microstructure in the fusion zone determines the mechanical
properties of welding joints [2]. Therefore, a better understanding of the CET is of great importance to
obtain weld joints with high quality.

Numerous experiments have been made to reveal the nucleation mechanism and the factors
that affect the CET during solidification process. Gandin et al. conducted a directional solidification
experiment with Al–Si alloy. The experimental results showed that nuclei of equiaxed grains may
come from heterogeneous nucleation or dendrite arm detachment/fragmentation [3]. Nguyen-Thi et al.
observed the dynamic phenomena of the CET during Al-Ni alloy directional solidification by X-ray
radiography. They found that the nucleation undercooling of the equiaxed grain depended on the
heterogeneous particle size: larger heterogeneous particles needed lower undercooling than smaller
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heterogeneous particles [4]. Villafuerte et al. studied the effect of alloy composition on CET in
ferritic stainless-steel tungsten inert gas (TIG) welding. It was found that the CET was ascribed to
heterogeneous nucleation of ferritic on Ti-rich cuboidal inclusions [5]. Geng et al. adopted an overlap
welding procedure to identify the nucleation mechanism in laser welds of aluminum alloys. The result
indicated that the nucleation mechanism in laser welding was heterogeneous nucleation, rather than
grain detachment and dendrite fragmentation [6].

Modeling has been developed into an important method to study the CET over decades.
CET models can be classified into two types: deterministic models and stochastic models.
Deterministic models rely on averaged quantities and equations that are solved on a macroscopic
scale whereas stochastic models follow the nucleation and growth of each individual grain [7].
Hunt established an analytical model to predict CET in directional solidification [8]. The model has
been improved by Kurz et al. to predict the microstructure in welding or other processes involving
rapid solidification [9]. Badillo et al. applied the phase-field model to study CET in alloy directional
solidification. They found that high pulling velocity and low temperature gradient promote equiaxed
growth [1]. Martorano et al. applied a multiphase/multiscale model to study the solutal interaction
mechanism for CET in alloy solidification. When the solute rejected from the equiaxed grains was
sufficient to dissipate the undercooling at the columnar front, the CET would occur. [10]. Li et al. used
the phase-field model to study the CET in alloy solidification. The results indicated that the columnar
zone length and the equiaxed grain size increased with the decrease of cooling rate [11]. Viardin et al.
conducted the first 3D phase-field simulation of CET and the numerical results were consistent with
the experiment [12]. Dong et al. applied a CA-FE (cellular automaton-finite difference) model to
study the influence of crystallographic orientation of the columnar dendrites on CET. The simulation
indicated that crystallographic orientation had little effect on CET [13]. Biscuola et al. adopted
two deterministic model (a model developed by Martorano and a modified Hunt’s model) and
one stochastic model (CA (cellular automation) model) to study the CET in Al–Si alloy directional
solidification. The results indicated that the mechanical blocking occurred in the stochastic model by
adopting a blocking fraction of 0.2, rather than 0.49 used in Hunt model [14]. With the development of
numerical simulation, several researchers successfully applied multi-phase-field model and CA-FE
model to predict CET which occurs in the solidification process in molten pool during metallic welding
and additive manufacturing [15–19]. Han et al. used a CA-FE model to predict the CET in the
welded pool. They found that the undercooled zone width and the maximum undercooling in front
of columnar grains increased with the decrease of the distance to weld center [20]. The above work
has greatly improved understanding about the blocking mechanism and influence factors of CET.
However, the details of the grain growth and the interactions between different grains during the CET
in laser welding have not been studied yet.

In the present work, a phase-field model was used to study the influence of nucleation undercooling,
nucleation density and location of first nucleation seed on the CET during laser welding. The dendrite
tip behavior and undercooling distribution were analyzed to illustrate the growth of dendrites and
equiaxed grains. The blocking mechanisms for CET were discussed. Finally, the experiment was
conducted to verify the numerical result.

2. Models and Experiments

2.1. Macroscopic Model

Zheng et al. proposed a transient condition macroscopic model to obtain the time dependent
pulling velocity Vp and thermal gradient G [21]. This model is applied in the present work. The shape
of the molten pool is composed of two half ellipsoids, as shown in Figure 1. The temperature at the
molten pool edge Tl is equilibrium liquidus temperature. The solidification process occurs in the rear
ellipsoid area.
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Figure 1. Macrograph of the molten pool.

In Figure 1, al and bl are the depth and rear length of the solidification area, respectively. Tp is the
highest temperature at the center of molten pool. V is the welding velocity of laser welding. α is the
angle between S/L (solid/liquid) interface pulling velocity and welding velocity. The yellow area is
the computational domain. Vp(t) is the S/L interface pulling velocity. G(t) is the temperature gradient.
Hence, Vp(t) and G(t) in the computational domain can be expressed as:

Vp(t) =
alV2t√

V2t2(al
2 − bl

2) + bl
4

(1)

G(t) =
Tp − Tl√

V2t2 + al
2 1−V2t2

bl
2

(2)

2.2. Phase-Field Modeling

The phase-field model developed by Zheng was applied to simulate the microstructure evolution
during solidification process [21]. The ‘frozen temperature approximation’ was adopted.

T(z, t) = T0 + G(t)(z−
∫ t

0
Vp(t′)dt′) (3)

where T0 = T(z0,t) is a reference temperature, and G(t) is the temperature gradient along pulling
direction, the integrand term

∫ t
0 Vp(t′)dt′ is the pulling distance of S/L interface.

A scalar field ϕ is introduced into the phase-field model to indicate the phase state at every point.
In solid phase, ϕ = 1. In the liquid phase, ϕ = −1. At the S/L interface, ϕ continuously changes from −1
to 1. A dimensionless supersaturation field U is introduced to characterize the solute concentration.

U =
1

1− k

(
2kc/c∞

1−ϕ+ k(1 + ϕ)
− 1
)

(4)

where k is equilibrium partition coefficient, c is the solute concentration and c∞ is the global
sample composition.
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The governing equations of the phase-field model in two-dimensions can be expressed as
the following:

τ0a(
�
n)

2
[1− (1− k)

z−∫ t
0 Vp(t′)d(t′)

lT
]
∂ϕ
∂t =

W2
→∇[a(�n)2→∇ϕ] + ϕ−ϕ3 − λ(1−ϕ2)

2
[U +

z−∫ t
0 Vp(t′)d(t′)

lT
]

(5)

( 1+k
2 − 1−k

2 ϕ)
∂U
∂t =

→∇
⎛⎜⎜⎜⎜⎜⎜⎝DL

1−ϕ
2

→∇U + 1
2
√

2
W[1 + (1− k)U]

∂ϕ
∂t

→∇ϕ∣∣∣∣∣
→∇ϕ
∣∣∣∣∣

⎞⎟⎟⎟⎟⎟⎟⎠+ 1
2 [1 + (1− k)U]

∂ϕ
∂t

(6)

where W is the interface width (length scale) and τ0 is the relaxation time (time scale) respectively, a(
�
n) is

the anisotropy of the surface tension, λ is a coupling constant, lT is the dimensionless thermal length.

W = d0λ/a1 (7)

τ0 = a2λW/DL (8)

a(
�
n) = 1 + ε cos 4θ (9)

d0 = Γ/(|m|(1− k)c0
l ) (10)

lT =
|m|(1− k)c0

l

G(t)
(11)

c0
l = c∞/k (12)

where a1 = 0.88839 and a2 = 0.6267, DL is the solute diffusion coefficient in the liquid region, θ is
the angle between the interface normal and pulling direction, ε is the anisotropy strength, d0 is the
capillarity length, m is the liquid slope of alloy, Γ is the Gibbs-Thomson coefficient, c0

l is the equilibrium
solute concentration on the liquid side of S/L interface.

2.3. Computational Details

The length and width of 2-D computational domain used in the simulations were 3000 Δz and
2000 Δx respectively. Δx = Δz = 0.8W = 2.72 × 10−8 m. Therefore, the actual size of computational
domain was 8.16 × 10−5 m × 5.44 × 10−5 m. The initial condition is shown in Figure 2. The temperature
at S/L interface was 922.6 K. The simulations in the present work were initialized with a thin solid
layer (whose width is 100 Δx) at the left wall. The S/L interface was planar. The reference temperature
T0 of S/L interface at the beginning was equilibrium liquidus temperature. The solute was distributed
uniformly in the liquid (i.e., solute concentration in the liquid is 4 wt %). The values of parameters
involved in phase-field modeling is shown in Table 1.

Wang et al. studied the microstructure evolution during solidification of welding molten pool.
They found that the columnar dendrite growth during welding can be divided into four stages:
linear growth stage, nonlinear growth stage, competitive growth stage and relatively steady growth
stage [22]. In our early stage works, the variation of maximum undercooling ahead of planar S/L interface
with time at linear growth stage is shown in Figure 3. We found that the maximum of undercooling
ahead of S/L interface during linear growth stage was so large (>17 K) that if the seeds for nucleation
were set at the beginning of the simulation, CET would occur before S/L underwent a Mullins–Sekerka
instability and columnar dendrites grew when nucleation undercooling was smaller than 17 K. In this
circumstance, there would be no columnar dendrites in the fusion zone. This phenomenon was not
consistent with what we have observed in the experiment. Therefore, the seeds for nucleation were
set in front of the solid layer in the simulations. However, only after entering the relatively steady
growth stage (i.e., after 7.0 × 105 time steps—35% of the overall simulation time), the seeds in the
liquid begin to translate into nuclei when the local undercooling (=Tl (C) − T) at the seeds exceeds
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the nucleation undercooling, as shown in Figure 4. The seeds for nucleation were distributed in
a rectangular array. The horizontal and vertical distances between all adjacent seeds were equal.
The radius of heterogeneous nuclei was 2 Δx.

 

Figure 2. The initial condition of simulation: (a) the scalar field ϕ; (b) the temperature distribution.

Table 1. The values of parameters involved in phase-field modeling.

Parameter Value Unit

Coupling parameter: λ 8.0 -
Alloy composition: c∞ 4 wt %

Capillary length: d0 3.8 × 10−9 m
Interface width: W 3.4 × 10−8 m

Partition coefficient: k 0.14 -
Liquidus slope: m −2.6 K/wt %

Diffusion coefficient: DL 3.0 × 10−9 m2/s
The anisotropy strength: ε 0.01 -

Gibbs–Thomson coefficient: Γ 2.4 × 10−7 K ×m

One of the aims of the present work was to study effects of nucleation undercooling for the
equiaxed grains, nucleation density and location of first nucleation seed on CET. Various sets of
nucleation undercooling for the equiaxed grains, nucleation density and location of first nucleation
seed have been applied in the simulations as shown in Table 2.

Moving-domain technology was applied in the simulations for decreasing simulation time cost.
When the temperature of the left wall was higher than 892 K, all fields were shifted by one grid point to the
left. The maximum temperature at the right wall was always above the equilibrium liquidus temperature
(922.6 K). The upper and lower boundaries were set periodic boundary condition. The zero-Neumann
boundary conditions were applied to the other boundaries. The governing equations were discretized by finite
difference method. A time step size of Δt=0.02×τ0 (0.02<Δx2/4DL)=3.88×10−8 s was chosen to applied in
the computation. The evolution of the phase and solute concentration fields were obtained by calculating
the governing Equations (5) and (6). The total number of iterations is 2.0 × 107 (100% of the simulation
time), corresponding to actual time 0.0772 s for the solidification process. The self-developed code was
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programed by C. Finite difference method with CUDA 9.2 (CUDA Version 9.2.88, NVIDIA Corporation,
Santa Clara, CA, USA) parallelization was used to solve the governing equations.

Figure 3. The variation of maximum undercooling ahead of planar S/L interface with time.

 

Figure 4. The setting of heterogeneous nuclei in the computational domain.
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Table 2. The growth condition of heterogeneous nuclei.

Case Number
Un: Nucleation

Undercooling (K)
Dn: Distance

between Nuclei (Δx)

Xf: Location of First
Seed at X Coordinate

Axis (Δx)

The Relative Distance
between the Initial

Planar Front and the
First Seeds

1 11 200 200 1578
2 16 200 200 1578
3 21 200 200 1578
4 11 400 200 1578
5 11 500 200 1578
6 11 1000 200 1578
7 11 200 100 1678
8 11 200 300 1878

2.4. Experiment Design and Material Properties

In order to verify the numerical results, laser welding experiments were conducted. Al-4 wt % Cu
alloy 2A12 was used as welded material. Cu is the main component of 2A12 Al-alloy. The content of
Cu is 4 wt %. The contents of other chemical elements in 2A12 Al-alloy are very low. The solidification
structure of 2A12 Al-alloy can be maintained after the molten pool cool to room temperature.
Therefore, the 2A12 Al-alloy can be considered representative for a binary Al-Cu alloy, as used in
the simulation. The thickness of the sample was 4 mm. Chemical composition of the material was
detected by EDS. It is shown in Table 3. The laser welding equipment was an IPG YLR-4000 fiber
laser (IPG Photonics Corporation, Oxford, MA, USA) with a peak power of 4.0 kW and an ABB
IRB4400 robot as shown in Figure 5. Pure argon at a flow rate of 2.0 m3/h was used for top surface
shielding. The defocusing distance was 0 mm. The laser power was 2.5 kW and the welding velocity
was 1.8 m/min. After laser welding, the microstructure at top surface of welded joint was observed
by Scanning Electron Microscopy (SEM, Carl Zeiss, Oberkochen, Germany). The size of equiaxed
grains at different areas were measured by electron back-scattered diffraction (EBSD, Carl Zeiss,
Oberkochen, Germany).

Table 3. The chemical composition of 2A12 in wt %.

Element Al Cu Mg Mn

wt % 94.38 3.92 1.08 0.62

 

Figure 5. Welding devices: (a) IPG YLR-4000 fiber laser; (b) ABB IRB4400 robot.
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The characteristic parameters of the molten pool are listed in Table 4.

Table 4. The characteristic parameters of the molten pool.

Symbol Value Unit

Tp − Tl 742 K
al 1.2844 × 10−3 m
bl 2.0825 × 10−3 m

3. Results and Discussion

The microstructure evolution in the molten pool in Case 1 as a typical example is shown in Figure 6.
Figure 6a shows the well-developed columnar dendrites just before the CET occurs. The primary
dendrite arm spacing was 117.6 Δx. In Figure 6b, the growth path of columnar dendrites was blocked
by the equiaxed grains and columnar dendrites stopped growing. The CET occurred. Figure 6c–h
shows the equiaxed grain growth after the CET. It was found that the length of equiaxed grains that
nucleated at the end of simulation (in Figure 6h) were smaller than the length of equiaxed grains that
formed at the beginning of relatively steady growth stage (in Figure 6c) (i.e., The size of equiaxed grain
decreased from fusion line to center line).

Figure 6. The microstructure evolution at different time step: (a) 7.0 × 105 (35.0% of the total simulation
time); (b) 7.3 × 105 (36.5% of the total simulation time); (c) 7.8 × 105 (39.0% of the total simulation
time); (d) 8.1 × 105 (40.5% of the total simulation time); (e) 8.6 × 105 (43.0% of the total simulation
time); (f) 9.1 × 105 (45.5% of the total simulation time); (g) 9.6 × 105 (48.0% of the total simulation time);
(h) 1.01 × 106 (50.5% of the total simulation time).

The effects of nucleation undercooling for the equiaxed grains, nucleation density and location
of first nucleation seed on the CET were discussed in the following section. In order to illustrate the
blocking mechanism for CET and the behaviors of the equiaxed grains after the CET, the variation of
dendrite tip velocity, undercooling in front of dendrite tips and the solute segregation at dendrite tips
were analyzed to characterize the interactions between columnar grains and equiaxed grains and the
interactions between equiaxed grains at neighboring columns.

3.1. The Effects of Heterogeneous Nucleation Parameters on Microstructure

Figure 7 shows the microstructures for Case 1–3, where the applied nucleation undercoolings
are 11 K, 16 K and 21 K, respectively. It can be seen that when nucleation undercooling was 21 K,
no equiaxed grain formed and no CET occurred. When nucleation undercooling was 11 K or 16 K,
the CET occurred. However, the equiaxed grains with 16 K nucleation undercooling were bigger than
that with 11 K nucleation undercooling. The CET with 16 K nucleation undercooling occurred later
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(at 1.32 × 106 Δt—66.0% of the total simulation time) than that (at 7.1 × 105 Δt—35.5% of the total
simulation time) with 11 K nucleation undercooling.

Figure 7. Effects of the nucleation undercooling on the CET for Dn = 200 Δx and Xf = 200 Δx:
(a) Un = 11 K; (b) Un = 16 K; (c) Un = 21 K.

According to research by Badillo et al., the maximum undercooling along the symmetry line
between columnar dendrites was generally larger than that ahead of dendrite tip in directional
solidification [1]. The comparison between the maximum undercooling along the symmetry line
between columnar dendrites and the maximum undercooling ahead of dendrite tip when no CET
occurs in laser welding is shown in Figure 8. It was found that the maximum undercooling along
the symmetry line between columnar dendrites was only a little bit larger than that ahead of
dendrite tip. Both undercoolings increased monotonically after entering relatively steady growth stage.
Therefore, in the following section, the undercooling ahead of dendrite tip was applied to analyze.
However, the undercoolings did not exceed 21 K at the end of simulations when time step = 2.0 × 106 Δt.
Therefore, CET did not happen with 21 K nucleation undercooling. And the CET with 16 K nucleation
undercooling happened later (at 1.32 × 106 Δt) than that (at 7.1 × 105 Δt) with 11 K nucleation
undercooling. The time for the second column of seed to reach nucleation undercooling required more
time when nucleation undercooling was 16 K. In this circumstance, the first column of equiaxed grain
had more time to grow and become bigger compared to that with 11 K nucleation undercooling.

Figure 8. The comparison between the maximum undercooling along the symmetry line between
columnar dendrites and the maximum undercooling ahead of dendrite tip.

Figure 9 shows the microstructures for Case 1 and 4–6, where Dn (the distance between seeds) are
200 Δx, 400 Δx, 500 Δx and 1000 Δx, respectively. It can be seen that when Dn was less than 1000 Δx,
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the CET occurred. The size of equiaxed grains increased with the increasing of distance between
seeds. When Dn was 1000 Δx, no CET occurred and the elongated equiaxed grains and columnar
dendrites coexisted in the computational domain. In Figure 9a (Dn = 200 Δx), the equiaxed grains were
elongated while the grains were not elongated in Figure 9b (Dn = 400 Δx) and Figure 9c (Dn = 500
Δx). The sidebranchings were well-developed in Figure 9b (Dn = 400 Δx) and Figure 9c (Dn = 500 Δx).
In Figure 9d, the dendrite arms of elongated equiaxed grains which were vertical to thermal gradient
grew along its dendrite direction imposed crystallographic orientation. However, the columnar
dendrites next to these dendrite arms always grew so fast that they blocked the growth path of the
equiaxed dendrites arms vertical to thermal gradient direction. Therefore, no CET occurred and the
final microstructure was a mixed structure (elongated equiaxed grains and columnar dendrites).

Figure 9. Effects of the nucleation density on the CET for Un = 11 K and Xf = 200 Δx: (a) Dn = 200 Δx;
(b) Dn = 400 Δx; (c) Dn = 500 Δx; (d) Dn = 1000 Δx.

To investigate the effects of the location of first seed on the CET, 100 Δx, 200 Δx and 300 Δx were
selected with Dn was 200 Δx. Figure 10 shows the morphologies of equiaxed grains for Case 1, 7 and 8.
It was found that the location of first seed significantly influenced the morphology of equiaxed grain
microstructure at first column. In Figure 10a, there was only one equiaxed grain. It grew between two
columnar dendrites. In Figure 10b, the equiaxed grains at first column grew and blocked the growth
path of columnar dendrites. In Figure 10c, the equiaxed grains at first column did not only block
the growth path of columnar dendrites but also were elongated. Figure 11 shows the undercooling
distribution along the line x = 300 Δx where nuclei formed. It was found that in the liquid ahead of
the columnar dendrite, with the distance to the dendrite tips increasing, the undercooling increased
very slowly at first. Then it increased rapidly to the maximum value. Finally, the undercooling
gradually decreased. Figure 11b shows the locations of first emerging nuclei in Case 1, 7 and 8 at
7.0 × 105 Δt—35% of the overall simulation time. It was found that in Case 7 (Figure 10a, Dn = 100 Δx),
two columns of nuclei (location: 1122 Δx and 1322 Δx) formed at the same time. In Case 1 (Figure 10b,
Dn = 200 Δx) and 8 (Figure 10c, Dn = 300 Δx), only one column of nuclei formed since the undercooling
at the next column of seeds was below 11 K. The size of equiaxed grains at first column depended on
the location where first column of nuclei formed. The closer the distance from the location where first
row of nuclei form to point A where the undercooling firstly exceeded 11 K in the liquid, the earlier the
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second column of seeds formed. In this circumstance, the time left for equiaxed grains at first column
to grow and the space ahead of first column of nuclei decreased. Therefore, the size of the first column
of equiaxed grains decreased.

Figure 10. Effects of the location of first seed on the CET for Un = 11 K and Dn = 200 Δx: (a) Xf = 100 Δx;
(b) Xf = 200 Δx; (c) Xf = 300 Δx.

 

Figure 11. (a) The undercooling distribution along the line y = 300 Δx at the 7.0 × 105 Δt;
(b) The undercooling distribution in magnified zone.

3.2. Interaction between Different Grains

To investigate the mechanism of the CET for laser welding, the interaction between different
grains were studied. The velocities of columnar dendrite arm and equiaxed grain arm as shown in
Figure 12 were selected to study the interaction between grains.

 

Figure 12. The growth of columnar and equiaxed grains.
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A dimensionless dendrite tip velocity can be obtained by the following equation:

v = − 1∣∣∣∇ϕ∣∣∣ ∗
∂ϕ

∂t
(13)

The actual dendrite tip velocity divided by (W/τ0) is the dimensionless dendrite tip velocity,
W/τ0 was equal to 1.75 × 10−2 m/s.

Without CET, the columnar dendrite tip velocity increased slowly after entering relatively steady
growth stage as shown in Figure 13. In Case 1, 4 and 5, the CET occurred when the distance between
nuclei increased from 200 Δx to 500 Δx. Figure 14a–c shows the dimensionless velocity and undercooling
variations of the columnar dendrite tip until the CET occurs in Case 1, 4 and 5. The selected columnar
dendrites analyzed in Figure 14 lied on the line y = 116 Δx in case 1, line y = 188 Δx in case 4 and
line y = 242 Δx in case 5, respectively. Figure 14d–f shows the dimensionless velocity and solute
segregation variations of the columnar dendrite tip until the CET occurs in Case 1, 4 and 5. As shown
in Figure 14a–c, the columnar dendrite tip velocity fluctuated around a value at first. Then the velocity
decreased and the columnar dendrite stopped advancing into the liquid after the columnar dendrites
got rather close to the equiaxed grains. However, compared to undercooling, the columnar dendrite
tip velocity was more related with solute concentration. When the solute segregation at columnar
dendrite tip finally increased rapidly, the columnar dendrite tip velocity decreased quickly at the
same time. It suggested that the constitutional undercooling played a more important role on the
decreasing of columnar dendrite tip velocity. The blue pans in Figure 14d–f show the time step
when the solute layers of columnar dendrites and equiaxed grains contacted with each other. It was
interesting that the columnar dendrite tip velocity did not decrease until the solute layers of columnar
dendrites and equiaxed grains have interacted with each other for some time, but not immediately
after the solute layers of these dendrites interact with each other. As mentioned above, the columnar
dendrite tip velocity increased continuously after entering relatively steady growth stage without CET.
Therefore, the contact of solute layers of columnar dendrites and equiaxed grains firstly prevented the
columnar dendrite tip velocity from increasing. The columnar dendrite tip velocity fluctuated around
a value. After the solute in front of the columnar dendrite tip accumulated for some time, the columnar
dendrite tip velocity started to decrease.

Figure 13. Columnar dendrite tip velocity evolution without CET.
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Figure 14. The velocity and undercooling variations of columnar dendrite tip with time for Un = 11 K
and Xf = 200 Δx: (a) Dn = 200 Δx; (b) Dn = 400 Δx; (c) Dn = 500 Δx. The velocity and solute segregation
variations of columnar dendrite tip with time for Un = 11 K and Xf = 200 Δx: (d) Dn = 200 Δx;
(e) Dn = 400 Δx; (f) Dn = 500 Δx.

Figure 15 shows the dimensionless velocity, undercooling and solute segregation variations of the
dendrite arm tip of equiaxed grains vertical to thermal gradient until the CET occurs in Case 1, 4 and
5. It was found that the dendrite tip velocity was very high soon after the seed nucleated and grew.
Then the velocity decreased rapidly to around the value 0.4. After that, the velocity fluctuated around
0.4. Finally, the dendrite arms met together and the tip velocity decreased to 0. The undercooling of
dendrite arm tip mainly kept increasing before the dendrite arms got too close. It began to decrease
with the final increase of the solute segregation at the dendrite arm tip. The solute segregation at the
dendrite arm tip kept increasing when the equiaxed grain dendrite arm grew.
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Figure 15. The dimensionless velocity and undercooling variations of equiaxed dendrite tip with
time for Un = 11 K and Xf = 200 Δx: (a) Dn = 200 Δx; (b) Dn = 400 Δx; (c) Dn = 500 Δx. The velocity
and solute segregation variations of columnar dendrite tip with time for Un = 11 K and Xf = 200 Δx:
(d) Dn = 200 Δx; (e) Dn = 400 Δx; (f) Dn = 500 Δx.

Figure 16 shows the comparison of dimensionless columnar dendrite tip velocity, undercooling
and solute segregation between Case 5 (Un = 11 K, Xf = 200 Δx and Dn = 500 Δx) in which the CET
occurs and Case 6 (Un = 11 K, Xf = 200 Δx and Dn = 1000 Δx) in which no CET occurs. It was found
that no significant difference existed between the undercoolings and solute segregations of Case 5 and
6. However, the CET occurred when the columnar grains and equiaxed grains got rather close to each
other. No space was available for columnar dendrite growth. Therefore, it was concluded that the CET
was mainly caused by mechanical blocking but not thermal nor solute blocking.
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Figure 16. The comparisons of: (a) columnar dendrite tip velocity; (b) undercooling of dendrite tip;
(c) solute segregation between case 5 and 6.

In Case 1 (Un = 11 K, Xf = 200 Δx and Dn = 200 Δx), equiaxed grains that nucleated later were
smaller than equiaxed grains that nucleated at the beginning of relatively steady growth stage after the
CET occurred. This phenomenon indicated that the growing behaviors of equiaxed grains nucleating
at different times were different. In order to illustrate this phenomenon, the microstructure evolution
after CET was analyzed.

Until the first nucleation occurred at 7.0× 105 Δt, the frontier of columnar dendrite had accumulated
amount of solute. To ensure the reliability of the analysis, the second column of nuclei were used to
study the growth behaviors of equiaxed-grain dendrite arm parallel to thermal gradient as shown in
Figure 17 to avoid the effect of solute layer ahead of columnar dendrites.

Figure 18 shows the evolution of dimensionless dendrite tip velocity, undercooling and solute
segregation. It was found that the solute segregation at dendrite tip was small (less than 1%). The overall
solute segregation decreased. The decrease of solute concentration increased the undercooling of
dendrite tip. Therefore, the overall undercooling increased. These factors promoted the increasing
of dendrite tip velocity. However, the dendrite tip velocity was very high at the beginning. Then it
decreased very fast to 0.25 and fluctuated. Finally, the dendrite tip was stopped by the third column
of nuclei.

To illustrate the reason for change of equiaxed grain size with time, it was essential to study the
undercooling distribution ahead of the equiaxed grain in the liquid and the undercooling evolution
with time. As shown in Figure 19a, the undercooling in liquid increased at first, then decreased
continuously with the increasing of distance to the equiaxed grains. Furthermore, the value of the
maximum undercooling and its distance to the equiaxed grains increased with time as shown in
Figure 19b.
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Figure 17. The diagram of second row of nuclei.

Figure 18. The evolution of (a) dendrite tip velocity; (b) undercooling; (c) segregation.

54



Metals 2020, 10, 1647

Figure 19. (a) The undercooling distribution ahead of nuclei; (b) The value and location variations of
maximum undercooling in the liquid in Figure 17a with time.

The time interval of each column of equiaxed-grain formation (i.e., the growing time for equiaxed
grains in the front column) is shown in Figure 20. Except for the first column of equiaxed-grain formation
which were affected by columnar dendrite growth, the growing time for 2nd–7th columns of equiaxed
grains was significantly longer than the following columns of equiaxed grain. Therefore, the 2nd–7th
columns of equiaxed grains were elongated. The undercooling distributions ahead of nucleated seeds
when the nuclei were formed at 705,430 Δt (2nd column) and 1,990,720 Δt (134th column) are shown in
Figure 20b. At the location of nuclei, the undercooling ahead of nuclei in the liquid at 705,430 Δt (2nd)
and 1,990,720 Δt (last column) were calculated by following expression.

Un = T0 −mcn − (T1 + GDn) (14)

U = T0 −mc− (T1 + GD) (15)

where U is undercooling of selected point ahead of the nuclei, Un is the undercooling at seed position
just before nucleation i.e., 11 K, T0 is the melting point of pure Al, T1 is the temperature of reference
point, D is the distance from selected point to reference point, Dn is the distance from nuclei to reference
point. Therefore, the relationship between U and Un is shown as Equation (16) (Equations (14) and (15)):

U = U0 + m× (C0 −C) −G×Ds (16)

where Ds is the distance from the selected point to nuclei.
When a nucleus formed, the solute around the nucleus did not diffuse for a long distance.

Therefore, it can be assumed that the solute concentration ahead of the nucleus in the liquid was not
affected by the nucleation. In this condition, the undercooling of selected point was mainly affected
by the temperature gradient. As shown in Figure 20c, the temperature gradient decreased with time.
Therefore, the undercooling ahead of nuclei in the liquid at 705,430 Δt (the 2nd column) was smaller
than that at 1,990,720 Δt (the 134th column). The undercooling at the position where the 3rd column of
nuclei set at 705,430 Δt was lower than that at the position where the 135th column of nuclei set at
1,990,720 Δt. The 3rd column of nuclei needed more time to form than the 135th column of nuclei. As a
result, the 2nd–7th columns of equiaxed grains had more time to grow. Therefore, the size of equiaxed
grain decreased from fusion line to center line.
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Figure 20. (a) The time interval of each row of equiaxed-grain formation; (b) undercooling distribution
when seeds nucleate; (c) temperature gradient variation with time.

3.3. Experimental Results

Figure 21 shows the microstructure at the top surface of the fusion zone. It was found that
the fusion zone was consisted of 3 zones: (a) columnar grain zone; (b) mixed microstructure zone;
(c) Equiaxed grain zone. The grain size of equiaxed grains was measured. As shown in Figure 22,
it was found that the size of equiaxed grain decreased from fusion line to center line, corresponding to
the numerical result.

 

Figure 21. The microstructure of fusion zone.

Figure 22. The size distribution of equiaxed grain in the fusion zone.
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4. Conclusions

The CET during laser welding was investigated using a 2-D phase-field model. Experiments were
conducted to verify the numerical result. The conclusion are as follows:

(1) Nucleation undercooling significantly influenced the occurrence and the time of CET.
Nucleation density affected the occurrence of CET and the size of equiaxed grains.

(2) The contact of solute layers of columnar dendrites and equiaxed grains firstly prevented the
columnar dendrite tip velocity from increasing. The solute blocking decreased the dendrite tip
velocity of columnar grains before the CET happened. The mechanical blocking was the major
mechanism for the CET.

(3) The decrease of the temperature gradient during solidification of the laser welding molten pool
led to the decreasing of size of equiaxed grain from the fusion line to the center line.

It should be noted, however, that the microstructure evolution in real 3-D space during welding is
more complex than a 2-D phase-field numerical simulation can predict. Nonetheless, 2D phase-field
models have been applied to simulate CET during solidification for decades [1,11,18]. The results have
shown a reasonable quantitative agreement between simulations and the analytical model for CET.
However, a 2D model assumes an in-depth homogeneity of the system, a condition that prohibits
modeling of fully-realistic 3D microstructural features. In a 2D model, Pe or the direction of crystalline
orientations are limited to a smaller range than in a 3D model [23]. The solute diffusion during
solidification can be completely blocked by the dendrite arms in 2D simulations, while it can bypass the
3D arms [24]. Interactions between crystals in the solidification process in real 3D physical space are
more likely to appear between different layers. This effect cannot be simulated by a 2D model [25,26].
When the fluid flow is taken into consideration, the differences in the flow pattern in front of dendrite
tips lead to the differences of dendrite growth behavior between 2D and 3D simulations [27]. All the
above differences produce different distributions of solute, growth kinetics, and dendrite morphology
between a 2D model and the 3D reality, limiting the accuracy of a 2D model for real 3D dendrite growth
behaviors [23,27–30].

In principle it would have been interesting to compare our simulation results with Hunt’s
model. In Hunt’s model, it is assumed that the columnar front is blocked, causing the CET, when the
equiaxed grain fraction at the front is equal to or larger than a predetermined blocking fraction.
Hunt’s model can be applied for CET prediction in the solidification of laser welding molten pool if
the temperature distribution and variation are known. However, in our present work, we focused
on the interaction between the columnar grains and equiaxed grains and the computational domain
was very small (81.6 × 54.4 um) compared to the whole columnar grain front in Hunt’s model.
The computational domain in our work can thus not represent the whole columnar grain front in
Hunt’s model. A comparison between our simulations and Hunt’s model therefore lacks comparability,
and, any comparison with Hunt’s model has therefore not been in the present work. However, in the
future, we plan to predict the whole microstructure of the laser welding fusion zone by phase-field
modeling using multi-graphics processing units (GPUs) parallel computing. In this case, it will be very
useful and meaningful to compare the results of our future work with Hunt’s model.
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Abstract: The onset of morphological instabilities along a solidifying interface has a tendency to
influence the microstructural characteristics of cast alloys. In the present study, the initiation as
well as the mechanism of microstructural pattern formation is investigated by a quantitative phase-
field approach. For energetically isotropic interfaces, we show that the presence of grain boundary
grooves promotes the initiation of morphological instabilities, and with progressive solidification,
they subsequently amplify into tip-splitting microstructures. We also demonstrate that the grain
boundary groove shape influences the amplification of the ridge-shaped instability near the pit region.
The structural transition of tip splitting to dendritic microstructures is showcased through the effect
of interfacial anisotropy. In addition, the prediction of the tip-splitting position is discussed through
an analytical criterion, wherein the sign of the surface Laplacian of interfacial curvature dictates the
formation of crest and trough positions in a tip-splitting pattern. In complete agreement with the
sharp-interface theory, our phase-field simulations validate the analytically obtained tip-splitting
position and suggest that the two tips evolve symmetrically on either side of the hindered concave
region. Furthermore, the role of lattice anisotropy on the tip-splitting phenomenon is also discussed
in detail.

Keywords: pattern formation; tip splitting; phase-field model; grain boundary groove; microstructure
formation

1. Introduction

Over the last few decades, the selection of microstructural patterns has been a long-
standing fundamental interest in scientific and technological advancements. In the presence
of high supercoolings [1], pressure gradients [2–4], and low magnetic fields [5], complex
microstructural patterns systematically evolve in simulated environments. In unidirec-
tional solidification, the crystal–melt interface generally consists of imperfections in the
form of grain boundaries, impurities, and distortions. When morphological instabilities are
triggered along a planar front by thermal or constitutional undercooling, these crystal im-
perfections act as preferred locations for the initiation of interfacial instabilities. Especially,
in the presence of grain boundaries, the solid–liquid interfaces become unstable by passing
through a different, slightly more complicated, sequence of morphological changes [6].
Schaefer and Glicksman [7] performed seminal experiments and recorded the temporal
evolution of morphological instabilities in a polycrystalline sample. Originated near the
grain boundary grooves, it was concluded that the protuberances amplified into liquid
melt in the form of dendritic branches.

After successful experiments, the stability of a dendritic pattern was first quantitatively
evaluated by Mullins and Sekerka [8,9]. It was concluded that an advancing interface splits
if the tip radius ρi is larger than the critical wavelength λi. For example, the tip radius
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becomes unstable at the smallest wavelength and results in the formation of symmetrically
broken fingers. Later, based on this theory, several investigators [7,10,11] carried out
experiments on succinonitrile-based transparent alloys to demonstrate the lateral spreading
of the instabilities. For example, Noël et al. [10] performed in situ experiments to study the
emergence of non-planar patterns, and they analyzed the cellular interfaces in a transparent
binary alloy. It was confirmed that the initiation and the formation of a grain boundary
groove lead to the propagation of ridges and depressions along a planar front. In addition,
as the solidification velocity was increased beyond the critical velocity of a planar interface,
the initial instability occurred at the two slightly convex ridges, which later coarsened and
dominated the growth competition among cellular microstructures. Furthermore, at high
growth rates, the progressive development of low-amplitude ripples via the formation
of ramified patterns was also noticed. Several directional solidification studies [12–14]
have shown the emergence of complex tip-splitting microstructures in the absence of
interfacial anisotropy. A split tip defines a disordered pattern, whereas the presence of
interfacial anisotropy energy brings in a steady and a directionally dependent tip with side
branches. Over the last few decades, the structural transition of a solidifying interface into
an unidirectionally solidified microstructure has been of considerable interest in cast binary
alloys. Therefore, it is important to characterize and control such shapes resulting from
solidification.

Apart from the aforementioned literature, various experiments [13,15,16] and theo-
retical findings [17] have attempted to justify and elucidate the underlying mechanism of
branching. While Martin et al. [17] presented the side branching in a dendrite through
the disturbances in the mean curvature, Nittman et al. [13] illustrated the tip-splitting
phenomenon as a relation with the imposed numerical noise in the bulk. Similarly, De-
vachelle et al. [18] provided an optimization principle in order to describe the dynamics of
a diffusion-limited finger. Moreover, another classical way to study the pattern genesis is
through the Hele–Shaw cell [4]. Confined in-between two parallelly separated plates, this
method describes the generation of Saffman–Taylor cells, as a result of an unstable interface
between the two viscous fluids. Likewise, Suekane et al. [19] studied the three-dimensional
characteristics of viscous fingers, where the flow instabilities events were described as a
combination of frequent tip splitting, shielding, and coalescence.

More recently, Glicksman [16] proposed a deterministic side-branching mechanism for
anisotropic dendrites. According to this theory, the rotation points near the dendritic tip
developed a wrinkle, which later grew into a side branch. The local analysis was proved
to be successful in kinematically determining the rotation points for branching, wherein
the crystal experienced an accelerated growth depending upon the sign of the surface
Laplacian of the interfacial curvature ∇2

s κ. Later, several phase-field simulations [20–22]
subsequently confirmed the role of capillary-mediated fluxes in an anisotropic dendrite.
In particular, Mullis [20] re-evaluated the findings in Ref. [16] and reported that the
above criterion is a useful tool for understanding the branching mechanism. However, in
light of the above-mentioned literature, the determination of tip-splitting positions for an
energetically isotropic microstructure has been less understood. For example, although
previous studies [23,24] have addressed the tip-splitting phenomenon, a quantitative study,
whereby the dynamic comparison of the sharp-interface criterion, as well as the role of
numerical effects, such as grid anisotropy and numerical noise, is still elusive. Additionally,
it needs to be established if the theoretical criterion previously deduced to explain the
behavior of secondary branches can be extended to accurately predict the tip-splitting
positions. In this regard, the present work intends to fill the gap in our understanding, and
it reports a two-dimensional phase-field investigation to elucidate the formation and the
behavior of unidirectionally solidified tip-splitting microstructures.

The rest of the manuscript is organized as follows: in the following section, we
briefly describe our phase-field model through the evolution equations for the phase
and the concentration fields. In the Results and Discussion section, we first simulate the
two-dimensional tip-splitting microstructures from a bicrystal specimen. Initiated at the
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grain boundary grooves, we illustrate that the morphological instabilities amplify into
tip-splitting microstructures due to the presence of isotropic interfacial energy. Next, the
role of groove shape as well as the strength of interfacial anisotropy is discussed in detail.
Furthermore, the underlying mechanism of tip instability is discussed in detail, wherein,
based on the sharp-interface analytical criterion, the splitting region is showcased. Later,
we perform phase-field simulations to demonstrate and validate the analytically derived
branching region. In addition, a comparative study between simulations and a sharp-
interface theory reveals the effect of the underlying grid on our numerical results. Finally,
we put forward the conclusions from the present work.

2. Model Description

Over the last two decades, the phase-field approach is gaining popularity as a method
of choice to model complex microstructures in solidification, precipitation, and strain-
induced transformation studies [25]. In the present work, the phase-field model employed
is based on the grand potential formulation by Choudhury and Nestler [26] where the evo-
lution of phases is determined by the minimization of the modified functional dΩ/dt � 0,
given by

Ω(T, μ, φ) =
∫

Ω

[
Ψ(T, μ, φ) +

(
εa(φ,∇φ) +

1
ε

w(φ)

)]
dΩ, (1)

where T is the temperature, μ = (μ1, . . . , μi, . . . , μK−1) is a vector consisting of K − 1
chemical potentials of the system at a given temperature, and φ = (φ1, . . . , φα, . . . ., φN)
describes the phase index vector, where φα represents the local volume fraction of the α
phase. In addition, ε is a length scale related to the thickness of the diffuse interface. The
terms εa(φ,∇φ) and 1

ε w(φ) are the gradient and obstacle-type energy densities, which
take the thermodynamics of the interface into account [25]. In the present work, the
mole fractions of component B in the solid and liquid are set as cs,eq

B = 0.8 and cl,eq
B = 0.2,

respectively. Similar to our previous studies [27,28], we consider a binary alloy model
system, and we also would like to reiterate that the temporal evolution of tip-splitting
microstructures is not affected by the selected mole fractions. Rather, the evolution of the
microstructure depends on the imposed melt supersaturation, expressed as Δ = (cl,eq

B −
cl

B)/(c
l,eq
B − cs,eq

B ), where cl
B is the initial concentration in liquid phase. Lastly, all the

parameters used in our numerical simulations are given in Table 1.

Table 1. Dimensionless parameters for the present study.

Description Parameter Value

Partition coefficient k 0.25
Discretized grid space Δx =Δy 1.0 × 10−7 m
Domain size Nx × Ny 1000 × 1000
Interface width ε 4.0 × 10−7 m

Melt supersaturation Δ =

(
cl,eq

B −cl
B

cl,eq
B −cs,eq

B

)
0.50

The evolution equations for the phase-field is given as

τε
∂φα

∂t
= ε

(
∇ · ∂a(φ,∇φ)

∂∇φα
− ∂a(φ,∇φ)

∂φα

)
− 1

ε

∂w(φ)

∂φα
− ∂Ψ(T, μ, φ)

∂φα
− λ, (2)

where λ is a Lagrange multiplier so that the local constraint ∑N
α=1 φα = 1 is fulfilled. The

gradient energy term reads as,

εa(φ,∇φ) = ε
N,N

∑
α,β=1

γαβ[ac(qαβ)]
2|qαβ|2, (3)
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where qαβ models the surface energy of the evolving phase boundary and γαβ is the
interfacial energy per unit area of the α/β interface. Here, to simulate a tip-splitting
microstructure, an isotropic interfacial energy is imposed using ac(qαβ) = 1. Interfaces
with finite interfacial anisotropy and having an underlying four-fold cubic symmetry are
modeled by the expression

ac(qαβ) = 1 − δαβ

(
3 ∓ 4

|qαβ|44
|qαβ|4

)
, (4)

where |qαβ|44 = ∑d
i=1(q

4
i ) and |qαβ|4 = [∑d

i=1(q
2
i )]

2. The strength of the anisotropy of
the α − β phase or grain boundary is given by the parameter δαβ. In general, phase
transformation in alloy solidification is driven by both heat and mass transport. However,
since these processes occur at significantly different time scales, for the present study, the
conduction of heat in the system is treated as isothermal, wherein the domain temperature
T in Equation (2) is assumed to be constant throughout the system and thereby plays
no role in the temporal evolution of the microstructures. The term w(φ) represents the
multiobstacle potential. Now, the evolution equation for the chemical potentials can be
expressed as

∂μ

∂t
=

[
N

∑
α=1

h(φα)
∂c(μ)

∂μ

]−1

×
{
∇ ·

(
M(φ)∇μ − Jat − q

)
− cα(μ)h

′
(φα)

∂φ

∂t

}
. (5)

In the above equation, the mass flux on the right-hand side has contributions from
diffusion due to the gradient in the chemical potential and the interface mobility Mij(φ).
Additionally, with an imposed magnitude of 0.06, the term q represents the conserved noise
in the bulk liquid phase, and the anti-trapping current Jat compensates the solute-trapping
effect due to an enlarged interface in our phase-field model. This effect can be negated
through the anti-trapping current; see Choudhury and Nestler [26] for more details. All
terms in Equations (2) and (5) are explicitly defined by Choudhury and Nestler [25,26].
Lastly, while Equations (2) and (5) are numerically solved in space via a finite difference
discretization, the time derivative follows an explicit Euler scheme. Finally, the current
numerical algorithm is parallelized via message passing interface (MPI) to distribute the
computing task on multicore high-performance architectures.

3. Results and Discussion

3.1. Tip-Splitting Microstructures

Initiated at the grain boundary, we first investigate the temporal evolution of a mor-
phological pattern, wherein the planar solidification front transforms into a ramified tip-
splitting microstructure in a supersaturated melt under isothermal conditions; see Figure 1.
Here, we perform the numerical simulations in a two-dimensional domain of 1000 × 1000
numerical cells, with the space discretization Δx = 1.0 × 10−7 m. In addition, the in-
terface width is given as ε = 4 × Δx, such that the equilibrium diffuse-interface profile
encompasses eight grid points in the numerical domain. Furthermore, on the left and right
side of the domain walls, the periodic boundary condition is imposed for the phase and
concentration fields. At the top boundary, the Neumann boundary condition is applied for
both the fields.

In a supersaturated melt of composition Δ = 0.50, and during the initial stages, the
interface remains planar and advances slowly toward the liquid region. As shown in
Figure 1, with the accumulation of solutal fields ahead of the solid–liquid interface at the
groove pit, the planar interface loses its stability and undergoes the well-known Mullins–
Sekerka instability [8], which states that the stability of a solid–liquid interface is governed
by the critical wavelength and the extent of constitutional supercooling in the bulk. When
compared with the grain centers, the instabilities at the grain boundary amplify at a faster
rate into primary ridges. We also notice that parts of the grain centers not immediately
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adjacent to the grain boundary remain featureless and undistorted. Afterwards, while
the shape of the instability across the domain depends on whether it decays or grows,
the initial morphological instability from a liquid groove always coarsens. As a ridge is
developed near a grain boundary, the solute is laterally rejected outwards, leading to the
formation of secondary depressions. Nevertheless, these primary ridges evolve into a
periodic array of hills and later transform into a ramified dendritic network, depending
upon the anisotropy in the solid–liquid interfacial energy. Analogous to the present
observation, the correlation between grain boundaries and the formation of cellular arrays
was reported in the experimental work of Noël et al. [10]. It was suggested that the
surface undulations and cell alignment along the grain boundary, typically observed
during the initial stages, give way to a flat, regular arrangement of cells. Moreover, in
the present scenario and as depicted in Figure 1, the dynamic evolution of the interface
instabilities is simulated with isotropic solid–liquid energy such that random tip-splitting
structures are observed. The simulated non-planar tip-splitting microstructures are widely
known as seaweed structures, which were originally observed in several experimental and
phase-field investigations [1,2,12,13,29]. While the columnar dendrites are directionally
dependent with a steady-state dendritic shape, the ramified microstructures in Figure 1
are considered as solidification patterns without any orientational order. Only from a
morphological point of view these tip-splitting microstructures look like the degenerate
tips in a directionally solidified dendrite [30].

Figure 1. Temporal evolution of a tip-splitting microstructure in a supersaturated melt of composition
Δ = 0.50. The primary ridges developed at the grain boundary groove amplify into split structures
along with the propagation of hillocks across the two solid grains. The combined influence of
constitutionally supercooled alloy melt near the solid–liquid interface and isotropic interfacial energy
promote the formation of a tip-splitting morphology. Here, the magenta and orange colors refer to
the two distinct solid grains, and blue color represents the liquid phase, respectively.

Depicted in Figure 2a–c, it is important to note that the fundamental and repeating
characteristic of a seaweed structure is the successive and continuous splitting of the tips.
Herein, a local competition between the preferred crystal growth direction and the presence
of strong concentration gradients results in the repeated splitting of the leading tip into
two parts. In Figure 2a, when growth conditions are imposed for which a planar interface
just becomes unstable, a zone of supercooled liquid exists ahead of the planar interface,
which causes the interface to become unstable and to form a perturbed shape. As the
threshold value of the interface velocity is exceeded, the lateral diffusion of solute reduces
the solute concentration at the cell tip. Subsequently, with progressive solidification, this
sequential process is repeated, and thereafter, a complex fractal-like dense microstructure
is generated. Similar to the diffusion-limited growth of isotropic crystals [2,12,13], the
formation of seaweed patterns is inherently related to the low anisotropic properties of the
solid–liquid interface. Nevertheless, the absence of anisotropy promotes an uninhibited,
omnidirectional growth via irregular branching and splittings of an evolving interface [24].
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Figure 2. (a–c) Phase-field isolines illustrating the development of a tip-splitting microstructure from
a unidirectionally solidified solid–liquid interface. Morphological instabilities evolve with time to
undergo successive branching at the tip. Sequential steps to generate a seaweed microstructure:
Initial morphological instabilities → amplification of tips → tip-splitting event. Isolines with various
colors represent different simulation timesteps.

3.2. Effect of Groove Shape

Grain boundary grooves develop along a solidification front whenever bicrystal or
polycrystal grains are in close contact with an alloy melt. Since the grain boundary groove
region initiates pattern formation, in this section, we study the role of groove shapes on the
morphological development of instabilities during alloy solidification. Figure 3 depicts the
temporal inception of a ridge-shaped instability near a groove pit for different R0, where R0
is the ratio between solid–solid γgb and solid–liquid interfacial energies γsl. As shown in
Figure 3, we observe that an increase in the ratio R0 amplifies the growth of the instability
adjacent to the grain boundary groove region. As the solidification of the solid–liquid
interface commences from an initial configuration, the imposed surface energy modifies
the groove shape, which in turn assists in the temporal development of ridges into tip-
splitting microstructures. With increasing solid–liquid interfacial energy contribution, i.e.,
for decreasing R0 , and as shown via Figure 4, we also notice that a shallow groove shape
promotes the constrained growth of humps such that the instability height decreases as a
function of simulation time. This behavior qualitatively agrees with previous experimental
and phase-field studies [7,31], where the role of a grain boundary groove on the initiation of
morphological instabilities during alloy solidification was discussed in detail. Furthermore,
the stability analysis by Coriell et al. [32] also provided a theoretical background. It was
reported that the groove pit depth determines the transient amplification of the ridges, and
the main role of a grain boundary is to provide an initial perturbation based on the local
concentration gradients at the pit region. Therefore, the formation of an instability near the
grain boundary groove and the initiation of perturbations across the solid grains is largely
controlled and influenced by the chosen surface energies at the trijunction. Nonetheless,
for the limiting case R0 → 0, as the grain boundary energy contribution diminishes, we
expect the development of an instability to be completely inhibited.
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Figure 3. Effect of groove shape on the morphological development of primary ridges near a grain
boundary. An increase in the ratio R0, where R0 is the ratio between solid–solid γgb to solid–liquid
interfacial energies γsl increases the local amplification of the ridge shaped instability. In contrast, a
shallow groove due to an increase in the solid–liquid interfacial energy contribution (decreasing R0)
hinders the growth of the instability near the groove pit region. Various colored isolines represent
different simulation timesteps.

Figure 4. Ridge height as a function of simulation time for different groove shapes (different R0). An
increase in the ratio R0 assists the morphological development of ridge-shaped instability near the
grain boundary groove region.

3.3. Effect of Interfacial Anisotropy

In this section, we briefly study the role of interfacial anisotropy on pattern formation,
and the various morphologies that arise from an unidirectionally solidified interfacial front
are depicted in Figure 5. Here, we impose a four-fold interfacial anisotropy in solid–liquid
energy formulation such that the strength of anisotropy of an α/β interface is given by the
parameter δαβ; for expression and implementation, see Ref. [25]. As shown in Figure 5,
we observe that the imposed strength of anisotropy controls the direction as well as the
morphology of the microstructure. While δαβ = 0.0 generates a disoriented tip-splitting
structure, an increase in the anisotropic strength δαβ promotes the formation of steady-

67



Metals 2022, 12, 376

state columnar dendrites. In general, the local competition of bulk and interfacial forces
determines the transition of a planar interface into a ramified pattern. Due to the presence
of significant surface energy anisotropy, the absence of frequent tip splitting is noticed
for δαβ > 0.01. As reported in our previous study [28], the presence of a grain boundary
promotes an inter-dendritic growth competition among converging dendritic networks,
which in turn influences the texture as well as the structural stability of single-crystal alloys
in high-temperature applications.

Figure 5. Reconstructed simulation screenshots illustrating the role of interfacial anisotropy on
pattern formation. With an increase in the anisotropic strength δαβ, the tip-splitting microstructure
translates into an array of columnar dendrites.

3.4. Analytical Criterion for Tip Splitting

From the aforementioned simulations, it is evident that for a tip-splitting morphol-
ogy, the stability ranges exist over a wide range of growth conditions, and the solidifica-
tion patterns evolve into dendrites or seaweeds depending upon the imposed interfacial
anisotropy [33]. However, one of the major drawbacks in the literature is that such a
study shows no clarity on the tip-splitting position. Recently, Glicksman [16] proposed
an analytical criterion for the branching mechanism through the Gibbs–Thomson tem-
perature distribution as an active interfacial energy. According to this theory, the sign
of the surface Laplacian of interfacial curvature ∇2

s κ, where κ is the interfacial curvature,
predicts whether the interface moves toward the melt or the crystal. It was reported that a
positive ∇2

s κ represented the growth of the interface, whereas a negative ∇2
s κ promoted

a hindered growth of the interface [16]. Thereupon, the local analysis was proved to be
successful in kinematically determining the rotation points for branching, where the crystal
experienced an accelerated growth. The present section builds on this theory and addresses
the fundamental tip-splitting behavior in seaweed microstructures. In the forthcoming
segments, the expressions for the sharp-interface analytical criterion for a convex profile in
two dimensions is derived and subsequently compared with two-dimensional phase-field
simulations.

Since the main objective of this section is to demonstrate and predict the tip-splitting
phenomenon, similar to the instabilities observed in the Figure 2a, the interface shape is
chosen to be convex and symmetric in order to avoid any mathematical complexity. To
begin with, the analytical criterion for a two-dimensional surface is determined in the
following manner. Let f (x) be the equation of a parabola in a two-dimensional domain,
given as

f (x) = −α(x − h)2 + p, (6)

where α, h, and p are the scaled dimensionless parameters controlling the width and the
position of the parabola. In the present study, h = 500 and p = 250, and α is taken as 0.02.
Let us begin the calculation of the analytical criterion ∇2

s κ, starting with the expression of
interfacial curvature κ(x), for a two-dimensional convex interface,

κ(x) =
f ′′(x)

(1 + f ′(x)2)
3
2

. (7)
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Now, the gradient of the interfacial curvature along the arc length s can be written as

∂κ

∂s
=

∂κ

∂x
∂x
∂s

, (8)

∂κ

∂s
=

1√
1 + ( ∂y

∂x )
2

∂κ

∂x
. (9)

Let the above equation be termed as g(x); thus,

g(x) =
1√

1 + ( ∂y
∂x )

2

∂κ

∂x
. (10)

Finally, in order to calculate the surface Laplace, the surface divergence of the gradient
along the arc length is taken. Using Equation (10), we obtain

∇2
s κ =

∂g(x)
∂x

∂x
∂s

=
1√

1 + ( ∂y
∂x )

2

∂g(x)
∂x

. (11)

The above derivation can be rewritten by substituting f (x) from Equation (6) into
Equation (7) as

∇2
s κ =

576α5(x−h)2

(1+4α2(x−h)2)4 − 24α3

(1+4α2(x−h)2)3√
1 + 4α2(x − h)2

. (12)

The positions along the x-direction for which the analytical criterion is exactly zero
are given by

x =
2hα ±

√
5

5
2α

. (13)

As shown in Figure 6, Equation (12) represents the analytically predicted tip-splitting
position for a convex crystal–melt interface. Herein, we observe that the sharp-interface cri-
terion ∇2

s κ for α = 0.02 has two positive regions at x < 490 × 10−7 m and x > 510 × 10−7

m, whereas the negative region lies in between 490 × 10−7 m < x < 510 × 10−7 m.
During solidification, and as represented with a red dot in Figure 6, the minimum at
∇2

s κ = −0.000191 starts to evolve toward the solid in a hindered manner. In contrast,
we notice that the two maxima at ∇2

s κ = 4.6 × 10−5 (black dots in Figure 6) shall accel-
erate toward the opposite direction in order to generate the foremost point. Therefore,
the tip-splitting region is predicted where the interface undergoes a hindered growth,
and it begins when the analytical criterion passes through zero. The form of the plot in
Figure 6 is a direct comparison with the normal flux reported by Glicksman [16], where the
solid–liquid interface evolved accordingly to undergo systematic branching. Nonetheless,
having derived the analytical positions for a tip-splitting event, in the next section, we
systematically compare with our phase-field results.
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Figure 6. Calculated sharp-interface analytical criterion for α = 0.02 as a function of the grid position.
The positive and negative regions indicate the crest and the trough positions during a tip-splitting
event. The forked region lies between the ∇2

s κ < 0 region, whereas the two tips start to evolve at the
∇2

s κ > 0 positions.

3.5. Comparison between Sharp-Interface Analytical Criterion and Phase-Field Simulation

In the present section, two-dimensional phase-field simulations are performed to
comprehend and subsequently validate the analytically derived tip-splitting position. As
shown earlier and in previous studies [29,33], crystal–melt interfaces with weak anisotropies
evolve into tip-splitting microstructures in a unidirectionally solidification setup. Similar
to previous sections, the domain size as well as the boundary conditions are considered to
be the same; i.e., on the left and right side domain walls, the periodic boundary condition
is imposed for the phase and concentration fields. At the top boundary, the Neumann
boundary condition is applied for both the fields. In order to have a direct comparison with
the sharp-interface criterion, the initial condition is a convex crystal–melt interface profile
with δαβ = 0.005 as given by Equation (6), and the temporal evolution of the solid–liquid
interface is shown in Figure 7 via the red isolines. At t = 130 × 10−3 s, the red isoline
in Figure 7 depicts the formation of a crest and trough, which in turn indicates that the
evolving crystal–melt interface has undergone tip splitting. The projection of Figure 6
(dashed blue line) in Figure 7 (solid red line) further reveals that the interface evolves into
a crest where the analytical criterion is positive, while the negative ∇2

s κ corresponds to
a hindered forked region. In Figure 7, it can be seen that this segment now proceeds in
the opposite direction toward the crystal, compared with the two hillocks developed on
either side, when ∇2

s κ passes through zero. Such positions are known as Laplace or rotation
points; i.e., the sign of the analytical criterion ∇2

s κ reverses [24]. As derived earlier, the
interface positions where the analytical criterion is exactly zero are given by Equation (13),
and a direct comparison with the phase-field result also shows a convincing agreement
with the splitting positions in Figure 7. Further comparisons with different α are included
in the supplemental material. The present analysis agrees in spirit with Kesseler, Koplik,
and Levine [34,35], where a geometrical approach successfully proved that the interfacial
curvature at the tip decreases with time, and finally, a tip-splitting event is initiated once
the interfacial curvature at the tip passes through zero. Additionally, a sharp-interface
criterion for side branching in anisotropic dendrites was reported with similar remarks [17].
Here, the evolution of a convex instability was tracked, wherein the difference between
the time-dependent curvature and the curvature of a steady-state crystal was plotted to
present different scenarios for the generation of side branches.
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Figure 7. The temporal formation of crests, at x = 490 × 10−7 m, x = 510 × 10−7 m, and the forma-
tion of a trough at 490 × 10−7 m < x < 510 × 10−7 m exhibit the tip-splitting phenomenon from a
two-dimensional phase-field simulation (red isolines). The initial interface profile in accordance with
Equation (6) is also illustrated. A direct comparison with the analytically obtained positions (blue
dashed lines) reveal that both tips are generated in the positive regions of Figure 6, whereas the split
region is determined by the negative region of the interface. The left and right arrows respectively
indicate the ∇2

s κ and the grid positions.

In general, the magnitude of fluxes plays an important role in the formation of tip-
splitting microstructures. A recent study by Mullis [20] found the magnitude of tangential
flux and location of the first perturbation to be consistent at high undercoolings. For a
solid–liquid interface profile, where the interfacial curvature varies non-linearly with its arc
length, the gradients developed parallel to the interface contribute toward the generation of
an inflection point, especially at the tip region. However, as these fluxes are proportional to
the interfacial curvature, they recede significantly away from the tip, where the bulk fluxes
are dominant. The surface accelerates due to cooling and retards by virtue of heating; a
combination of such effects creates the development of an inhibited interface at the negative
∇2

s κ region, facilitating the branching process at the predicted position. In other words, the
initiation of the cusped region transpires when ∇2

s κ turns negative. The concave portion
of the interface in Figure 7 also indicates some sort of solutal sink along the U-shaped
interface. Finally, the two tips that are triggered by means of strong fluxes multiply into
several tip-splitting events during the later stages of the simulation and produce a classic
seaweed microstructure.

While we have discussed the initiation and the mechanism of a tip-splitting event, the
absence of such instabilities is also observed when a sphere is considered as an initial condi-
tion; see Figure 8. For a sphere with an isotropic interfacial energy, the curvature-dependent
analytical criterion is defined by the absence of crest and trough regions. Likewise, with
such an initial condition, the sphere evolves consistently without any tip-splitting events,
and the simulated isotropic spherical seed in Figure 8 is in excellent agreement with the
sharp-interface theory. Lastly, while the role of lattice anisotropy is investigated in the up-
coming section, the role of discretization spacing is discussed in detail in the supplementary
material.
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Figure 8. (a,b) Simulation screenshots and phase-field isolines for an isotropic spherical seed. As the
interfacial curvature varies linearly with its arc length, the absence of tip splitting is also captured.
This phenomenon is in complete accordance with the sharp-interface analytical prediction, which is
defined by the absence of crest and trough regions. The color bar illustrates the phase-field according
to the legend embedded below the simulation snapshots. Left to right simulation frames, as well as
the phase-field isolines, indicate the evolution of the spherical seed with time.

3.6. Effect of Lattice Anisotropy

In the present section, the effect of lattice anisotropy on our numerical results is
discussed in detail. In order to accurately analyze the tip-splitting phenomenon and
minimize the pinning effect of the underlying lattice on the solid–liquid interface, we
systematically compare the equilibrium shapes of a spherical crystal seed from the phase-
field simulation with its corresponding shape in the sharp-interface theory [36,37], which is
expressed in the Cartesian coordinates as

x = r0

[
f (θ, ϕ) sin(θ) cos(ϕ) +

∂ f (θ, ϕ)

∂θ
cos(θ) cos(ϕ)− ∂ f (θ, ϕ)

∂ϕ
sin(ϕ)/ sin(θ)

]
, (14)

y = r0

[
f (θ, ϕ) sin(θ) sin(ϕ) +

∂ f (θ, ϕ)

∂θ
cos(θ) sin(ϕ) +

∂ f (θ, ϕ)

∂ϕ
cos(ϕ)/ sin(θ)

]
, (15)

z = r0

[
f (θ, ϕ) cos(θ)− ∂ f (θ, ϕ)

∂θ
sin(θ)

]
, (16)

and,

f (θ, ϕ) = 1 +
4δe

αβ

1 − 3δe
αβ

[
cos4(θ) + sin4(θ)(1 − 2 sin2(ϕ) cos2(ϕ))

]
. (17)

Here, (θ, ϕ) are the spherical angles along the normal direction to the solid–liquid
interface. Since our study is focused on two-dimensional simulations, we restrict ourselves
by comparing the equilibrium shapes along the x − y plane only. Furthermore, in the above
equation, δe

αβ represents the effective anisotropic strength of the solid–liquid interface,

given as δe
αβ = r10/r11−1

r10/r11+1 , where r10 and r11 are the radial distances from the origin to the
solid–liquid interface along the y axis, and along the x = y line, respectively, from the
phase-field simulation.

Next, the equilibrium shape obtained from our phase-field study is first initialized with
a two-dimensional seed of radius r0 = 45 × 10−7 m. In addition, the melt supersaturation
Δ = 0.8 is selected such that the bulk phases are in equilibrium, and the solid phase
would neither shrink nor grow with time. As shown in the earlier section, the tip-splitting
microstructures are widely observed for δαβ < 0.01, and thereby, we have considered two
different anisotropic strengths, δαβ = 0 for the isotropic case, and δαβ = 0.005 for weakly
anisotropic interfaces. Figures 9 and 10 depict the equilibrium shapes from the phase-field
simulations, and an excellent agreement with the obtained sharp-interface profiles for
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two different cases is observed. Henceforth, from the the above analysis, we emphasize
that the grid or lattice anisotropy has a minimal effect on the crystal–melt shapes, which
quantitatively illustrates the accuracy of our phase-field results. Nevertheless, for the sake
of further investigating the role of lattice anisotropy, direct comparisons for simulations
with strong anisotropic strengths and different crystal radii have been discussed in detail
in the supplementary material.

Figure 9. For an energetically isotropic interface δαβ = 0, the simulated solid phase with radius
r0 = 45 × 10−7 m shows a complete agreement with the sharp-interface theory. Here, the obtained
effective anisotropy δe

αβ = 0.0001 shows negligible effect from the underlying lattice on our simulated
crystal shape.

Figure 10. For a weak anisotropic solid–liquid interface, δαβ = 0.005, a direct comparison with the
sharp-interface equilibrium shape shows excellent agreement, and the obtained effective anisotropy
δe

αβ = 0.0045 shows a minute variation when compared with the imposed value.

4. Conclusions

In the present work, we have extensively discussed the unidirectional solidification
of tip-splitting microstructures through the phase-field modeling approach. Here, the
formation as well as the temporal evolution of morphological instabilities along a solid-
ifying interface as a result of constitutional supercooling near the solid–liquid interface
is simulated. At first, we have shown that the presence of grain boundaries in bicrystal
alloys promotes ridge-shaped morphological instabilities near the grain boundary grooves.
The convex instabilities across the solidification front consequently amplify and develop
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into a tip-splitting microstructure for energetically isotropic interfaces. With an increase in
the ratio R0, the role of the groove shape on the amplification of ridge-shaped instabilities
near a grain boundary is demonstrated to be qualitatively in agreement with previous
studies. Next, we have studied the tip-splitting phenomenon in a microstructural pattern,
whereby the sharp-interface analytical criterion operates as the focal point for analyzing
and predicting the tip-splitting position. The tip-splitting phenomenon builds upon the
previous experimental and theoretical studies, and it successfully provides the regions for
tip splitting for the first time.

The analytically obtained tip-splitting position is dynamically validated via perform-
ing two-dimensional phase-field simulations. Furthermore, the advancing interface tries to
split in the same region as evaluated analytically. As a consequence of heating and cooling,
the interface starts to evolve via forking between the positions, i.e., where the ∇2

s κ passes
through zero. The solidifying interface amplifies into the melt as a crest where ∇2

s κ > 0,
and it concurrently evolves as a trough where ∇2

s κ < 0. Moreover, since the present
mechanism is curvature dependent, the absence of tip-splitting events is also illustrated
for a sphere, where the interfacial curvature varies linearly with its arc length. The effect
of lattice anisotropy on the crystal–melt interfaces is also investigated, where we have
successfully compared the equilibrium shapes from the phase-field simulations with its
corresponding shape in the sharp-interface theory. In the end, through various numerical
simulations and validation studies, we conclude by suggesting that through the present
analytical criterion, a tip-splitting phenomenon is deterministic and predictable vis-á-vis
the local interfacial curvature of the crystal, which should vary non-linearly with its arc
length.
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Abstract: Heavy reduction (HR) is an effective technique to control V segregation in continuous
casting bloom, but the effect of segregation improvement is limited by the parameters such as
reduction position and reduction amounts. In order to improve the macrosegregation of bloom,
numerical simulation and plant experiments are adopted in this research. A heat transfer model
and a reduction model with comprehensive thermo-physical parameters were established. The two
models were verified by comparing the measured surface temperature and the theoretical strain at
the solidification front. It is determined that the position of the HR of the bearing steel bloom is
20.82 m~24.97 m from the meniscus, and the solid fraction in the center of the bloom is 0.6~1. The
total reduction of the HR is set to 30 mm, and the reduction of each roller in the reduction range is set
to 4 mm, 5 mm, 9 mm, 7 mm, and 5 mm, respectively, to prevent the formation of internal cracks.
Plant trials were conducted to verify the effect of the optimized HR. The results show that the carbon
segregation degree on the V channel and non-channel of the bloom decreases from 1.2 to 1.16 and
increases from 0.93 to 0.95, respectively, and the central carbon segregation degree decreases from
1.17 to 1.15. Meanwhile, the internal crack was not found in the bloom.

Keywords: heavy reduction; V segregation; bearing steel bloom; reduction parameters; crack

1. Introduction

Bearing steel is the basic steel of the advanced manufacturing industry. With the
transformation and upgrading of the manufacturing industry, higher requirements are put
forward for the quality of bearing steel [1]. Bearing steel is mostly produced by bloom
continuous casting. Due to its high carbon content, macrosegregation occurs easily in
the continuous casting process [2,3]. However, is difficult to eliminate or greatly improve
segregation in subsequent rolling and heat treatment [4]. Therefore, macrosegregation has
greatly affected the quality of products.

Low superheat pouring technology [5], electromagnetic stirring technology [6,7], and
billet reduction technology [8,9] are considered effective in improving the macrosegregation
of the billet. Low superheat casting technology can improve the equiaxed crystal rate of
the billet, but whether it can reduce the equiaxed crystal size has not been determined. In
addition, the size of equiaxed grains is directly related to the point segregation, and the
relationship between superheat and the size, shape, distribution, and solute enrichment
of point segregation in continuous casting billet is the theoretical basis for formulating
control measures, but there are few reports [10]. Therefore, it is still difficult to improve the
macroscopic point segregation by adjusting the superheat.

Oh K S et al.studied the effect of different electromagnetic stirring modes on V segre-
gation in 250 mm × 300 mm bloom, and the results showed that S-EMS had the best effect
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on regulating V segregation [11]. According to the formation theory of V segregation, the
effects of M-EMS and S-EMS on segregation are embodied in solidification structure and
molten steel fluidity. The conclusions of different scholars are contradictory as to whether
or not it can regulate the size and area ratio of V segregation [10].

In the above technologies, billet reduction technology includes mechanical soft/heavy
reduction [12–15], thermal soft reduction [16–21], and hot core heavy reduction technology.
Among them, the hot core reduction technology is mainly used for welding the shrinkage
of the casting blank, the hot reduction technology is to rely on the end surface cooling
to achieve a rapid temperature drop of the billet surface corresponding to the center of
the billet, thereby compensating for the solidification shrinkage of the central area and
inhibiting the flow of the enriched liquid to the center of the billet [17]. Mechanical soft
reduction is generally implemented in the solid phase ratio of 0.6~0.8 range, the amount of
reduction is generally not more than 10 mm [22].

With the improvement and upgrading of the continuous casting machine, the section
of the billet is becoming larger and larger. The single hot reduction technology and soft
reduction technology obviously cannot meet the requirements of improving the macroseg-
regation of the bloom. Heavy reduction (HR) technology of the final Solidifying End
is considered to be an effective means to improve the macrosegregation of bloom [23].
Macrosegregation mainly includes central segregation and V segregation. The formation of
central segregation can be attributed to the flow of enriched molten steel in the two-phase
region during the final solidification process [24–27], which can be caused by many factors,
such as bulging, roll offset, solidification and heat shrinkage during continuous casting.
Many scholars have proposed mechanical soft or heavy reduction [12–15] and thermal soft
reduction [16–20] to improve central segregation and achieved remarkable results.

Different scholars have different views on the causes of V segregation. Tomono
believes that V segregation is due to the fact that the enriched liquid between the equiaxed
crystals is sucked in and flows downwards, and that the enriched liquid accumulates along
certain planes as the accumulated equiaxed crystals forcefully move toward the center
of the bloom [28]. Abbott [29] believed that V segregation is caused by the erosion and
thermal tearing of the solid by the flowing enrichment liquid. Li et al. believe that V
segregation is caused by solidification shrinkage tearing cracks in the equiaxed dendritic
network [30]. Therefore, the reasons for the formation of bloom V segregation remain to be
further explored, from the principle of control V segregation has not yet formed a unified
view.

At present, the research on reducing spot segregation and V segregation by roller soft
reduction has been widely reported [22,31,32]. However, the casting machine, steel, casting
speed, and production environment have a certain degree of difference, so the use of HR
control V segregation still needs a separate analysis. In this paper, the 380 mm × 450 mm
bearing steel bloom was studied. This production line is newly built, the initial production
of bloom specifications 380 mm × 450 mm, and there are problems such as macrosegre-
gation in the bloom. In order to determine the solid phase rate at the solidification end
of the bloom, a solidification heat transfer model was established. Then a reasonable
reduction interval was determined. At the same time, a series of reduction parameters was
proposed based on the thermal-mechanical coupling model, which theoretically controlled
the generation of internal cracks. Finally, plant experiments were carried out to verify the
improvement effect of the optimized HR parameters on V segregation.

2. Model Description

A circular-arc caster with a curved mold was studied. The caster has five strands
and mainly produces the bloom with a section size of 250 mm × 250 mm and 380 mm ×
450 mm. Its arc radius is 14 m. The schematic diagram of the bloom caster is shown in
Figure 1. The effective lengths of the mold and the secondary cooling zone are 0.8 m and
3.43 m, respectively. Mold electromagnetic stirring (M-EMS), final electromagnetic stirring
(F-EMS), and a casting and rolling system of solidification end are applied to improve the
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quality of the bloom. In the secondary cooling zone, air-mist nozzles are used to ensure
uniform cooling. The distance from the roll-casting system of the solidification end to the
meniscus is 18.67 m~27.17 m, mainly including six pairs of soft reduction(SR) rollers and
three pairs of heavy reduction rollers. Among them, the first six pairs of reduction rollers
are soft reduction equipment, which is installed in the arc section. The last three pairs
of reduction rollers are heavy reduction equipment, which is installed in the horizontal
section. The diameter of all reduction rollers is 500 mm. In the solidification end, HR
is applied to improve the inner quality of the bloom, while its technical parameters are
underdetermined.

Figure 1. Schematic diagram of the bloom continuous caster.

2.1. Model Establishment

A slice-moving method was applied to the heat transfer model. Figure 2a shows
the coordinate system and geometric model of the slice. To simplify the calculation, the
geometric model adopted half of the transverse section of the bloom with a thickness of
10 mm, namely with a dimension of 225 mm × 380 mm × 10 mm. The geometric model
also considered the round corner according to the final bloom size. The radius of the round
corner was 10 mm. During the simulation, it was assumed the slice moved from the mold
to the secondary cooling zone and the air-cooling zone. Figure 2b shows the reduction
finite element of the bloom, including the reduction roller, support roller, and bloom. The
reduction roller and support roller are rigid materials, while the bloom is an elastic material.
Considering the symmetry of the width direction of the bloom, the geometric size of the
bloom in the model is 225 mm × 380 mm × 1000 mm. The radius, thickness, and length of
the two rollers are 300 mm, 50 mm, and 300 mm. The total number of model grids is 72,000.

2.1.1. Assumption

Under the premise of ensuring calculation accuracy, the following assumptions are
made for the heat transfer model and the reduction model, respectively:

(1) The heat transfer was neglected in the casting direction and the meniscus.
(2) The convective heat transfer was equivalent to conductive heat transfer.
(3) Deformation at the solidification end of the bloom conforms to the small deformation

theory.
(4) The influence of ferrostatic pressure and bending straightening force in casting direc-

tion on bloom deformation was ignored.
(5) The high-temperature creep of the bloom is neglected and the reduction process is

steady-state process.
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Figure 2. Solidification heat transfer model and cast-rolling model: (a) Geometric model of the slice,
(b) Reduction finite-element of the bloom.

2.1.2. Governing Equation

Based on the above assumptions, a two-dimensional unsteady state heat transfer
equation was expressed as follows. The equivalent specific heat method is used to express
the effect of solidification latent heat on the solidification process, referring to Reference [22].

ρc
∂T
∂t

=
∂

∂x

(
k

∂T
∂x

)
+

∂

∂y

(
k

∂T
∂y

)
(1)

where, ρ is density, kg/m2; c is the specific heat capacity, J/(kg·◦C); k is the thermal
conductivity, w/(m·◦C); T is temperature, ◦C; and x and y are the distance in the width
direction of the bloom transverse section, m.

The total deformation of bloom during reduction consists of thermal deformation,
elastic deformation increment, and plastic deformation increment.

dε = [α]dT + [De]
2dσ+ dk

∂ϕ

∂σ
(2)

where, dε is the total deformation; [α] is thermal expansion coefficient matrix; T is tem-
perature, ◦C; [De] is an elastic matrix, σ is stress, Pa; k is a constant, ϕ is Mises yield
function.

2.1.3. Boundary Conditions and Initial Condition

(1) Initial condition

For the solidification heat transfer process, the casting temperature is the same as the
temperature of the molten steel in the tundish, and the meniscus in the mold is the initial
time. For the reduction process, the thermally calculated temperature field is loaded into
the initial conditions of the reduction model. The casting speed is 0.45 m/min, the roller
speed is 0.025 rad/s, and the initial temperature of the roller is 300 ◦C.

(2) Boundary Conditions

The boundary conditions of heat transfer analysis refer to Reference [22] to set the mold
zone, secondary cooling zone, and air cooling zone respectively. The Coulomb friction
model is used to treat the interface friction in the three-dimensional bloom reduction
model, and the friction coefficient is set to 0.33. The heat transfer coefficient between the
reduction roller and the bloom during the continuous casting process is 8000 W/(m2·◦C).
The plastic deformation energy of the reduction process is converted into heat energy,
and the transformation coefficient of plastic energy is 0.9. The convective heat transfer
coefficient between bloom and environment is 165 W/(m2·◦C).
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2.2. Material Properties

GCR15-bearing steel was studied and its chemical composition is given in Table 1. The
variations of thermal conductivity, density, specific heat, young’s modulus, poisson’s ratio,
and thermal expansion coefficient with temperature were calculated using the thermody-
namic database from JMatPro software (Material Digital R&D Center, Beijing, China), as
shown in Figure 3. The physical parameters of bearing steel are related to temperature.
Plastic strain parameters refer to Reference [33], which are related to deformation tem-
perature and strain rate. The elastic modulus decreases with increasing temperature, and
the value in the liquid region is infinitely close to 0, while the Poisson‘s ratio is 0.5 at the
liquidus.

Table 1. Chemical composition of the steel bearing GCR15.

Composition C Si Mn P S Cr Ni V Cu Al Fe

Mass fraction (%) 0.98 0.28 0.35 0.009 0.002 1.46 0.02 0.007 0.03 0.019 96.76

Figure 3. Physical parameters of the steel bearing GCR15.

3. Results and Discussion

3.1. Model Validation

The main casting parameters of GCR15-bearing steel are shown in Table 2. As shown
in Figure 4, it is the distribution of center temperature and surface temperature of 380 mm
× 450 mm bearing steel bloom. In the range of 14.1 m~17 m from the meniscus, the infrared
thermometer is used to measure the temperature of the bloom surface in actual production.
Table 3 shows the numerical simulation values and measured values of four temperature
measuring points. According to the data in the table, the maximum error is 1.16%, which is
less than 5%. It shows that the solidification heat transfer model in this study can accurately
simulate the solidification process of the bloom.

Table 2. Main casting parameters of steel bearing GCR15.

Item Value

Sectional dimension 380 mm × 450 mm
Casting speed 0.45 m/min

Pouring temperature 1481 ◦C
Water flux of mold cooling 222 m3/h

Temperature difference between inlet and outlet of mold water 6 ◦C
Specific water of secondary cooling 0.11 L/kg

E-MES parameters 2.0 Hz/600 A
F-EMS parameters 6.0 Hz/650 A

81



Metals 2022, 12, 1873

Figure 4. Variation tendency diagram of center and surface temperature of bloom with distance to
the meniscus.

Table 3. The comparison of the simulated and measured surface temperatures.

Distance from the
Meniscus (m)

Simulated
Temperature (◦C)

Measured
Temperature (◦C)

Error Value

14.1 1023 1035 1.16%
15 1011.8 1020 0.8%

16.2 998 995 0.3%
17 989 990 0.1%

3.2. Location of HR

The HR technology at the solidification end can inhibit the thermal expansion and
volume shrinkage of the bloom, and reduce its suction effect on the concentrated solute in
the center of the bloom. Choosing a reasonable reduction location is the key to improving
the segregation of bloom under HR. Kojima S et al. [34] reduced the central solid fraction to
between 0.8 and 1.0 of the bloom, the spot segregation on the cross-section of the bloom
was greatly reduced, and there was no obvious V segregation on the longitudinal section.
Nabeshima et al. [35] performed continuous reduction with a compression ratio of 0.92 on
a 400 mm × 560 mm bloom at a central solid fraction of 0.87, and the V segregation effect
was significantly improved. In fact, the reasonable reduction position to improve central
segregation and V segregation is different. Some experts believe that the center solid fraction
of the reasonable reduction range for improving the center segregation is 0.3–0.8 [34,35],
but some scholars believe that the center solid fraction range of the reasonable reduction
position is 0.6–0.8 [22,36]. The central solid fraction at the appropriate reduction position
for improving V segregation should be higher than 0.8 [34,35]. Therefore, in this study,
the reasonable range of central solid fraction is 0.6~1 to improve the macrosegregation of
bloom by using the technology of HR at the end of solidification.

In the production process, the solidification end point of the bloom is mainly affected
by the casting speed, cooling water, and superheat. Among them, the production line
adopts intelligent water distribution, and the cooling intensity is a fixed value. Therefore,
in this study, the influence of cooling water change on the solidification end point of bloom
is ignored, and only the influence of casting speed and superheat change is considered.
Figure 5 shows the effect of casting speed on the solidification end when the superheat is
26 ◦C. As can be seen from the figure, the black line, red line, and green line represent the
changing trend of the center temperature of the billet with the position when the casting
speed is 0.44 m/min, 0.45 m/min, and 0.46 m/min, respectively. It can be seen from the
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figure that when the casting speed is 0.45 m/min, the solidification end point of 380 mm ×
450 mm bearing steel bloom is 23.13 m away from the meniscus. When the casting speed
decreases by 0.01 m/min, the solidification end point moves 0.51 m. Therefore, when the
casting speed changes in the range of 0.44~0.46 m/min, the solidification end point of
380 mm × 450 mm bearing steel bloom changes in the range of 22.62~23.64 m from the
meniscus.

Figure 5. Effect of casting speed on the final solidifying end.

As shown in Figure 6, the effect of different superheats on the center temperature
of 380 mm × 450 mm bearing steel bloom was studied when the casting speed was
0.45 m/min. As can be seen from the figure, the black line, red line, and blue line represent
the superheat of 11 ◦C, 26 ◦C, and 41 ◦C, billet center temperatures change the trend with
the position. It can be seen from the figure that the superheat mainly affects the liquidus
disappearance position and the solidification end point during the solidification process
of the bloom. When the superheat is 11 ◦C, 26 ◦C, and 41 ◦C respectively, the liquids
disappearance position of 380 mm × 450 mm bearing steel bloom is 5.98 m, 6.48 m, and
6.98 m respectively from the meniscus, and the solidification end point is 22.81 m, 23.13 m,
and 23.45 m respectively from the meniscus. In other words, for every 15 ◦C change in
the superheat, the distance from the liquidus of the bearing steel bloom to the meniscus
changes by 0.5 m, and the solidification end point changes by 0.32 m. When the superheat
changes in the range of 11~41 ◦C, the disappearance position of the liquidus of the 380 mm
× 450 mm bearing steel bloom moves within the range of 5.98~6.98 m from the meniscus,
and the solidification end point fluctuates within the range of 22.81~23.45 m from the
meniscus.

Comparing Figures 5 and 6, when the casting speed is 0.45 m/min and the superheat
is 26 ◦C, the effect of casting speed on the solidification end point of 380 mm × 450 mm
bearing steel bloom is much greater than that of superheat. It can be seen from Figure 1
that the arrangement range of the end casting roller 1 #~7 # of the bloom continuous caster
is 18.67~27.17 m. As shown in Figure 7, the curve of center temperature and solid fraction
of 380 mm × 450 mm bearing steel bloom with casting speed of 0.45 m/min and average
superheat of 26 ◦C. It can be seen from the figure that the central solid fraction of the bloom
at the 1 #~6 # roller is 0.45, 0.51, 0.6, 0.71, 0.9, and 1, respectively, and the central solid
fraction of the bloom at the 7 #~9 # roller is 1. Combined with the roller arrangement
and reasonable reduction range, the action position of HR is determined to be 3 #~6 #
roller. Considering that the influence of casting speed and superheat on the solidification
end point of the bloom can be up to 0.51 m, and that the local high-temperature phase or
shrinkage cavity may aggravate the central segregation of the bloom, the actual reduction
range is extended back to the 7 #. Therefore, the HR range at the solidification end of
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380 mm × 450 mm bearing steel bloom with a casting speed of 0.45 m/min and an average
superheat of 26 ◦C is 20.82 m~24.97 m from the meniscus, and the corresponding reduction
roller is 3 #~7 #.

Figure 6. Effect of superheat on the center temperature of bloom.

Figure 7. Variations of the temperature and solid fraction of bloom center of the case of casting speed
of 0.45 m/min and average superheat of 26 ◦C.

3.3. Reduction Amounts of HR

During the reduction process, plastic strain may occur at the solidification front. When
the stress and strain exceed the critical value, the bloom solidification front forms an
internal crack, which deteriorates the quality of the bloom. Therefore, the amount of
reduction depends on the high-temperature critical stress and strain value of the bloom
at the reduction position. There are critical strain hypothesis, critical stress hypothesis,
and critical time hypothesis to measure whether the solidification front of the bloom can
produce cracks [37]. In this study, the critical strain of the solidification front was used
as the criterion to determine the reduction amount. Generally, the solidification front is
defined as the region between the solidus and liquidus. Some scholars [38–40] divided the
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solidification front into three parts according to the temperature, as shown in Figure 8 [41],
which are the liquid phase region (ZST ≤ T ≤ Tl), the filling region (LIT ≤ T ≤ ZST), and
the crack high-incidence region (ZDT ≤ T ≤ LIT). Where Tl is the liquidus of liquid steel,
and the liquidus of bearing steel in this study is 1454 ◦C; ZST, LIT, and ZDT are called zero
strength temperature, viscosity temperature, and zero ductility temperature, respectively,
and their corresponding solid fractions are 0.8, 0.9, and 1, respectively [42].

Figure 8. Temperature distribution at the solidification front in the bloom.

When the cumulative strain in the temperature brittleness interval exceeds the critical
strain, the solidification front will produce internal cracks [41]. The molten steel in the
liquid phase zone has good fluidity. The filling zone can be filled with molten steel in
time [42]. Therefore, the range from ZDT to LIT in the solidification front is prone to cracks.
In this paper, the temperature range of the high crack area of the bearing steel is from the
solidus to 1355 ◦C. Cai [43] studied the critical strain solution criterion for internal cracks in
the solidification front, as shown in Figure 9 [44], which is the relationship between carbon
equivalent and critical strain.

Ceq = [C] + 0.02[Mn] + 0.04[Ni]− 0.1[Si]− 0.04[Cr]− 0.1[Mo] (3)

Figure 9. Relationship between the carbon equivalent and critical strain.

According to Formula (3), the carbon equivalent of GCR15 bearing steel is 0.65%, and
w[Mn] ⁄ w[s] = 175, so the critical strain of GCR15 steel at the solidification front is 0.4%. As
long as the reduction amount causes the single or cumulative strain of the bearing steel
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bloom to be less than 0.4% in the solidus to 1355 temperature range, the solidification front
will not crack.

According to the solidification heat transfer model, the temperature fields of the bloom
cross-section corresponding to the central solid fraction of 0.6, 0.71, and 0.9 are obtained
respectively, as shown in Figure 10. The area covered between the white semicircles (solidus
to 1355 ◦C) in the diagram is the high crack area of the bloom at this reduction position.
The high-incidence area of cracks is regarded as a concentric circle. When the central solid
fraction of the bearing steel bloom is 0.60, 0.71 and 0.9, the corresponding ranges of the
high-incidence area of cracks are 41 mm ≤ r ≤ 55 mm, 31.6 mm ≤ r ≤ 44.6 mm, and 0 ≤
r ≤ 19 mm, respectively. In short, when different reduction amounts are applied to the
positions of 3 #~5 #, the plastic strain in the high crack area is lower than the critical strain
value, which is a reasonable parameter.

Figure 10. Temperature distribution at different central solidification fractions.

Zhong [45] studied the effect of different total reduction amounts on the center seg-
regation of 350 mm × 470 mm bearing steel bloom. The results show that after applying
the total reduction of 4.5 mm, 6 mm, 9 mm, and 13 mm respectively, the total reduction
of 6 mm is the most obvious to improve the center segregation, while the total reduction
of 9 mm is the second. Wu et al. [44] studied the effect of reduction on macrosegregation
of high carbon steel bloom, and the results showed that for 400 mm thickness bloom, the
reasonable total reduction was 20~30 mm. The thickness of the bearing steel bloom in this
study is 380 mm. According to the research conclusions of Wu et al., the total reduction
was set to 30 mm.

Isobe et al. [46] found that the reasonable reduction rate for improving macrosegrega-
tion is 1.8~6.6 mm/m or 0.72~4.7 mm/m, and the reduction efficiency is 7~34%. In this
study, the roller spacing between 3 #~7 # reduction rollers in the reduction zone of bearing
steel bloom is the distance from 3 # to 4 # roller is 900 mm, the distance from 4 # to 5 # roller
is 1200 mm, the distance from 5 # to 6 # roller is 900 mm, and the distance from 6 # to 7 #
roller is 1100 mm. When the casting speed is 0.45 m/min and the superheat is 26 ◦C, the
solidification end point of the bloom is between 5 # and 6 # rollers. Therefore, according to
the Isobe research conclusion, the reduction rate of improving the macrosegregation of the
bloom was set to 4.7 mm/m, and the corresponding reasonable reduction amounts of 3 # to
5 # rollers are 4.23 mm, 5.64 mm, and 4.23 mm respectively.

In the original continuous multi-roller reduction process, the corresponding reduction
amounts of 1 #~8 # rollers are 2 mm, 4 mm, 2 mm, 4 mm, 6 mm, 6 mm, 6 mm, and 6 mm
respectively. The macrosegregation is serious under the original process conditions. In
order to improve the macrosegregation, the reduction of 3 # and 4 rollers is increased to
4 mm and 5 mm respectively. According to the solid fraction distribution in the center of the
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bloom, the 5 # roller is mainly to improve the V segregation. Compared with the original
process, the reduction amounts of the 5 # roller should be greater than 6 mm. Considering
that the maximum reduction amount of single rollers is 9 mm, the range of reduction of
5 # is 6 mm~9 mm. Based on the thermal-mechanical coupling model in Figure 2 and
the temperature field in Figure 10, the numerical simulation of casting and rolling with
different reductions on the inner arc side of the bloom with the central solid phase rate fs of
0.9 is carried out.

Figure 11 shows the equivalent plastic strain distribution on the cross-section of the
bloom under different reduction amounts at the solid fraction of 0.9, and the left side of
the cross-section is a symmetrical surface. It can be seen from Figure 11 that the plastic
strain of the bloom is mainly concentrated on the inner arc side (top surface) and the outer
arc side (down surface). The maximum equivalent plastic strain of the bloom is mainly
distributed in the corner. Taking the intersection of the center line and the symmetry line
in the thickness direction of the bloom as the center, it can be seen from the figure that
when the reduction amount is 7 mm, the maximum equivalent plastic strain of the bloom
in the range of 0 ≤ r ≤ 57 mm is 0.2%. When the reduction amount is 8 mm, the maximum
equivalent plastic strain is 0.33% in the range of 37 mm ≤ r ≤ 84 mm; when the reduction
amount is 9 mm, the maximum equivalent plastic strain is 0.36% in the range of 2 mm
≤ r ≤ 87 mm. Compared to the temperature field with the central solid fraction of 0.9 in
Figure 10, it can be seen that when the reduction amount of 7 mm, 8 mm, and 9 mm is
applied to the inner arc side of the bloom respectively, the maximum equivalent plastic
strain at the solidification front is less than 0.4%, so the solidification front will not produce
internal cracks.

Figure 11. Equivalent plastic strain under different reductions.

Formula (4) is obtained by Zhong [45] modifying Barber’s [47] solidification front
strain formula. According to the range of the brittle zone at the solidification front of the
3 # and 4 # rollers, the shell thickness of the 3 # and 4 # rollers is 135 mm and 145.4 mm
when the central solid fraction of the bloom is 0.6 and 0.71, respectively. Based on the
above-mentioned roller spacing, the strain at the solidification front of the bloom is 0.09%
and 0.005%, respectively, when the reduction amounts of 3 # and 4 # rollers are 4 mm and
5 mm respectively, which is less than the critical strain value of 0.4%. Therefore, when the
reduction amount of 3 # roller and 4 # roller is 4 mm and 5 mm respectively, there will be
no internal cracks in the solidification front of the bloom reduction by a single roller.

ε =
300kaSδ

l2 fs
(4)

In the formula, k is the correction coefficient, 1.05; a is the width shape coefficient, 1.01;
s is shell thickness, mm; δ is the reduction amounts, mm; l is the roller spacing, mm; fs is
the central solid fraction.
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As shown in Figure 12, the equivalent plastic strain distribution of the cross-section of
the bloom under different reduction amounts conditions of 3 #~7 # rollers in turn. It can be
seen from the figure that the equivalent plastic strain of the bloom gradually increases as
the bloom passes through the 3 #~7 # rollers in turn. When the bloom passes through the 3 #
roller, the reduction amount is 4 mm, the equivalent plastic strain in the center of the bloom
is 0, and the equivalent plastic strain range of the solidification front in the high-incidence
area of the crack is 0.066~0.13%. The theoretical calculation value of the plastic strain at the
solidification front of the bloom is 0.009% when the reduction amount of the 3 # roller is
4 mm, which is almost equal to the average value of 0.098% using the thermal coupling of
the reduction model, indicating that the calculation result of the reduction model is accurate.
When the bloom passes through the 4 # roller, the reduction amount is 5 mm, the maximum
equivalent plastic strain at the center of the bloom is 0.13%, and the cumulative equivalent
plastic strain at the solidification front in the high crack area is 0.13~0.24%. When the bloom
passes through the 5 # roller, the reduction amount is 9 mm, the maximum equivalent
plastic strain in the center of the bloom is 0.35%, and the cumulative equivalent plastic
strain range of the solidification front in the high-incidence area of cracks is 0.17~0.35%. The
cumulative strain is less than 0.4%, after the high-temperature bloom in turn passes through
3 #~7 # roller, bloom solidification front will not produce internal cracks. In summary, the
macrosegregation of 380 mm × 450 mm bearing steel bloom can be improved when the
reduction amount of 3 #~7 # rollers is 4 mm, 5 mm, 9 mm, 7 mm, and 5 mm respectively
in the range of 20.82 m~24.97 m from meniscus under the condition of casting speed of
0.45 m/min and average superheat of 26 ◦C, and the solidification front of the bloom will
not occur internal Crack.

Figure 12. Equivalent plastic strain distribution on the transversal section of bloom under HR.

3.4. Plant Trails

Plant trials were conducted at the first strand of the continuous caster. The casting
speed, pouring temperature, and secondary cooling intensity in the trials were 0.45 m/min,
1481 ◦C, and 0.11 L/kg, respectively, and the casting conditions were kept at a relatively
steady state. Before the experiment, the reduction amounts of 3 #~7 # roller were set in the
straightening machine system. After the bloom was out of the air cooling zone, the bloom
under different processes was sampled by an offline flame cutter, and the high-temperature
blooms were taken out and placed in the slow cooling zone until room temperature. In order
to reveal the improvement of V segregation and central segregation of bloom, each sample
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was sliced, polished, and etched, and the macrosegregation of bloom was quantitatively
analyzed by drilling cuttings method and direct reading spectrometer.

Aiming at the analysis of the macrosegregation, the bloom slices were sampled in both
transverse and longitudinal directions, as shown in Figure 13a. Thereafter, the samples
were etched for 15 min using a hydrochloric acid solution with a concentration of 50%
and a temperature of 75 ◦C and then photographed, as shown in Figure 13b. On the
longitudinal sample, no optimized HR, there are continuous V segregation and centerline
segregation in the bloom, and the segregation channel is particularly obvious, which is
a concentric ellipse in the transverse sample. After optimization, there is no continuous
V segregation on the longitudinal sample, the segregation channel is not obvious, the
centerline segregation degree is also reduced, and the projection of V segregation on the
cross-section is not obvious. Without HR, V segregation is found on the longitudinal sample.
The V segregation exhibits lots of discontinuous black strips and distributes non-uniformly
near the bloom center, which can be regarded as the flow channels of enriched liquid and
has a close relationship with central segregation [48,49]. As for the transverse sample,
severe central segregation is observed around the bloom center. By applying HR, the V
segregation and the central segregation are alleviated, especially for the V segregation
on the transverse sample. This phenomenon indicates that the liquidity of the enriched
liquid is enhanced and the central segregation of the bloom is improved by HR. Moreover,
no surface or internal cracks were observed in the above samples. It indicates that the
optimized HR can effectively avoid the formation of cracks.

Figure 13. Schematic diagram of (a) sampling positions and (b) macrographs of etched samples.

In order to quantitatively explore the improvement of V segregation by HR, a part of
the longitudinal sample is intercepted from Figure 13a, the back of the longitudinal sample
is drawn and traced, and the interval between each line and each point is 10 mm, respec-
tively. The carbon content of each point is measured using a direct-reading spectrometer,
and the carbon content of one point in the V segregation channel and one point in the
non-channel are randomly extracted on each line, as shown in Figure 14a. Among them,
the point of the triangle is located in the V segregation channel, and the point of the circle
is located in the non-channel. As shown in Figure 14b, the curves of carbon content in the
V segregation channel and non-channel at different positions optimize before and after HR
are shown. It can be seen from the diagram that optimizes before and after HR, the average
carbon content in the V segregation channel is 1.2% and 1.16% respectively; the average
carbon content in the non-segregation channel is 0.93% and 0.95% respectively, and the
average range of carbon content is 0.27% and 0.21% respectively. With the optimized HR,
the average carbon content in the V segregation channel of 380 mm × 450 mm bearing steel
bloom is reduced by 0.04%, the average carbon content in the non-segregation channel is
increased by 0.02%, and the average range of carbon content is reduced by 0.06%. This
indicates that the optimized HR improves the V segregation of the bearing steel bloom.
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Figure 14. Schematic diagram of (a) sampling positions and (b) carbon content of different positions.

The central segregation degree is represented by a carbon segregation index of the
bloom center. For the bloom sample, the 30 mm flame-cutting range was removed at both
ends of the sample, as shown in Figure 15a. A thin slice with a thickness of 20 mm was
taken at both ends of the bloom. The center and diagonal quarter of each sample were
drilled to 10 mm depth by alloy drills with a diameter of 5 mm. All the drillings were
analyzed by a carbon-sulfur analyzer. The carbon segregation index is defined as 4 C/(N1
+ N2 + W1 + W2), where C is the carbon content in the central position, N1, N2 and W1,
W2 are the carbon content in the quarter position near the inner and outer arc diagonal,
respectively. Figure 15b is the distribution of the central carbon segregation degree of
bearing steel bloom. It can be seen that the central segregation degree of each condition
distributes non-uniformly. Without HR optimization, the carbon segregation degree of the
1 # center of the bloom cross section is 1.23, the carbon segregation degree of the 2 # center
is 1.11, and the average carbon segregation degree is 1.17. After optimized HR, the average
central carbon segregation degree of the bloom cross section decreases from 1.17 to 1.15. It
shows that the optimized HR can improve the central segregation of the bloom.

Figure 15. Schematic diagram of (a) sampling positions and (b) comparison of carbon segregation at
different positions.

4. Conclusions

In this study, the solidification heat transfer model of 380 mm × 450 mm GCR15 bear-
ing steel bloom was established and verified. On this basis, a thermal-mechanical coupling
model was established. Based on the above two models, the reasonable reduction location
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and reduction amounts were discussed and determined to optimize the macrosegregation
of bloom. Thereafter, plant trials were conducted to verify the effect of the optimized HR
on the inner quality of the bloom.

The following conclusions can be drawn.

(1) The solidification end point of 380 mm × 450 mm bearing steel bloom is 23.13 m from
the meniscus. When the casting speed changes 0.01 m/min, the solidification end
point changes 0.51 m. For every 15 ◦C change in superheat, the liquidus end-point of
the bloom changes by 0.5 m, and the solidification end point changes by 0.32 m.

(2) The central solid fraction of the solidification end of the 380 mm × 450 mm bearing
steel bloom at the position of the 1 #~9 # pressure roller is 0.45, 0.51, 0.6, 0.71, 0.9, 1,
1,1, and 1, respectively. After optimizing HR, the central solid fraction range of the
bloom reduction position is 0.6~1, the required reduction roller range is 3 #~7 #, and
the distance to the meniscus is 20.82 m~24.97 m.

(3) When the central solid fraction of 380 mm × 450 mm bearing steel bloom is 0.6, 0.71,
and 0.9, the radius range of the high-incidence area of solidification front crack is
41 mm ≤ r ≤ 55 mm, 31.6 mm ≤ r ≤ 44.6 mm, and 0 ≤ r ≤ 19 mm, respectively.

(4) After optimization, the total reduction amounts of HR is 30 mm, and the reduction of
3 #~7 # rollers are 4 mm, 5 mm, 9 mm, 7 mm, and 5 mm respectively. The reduction
will not make the bearing steel bloom solidification front crack.

(5) The results of plant experiments show that the optimized HR can effectively improve
the macrosegregation of bearing steel GCR15 bloom. The average carbon content in
the V segregation channel is reduced from 1.2% to 1.16%, and the average carbon
content in the non-channel is increased from 0.93% to 0.95%. Meanwhile, the central
carbon segregation degree decreased from 1.17 to 1.15.
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Abstract: A Cellular Automaton-Finite Element (CAFE) model and a secondary dendrite arm spacing
(SDAS) model are established to study the evolutionary behavior of the macrostructure and the
secondary dendrites on a 295 × 2270 mm2 slab cross-section of experimental steel, respectively. The
relationship between the element content, SDAS, equiaxed crystal ratio (ECR) and macrosegregation
in continuously cast experimental slabs was studied comprehensively. It is found that with the
increase in carbon content, the ECR increases at first and then decreases, and the ECR reaches the
maximum value when the carbon content is 0.3%. With the increase in carbon content, the SDAS and
average grain size of the equiaxed crystal zone increase, whereas the Si and Al content evidently
affects the SDAS and average grain size of the equiaxed crystal zone to a greater extent than the
Mn content. In addition, the SDAS can be reduced by reducing the content of C and Si within the
acceptable range of alloy composition.

Keywords: CAFE; secondary dendrite arm spacing; equiaxed crystal ratio; element content; macrosegregation

1. Introduction

The cast structure and segregation in continuously cast carbon steel billets can affect
the quality of finished products [1]. The solidification microstructure is closely related
to the quality and properties of the casting products [2], and macrosegregation is closely
related to the macro- and micro-solidification structures [3,4]. Both primary dendritic arms
spacing (PDAS) and SDAS are significant parameters that characterize the solidification
structure [5]. Centre segregation is chiefly caused by the interdendritic liquid rich in
impurity elements flowing along V-channels and towards the centerline [6]; the fluid flow
in the interdendritic channels depends on the PDAS and SDAS, and the smaller the PDAS
and SDAS, the denser the solidification microstructure of the bloom, which can contribute
to reducing the occurrence frequency of center segregation [7].

The main factors affecting dendrite spacing include the dendrite growth rate, cooling
rate, temperature gradient, local solidification time, and steel composition [8,9]. Many
studies on the effect of the CC process parameters on the SDAS and ECR have been car-
ried out using experimental and numerical simulation methods [10–12]. In the bloom
continuous casting process, the major factor influencing the values of SDAS in different
locations of a bloom is the local cooling rate under the condition of defined alloy elements
composition [13]. Therefore, in the continuous casting process, under the same specific
water flow, the main factor affecting the PDAS and SDAS of the billet is the steel compo-
sition. However, there are few studies on the influence of element content on the ECR
and SDAS in the billet [8,10,14], especially the impact of C content on the ECR [15,16]. In
addition, there are fewer studies on slabs, especially on the effect of element content on
the ECR. To study the effect of element content on the ECR and SDAS, it is necessary to
ensure that the slab has the same continuous casting process parameters. The continuous
casting process for five kinds of steel is studied with an industrial experiment, and the
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macrostructure and microstructure of different kinds of steel are analyzed. Compared with
previous research, the influence of element content on the slab microstructure is further
studied by numerical simulation.

In the present study, the CAFE model of ProCAST was used to predict the solidification
process of different slabs with an area of 2270 × 295 mm2, based on the continuous casting
production process conditions. The solidification structure of the continuous casting slab
was numerically simulated, and the microstructure of the slab during the solidification
process was analyzed and verified by nail shooting, surface temperature measurement,
and acid etching experiments. The effect of C content on the ECR is studied. Based on
the simulation of the slab temperature field, a SDAS model was established. Combined
with the PDAS model, the effect of element content on the SDAS and grain size of the
equiaxed zone is investigated. Then, the macrostructure, microstructure, and carbon
segregation in different slabs are analyzed. The influences of element content on the
ECR, SDAS, and carbon segregation are further studied. Finally, ways to reduce carbon
segregation are suggested.

2. Model Descriptions

2.1. Solidification Heat Transfer Model

When establishing the slab solidification model, in order to ensure the accuracy of
the calculation process, it is necessary to remove some secondary factors that have little
effect on the model. According to the heat transfer characteristics of continuous casting
slabs and the actual production situation, the following assumptions are made in the
mathematical model [17]:

(1) Heat transfer along the casting direction is ignored.
(2) The effect of the fluid flow of molten steel on the internal heat transfer and structure is

ignored during the calculations.
(3) The heat transfer of each part of the secondary cooling zone is uniform, and the

heat transfer coefficient can be used to describe the heat exchange of the slab in the
secondary cooling zone.

(4) The heat transfer in the mold is calculated by the average heat flux.
(5) The influence of mold vibration and protective slag film on heat transfer was ignored.

Equations (1) and (2) are the two-dimensional heat transfer governing equations for
slab continuous casting.

∂

∂x

(
λ

∂T
∂x

)
+

∂

∂y

(
λ

∂T
∂y

)
= ρ

∂H
∂T

(1)

H =
∫ T

0
CPdT + L ( 1 − f s ) (2)

where T is the temperature, t is the time, ρ is the liquid density, CP is the heat capacity, λ is
the effective thermal conductivity, L is the latent heat of fusion, and fs is the solid fraction.

2.2. Nucleation Model

In 1989, Rappaz [18] proposed a continuous nucleation model based on the Gaussian
distribution, as shown in Equations (3) and (4):

n(Δ T) =
∫ ΔT

0

dn
d(Δ T)

d(Δ T) (3)

dn
d(ΔT)

=
nmax√
2πΔTσ

exp
[− (ΔT − ΔTn)

2

ΔTσ
2

]
(4)

where ΔT is the undercooling, K; nmax represents the maximum nucleation density, the
unit of volume nucleation density is m−3 and the unit of surface nucleation density is m−2;
ΔTσ is the standard deviation undercooling, K; ΔTn represents the mean undercooling, K.
The compositions of the experimental steels are shown in Table 1. The surface and volume
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nucleation (ΔTS, ΔTV), standard deviation undercooling (ΔTS,σ, ΔTV,σ), surface and volume
nucleation density (nS, nV), and the liquidus and solidus temperature of the experimental
steels are shown in the Table 2.

Table 1. Chemical compositions (mass%) of the slab under investigation.

Steel C Si Mn P S Cr Al

S-1 0.1319 0.3639 1.4767 0.0182 0.0021 \ \
S-2 0.1557 0.1326 0.5548 0.0168 0.0039 \ \
S-3 0.1657 0.2802 1.4503 0.0184 0.0026 \ \
S-4 0.3994 0.3071 1.4604 0.0198 0.0027 1.9 0.0153
S-5 0.4878 0.2056 0.5308 0.0145 0.0026 0.0215 0.0189

Table 2. Nucleation parameters of CAFE model.

Parameters ΔTS (K) ΔTS,σ (K) nS ΔTV (K) ΔTV,σ (K) nV α2 α3 Liquidus (◦C) Solidus (◦C)

S-1 1 0.1 1 × 108 2.5 1 3.0 × 109 2.022 × 10−6 9.413 × 10−6 1513 1477
S-2 1 0.1 1 × 108 1.9 1 3.0 × 109 5.227 × 10−6 1.630 × 10−5 1519 1483
S-3 1 0.1 1 × 108 2.6 1 3.0 × 109 2.645 × 10−6 8.105 × 10−6 1511 1473
S-4 1 0.1 1 × 108 4.0 1 3.0 × 109 1.551 × 10−6 1.412 × 10−6 1488 1431
S-5 1 0.1 1 × 108 5.0 1 3.0 × 109 1.639 × 10−6 1.189 × 10−6 1489 1424

2.3. Dendrite Tip Growth Kinetics Model

In continuous casting, dendrite tip growth kinetics, namely the KGT model [19,20],
are used to calculate the growth kinetics of columnar crystals and equiaxed crystals. Based
on the marginal stability criterion, Equation (5) is obtained:

V2 π2Γ

P2D2 +V
mC0(1 − k0)

D[1 − (1 − k0)Iv(P)]
+G = 0 (5)

where V is the dendritic tip growth rate, m·s−1; Γ represents the Gibbs–Thomson coefficient;
P is the solutal Peclet number; D is the solute diffusion coefficient; m is the liquidus slope;
C0 is the nominal concentration; k0 is the partition coefficient; G is the temperature gradient;
Iv(P) is the Ivantsov function, Iv(P) = Pexp(P)E1(P), and E1 is the exponential integral.

In the actual calculation process, to accelerate the calculation process, the KGT model
is fitted to obtain the following equation (Equations (6)–(8)) [21]:

V(Δ T) = α2ΔT2+α3ΔT2 (6)

α2= [
−ρ

2mC0(1 − k)2Γk
+

1
mC0(1 − k)D

] D2

π2Γ
(7)

α3 =
D

πΓ
· 1

(mC 0)
2(1 − k)

(8)

where α2 and α3 are the fitting polynomial coefficients of dendrite tip growth kinetic param-
eters, and the units are m·s−1·K−2 and m·s−1·K−3, respectively; and ρ is the density of steel.

Five processed steels are selected in the current experimental study. Their chemical
compositions (in mass%) are listed in Table 2. The distribution coefficient k, liquidus slope m,
solute diffusion coefficient D [22] and Gibbs–Thompson coefficient Γ [23] of Fe-X alloys are
shown in Table 3.
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Table 3. Liquidus slope, solute partition coefficient, diffusion coefficient, and Gibbs–Thompson
coefficient of binary Fe-X steels.

Steel Parameters

Element
C Si Mn P S Cr Al

S-1
k 0.16 0.58 0.72 0.33 0.045 / /

m/K·(wt.%)−1 −84.78 −17.37 −5.1 −29.09 −44.16 / /

S-2
k −79.8 0.16 −5.2 −27.2 −38.0 / 4.0

m/K·(wt.%)−1 0.17 0.60 0.72 0.29 0.03 / 1.13

S-3
k −80.7 −16.7 −5.2 −28.4 −38.4 / /

m/K·(wt.%)−1 0.16 0.56 0.71 0.26 0.03 / /

S-4
k −87.2 −16.7 −5.3 −32.3 −44.9 −1.7 5.0

m/K·(wt.%)−1 0.16 0.61 0.71 0.25 0.06 0.89 1.22

S-5
k −88.1 −17.2 −5.2 −30.8 −48.4 / 3.9

m/K·(wt.%)−1 0.17 0.60 0.70 0.30 0.05 / 1.19

All
D × 10−9/ m2·s−1 11 3.5 2.4 1.9 3.9 3.0 3.0

Γ/m·K 3 × 10−7

2.4. SDAS Model

Pequet et al. [24] established a SDAS model at the mushy zone, as follows (Equation (9)):

λ2= [M(t)t f
]1/3 (9)

where λ2 represents the SDAS, M(t) is the SDAS factor which mainly depends upon the
properties of the alloy elements, and tf is the local solidification time (LST).

3. Solution Conditions and Model Validation

3.1. Geometric Model

The solidification process of the slab is simulated by the thin-slicing method. In order
to save computing time and simplify the calculation process, half of the slab section is used
for calculation, and the slice size is 1135 mm × 295 mm × 10 mm. Then, ProCAST software
is used for grid division. The geometric model and mesh are shown in Figure 1.

 

Figure 1. Information about geometric model.
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3.2. Selection of the Calculation Parameters
3.2.1. Thermal properties of the Material

The thermal conductivity, density, enthalpy, and solid fraction can be obtained from
the ProCAST software database according to the steel compositions. The thermal properties
of different steels are shown in the Figure 2.

Figure 2. Variations in the thermo−physical parameters of steels with temperature: (a) thermal
conductivity; (b) enthalpy; (c) density; (d) solid fraction.

3.2.2. Initial Condition and Calculation method for Boundary Conditions

The initial condition is given by Equation (10):

T0= TC (10)

where T0 is the initial temperature, K; and TC is the casting temperature, K.
In the mold, the heat flux was calculated using Equations (11) and (12) [25]:

qm= (2.688 − β
√

t) × 106 (11)

β =
1.5 × (2.688 × 106 − qc

)
√

lm/v
(12)

where qm is the heat flux of the crystallizer, W·m−2; β is a coefficient depending on the
mold cooling conditions, W·m−2·s−1/2; qc is the average heat flux in the mold, W·m−2;
lm is the effective length of the mold, m; t is the time in the mold, s; and v is the casting
speed, m·s−1. The lengths, the boundary conditions, and the relevant formulas of the
foot roller section, secondary cooling zone, and air-cooling zone are shown in Table 4.
In addition, when the superheat is 20 ◦C and the specific water ratio is 0.32 L/kg, the
water amounts at different sections are shown in Table 3. hf and hk are the heat transfer
coefficients of the foot roller section and the secondary cooling zone, W/(m2·K); W is
the water flow rate, L/(m2·s); Tw is the temperature of the environment, K; α and β are
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the correction factors; ε is the radiation coefficient; and σ is Stefan–Boltzmann constant,
5.67 × 10−8 W/(m2·K4).

Table 4. Parameters and relevant computational formulas at different sections of the secondary
cooling zone.

Secondary Cooling Zone Length, m Water Flow Rate, L·min−1 Computational Formula

Foot roller section (W) 0.29 72.6 hf = α·[581W0.541(1 − 0.0075TW)
Foot roller section (N) 0.89 182.7

L2 3.45 174.2

hk = γ·(130 + 350W)

L3 1.87 123.5
L4 2.14 66
L5 2.13 31
L6 9.2 66.2
L7 2.36 28.5
L8 22.68 68.75

Air cooling zone / qa = εσ(T4 − Ta
4) ε = 0.85/(1 + exp(42.68 − 0.02682Ts)0.0115) [26]

3.3. Model Validation
3.3.1. Validation of Heat Transfer

In this paper, the accuracy of the solidification heat transfer model is verified by the
nail shooting experiment. The installation position of the nail shooting device is at the
end of segments 8, 9, and 10 of the caster (the distances from the meniscus are 24.63 m,
27.22 m, and 29.77 m, respectively), which are located above one quarter of the broad
surface of the slab, and the length of the nail is 200 mm. The nail shooting position is shown
in the Figure 3.

Figure 3. Nail shooting position.

During the experiment, nails with sulfur (S) are hit into the solidifying slab, the nail
tip is melted in the molten steel, and then the S is rapidly distributed into the molten
steel. The thickness of the solidified shell can be judged by the diffusion of sulfur in the
slab. As can be seen from the acid pickling results in Figure 4a, the liquid zone thickness
at the end of segment eight is 30 mm, the actual shell thickness is 132.8 mm, and the
simulated shell thickness is 132.5 mm, with an error of 0.23%. The measured value agrees
well with the calculated value. The nails at the end of the ninth and tenth segments do not
melt in the slab, and sulfur diffusion does not occur, so it is concluded that the slab has
completely solidified when it enters the ninth segment. To further confirm the accuracy of
the simulation results, the surface temperature measured at one quarter of the broad surface
of the slab is compared with the simulation results, as shown in Figure 5. It can be seen
that the error between simulated temperature and the measured temperature is within 4%.
The absolute error is not more than 40 K, which indicates that the processing of the model
boundary conditions is close to the actual continuous casting process. The simulation
accurately reflects the solidification characteristics of the slab continuous casting process.
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Figure 4. Photographs of sulfur printing samples for nail shooting experiments on S-4 steel: (a) The
end of segment 8; (b) the end of segment 9; (c) the end of segment 10.

Figure 5. Comparison of the calculated temperature of the slab narrow side center and of the shell
thickness with measured values.

3.3.2. Validation of Solidification Structure

Figure 6 shows the comparison of the numerical and experimental solidification
structures of S-1 steel. Different colors in Figure 6 represent grain orientation. The ECR of
the slab is about 24.41%, while the calculated ECR is also 25.42%. The experimental and
simulated equiaxed crystal ratios are almost identical, which indicates the model used in
this study can better simulate the evolution of the solidification structure of the slab, and
that the model used is reasonable.
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Figure 6. Comparison of numerical and experimental structures of S-1 steel.

To further prove the accuracy of the model, the solidification structure of S-5 steel
is simulated under the same continuous casting industrial parameters as S-1 steel. The
solidified structures after pickling and simulation are shown in Figure 7. It can be seen
from the figure that there are basically no equiaxed crystals in Figure 7a,b, indicating that
the model and the actual situation have reached a good correspondence.

 

Figure 7. Comparison of the numerical and experimental structures of S-5 steel: (a) simulated
solidification structure (b) experimental solidification structure

3.3.3. Validation of SDAS Model

Nine samples are taken from the surface to the center of the slab, as shown in Figure 8.
The etching solution, V(HNO3):V(C2H6O) = 5:95, is used to etch the dendrite and observed
under a metallographic microscope. The average SDAS of each sample is measured at
50 times magnification. Micrographs of the samples are shown in Figure 9.
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Figure 8. Schematic diagram: Samples for SDAS.

 

Figure 9. Dendritic microstructure from surface to center in bloom cross-section for S-4 and S-5,
(a) S-4, 10 mm, (b) S-4, 40 mm, (c) S-5, 100 mm, (d) S-5, 120 mm.

Marrero and Galindo [8] studied four kinds of steel with different compositions and
fitted an empirical formula suitable for low alloy steel and high alloy steel through the
ordinary least squares, which can be expressed as Equation (13):

λ2= t f
1/3[70(%C) + 50(%Si)− 0.178(%Mn)− 430(%Al)+0.755(%Ni)− 3.42(%Cr)

]
(13)

According to Equations (9) and (13), the M(t) of different steel grades in this study
were calculated by a simple model, such as Equation (14):

M(t)1/3= [70(%C) + 50(%Si) − 0.178(%Mn)− 430(%Al)+0.755(%Ni)− 3.42(%Cr)] (14)
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The comparison between the SDAS values calculated by the model and the measured
ones is shown in Figure 10. It can be seen that there is little difference between the calculated
results and the measured results. In the continuous casting process, with the increase in the
cooling rate, the SDAS decreases. On the surface area of the slab, the SDAS is small because
the cooling intensity in the mold and the foot roll zone is large, and the cooling rate is high.
In the interior, the SDAS is larger due to the slower cooling rate. When the distance from
the surface of the slab increases to 115–147.5 mm, the SDAS becomes stable and reaches the
maximum value near 125 mm, then decreases slowly.

Figure 10. Comparison between calculated and measured SDAS: (a) S-4; (b) S-5.

4. Results and Discussion

4.1. Effect of Alloying Elements on the Solidification Structure of the Slab

The influence of carbon content on the ECR of the billets is shown in Figure 11 [27].
When the carbon content in steel is 0.09%, the peritectic reaction occurs. At this time, the
mushy zone is short and the temperature gradient increases sharply, which is conducive to
the growth of columnar crystals. When the carbon content in the steel is between 0.1% and
0.53%, δ-Fe is formed by solidification, and the rest of the molten steel is transformed into
γ-Fe by the peritectic reaction. Consequently, the Fe-C equilibrium phase diagram can be
used to derive ferrite/austenite fractions during solidification by simply applying the lever
rule. The ECR reaches the maximum value when the carbon is 0.3%.

Figure 11. Effect of carbon content on the equiaxed grain ratio of billets [27].
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The solidification microstructures of general steel are significantly influenced by the
carbon content. To further verify the effect of C content on the ECR, the steels with C
contents of 0.20 wt%, 0.25 wt%, 0.30 wt%, and 0.35 wt% were numerically simulated. The
composition of the simulated steels is shown in Table 5. The nucleation parameters and
growth parameters are shown in Table 6. The simulated solidification structures of different
steels are shown in Figure 12. The comparison of the simulation results and calculation
curves showing the effect of C content on the ECR of the slab are shown in Figure 13.
It can be seen that when the carbon content is 0.1657 wt%, 0.2 wt%, 0.25 wt%, 0.3 wt%,
0.35 wt%, and 0.3994 wt%, the ECR is 28.14%, 32.20%, 35.60%, 37.63%, 36.27%, and 26.44%,
respectively. This indicates that with the increase in carbon content, the ECR increases
at first, then decreases. For alloys with a carbon content of 0.09 wt% to 0.17 wt%, due to
the large amount of ferrite, a part of the ferrite remains after the peritectic reaction. At
the same time, the amount of austenite is relatively small, so the ECR rapidly increases.
With the further increase in carbon content, the ferrite content decreases continuously,
and the growth rate of the equiaxed crystal ratio decreases. When the carbon content is
about 0.3 wt%, the ECR reaches the maximum value. The austenite content formed by the
peritectic reaction increases continuously as the carbon content increases from 0.3 wt% to
0.53 wt%, and the heat flow increases continuously, which promotes the growth of columnar
crystals. When the carbon content is about 0.53 wt%, the ECR reaches the lowest value.

Table 5. Chemical compositions (mass%) of simulated steel.

Steel C Si Mn P S

C-0.20 0.2 0.2802 1.4503 0.0184 0.0026
C-0.25 0.25 0.2802 1.4503 0.0184 0.0026
C-0.30 0.3 0.2802 1.4503 0.0184 0.0026
C-0.35 0.35 0.2802 1.4503 0.0184 0.0026

Table 6. Nucleation parameters of CAFE model.

Parameters ΔTS (K) ΔTS,σ (K) nS ΔTV (K) ΔTV,σ (K) nV α2 α3

C-0.2 1 0.1 1 × 108 2.8 1 3.0 × 109 2.652 × 10−6 6.300 × 10−6

C-0.25 1 0.1 1 × 108 3.0 1 3.0 × 109 2.572 × 10−6 4.535 × 10−5

C-0.30 1 0.1 1 × 108 3.2 1 3.0 × 109 2.412 × 10−6 3.402 × 10−6

C-0.35 1 0.1 1 × 108 3.4 1 3.0 × 109 2.230 × 10−6 2.634 × 10−6

Marrero and Galindo [8] used the operation data of the billet caster, such as casting
speed, steel temperature, and cooling conditions of the spray zone, to predict the dendrite
structure of the solidified steel. For this purpose, semi-empirical equations to calculate
primary and secondary arm spacing were derived from uni-directional solidification exper-
iments of steel samples with various compositions, as shown in Equation (15):

λ1 = R−1/4G−1/2[1990(%C) + 380(%Si) − 0.221(%Mn)− 9840(%Al) + 20(%Ni)− 40(%Cr) (15)

where λ1 is the PDAS, μm; R is the solidification rate, cm·s−1; and G is the thermal
gradient, K·cm−1.
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Figure 12. The simulated solidification structures of different slabs: (a) S-3; (b) C-0.20; (c) C-0.25;
(d) C-0.30; (e) C-0.35.
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Figure 13. Comparison of simulation results and calculation curves showing the effect of C content
on the slab ECR.

For equiaxed crystals, the PDAS is usually the grain diameter [28]. Therefore, the
PDAS is used to describe the grain size of the equiaxed crystal zone of the slab. The
corresponding values of the average grain size of the equiaxed crystal zone for each slab
are displayed in Figure 14. According to the Equation (15), it is obvious that the addition of
C, Si, and Ni increases the PDAS, while the addition of Mn, Al, and Cr decreases the PDAS.
C promotes the largest increases in PDAS, whereas Al produces the strongest diminution.
As for the role of Si and Mn, it is obvious that the coefficient affecting Si is one order of
magnitude larger than that of Mn, indicating that Si has a greater influence on the PDAS
than Mn. The average grain size of the S-2 steel is smaller than that of S-1 steel. This is
mainly due to the Si content of S-2 steel being less than that of S-1 steel; specifically, it is
one-third of that of S-1 steel. The simulation and experimental results show that with the
decrease in Si content, the ECR in the slab increases, the number of grains increases, and
the average grain radius decreases. Increasing Cr content can increase the ECR, reduce the
average grain size, and increase the number of grains. The increase in Mn content serves to
increase the ECR. Another important fact worth mentioning is that Mn element has little
influence on the average radius of the grains, which is in agreement with some results
published by other researchers [15,16].

Figure 14. Average grain size of the equiaxed zone of different steels.
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4.2. Effect of Alloying Elements on Macrosegregation

The comparison of the transverse and longitudinal morphologies of typical defects
of experimental steels is shown in Figure 15. The existence of V-segregation can be seen
from the cross section of the slabs after pickling. The V-segregation line will occur if
(1) equiaxed dendrite crystals grow large even while the molten steel pool remains large,
(2) columnar crystals grow to the vicinity of the central axis, and (3) the bridges are not
ruptured, thereby functioning as an effective filter against equiaxed dendrite crystals [1]. In
this actual production, under the cooling conditions described in this paper, the secondary
cooling intensity is large. The casting speed is very stable and the roll spacing is small,
which makes the bulging amount small and have little effect on the central segregation.
Therefore, the effect of bulging on central segregation is excluded. In a low-carbon steel slab,
small V-lines occur in large numbers, probably because the size of the equiaxed dendrite is
small, as shown in Figure 16. This is mainly because the solidification temperature range of
low-carbon steel is narrower than that of the medium-carbon steel, as shown in Figure 2d.
The equiaxed crystals have a short growth period, so that they cannot fully grow.

According to the solidification structure of the slabs, the slab can be divided into three
types. In Figure 15 (S-1) (S-3) (S-4), the columnar crystal is tiny and the equiaxed crystal
area is wide (about 25%). The columnar crystals occupy about 75% of the area, and there
are tiny pipes around the central axis. In Figure 15 (S-2), the average grain size is the
smallest, and the equiaxed crystal area is the widest (about 28%); no obvious V-segregation
line was observed, and the center porosity is characterized by the absence of pipes around
the central axis where a wide porous area is observed. In Figure 15 (S-5), the columnar
crystals are seen elongated and merging into branched columnar crystals which extend to
the vicinity of the central axis. In addition, cracks along columnar crystals are found on the
inner and outer arc sides.

The solid–liquid zone at the solidification front of the slab is called the mushy zone
of the slab. The mushy zone is composed of dendrites, which block the liquid flow in
the mushy zone. The solutes discharged from the solid phase at the solidification front
are macroscopically distributed in the mushy zone, forming the central segregation of the
slab. Dendrite arm spacing is the main micro-parameter affecting permeability [29]. The
calculation formula for permeability is usually the Kozeny Carman formula [30]:

KP =
λ2

2×(1 − fs
)3

180 × f 2
s

(16)

where KP represents the permeability of the solid–liquid zone, μm2. For the slab, the
solidification front is based on the position of zero strength temperature, which is generally
between 20–30 K above the solidus, and the corresponding solid fraction is 0.8 [31]. When
the solid fraction is 0.8, the permeability is proportional to the square of the SDAS, as
shown in Equation (16). With the increase in the SDAS, the permeability of the mushy
zone increases sharply. When the permeability is high, the solute is continuously enriched,
which increases macrosegregation.

In general, the dendrite spacing is the vertical distance between dendrites. The den-
drite growth morphology and SDAS determine the density and the morphology (columnar
crystal and equiaxed crystal) of the solidification structure. The size of the dendrite spac-
ing is closely related to macrosegregation, microcracks, and porosity in the solidification
structure. The SDAS curves of different slabs from the slab surface to the center are shown
in Figure 16. According to Equation (11), C and Si promote a larger increase in the SDAS,
and conversely Al produces the strongest decrease. As for the role of Mn, Ni, and Cr, it
is apparent that they have little effect on the SDAS. Although the C content of S-3 steel
is higher than that of S-1 steel, the SDASs of S-1 and S-3 steel are basically equal due to
the relatively high Si content of S-1 steel. Since the ECR of S-1, S-2, S-3, and S-4 steel are
not much different, the main factor affecting the macrosegregation of the slab is the SDAS.
The internal quality of the S-2 slab is significantly higher than that of the S-3 slab, which is
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mainly because smaller SDAS can reduce the frequency of central segregation. When the
SDAS is 100-220 μm, the dendrite belongs to a fine dendrite structure with a small dendrite
gap and a small volume fraction of enriched solute, which reduce the macrosegregation [32].
The internal quality of the S-1 slab is not much different from that of the S-3 slab, mainly
because the SDAS is not much different. Although the ECR of S-3 steel is higher than that
of S-1, the grain size of S-1 steel is smaller than that of S-3. For S-4 and S-5 steel, due to the
large SDAS, the slab has more serious central segregation, and for S-5 steel, due to its ECR
close to 0% and large grain size, the central segregation is most serious.

Figure 15. Central segregation rating of 295 × 2270 mm steel slabs: (a) S-1; (b) S-2; (c) S-3; (d) S-4; (e) S-5.
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Figure 16. SDAS at different positions from the slab surface of different slabs.

To quantitatively describe the macrosegregation, the carbon segregation index of
the slabs was quantitatively measured by chemical analysis of the drillings, as shown in
Figure 17. A carbon–sulfur analyzer was used to obtain the carbon content at different
locations in the slabs. The calculation formula for the C segregation index is as follows:

Ci =
C
C0

(17)

where C represents the carbon content of the drillings, and C0 is the carbon content of the
liquid steel in the tundish.

Figure 17. Carbon segregation sampling schematic.
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The comparison of the carbon segregation index between S-1, S-2, and S-3 billets is
shown in Figure 18. As shown in Figure 18, the carbon segregation degree ranges from
0.971 to 1.085 and the standard mean deviation is 0.035 for the S-2 slab, and the carbon
segregation degree decreases to 0.890–1.077 and the standard mean deviation is 0.042 for the
S-3 slab. It can be seen that the carbon segregation at the center of the S-2 slab is 0.972, and
the carbon segregation of the S-3 slab is 1.077. In addition, the standard average deviation
of the carbon segregation of the S-2 slab is 0.038. This is basically consistent with the results
of our previous analysis. The quality rate of the S-1 slab is better than that of the S-3 slab,
mainly because the grain size of the S-3 slab is larger. The final results show that decreasing
the SDAS and average grain size can improve the central segregation of the slab.

Figure 18. Comparison of carbon segregation index between the S−1, S−2, and S−3 slab.

5. Conclusions

The effect of element content on solidification structure, SDAS, average grain size
and macrosegregation in continuously cast 295 mm × 2270 mm experimental steels was
investigated by physical experiments, numerical simulations, and industrial trials. Based on
numerical simulations and experiments, the effect of element content on the solidification
process, macrostructure, and SDAS were investigated, and the following conclusions can
be obtained.

(1) The heat transfer model is established and verified by surface temperature measure-
ments and the nail shooting test. Based on the temperature field, the solidification
structure of different slabs is simulated, which is in good agreement with the results
of macro-etch experiments. The SDAS model for experimental slabs was obtained,
and the calculated value of the model is in good agreement with the value obtained
through metallographic observation.

(2) With the increase in carbon content, the ECR increases at first, and then decreases.
The ECR reaches the maximum value when the carbon content is 0.3%. When the
carbon content is about 0.53 wt%, the equiaxed crystal rate reaches the lowest value.
Therefore, in the actual production, within the acceptable range of carbon content, the
content of C can be controlled by this rule to improve the ECR.

(3) The SDAS increases with the increase in C and Si content. Compared with S-2 steel,
the degree of central segregation in S-1 steel is lower. The effect of Si content on SDAS
is second only to that of C content. Properly reducing Si content can reduce SDAS and
effectively reduce central segregation.
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(4) The average grain size of the equiaxed crystal zone can be expressed by the primary
dendrite spacing, which is closely related to the element content. Additions of C, Si,
and Ni increase the arm spacing, while additions of Mn, Al, and Cr diminish them.
C promotes the largest increases in PDAS, and conversely Al produces the strongest
diminution. The grain size of the equiaxed zone can be controlled by controlling the
alloying content to reduce the macrosegregation.

(5) The macrosegregation is closely related to the SDAS, ECR and average grain size.
Smaller SDAS can make the solidification structure more compact, and a high ECR
and small grain size can reduce macrosegregation.
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Abstract: Thermal distortion during the initial stages of solidification is an important cause of
surface quality problems in cast products. In this work, a finite element model including non-linear
temperature-, phase-, and carbon-content-dependent elastic–viscoplastic constitutive equations is
applied to study the effect of steel grade and interfacial heat flux on thermal distortion of a solidifying
steel droplet. Due to thermal contraction, the bottom surface of the droplet bends away from the chill
plate and a gap forms. It is shown that, regardless of the nature of the heat flux, the gap forms and
grows the most very early during solidification (~0.1 s) and remains almost unchanged afterward.
Increasing the heat flux decreases the time for evolution of the gap and increases its depth. When the
carbon content is less than 0.10%C, the gap depth is very sensitive to the heat flux, but for higher
carbon contents, this sensitivity is much weaker. The highest gap depths are predicted in ultra-low
carbon (0.003%C) and peritectic steels (0.12%C), and agree both qualitatively and quantitatively
with the experimental measurements. Thus, the current thermal-mechanical model, including its
phase-dependent properties, captures the mechanism responsible for nonuniform solidification,
depression sensitivity and surface defects affecting these steels.

Keywords: solidification; peritectic steel; thermal distortion; thermo-elasto-viscoplastic model

1. Introduction

Continuous casting technology is the primary method of producing semi-finished steel
products, and over 96% of the world’s steel is made using this process [1]. One of the most
important features of continuously cast strands is their surface quality, which is mainly
controlled by initial solidification at the meniscus [2–4]. In this region, the solidifying shell is
subjected to complicated thermal and mechanical loading conditions [5] which may lead to
formation of surface defects such as depressions [6], oscillation marks [7,8], and cracks [9,10].

Understanding the root causes of surface defect formation is the main key to control
the strand surface quality [11,12]. It is well known that steel grade is the most critical
parameter that affects depression severity [4,11,13,14]. Ultra-low carbon steels (<0.005%C)
suffer from poor surface quality [5], and steels which undergo the peritectic transformation
(~0.09 < %C <~0.17) and experience “peritectic behavior” [15] exhibit the deepest surface
depressions, with a peak in severity typically observed around 0.10%C [16,17], depending
on the other alloying elements [15]. Surface depressions during steel solidification are
responsible for many other surface defects [18–21] and often have been attributed to the
shrinkage associated with the δ-ferrite to austenite solid-state phase transformation [22].

During continuous casting, initial solidification at the meniscus is influenced by
many complicated transient phenomena such as mold oscillation [21], slag infiltration [23],
movement of the slag rim [24], turbulent fluid flow [25], liquid surface level drops [26],
liquid overflow of the shell tip [27], and surface tension effects [28], in addition to the
high local heat flux and thermal distortion [11]. These all cause transient changes to the
meniscus shape and affect the final shape of the surface of the solidified shell including
surface depressions [5]. Thus, it is almost impossible to isolate the effect of thermal
deformation due to phase transformation on the final surface shape. To this end, laboratory
experimental methods have been developed to characterize the surface shape variations
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with steel grade during initial solidification, such as the “dip test” [29] in which a copper
chill block is immersed into a liquid steel bath for a short time. Visualizing and measuring
the roughness of the thin steel shell that solidifies onto the plate provides an indication of
the susceptibility of the steel grade to surface depressions during casting. Another simple
experiment, the “droplet test”, was proposed by Dong and coworkers [30–32] in which a
small liquid steel droplet is placed on a chill plate and the free deformation of the bottom of
this droplet is measured. In spite of its differences with the actual production method, the
effect of steel grade on the surface shape was found to match with experience in commercial
continuous casters. Thus, the effect of thermal distortion on solidifying shell shape under a
sharp temperature gradient can be isolated and studied using the droplet test.

Previously, the droplet test was used to investigate the effect of carbon content on free
deformation during steel droplet solidification [31]. Small liquid steel droplets of 4–8 g
were levitated and dropped 35 mm onto a water-cooled chill plate made of either graphite
for slow cooling, or copper for fast cooling. After solidification and cooling to room tem-
perature, the bottom surface of the droplets took a parabolically-curved shape, indicating
that a gap formed between the bottom surface and the chill plate. The bottom surface of
each solidified droplet was fitted to a parabola and the curvature was characterized with a
single fitting parameter, Nd:

gap = NdR2 (1)

where R is the horizontal distance from the center of the droplet bottom surface. The
curvature of the bottom surface was measured for different grades and droplet sizes [31,32].
It was found that the bottom surface curvature is controlled by the composition, with two
peaks: at near pure iron (carbon content is almost zero) and at around 0.12%C. Positive
curvature (gap increasing with R) was observed in all small droplets with < 0.6%C. In
addition to steel grade, the heat transfer rate between the solidifying droplet and chill plate
has a great effect on thermal distortion. The measured curvatures of the droplet bottom
surface solidified onto a copper chill plate are much larger than those on a graphite chill
plate, especially with peritectic steels [31,32]. This is because the average heat transfer
coefficient at the steel shell/graphite chill plate interface is about one third of that at the
steel/copper interface [31].

Several computational models of thermal-mechanical behavior of steel during initial
solidification have been developed in previous works [26,33–44]. Analytical solutions of
thermal stress during solidification have predicted air gap formation during the casting
process, including the effects of mold taper and superheat, but these simple models neglect
the effects of alloy solidification range, solid-state phase transformations, plasticity and
creep [35,36,39]. Advanced computational models based on numerical methods such as
the finite element method, are able to include these effects with realistic temperature-
dependent thermal and mechanical properties. Several such models have investigated gap
formation during steel continuous casting in the mold [26,41–43,45–52], and many of them
have shown that shell shrinkage is greatest towards the mold corners, which generates
large gaps between the shell and mold there [42,43,45–47]. These gaps become filled
with mold flux, [40,47] leading to lower heat transfer [40], hot spots [41] and longitudinal
depressions [45,47] on the shell surface in the off-corner regions of the strand. Shell
shrinkage in the mold was found to decrease with increasing casting speed, owing to the
decreased time in the mold, leading to a hotter, thinner shell, [42] so less taper is required
to compensate for the shrinkage [53].

Other such thermal-mechanical finite-element models have been applied to investigate
sudden liquid level drops during the continuous casting process on thermal distortion
of the shell during initial solidification and surface depression formation [26,33]. These
models showed that shell tip distortion increases with increasing level drop and is largest
for ultra-low carbon and peritectic steels [26,33].

Parkman et al. [34] simulated thermal distortion of solidifying steel droplets with an
elastic-viscoplastic finite element model including the effect of phase transformation strains.
Simulations showed that the gap forms and reaches its maximum depth at very early stages
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of solidification (within 0.1 s). Based on temperature measurements during the droplet
test [31], the heat transfer coefficient dropped suddenly from 17.8 to 5.0 kW/m2K. The
transition was postulated to occur when the solid layer gained sufficient strength to support
the ferrostatic pressure and bend away from the chill plate [30,31]. Suddenly dropping
the heat transfer coefficient in the simulation from 20 to 5 kW/m2K after 0.05 s was found
to increase the droplet surface curvature (gap depth) [31]. Increasing the heat transfer
coefficient or decreasing the transition time both increased the gap depth [31]. Similar to
the experimental work in [31], their model investigation of the effect of carbon content
on gap depth revealed two peaks at nearly pure iron (0.003%C) and 0.12%C (peritectic
steel) [34]. However, despite predicting the gap depth trend with carbon content very
accurately, the magnitude of the simulated gap depths (surface curvatures) [34] was much
higher than measured [31].

The solid state δ→γ phase transformation has been established to be the main cause of
surface depressions and the associated surface quality problems in continuously cast steel
products. However, no previous fundamental model appears to be able to quantitatively
predict the steel surface shape under the heat transfer conditions of continuous casting.
Accurate prediction of the severity of surface depressions for a specific steel grade under
real conditions would enable appropriate action(s) to be taken at the caster to improve
surface quality. The aim of this work is to study the effects of steel grade (carbon content)
and heat flux conditions on shrinkage and thermal distortion of a solidifying steel droplet.
The same conditions as in the experimental droplet test [31] are used for the simulations,
and predictions of the curvature of the bottom surface of the droplet are validated with
the measurements. Furthermore, the effect on this behavior is investigated to reveal new
insights into thermal distortion during initial solidification.

2. Model Description

The computational model used in this work to model initial thermal-mechanical
behavior of steel during initial solidification, including the simulation domain, heat transfer
model, stress model, and solution details are described in this section.

2.1. Model Domain and Boundary Conditions

Thermal distortion of a steel droplet is simulated with a cylindrical domain for the
conditions of the experimental droplet test [31]. In the experimental study, 4 g steel samples
of 10 mm-diameter steel rod with different carbon contents were re-melted in a levitation
coil and dropped on the surface of a chill plate which was 35 mm below the coil. To
investigate the effect of heat flux on surface distortion, two different chill plates, (copper
chill (cc) and a graphite chill (gc)) were used [31]. In the current study, a two-dimensional
axisymmetric finite-element model is used to simulate the thermal-mechanical behavior of
the solidifying droplet. A micrograph of a typical solidified droplet is shown in Figure 1,
together with the simulation domain and its finite-element mesh in red, deformed (at
1:1 scale) to show the final distorted shape. The cylindrical domain has 5 mm radius and
6 mm height which weighs 4 g, considering the steel density of 7.8 kg/m3. The effect of
droplet size and shape is explored in the last section. Heat flux is applied uniformly on the
bottom surface and the other surfaces are insulated. There is no mechanical constraint on
the domain surfaces, so they can deform freely.

Thus, the surfaces are stress free, except for a surface traction equivalent to the gravi-
tational body force, ρgh, applied on the bottom surface. This effectively pushes the thin
solidifying steel shell towards the chill plate, according to the liquid pressure above it.
Applying this pressure at the bottom avoids convergence problems associated with loading
the weak liquid, while having negligible effect on the results.
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Figure 1. Cross section of the droplet showing the deformed simulation domain after solidification
(red mesh) superimposed on the real solidified droplet.

2.2. Heat Transfer Model and Applied Heat Flux

The two-dimensional transient heat conduction equation is solved for the temperature
field of the solidifying droplet in cylindrical coordinates:

ρ

(
∂H
∂t

)
= ∇·(k∇T) (2)

In this equation, ρ is temperature-dependent mass density, (kg/m3) H is temperature-
dependent specific enthalpy (J/kgK) which includes the latent heats of phase transforma-
tions, t is time (s), k is isotropic temperature-dependent thermal conductivity, (W/mK) and
T is temperature (◦C).

Heat flux is applied on the bottom surface in Figure 1, and the other three surfaces
are insulated. The initial temperature of the domain for each steel grade is set to be 10 ◦C
above the liquidus temperature (i.e., constant superheat) to facilitate fair comparison of
steels with different carbon contents.

As a curve fit of measurements on typical slab casters, [44] instantaneous heat flux
during continuous casting can be represented as a function of time by

.
qstandard = 6.36√

t+1.032
(MW/m2). This standard heat flux (SHF =

.
qstandard) and high heat flux (HHF = 2

.
qstandard)

conditions were used in this work to investigate the effect of heat flux during continuous
casting on thermal distortion. More realistically, the droplet usually experiences a transition
in heat flux (THF), where the heat transfer coefficient (h) in the heat convection equation
(

.
q = hΔT) drops (e.g., from 17.8 to 5.0 kW/m2K at 0.06 s) at the solid shell/chill plate

interface, once the solid shell starts to deform [32]. This sudden decrease of heat transfer
coefficient is due to the formation of an air gap at the shell/plate interface between the
solidifying steel shell and the chill plate. In order to compare the simulation results of this
work with the measurements in [31], the instantaneous heat flux for the validation cases
was set to suddenly drop from 3.2

.
qstandard to

.
qstandard at t = 0.06 s, which approximates

the time when the solid shell starts to bend away from the chill plate. This THF case was
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chosen to match exactly with the conditions of 17.8 to 5.0 kW/m2K at t = 0.06 s reported in
the experimental paper [31].

2.3. Stress Model

During solidification, strains are in the order of only a few percent, so it is reasonable
to adopt the small strain assumption. The mechanical behavior of the solidifying steel
droplet is governed by the quasi-static momentum balance equation:

∇·σ + b = 0 (3)

where σ is the second-order Cauchy stress tensor, and b is an applied body force which is
equal to zero in this work [43,44].

The total strain rate is divided into elastic (
.
εel), inelastic (

.
εie), thermal (

.
εth), and fluid

strain (
.
ε f l) components.

.
ε =

.
εel +

.
εie +

.
εth +

.
ε f l (4)

where inelastic strain includes the effects of time-independent plasticity and creep. The
fluid strain is the inelastic strain generated while the steel is liquid. Fluid strain represents a
measure of liquid feeding to accommodate thermal shrinkage of the solidifying shell. Stress
and strain are related by phase-dependent unified constitutive equations. The liquid phase
is considered as a perfectly-plastic material with elastic modulus of 1 GPa, Poisson’s ratio
ν = 0.3 and σyield = 10 kPa. The δ-ferrite phase is modeled with the Zhu modified power
law [44], and the austenite phase uses model III from Kozlowski [54]. Further details on the
formulation of this thermal-mechanical finite-element model are given elsewhere [43,44].

2.4. Phase Fractions and Thermal Properties

In this work, six steel grades with different carbon weight percent of 0.003%, 0.05%,
0.10%, 0.12%, 0.16% and 0.23%, were examined. The mass fractions of liquid, δ-ferrite, and
austenite (γ) for each steel are calculated as a function of temperature and steel composition,
using the lever rule, as plotted in Figure 2. The phase diagram used in this work is a pseudo-
binary phase diagram which is constructed based on 15 points in temperature-composition
space that changes with alloying elements [43]. A rule for multicomponent ternary systems
is applied in the non-equilibrium three-phase region [44]. In this model, complete mixing
of solute elements in the liquid phase and local equilibrium at liquid-δ, liquid-γ and
δ-γ interfaces is assumed to calculate phase fractions. Thus, non-equilibrium thermal
undercooling effects are neglected.

Temperature dependent properties include thermal conductivity, enthalpy, mass den-
sity and thermal linear expansion, as shown in Figure 3, and are calculated using the
method presented by Li and Thomas [43]. In mixed phase regions, specific heat, thermal
linear expansion, and enthalpy are calculated using a weighted average (mixture rule)
based on the mass fraction of the phases present at that temperature [43]. The thermal linear
expansion (TLE) function for each phase is obtained from measurements of the solid-phase
mass density [44,55] and liquid density [56]. Further details on the TLE calculation can be
found elsewhere [44].
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Figure 2. Phase fractions for six different examined steel grades: (a) Fe-0.003%C; (b) Fe-0.05%C;
(c) Fe-0.10%C; (d) Fe-0.12%C; (e) Fe-0.16%C, and (f) Fe-0.23%C.

Figure 3. Temperature-dependent properties of six steel grades investigated: (a) thermal conductivity;
(b) specific enthalpy; (c) mass density, and (d) thermal linear expansion.
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2.5. Numerical Details

ABAQUS/Standard (implicit) [57] was used to solve the governing equations in two
steps: the heat transfer analysis followed by the mechanical analysis. The ABAQUS user
subroutine DFLUX [58] was used to apply the heat flux boundary condition. The calculated
temperature field at each time step is an input to the mechanical analysis to calculate
the thermal strain. Four-node axisymmetric convection/diffusion quadrilateral elements
(DCCAX4) and 4-node hybrid, bilinear axisymmetric quadrilateral, constant pressure
elements (CAX4H) were used for the thermal and stress analyses, respectively. The time
step size varied from 0.0001 to 1 s, and was controlled to keep the maximum temperature
change per time step within 50 K.

2.6. Mesh Resolution study and Model Verification

The finite element mesh, shown in Figure 1, consists of 50 × 60 elements, with a
constant element size of 0.1 mm. This mesh refinement was chosen based on a convergence
study conducted for temperature, stress and distortion results for low-carbon steel. In this
study, LC steel (0.05%C) with standard heat flux was simulated with different element
sizes, (1, 0.5, 0.2, 0.1, and 0.05 mm), keeping the element aspect ratio (in radial r and height
z directions) fixed at 1 (square elements). Figure 4 shows results at the centerline symmetry
axis for the five different mesh refinement cases after 5 s of solidification with the SHF
cooling condition. Although larger elements (1, 0.5, and 0.2 mm) can accurately reproduce
the temperature history, shown in Figure 4a, a much more refined mesh is needed to
resolve the stress and strain behavior, shown in Figure 4b–d. The inelastic strain results,
shown in Figure 4c, are the least accurate, especially near the chill surface. Only meshes
with 0.2-mm elements or smaller (60 and 120 elements through droplet height) predict the
strain profile accurately. Results for these meshes with 0.1 mm and 0.2 mm elements all
match everywhere within 1%. Thus, the 50 × 60 element mesh, with 0.1 mm elements,
was chosen for the rest of this work. The model was also verified with the well-known
analytical solution for thermal stress during unconstrained plate solidification by Boley
and Weiner [59], as documented elsewhere [44].

Figure 4. Mesh convergence study results through droplet height at centerline symmetry axis for
low-carbon steel (0.05%C) at 5 s with SHF: (a) Temperature; (b) Radial-stress; (c) Radial inelastic
strain; (d) Radial fluid strain.
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3. Results

Carbon content and cooling conditions are investigated here as the main factors that
influence thermal distortion during steel solidification. The effects of these parameters on
temperature distribution, stress distribution and gap formation during solidification of the
steel droplet are discussed in the next sections.

3.1. Temperature Distribution

Figure 5a shows temperature profiles through the droplet height after 1 s of solidifi-
cation for different carbon contents and heat fluxes. For a given heat flux profile, it can be
seen that the temperature profile through the droplet for all the examined cases is almost the
same with temperatures within ~15 ◦C. This demonstrates how steel grade has little direct
effect on properties and heat transfer, for the same gap profile. Also, it is evident that the
temperature gradient with HHF is much steeper than SHF and THF after the transition to
lower heat flux. At very early times (≤0.06 s), the temperature gradient with THF is steeper.

Figure 5. (a) Temperature profile through the droplet height calculated at centerline symmetry axis
after 1 s of solidification for six steel grades and different heat fluxes, and (b) Evolution of bottom
surface temperature with time for steel with 0.003%C and different heat fluxes.

Figure 5b shows temperature evolution of the bottom surface for different heat flux
profiles, choosing 0.003%C steel as representative. With SHF and HHF, the surface temper-
ature decreases continuously with time, while with THF, the bottom surface temperature
increases by 94 ◦C after the drop in the heat flux. This reheating of the bottom surface takes
place because the heat from inside the droplet is conducted to the surface faster than it can
be removed. This demonstrates that such recoalescence behavior can be explained solely
by the droplet surface lifting up from the chill plate, and does not require nonequilibrium
undercooling during solidification (which is neglected in the current model).

Table 1 presents phase transformation temperatures for the 6 investigated alloys, in
addition to the time when the bottom surface reaches the solidus and δ→γ transformation
temperatures, the droplet solidification time when the top surface reaches the solidus
temperature, and the incubation time (introduced in Section 3.5). It takes 18 s, 8 s and
17 s for the bottom surface to reach 300 ◦C (final state at end of simulation) for the SHF,
HHF and THF cases. With THF, the sudden drop in heat flux which accompanies gap
formation results in surface reheating, thermal expansion of the surface layer, and a very
large increase in the gap depth for all steel grades.

The average heat transfer coefficient can be extracted from these results, based on the
bottom surface temperature in Figure 5b and choosing a chill plate temperature, such as
200 ◦C. From the instantaneous heat flux,

.
q = hΔT, the average heat transfer coefficient, h,

in the first 1 s is calculated to be 4.4 kW/m2 ◦C for SHF and 11.4 kW/m2 ◦C for HHF. With
THF, h drops from 16.8 to 4.7 kW/m2 ◦C after the first 0.06 s, which is very similar to the
experimental measurements for pure iron [31].

122



Metals 2022, 12, 1807

Table 1. Phase transition temperatures and times when droplet surfaces reach these temperatures for
six investigated steels at different cooling conditions.

Carbon
Content
(wt%)

Liquidus
Temp.
(◦C)

Solidus
Temp.
(◦C)

δ→γ Transfor-
mation Start
Temp. (◦C)

Heat
Flux
Case

Time Bottom
Surface Reaches

Solidus Temp. (s)

Time Bottom
Surface Reaches
δ→γ Temp.(s)

Incubation
Time (s)

Time Top Surface
Reaches Solidus

Temp. (s)

0.003%C 1532 1532 1393
SHF 0.01 0.38 0.40 4.3
HHF <0.01 0.08 0.05 2.4
THF <0.01 0.02 0.01 3.2

0.05%C 1528 1500 1445
SHF 0.05 0.19 0.52 4.7
HHF 0.01 0.04 0.15 2.7
THF <0.01 0.02 0.06 3.3

0.10%C 1525 1480 1481
SHF 0.09 0.09 0.30 4.8
HHF 0.02 0.02 0.10 2.7
THF 0.01 0.01 0.04 3.6

0.12%C 1521 1479 1494
SHF 0.08 0.05 0.26 4.8
HHF 0.02 0.01 0.07 2.7
THF 0.01 <0.01 0.03 3.7

0.16%C 1519 1470 1494
SHF 0.09 0.04 0.28 4.8
HHF 0.03 0.01 0.08 2.8
THF 0.01 <0.01 0.04 3.8

0.23%C 1514 1463 1491
SHF 0.12 0.03 0.57 5.8
HHF 0.03 0.01 0.21 2.9
THF 0.01 <0.01 0.06 3.8

3.2. Stress Distribution

Radial stress profiles through the droplet height at different times are presented in
Figure 6a for the 0.10%C steel and HHF cooling conditions. After 1 s of solidification, slight
tension is generated along the droplet surface due the cooling shrinkage, and the interior is
under slight compression. This may increase the risk of surface crack formation and this
issue is more severe in peritectic steels.

Figure 6. Radial stress profiles through the droplet height calculated at centerline symmetry axis.
(a) Evolution with time for 0.10%C steel with HHF, and (b) Final profiles for six examined steels and
different heat fluxes.

With further cooling to 2 s, the stress profile reverses to compression along the bottom
surface and tension in the interior. This reversal to the classic solidification stress profile is
due to the most recently solidified steel towards the interior cooling and shrinking faster than
the surface, as explained in previous work [44]. This stress profile naturally produces thermal
distortion and gap formation that exhibits positive curvature of the droplet bottom surface.

At the end of solidification, at ~5 s for HHF, both the top and bottom surface layers
are under compression with a balancing tension in the central part of the droplet. The
average stress through the cross section must always equal zero, as the droplet exterior
is unconstrained. Further cooling increases the stresses, but causes little further thermal
distortion and gap depth increase, owing to the tension at the top surface being similar to
that at the bottom.
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Figure 6b compares the final stress state after the bottom surface temperature reaches
300 ◦C for the different steel grades for both SHF and HHF conditions (i.e., 18 s for SHF and
8 s for HHF). The HHF case generates the maximum compression at the bottom surface,
that is 50% more than that of the SHF case. Furthermore, the maximum tension in the
interior with HHF is almost 150% greater than with SHF. These results show that increasing
heat flux increases stress gradients in the droplet.

3.3. Strain Distribution

Figure 7 shows the final radial strain distribution through the droplet height at center-
line symmetry axis when the bottom surface is 300 ◦C with SHF cooling condition. With no
external load except gravity, the strains are all very small and thermal strain dominates the
mechanical behavior. This strain is entirely shrinkage (negative), and increases towards
the droplet bottom surface to a maximum of 2.4%. The strain needed to accommodate
fluid flow is also very important and reaches almost 1% as liquid is pushed out of and into
the domain. Initially, the radial fluid flow is positive, as radial shrinkage from solidifica-
tion decreases the cross-sectional area of the droplet and squeezes liquid upward. Later,
the radial fluid flow becomes negative, as cooling and general shrinkage of the droplet
draws liquid back down into the middle of the domain. This fluid flow is responsible
for macrosegregation, which is obviously tiny in a droplet with such small strains. The
mismatch between thermal strains causes inelastic strains, which although they are tensile,
are also small, <0.2%, so cracks, even hot tears, will not happen. The mismatch also causes
elastic strains, which are very small, but critical, because they are directly responsible for
the stresses. Creep lessens the elastic strains with time, but time is short, which partly
explains why inelastic strains are small. Elastic and inelastic strains are also small because
the shell can bend to accommodate them, rather than building up strain and stress which
occurs in larger castings which have more constraints.

Figure 7. Final radial strain profile through droplet height calculated at centerline symmetry axis
with SHF for 0.10%C steel.

3.4. Thermal Distortion and Model Validation

Figure 8 shows the gap depth profiles of the solidified droplet for the six steels
investigated for the three different heat flux conditions. The shape of the bottom surface in
all cases is a parabola with different positive curvatures. The gap depth is largest in the
peritectic steels, especially those containing 0.10%C and 0.12%C, with 0.16%C almost as
deep. The ultra-low carbon steel (0.003%C) also experiences a very deep gap, especially
with HHF.
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Figure 8. Gap depth profiles for six steel grades investigated and different heat fluxes at time when
bottom surface temperature is 300 ◦C: (a) SHF; (b) HHF; and (c) THF.

The low-carbon steels (0.05%C) and high-carbon steels, 0.23%C, consistently have shal-
low gaps. This trend of gap depth change with carbon content agrees with the experimental
measurements [11,18].

Figure 9 compares the simulated curvatures of the bottom surface, (Nd in Equation (1)
fitted from the results in Figure 8 in this work), with the droplet test measurements on the
copper and graphite chill plates [31]. The simulated results with THF, which correspond
closely with the experimental heat flux conditions on the copper chill plate (Exp-cc), match
very well with the measurements, both qualitatively and quantitatively. In addition, the
model predictions at lower cooling rate, SHF, match reasonably well with the experimental
measurements on the graphite chill plate (Exp-gc). Of greatest significance, the model
accurately captures the complicated trend with steel grade, where thermal distortion of the
droplet bottom surface is greatest for peritectic and ultra-low carbon steels.

Figure 9. Comparison of predicted (lines) and measured (symbols: Exp-cc and Exp-gc) curvature of the
bottom surface of the solidified droplets for six steel grades investigated with different heat flux profiles.
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It should be noted that the experiments were repeated several times for each steel grade,
and the measured curvatures exhibit significant variations, most likely due to variability
in the heat flux conditions. Nevertheless, the agreement demonstrates that the current
computational model captures the phenomena that govern thermal distortion during initial
solidification, and that determine the shape of the final surface during steel casting.

3.5. Effect of Heat Flux Condition

Figure 9 contains many results showing the effect of heat flux profile on the thermal
distortion results. The gap depths are all significantly higher with THF, where the heat flux
drops from 3.2

.
qstandard to

.
qstandard at t = 0.06 s. This shows that the high initial heat flux has

a great effect in generating thermal distortion, even though it lasts for only a very short
time. The SHF and HHF cases with constant heat flux generate much lower gap depths,
even though the HHF heat fluxes and cooling rates greatly exceed those of THF for all
times after 0.06 s. This shows that regardless of steel grade and heat flux, the air gap forms
and grows mainly during the very early stage of solidification. Thus, the final gap depth is
very sensitive to the initial heat flux, while the later heat flux has little effect.

Figure 10 shows the evolution of the gap depth for the two most depression-sensitive
steels, 0.003%C and 0.12%C, with different heat flux conditions. For all cases, the gap
develops in three distinct stages. At the start of solidification, the gap depth remains at
zero for a time period called “incubation time” in this paper. During this first stage, the
steel shell is too weak to support even the small ferrostatic pressure from the liquid above
it, so stays flat against the chill plate. The incubation time depends greatly on both steel
grade and heat transfer coefficient, as shown in Table 1, and greatly affects the final gap
depth. After this incubation time, the shell has strengthened enough to overcome gravity
and lift off of the plate. The gap grows very rapidly for a short time during this second
stage: “growth”. Finally, there is a long third “steady-state” stage, when the gap remains
relatively constant.

Figure 10. Gap depth evolution with time, comparing steels with 0.003%C and 0.12%C at different
heat fluxes.

By increasing the heat flux from SHF to HHF, Figure 9 shows that the gap depths (and
corresponding curvatures) of steels with the lowest carbon contents, 0.003%C, 0.05%C and
0.10%C, increase significantly: by 100%, 140% and 100%, respectively. In contrast, the gap
depths increase only slightly (12%, 5%, and 18%) for the other three grades, which have
higher carbon content. Thus, there appears to be a general decrease in sensitivity to the
higher heat flux with increasing C content, causing the jump in gap depth to decrease with
increasing C content.

The higher sensitivity to heat flux in steels with carbon content less than 0.1%C stems
from the different phase transformation sequence in these steels, compared with higher
carbon steels. As can be seen in Figure 2a–c steels with ≤ 0.1%C solidify completely as
δ-ferrite before transforming to austenite. In these steels, by increasing heat flux from SHF
to HHF, the δ-ferrite becomes thick enough to overcome ferrostatic pressure sooner, which
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in turn decreases the incubation time and increases the gap depth considerably. On the
other hand, in steels with higher carbon content, the liquid partly transforms to δ-ferrite
and then the remaining liquid solidifies as δ-ferrite and austenite via the peritectic reaction.
The incubation time always occurs after the start of the δ→γ phase transformation, as
shown in Table 1, except for 0.003%C steel, where this transformation is delayed. Increasing
heat flux from SHF to HHF causes this transformation to occur sooner, as observed in
Figure 10 for 0.12%C steel. With THF, the incubation time occurs even sooner after the δ-γ
transformation starts, especially for peritectic or partly-peritectic steels.

Further increasing the initial heat flux from HHF to THF causes the final gap depth to
increase by about 100% for all grades. This is due to the large decrease in incubation time
in all cases, caused by the high initial heat flux of THF.

3.6. Effect of Steel Composition

Depression sensitivity varies greatly with steel grade, as indicated by the final surface
shape (curvature), shown in Figure 9. Figure 10 shows that, for the ultra-low carbon steel
(0.003%C) with SHF, the incubation time is relatively long, 0.4 s, at which time the gap
depth increases to 38 μm over 0.1 s. This long incubation time is due to the weakness of the
pure delta-ferrite initial shell, which is also very hot and thin due to the low heat flux, so it
cannot overcome gravity during this long initial stage of solidification. The gap only starts
to grow when austenite starts to form, after the surface has cooled to just below 1390 ◦C.
With HHF, the solidified δ layer thickness increases faster, enabling the shell surface to cool
and gain strength sooner, so the incubation time is only 0.05 s. This leads to an initial gap
depth of 90 μm, which is more than twice as deep as with SHF. Further increasing the initial
heat flux from HHF to THF further decreases the incubation time to only 0.01 s, which
doubles the initial gap depth again. This steel has a very short solidification temperature
range compared with all other steels. Thus, this steel can solidify more solid, for the same
heat transfer and time, which enables the solid shell to become thicker and stronger, even
though it is composed of soft delta-ferrite. Thus, this steel has the second highest gap
depths and sensitivity to surface depressions of all steel grades investigated.

For 0.12%C steel with SHF, the incubation time is only 0.26 s and the gap quickly grows
to an initial depth of 81μm. This incubation time is shorter than that for ultra-low carbon
and is due to the formation of the strong austenite phase very quickly after the start of
solidification. For this steel, δ-ferrite is only stable for a 20 ◦C range, and quickly transforms
to austenite via the peritectic reaction and subsequent peritectic transformation. Austenite
is almost one order of magnitude stronger than δ-ferrite at the same temperature [60]. Thus,
the solidified layer of 0.12%C steel quickly transforms to austenite, is strong enough to
overcome ferrostatic pressure, and forms a gap very soon after the start of solidification.
With HHF conditions, the incubation time is only 0.07 s for steel with 0.12%C steel. After
this incubation time, the gap depth suddenly increases to 91μm. Increasing heat flux from
SHF to HHF has little effect on gap depth because the incubation time to strong austenite
formation is short in both cases. Further increasing initial heat flux to THF conditions, the
incubation time decreases to only 0.03 s and the gap depth increases to the largest final
depth of 190 μm. As mentioned earlier, surface depressions during steel solidification are
attributed to the shrinkage associated with the solid-state δ→γ phase transformation. In
0.12%C steel this transformation coincides with a sudden drop in TLE (from 0.008 to 0.006)
at 1490 ◦C (see Figure 3). Because the new phase is the strong γ-phase (almost 10 times
stronger than δ-ferrite), the transformed austenite layer can overcome ferrostatic pressure
even when it is very thin, (after only 0.03 s), which aggravates the sudden TLE drop and
deepens the gap. As a result, this peritectic steel experiences the most severe gaps and
sensitivity to surface depressions.

Figure 11 shows the evolution of the gap depth for all six investigated steels with THF,
which has the highest initial heat flux. The peritectic steel, (0.12%C) transforms to austenite
the fastest, so has the largest drop in TLE immediately below the solidus temperature,
very short incubation time (0.03 s), and consequently exhibits the deepest gap. For low-
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carbon (0.05%C), and high-carbon (0.23%C) steels, there is a greater temperature from the
solidus to the start of transformation to austenite (see Figure 3d and Table 1). This delay
in the shrinkage (TLE drop), causes the shells of these steels to remain weak for a longer
incubation time (0.06 s). The longer incubation time causes smaller temperature gradients
across the thin initial shell, leading to the smallest final gaps, and the least propensity
towards surface depressions. The partly-peritectic steels (0.10%C and 0.16 %C) quickly
transform to austenite, so have incubation times of only ~0.04 s, and thus these steels
develop gaps almost as deep as the fully-peritectic steel of 0.12%C steel.

Figure 11. Gap depth evolution with time, with THF, for the six investigated steel grades,
(a) for short times 0–2 s; (b) for very short times 0–0.2 s.

These results show that the gap increases when the δ→γ transformation occurs sooner,
(closer to the solidus temperature) and experiences the associated large drop in TLE when
the shell is thinner. Ultra-low carbon steel has the shortest incubation time of 0.01 s and its
gap depth is close to that of 0.12%C steel.

It should be noted that with THF, for all grades, heat flux drops at 0.06 s and the gap
depth forms at either this time or earlier, (see incubation times in Table 1). With HHF
conditions, heat flux is constant throughout solidification and cooling, but the gap still
forms at roughly this time. With HHF, the droplet solidifies much sooner than with THF,
but the gap depth is deeper with THF. These results confirm that the gap depth is controlled
by heat flux during the very early stage of solidification, and usually starts soon after the
start of the δ→γ phase transformation. Shorter incubation times produce deeper gaps.
After that, changes in gap depth are very small, regardless of the heat flux.

3.7. Effect of Droplet Size/Shape and Discussion

Finally, the effect of droplet size and shape was investigated for three different sim-
ulation domains. Figure 1 shows the 2D cylindrical simulation domain of 5 mm width
and 6 mm height, used in this study to approximate the droplet shape. To investigate
the importance of this approximation on the shape evolution, two more domains were
simulated. Domain 2 has height decreased by half to 3 mm (same 5 mm width) and Domain
3 has width decreased by half to 2.5 mm width (same 6 mm height).

The final shape of the bottom surface and the incubation times are shown in Figure 12
for these three domains with Fe-0.10% C steel with different cooling conditions. The bottom
surface profiles differ by less than 10% for a given cooling condition. Domain 2 has the
largest bottom curvature, due to the smaller head of liquid metal causing less ferrostatic
pressure from gravity to restrain the shrinkage. Domain 3 has the smallest curvature.
Figure 12b shows that the incubation times are the same for all domains with HHF and
THF conditions and differ by only ~10% with SHF.
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Figure 12. Effect of droplet domain shape and heat flux on gap depth for 0.10%C steel; (a) Final gap
depth profiles; (b) Gap depth evolution at early times.

These results show that the size and shape of the droplet and its simulation domain
have only a minor effect on the findings presented in this work. This confirms that the
cylindrical approximation of the droplet shape is reasonable. The good agreement of
the current model (see Figure 9) also shows that other phenomena/parameters neglected
in the model, such as the contact angle between the liquid droplet and the chill surface,
surface tension, and fluid flow inside the droplet, are all negligible. The only influence of
these phenomena on the droplet thermal distortion mechanism is their tiny effect on the
ferrostatic pressure acting on the initial solidifying shell, which can be neglected.

Furthermore, the success of the current model, with its simple treatment of the mold
wall and heat transfer coefficients adopted from other research, suggests that initial so-
lidification behavior may be generalized to other processes. Thus, these results suggest
that the behaviors presented and explained in this work regarding the depths, trends and
mechanisms of the formation of surface depressions during initial solidification should be
similar in real commercial steel-casting processes, such as the continuous casting of steel.

4. Conclusions

The effects of steel carbon content and heat flux on the distortion of a steel droplet
during solidification were investigated using a thermo-elasto-viscoplastic finite element
model. Following the droplet test [31] as a benchmark experiment, the same chemical
composition, geometry, and heat flux conditions were simulated to validate the model
predictions of curvature of the bottom surface of the droplet with the measurements. The
main findings are:

• The thermo-mechanical model captures the phenomena which govern gap formation
during the initial stages of steel droplet solidification both qualitatively and quantitatively.

• Carbon content is the main factor that controls thermal distortion and bottom surface
shape during steel solidification. The highest distortion, as indicated by the curvature
of bottom surface of the droplet, is found in ultra-low carbon and peritectic steel grades.

• Heat flux also plays an important role in controlling thermal distortion during solidifi-
cation. Increasing heat flux during the initial stages of solidification causes the gap
depth (curvature of solidified droplet surface) to increase. This effect is most evident
in ultralow carbon steels, and decreases with increasing carbon content, if the heat
flux does not suddenly change.

• A sudden drop in heat flux typically accompanies gap formation, and is called the
incubation time. This causes surface reheating, thermal expansion of the surface layer,
and a very large increase in the gap depth, for all steel grades.
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• Shorter incubation times lead to deeper gaps, owing to the higher temperature gradient
across the thinner shell when the thermal distortion occurs.

• For every steel grade and heat flux condition investigated, the gap forms very early
during solidification, within 0.06 s for fast cooling and within 0.4 s for slow cooling,
and remains relatively constant after that. The heat flux rate at later times, after the
first 1 s, has little effect on the final thermally-distorted shape.

• The incubation time for gap formation is usually near or after the start of the δ→γ

phase transformation, which is controlled by the steel grade and initial heat flux. Thus,
the gap forms sooner with faster initial cooling rates, and in peritectic steels.

• The gap depth is greatly affected by the δ→γ phase transformation. In peritectic steel
grades, this transformation occurs very soon after a thin solid shell has formed, which
leads to deep gaps, implying deep surface depressions in cast products.

• Increasing the cooling rate and temperature gradient during initial solidification
increases the severity of δ→γ phase transformation, and results in a deeper gap.

• The findings of this fundamental model and gap formation mechanism have important
implications for the formation of surface depressions and related defects in commercial
steel continuous casting processes.

• Large changes in droplet/domain shape/size have only a minor effect on the thermal-
mechanical behavior and final curvature of bottom surface. Thus, the above findings
are expected to be similar in commercial steel casting processes.
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Abstract: On the basis of the Brody–Flemings model and modified Voller–Beckermann model, an
analytical model of micro-segregation is established by considering the actual solidification cooling
conditions of bloom. According to the developed model, the interdendritic solute distribution at
the origin of the cracking gap is obtained. It is found that both phosphorus and sulfur have quite
severe segregation, but both carbon and manganese have slight segregation; these results agree well
with the semiquantitative analysis results of the scanning electron microscope (SEM). At the same
time, the interdendritic segregation leads to an enhanced increase in the temperature range of crack
formation; correspondingly, the possibility of cracking significantly increases and, thus, element
segregation is the internal cause of crack formation. On the other hand, taking into account heat
transfer, phase transformation, and metallurgical pressure, the strain of the solid shell is revealed
through finite element software. When the solid shell thickness is equal to the distance of 90 mm
between the opening point of the crack and the inner arc side, the tensile strain of the solid front is
much bigger than the critical strain, which meets the external cause of crack formation; therefore,
reasons for the cracking of blooms are successfully found.

Keywords: solute element; micro-segregation; central crack; analytical model; the strain of the
solid shell

1. Introduction

Mathematical models can be used to analyze the quality of metallic materials [1]. For
continuous casting bloom, central cracks are one of the major defects which appear during
the casting process [2]. It is very important to predict and control the central crack in the
production of high-quality and defect-free products in the steel industry. According to
a previous investigation [3,4], the conclusion obtained was that the interdendritic solute
redistribution has a significant impact on the formation of central crack. Carton steel has
two typical characteristic temperatures under the high-temperature condition: the liquid
impenetrable temperature (LIT) and the zero ductility temperature (ZDT). Many stud-
ies [5–9] support the point that internal cracks usually form in the temperature range from
the LIT to the ZDT [9], and the solid fractions of 0.9 and 1.0 are believed to correspond to
the LIT and ZDT, respectively. In view of the above, analyzing the solute micro-segregation
and its effect on the LIT and the ZDT has practical significance for the control of inter-
nal cracks. Under the cooling rate of 0.5 ◦C/s, Kobayashi [10] gave the redistribution of
solute elements C, Si, Mn, P, S, and Fe–C phase diagrams under nonequilibrium solidifica-
tion using a mathematical model with the δ/γ phase transformation taken into account.
Ueshima [11] assumed that the transverse cross-section of dendrite was approximated by a
regular hexagon, and the interdendritic solute distribution with δ/γ phase transformation
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was analyzed during the solidification. Depending on the model of Ueshima, under the
cooling rate of 0.17 ◦C/s and the dendrite spacing of 1000 μm, Kim [3] discussed in detail
the effect of solute micro-segregation in a continuously cast strand on surface longitudinal
cracks.

At present, there are few papers focusing on the investigation of solute micro-segregation
at the end of the columnar crystal zone of blooms. In view of the severe central cracks of blooms
in domestic corporations, it is very necessary to find the formation mechanism of the cracks.
In this paper, using the developed analytical model, the segregation of solute elements at the
origin of the cracking gap located at the end of columnar crystal zone is obtained by taking into
consideration the actual solidification cooling conditions, and the effect of solute segregation
on the temperature range of crack formation from the LIT to the ZDT is discussed in detail. In
addition, the strain of the solid shell during solidification is given through the finite element
software (MSC Marc, MSC Software Corporation, Newport Beach, CA, USA), so as to find the
reasons for the formation of central cracks.

2. Analytical Model

In this model, taking into account the Brody–Flemings model and the modified model
suggested by Voller and Beckermann, the governing equations of the model were obtained
as follows [12,13]:

CL,i = C0,i[1 − (1 − 2α′iki) · fS]
(ki−1)/(1−2α′i ki), (1)

α′i = α+i · [1 − exp(− 1
α+i

)]− 1
2

exp(− 1
2α+i

), (2)

α+i = αi + αc, (3)

αc = 0.1, (4)

αi =
DS,it f

L2 , (5)

t f = (TL − TS)/CR, (6)

where CL,i is the concentration of solute element i in liquid phase (wt. %), C0,i is the initial
concentration of solute element i in liquid phase (wt. %), ki is the equilibrium partition
coefficient of solute element i, fS is the solid fraction, αi is the back-diffusion parameter,
α′i is the modified value of αi, DS,i is the diffusion coefficient of solute element i in solid
phase (cm2/s), t f is the local solidification time (s), TL is the liquidus temperature (◦C), TS
is the solidus temperature (◦C), CR is the cooling rate (◦C/s), and L is the length scale of
the micro-segregation domain (μm).

In the present study, the length scale was the final primary dendrite arm spacing λ,
which was calculated as a function of cooling rate CR and nominal steel carbon content (wt.
%) from the following equation [14]:{

λ = 278.748(CR)
−0.206([%C])−0.316+2.033[%C]0 < [%C] ≤ 0.15

λ = 278.748(CR)
−0.206([%C])−0.0189−0.492[%C]0.15 < [%C] ≤ 1.0

(7)

The liquidus and solidus temperatures depend on steel composition as follows [15]:

TL = Tpure − ∑
i

mi·C0,i, (8)

TS = Tpure − ∑
i

ni·C0,i, (9)

where Tpure is the fusion temperature of pure iron (1536 ◦C), and mi and ni denote the
slopes of the liquidus and solidus line of each solute element in the pseudo-binary Fe-phase
diagram, respectively.
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The solid/liquid interface temperature Tint is obtained by summing the contributions
of all alloying elements.

Tint = Tpure − ∑
i

mi·CL,i, (10)

where CL,i is the interface element concentration in the liquid, corresponding to a given
solid/liquid interface. When fs = 1.0, Tint is just the solidus temperature.

Two solid phases, the δ-ferrite phase and the γ-austenite phase, occur naturally during
the solidification of steel [16]. For carbon contents lower than 0.53%, when the liquid
steel cools down slightly below the liquidus temperature, the solid nucleates and grows
as the δ phase until solidification is complete at the low carbon content; however, for the
intermediate carbon steel, once the carbon content exceeds 0.53% in the residual liquid,
the solid γ phase starts to form around the periphery of the δ-phase dendrites until the
completed solidification. For carbon contents over 0.53%, the solid nucleates from the
melt as the γ phase, which grows until the end of solidification. The enrichment of solute
elements in the interdendritic region during solidification causes a switch from δ-phase to
γ-phase solidification once the carbon concentration exceeds 0.53%. This change suddenly
lowers the diffusion rates, which increases micro-segregation and further lowers the solidus
temperature. This behavior has an important effect on the metal properties that control
micro-segregation, because of the very different solidification parameters in the two crystal
phases (as shown in Table 1 [15]).

Table 1. Equilibrium partition coefficients, diffusion coefficients, and liquidus line slopes of the solute elements.

Element kδ/L kγ/L Dδ (cm2/s) Dγ (cm2/s) m (◦C/%) n (◦C/%)

C 0.19 0.34 0.0127 × 10−52870.5/RT 0.076 × 10−87419.9/RT 78.0 415.3
Si 0.77 0.52 8.0 × 10−161737.6/RT 0.3 × 10−163368.6/RT 7.6 12.3

Mn 0.76 0.78 0.76 × 10−145808.5/RT 0.055 × 10−162009.4 /RT 4.9 6.8
P 0.23 0.13 2.9 × 10149505.4/RT 0.01 × 10−118788.8/RT 34.4 124.5
S 0.05 0.035 4.56 × 10139447.7/RT 2.4 × 10145156.2/RT 38.0 183.9

Notes: R is the gas constant of 1.987 cal/mol K, and T is the temperature in Kelvin.

In order to incorporate the δ/γ transformation into the present model, it is assumed
that only the carbon concentration controls this transition and other components do not
influence the transition. The solid fraction at which the transition occurs can be calculated
by using Equation (1) [17].

fS,δ→γ =
1

2α′iki
[1 − (

0.53
C0

)]
(1−2α′i ki)/(ki−1)

, (11)

where the ferritic data should be employed for αi and ki. For getting the segregation distri-
bution corresponding to any solid fraction higher than fS,δ→γ, a virtual zero concentration
must be obtained. This could lead to the same concentration in residual liquid at the
transition point by using Equation (1) and the solidification parameters of the austenitic
phase. The corresponding calculation equation is expressed as follows:

C′
0,i = CL,δ→γ[1 − (1 − 2α′iki)· fS,δ→γ]

(1−ki)/(1−2α′i ki), (12)

where the austenitic data should be employed for αi and ki.
In order to obtain the accurate liquidus and solidus temperatures, firstly, an estimate

of the local solidification time is done by evaluating the equilibrium liquidus temperature
and solidus temperature from Equations (8) and (10), respectively. From this initial guess,
the value of Ts is improved with a few iterative steps through Equations (1)–(3) and (10)
with fS = 1, until consistent values are obtained for t f , CL,i, and Tint = Ts.

If carbon content is less than 0.53% and fS = 1, then δ-phase properties are used in the
previous procedure. If carbon content is greater than 0.53% and fS = 0, then γ-phase prop-
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erties are used throughout. If none of these conditions are met, then both phases may exist;
thus, the procedure is repeated firstly for the δ phase. Once the carbon concentration of the
residual liquid exceeds 0.53%, the virtual zero concentration is obtained, and the following
γ-phase properties are adopted until completed solidification of the residual liquid.

After finding Ts, the previous procedure should be repeated to find Tint corresponding
to any other desired fS value without the need for further iteration. In practice, it is often
desirable to find the relationship between the entire solid fraction and the temperature.
Thus, it can be convenient to solve the above equations by incrementing the solid fraction
in steps of 0.01.

3. Validation of Analytical Model

In order to assess the validity of the analytical model, under the steel compositions
and cooling conditions (shown in Table 2) used in the unidirectional solidification ex-
periment, the model predictions are compared with the experiment results suggested
by Matsumiya [18].

Table 2. Steel compositions and cooling condition for the calculated model.

C Si Mn P S CR (◦C/s)

0.13 0.35 1.52 0.016 0.002 0.045

As shown in Figure 1, it can be seen that the model calculations are in reasonable agree-
ment with these measurements, which indicates that this model can accurately calculate
the concentration of each element during solidification; thus, the segregation distribution
of solute elements is predicted.

Figure 1. Comparison of (a) manganese and (b) phosphorus concentration in the liquid phase calculated and experi-
mental measurements.

4. Analysis of Solute Segregation on the Central Cracking

The etching print of the bloom transverse section with typical central cracks is shown
in Figure 2a. According to the statistical data from the etched prints of massive blooms, it
is found that the central cracks all appear at the inner arc side, the distance between the
opening point of the crack and the inner radius of the surface mainly concentrates in the
scope of 90–105 mm, and the width of the cracks mainly occurs in the range of 0.5–2 mm.
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Figure 2. Macrograph of central crack on transverse section at etching print by hydrochloric acid ((a) typical central cracks;
(b) enlarged crack morphology; (c) crystal structure under optical microscope).

After the typical central crack samples are mechanically ground, polished, and etched
using picric acid, they are visualized using a video camera to observe the relationship
between the crack and the columnar or equiaxed crystal. As shown in Figure 2b,c, the
columnar crystal of crack samples is developed such that the length of the primary dendrite
arm spacing reaches approximately 1000 μm. In addition, the central cracks all occur in
the gap between two adjacent primary dendrites at the end of the columnar crystal zone,
thus exhibiting typical cracking along the gap between the columnar crystals. Chemical
compositions of the crack sample (Table 3) were detected using XRF (sequential X-ray
fluorescence spectrometer, ZSXPrimus IV).

Table 3. Chemical compositions of crack sample (wt. %).

Steel Grade C Si Mn P S Cr Mo Ni

49MnVS3 0.475 0.373 0.734 0.009 0.0483 0.161 0.007 0.18

As described in Figure 3, with the increasing solid fraction, the segregation of both
carbon and manganese is quite slight, whereby they only have a little enhancement at
the final stages of solidification. However, for phosphorus and sulfur, their segregation is
very severe, especially at the final stages of solidification, whereby the maximum index
values reach 16.6 and 33.3, respectively. The segregation distributions of elements near
the crack are shown in Figure 4 using the line scanning of SEM (field-emission scanning
electron microscopy, Apreo S HiVac). Here, it is clear that the fluctuation peaks of carbon,
phosphorus, sulfur, and manganese all appear at the cracking gap, which means that all
of these four elements have a certain amount of enrichment at the cracking gap, basically
coinciding with the results calculated using the segregation model.

According to the investigation of previous researchers [19,20], central cracks generally
form in the temperature range from the LIT to the ZDT under high temperature, and
the solute segregation has a significant influence on this temperature range. However,
the difference between the LIT and the ZDT is 69.1 ◦C when segregation of the elements
is considered, but it is only 7.9 ◦C without segregation. Therefore, solute segregation
facilitates an enhanced increase in cracking. From the previous line scanning analysis, it
can be seen that carbon, phosphorus, sulfur, and manganese all have a certain amount
of enrichment at the cracking gap, while the segregations of phosphorus and sulfur are
especially serious at the final stages of solidification. Hence, the element segregation leads
to an obvious increase in the temperature range of crack formation; thus, the conclusion
can be obtained that the solute segregation is the internal reason for crack formation.
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Figure 3. (a) Concentration and (b) segregation indices of elements C, P, and S in liquid phase at the
mushy zone.

Figure 4. Line scanning of SEM in the crack band.

Subsequently, the crack samples were ground, polished, and etched using a nitric acid
alcohol solution in which the alcohol occupied 4 wt.%. Then, they were placed in an optical
microscope to observe the structure. It can be seen from Figure 5 that the cracking and
extending directions of the crack were always along the grain boundaries, thus exhibiting
a typical fracture mode along the grain boundaries.
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Figure 5. Morphology of central crack at etching print ((a) typical fracture crack a; (b) typical fracture crack b).

The fracture morphologies of the cracks are of great help to find the formation tem-
perature of cracks. As shown in Figure 6, it is clear that the fracture surfaces of the cracks
are so smooth that there are no dimples to be found, which is very similar to the fracture
surface which forms in the mushy zone. This indicates that the temperature range of crack
formation should be at the mushy zone, denoting steel cracking with a low melting point.

Figure 6. Photograph of surface on central crack by SEM ((a) enlarged fracture surfaces of the cracks; (b) fracture surface
morphology of cracks).

In order to analyze the mechanism of crack formation, the following assumption is
considered: the position with the shortest distance from the inner radius is just the opening
point. Depending on the statistical data from the etched prints of massive blooms, when
the bloom begins to crack, the solid shell thickness is within the scope of 90–105 mm. At
this time, the thickness of 95 mm is selected when the distance from the meniscus is about
13.5 m. Then, the strain of the solid shell is simulated by using finite element software (MSC
Marc), where the factors included heat transfer, phase transformation, and metallurgical
pressure. The thermo-elastic–plastic constitutive equation is as follows:

εij = εe
ij + εie

ij + εT
ij, (13)

where εe
ij is the elastic strain, εie

ij is the inelastic strain, and εT
ij is the thermal strain. In the

analysis, the von Mises yield criterion is used to describe the thermo-elastic–plastic prop-
erty. As can be seen in Figure 7, a positive value denotes tensile strain, and a negative
value indicates compressive strain. Clearly, tensile strain near the solid front reaches the
maximum value of 2.77–3.22%. Otherwise, Hiebler [21] gave the relationship between the
critical strain and the carbon equivalent by summing up the results of previous studies,
and the experimental data used in Figure 8 were obtained under the typical strain rate of a
continuous casting process. According to Equation (14) and the chemical composition of
steel 49MnVS3, the carbon equivalent content of 0.452% and the Mn/S index of 15.2 are
obtained; therefore, the critical strain of this steel grade is approximately 0.50%, which is
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much smaller than the tensile strain of the solid front. Therefore, it is very easy for tearing
to occur, thus forming a central crack. The carbon equivalent can be calculated as follows:

Cp = C + 0.02Mn + 0.04Ni − 0.1Si − 0.04Cr − 0.1Mo. (14)

Figure 7. Simulation analysis of the strain of the solid shell for the opening point of the crack.

Figure 8. Relationship between the critical strain and carbon equivalent of steel.

During the solidification process of bloom, columnar crystals are developed such that
the interdendritic segregation is quite severe. On the one hand, enriched solute elements
exist in the grain boundaries and form inclusions and others, thereby greatly reducing
the high-temperature strength and the high-temperature plasticity of the dendrite grain
boundaries [22]. Correspondingly, the critical strain value of steel significantly decreases,
thus causing increased brittleness of grain boundaries and extending the path of the crack.
On the other hand, interdendritic segregation reduces the melting point of the dendritic
liquid film, which leads to the freezing temperature of steel significantly decreasing and
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the difference between the LIT and the ZDT obviously increasing; thus, the possibility
of racking is increased. During the solidification process of bloom, when the solid shell
thickness grows to approximately 95 mm, the tensile strain of the solid front becomes
much larger than the critical strain of blooms. This easily results in cracking of the solid
front, which extends along the grain boundaries. In addition, once cracking of the solid
front happens, the solute-rich liquid ahead of the solidification interface is immediately
sucked into the cracking gap, accompanied by the solidification of liquid steel. Moreover,
due to the effect of negative pressure, the liquid steel containing the enriched impurities
is continuously sucked into the cracks, which leads to the cracking gap extending to the
center of the bloom, thus forming a severe central crack.

5. Conclusions

(1) Taking into account the Brody–Flemings model and the modified Voller–Beckermann
model, an analytical model of micro-segregation was established by considering the actual
solidification cooling conditions of bloom, and the accuracy of the model was verified
using the results of directional solidification experiments.

(2) Through the developed analytical model, the solute segregation at the opening
point of the crack was analyzed. The segregation of both phosphorus and sulfur was quite
severe, while that of carbon and manganese was relatively light, which agrees well with
the semi-quantitative analysis results from the SEM. Moreover, interdendritic segregation
led to an increase in the temperature range of crack formation; therefore, it was concluded
that element segregation is the internal cause of crack formation.

(3) Taking into consideration heat transfer, phase transformation, and metallurgical
pressure, the strain of the solid shell was obtained through finite element software (MSC
Marc). It was found that, when the solid shell thickness grows to approximately 95 mm,
the tensile strain of the solid shell is much bigger than the critical strain, representing the
external cause of crack formation.
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Abstract: In the present work macrosegregation during solidification of a 2.45 ton steel ingot is
simulated with a pure equiaxed model, which was tested previously via modeling of a benchmark
experiment. While the columnar structure is not taken into account, a packed layer formed over
inner walls of the mold at an early stage of solidification reproduces to some extent phenomena
generally related to zones of columnar dendrites. Furthermore, it is demonstrated that interaction
of free-floating equiaxed grains with ascending convective flow in the bulk liquid results in flow
instabilities. This defines the irregular form of the negative segregation zone, the formation of
which at the ingot bottom corresponds to experimental observation. Vertical channels reported in
experimental measurements are reproduced in simulations. It is confirmed that intensification of
ingot cooling may decrease segregation in the ingot.

Keywords: ingot; equiaxed grain; solidification; macrosegregation; surface cooling intensity

1. Introduction

Manufacturing of large-size ingots is a fundamental process in industrial production
of heavy machinery. The first thorough study of segregation in a large number of ingots
ranging from 14 cwts. (765 kg) to 172 tons was presented in the first report of a special
committee of the Iron and Steel Institute of Great Britain [1]. Apart from “the very thin
extreme outer skin of true chill crystals,” three zones were revealed in the ingots studied.
The zone adjacent to the outer thin layer (zone 1) consisted of columnar grains directed
inward, while the thickness of the zone was found to be dependent on casting conditions
and steel composition. The second zone (zone 2) beyond zone 1, proceeding inward in a
radial direction, was reported to be richer in segregates with an annular inner boundary
“having roughly the form of a truncated cone or pyramid.” In addition, A-shape segregates
were documented for this zone. Furthermore, sulfur prints and etching revealed a central
zone (zone 3) in which solid grains could be considered to be equiaxed or, as said in the re-
port, “the crystals may cease to possess the hitherto well marked columnar form” [1]. Near
the central axis, V-shape segregates were usually present: The lowest part of the central
zone was defined as the purest, and the top of the ingot presented strong segregation.

Various laboratory-scale experiments were developed later in order to study the effect
of solidification parameters on solid structure and segregation, and patterns similar to those
reported for large-size ingots were found [2–4]. These experiments served for validation of
solidification models, which were further used to explain the segregation phenomenon in
ingots. Thus, the gravity-induced flow of liquid through the mushy zone and the remelting
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of the solid phase were shown to be potentially responsible for the formation of centerline
segregation, as well as of A-type and V-type segregates, depending on density variation
due to liquid enrichment and on the variation and direction of the thermal gradient [5].
This analysis was then extended to multicomponent alloys [6]. State of the art regarding
numerical simulations of segregation in ingots was thoroughly reviewed in 1999 [7] and
2009 [8]. Compact but detailed reviews were also provided for later periods [9,10] regard-
ing both experimental and numerical studies aiming to reproduce segregation patterns
observed in large-scale ingots. In this paper, we provide only a brief description of the
limited number of numerical simulations conducted for large-size ingots with coupled
equations, accounting for flow of the liquid phase, heat and mass transfer, and phase
transition. In most of them, calculated values of segregation were compared with measure-
ments performed in ingots. For example, multicomponent segregation was modeled for a
6.2 ton steel ingot and the distribution of carbon concentration obtained numerically was
found to be qualitatively similar to that measured in axial and to transversal directions.
However, negative segregation at the ingot bottom was clearly not obtained in simula-
tions [11]. This discrepancy between numerical and experimental results was attributed to
the eventual sedimentation of solid grains, which was not included in the model. Based
on a volume-averaged formulation of a model that accounted for shrinkage, evolution of
primary dendrite arm spacing and back-diffusion in the solid was used for the simulation
of the solidification of a large steel ingot [7]. Although the predicted two-dimensional
distribution of the carbon concentration qualitatively reproduced macrosegregation in the
ingot, it did not show A-segregates, which is explained by the coarse mesh used in the
simulation. Again, the negative segregation cone was not reproduced as the settling of
solid crystals was not taken into account in the modeling. However, in more recent works,
numerical models with fixed solid phase were still employed when particular parame-
ters of solidification processes were studied. For example, flow instabilities as a result
of buoyancy-induced thermal and solutal effects were shown to form either A-shaped or
V-shaped channels [12], i.e., a qualitative analysis performed earlier [5] was undertaken
for a 3.3 ton ingot with a more rigorous numerical model. It was shown that V-oriented
or A-oriented segregates may form without any remelting of the solid phase. In addition,
weak segregation at the ingot bottom (segregation index ~4%) was demonstrated for the
case when solutal convection strongly prevailed over thermal convection, counteracting
the latter. Later, formation of a negative segregation cone at the ingot bottom was con-
firmed [13] with expansion coefficients equal to the corresponding ones in the reference [12].
However, segregation in the upper part of the ingot was different, a fact that again can be
attributed to the coarser mesh used for the simulation. Another numerical study with fixed
solid phase carried out for a 3.3 ton steel ingot demonstrated that macrosegregation can be
alleviated by increasing the cooling intensity of the ingot [14]. To date, the fixed solid phase
approach remains attractive for numerical studies of solidification of large-scale industrial
ingots, as it greatly reduces modeling complexity.

However, according to references elsewhere [3], even prior to publishing the report in
1926 [1], the central ingot zone had been supposed to be formed from free-floating equiaxed
grains. One of the first attempts to numerically study the effect of the sedimentation of
grains on macrosegregation was made for a 4 ton ingot [15]. Simulations were conducted
for different zones with a simplified system of equations, where only the vertical compo-
nent of velocity with a pre-calculated value was taken in the zone with the sedimentation
cone. Later, a theory developed on the basis of volume averaging (or statistical ensemble
averaging) provided a system of equations able to account for the floating equiaxed den-
drites. A detailed review of equiaxed model development can be found elsewhere [16].
However, although the formulation was available, its application required the definition of
multiple parameters for auxiliary closure equations, and this is still the case. Nevertheless,
the pure equiaxed solidification model was applied to the study of macrosegregation in
the 3.3 ton steel ingot [8,17,18]. Combeau et al. [8] numerically studied three cases, which
corresponded to the fixed solid phase, to free-floating equiaxed grains with a dendrite
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structure, and to free-floating grains of globular shape. Similar to previous modeling for
steel ingots [11], the initial temperature of the melt was equal to the liquidus temperature
of the nominal composition of steel, but this time the growth kinetic was taken into account
for the solid phase. Probably due to the latter, the predicted negative segregation at the
ingot bottom was more pronounced than in previous results in the case of fixed solid
grains [11]. Qualitatively, segregation distribution obtained with free-floating dendrites
was quite similar to results with the fixed solid phase but had a more “diffused” character.
Although both cases demonstrated A-type segregation bands, the formation of which was
found sensitive to mesh, a zone with positive segregation observed in the real ingot was
only partially reproduced with free-floating grains. When the dendritic structure of grains
was ignored, the negative segregation in the ingot was seriously overestimated. The same
type of study was carried out with a slightly different formulation for momentum equation
for the solid phase and a different drag force between the solid and liquid phases [17].
In addition, formation of the shrinkage cavity was considered in one of three cases stud-
ied. Results were quite similar to those obtained by Combeau et al. [8]. In the work of
Nguyen et al. [18], a time-splitting technique was implemented in a model constructed
using the finite element method (FEM) and applied to modeling of segregation in a 3.3 ton
steel ingot accounting for different types of floating solid grains [8]. However, the study
was focused on numerical treatment of the problem using FEM.

Finally, it should be mentioned that soon after pure equiaxed models started being
used, three-phase columnar and equiaxed models [19–22], as well as models with an even
greater number of phases [23], began to be exploited. Although these models allow some
insight into the origin of various zones that form in the ingot [1], it must be accepted that
these simulations are very sensitive to the choice made for closure relations and numerical
parameters. On the other hand, application of pure equiaxed models with regard to large
ingots was studied only for a very limited combination of parameters. In our previous
paper, we presented a three-phase equiaxed solidification model that accounted for the
growth of equiaxed grains, their motion, and the formation of macrosegregation [24]. In the
model, a specific approach to the calculation of solute diffusion length under convective
flow was applied. This model was then validated through numerical simulation for
benchmark solidification of a Sn–10 wt.%Pb alloy in the AFRODITE setup [25]. In this
study, we present the numerical simulation for the solidification of a 2.45 ton steel ingot
to study the role of equiaxed grain transportation in the formation of global segregation.
The effect of surface cooling intensity on grain growth, melt flow, and macrosegregation is
also investigated.

2. Experiment Introduction

Numerical simulation was used to predict macrosegregation in a 2.45 ton steel ingot
(Fe–0.45 wt.%C), which corresponded to a reported cast experiment [1]. The ingot was cast
in a chill mold with the inner shape of a square-based pyramid, as schematically illustrated
in Figure 1a. For the current simulation, only the ingot was considered, without the sur-
rounding multi-layer mold, and a 2D axisymmetric geometry was used to approximate the
three-dimensional shape of the ingot. The computational domain and mesh are presented
in Figure 1b. Most of the mesh cells had a general size of 5 mm × 5 mm, but the cells near
the cooling boundary were refined to 1 mm × 5 mm to allow a more precise calculation of
the thermal gradient, the dynamic boundary layer, and the related transportation processes.
At the beginning of simulation, the hot metal in the mold was assumed to be still and to
have a uniform temperature of 1769 K, i.e., overheated by ~0.1 K with respect to its nominal
liquidus temperature. Cooling conditions were applied directly to the ingot surface and
were written via convective heat exchange with coefficients, accounting for heat transfer
through different construction elements. Similar to Li et al. [20], the ambient temperature
was set to 373 K, and two different convective heat transfer coefficients were applied:
hsup = 30 W m−2 K−1 in the upper zone and hin f = 300 W m−2 K−1 in the lower zone.
The boundary and initial conditions are provided in Figure 1b.
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Figure 1. (a) Scheme of a 2.45 ton ingot with indication of sizes and (b) corresponding calculation
domain. The initial conditions for the simulations are given, and two coefficients for convective
heat exchange, hsup and hin f , are associated with the upper and lower parts of the ingot surface,
respectively. The initial conditions for the simulations are T0 = 1769 K, c0 = 0.45 wt.%, and zero
velocities in the liquid. The two coefficients for convective heat exchange, are hsup and hin f , with the
upper and lower parts of the ingot surface defining the intensity of convective heat removal from the
ingot as hsup(T − 373 K) and hin f (T − 373 K) for these parts, respectively. The indicated points P0,
P1, and P2 serve for the analysis of the calculation results.

3. Model Description

It is assumed that solidification occurs with equiaxed dendritic grains, which are
allowed to float at the early stage of solidification and become immovable at the later
stage. The model, described in detail elsewhere [25], combines multiphase flow, energy
transportation, grain growth, and solute transportation with use of the volume average
method. The key features and assumptions are enumerated below.

(1) Three phases are defined: the solid dendrite skeleton (s-phase); liquid within the
imaginary surface (envelope), i.e., interdendritic liquid phase (d-phase); and extradendritic
liquid phase (l-phase), as presented in Figure 2. The summation rule is satisfied for volume
fractions associated with these phases: fs + fd + fl = 1.

146



Metals 2021, 11, 262

Figure 2. (a) Schematic figure for the dendritic structure and grain growth process, which consists of
the expansion of the envelope (indicated by the red line), and (b) growth of the solid phase at the
expense of the interdendritic liquid.

(2) Solidification is composed of the growth of the solid phase at the expense of the
interdendritic liquid and expansion of the grain envelope, i.e., grain growth; see Figure 2.
The former process is defined by the solute diffusive transportation rate, and grain growth
rate is calculated using the Lipton–Glicksman–Kurz (LGK) model [26].

(3) When accounting for multiphase flow, only two moving phases are identified: the
phase corresponding to the extradendritic liquid (l-phase) and the phase corresponding to
the equiaxed grains (e-phase). The latter is actually composed of the united s-phase and the
d-phase, where the volume fraction is defined as fe = fs + fd. For free-floating grains, the
momentum exchange coefficient between the liquid and grain phases is calculated using
the Happel model [27]. When grains get packed, i.e., become immovable, permeability of
the phase corresponding to grains is evaluated by the Kozeny–Carman equation.

(4) Grains to be packed should have at least one immovable neighbor to which they
can attach. This immovable neighbor can be either a wall or an already packed region.
Once the previous condition has been satisfied, the grain phase motion is set to zero once
the phase fraction fe reaches the packing limit value f e

p.
(5) Nucleation is modeled with a source term for a grain number density of nmax per

unit time in those cells of the mesh where local temperature drops below local liquidus
temperature for the first time, or where local grain density is less than 1 m−3 and local
temperature is lower than the liquidus temperature [8].

(6) In the conservation equations, all densities are constant and equal to the reference
density, that is, ρl = ρs = ρe = ρd = ρre f . The reference density corresponds to the
liquid density, with nominal solute concentration and initial temperature. In the buoyancy
term, the solid phase inside the grain is assumed to have a larger density than the liquid
phase. In addition, a constant difference between solid phase density and reference density
is introduced. Liquid density is dependent on solute concentration and temperature,
according to the Boussinesq approach, with the values of the thermal and solutal expansion
coefficients (βT and βc) taken from elsewhere [8]. The momentum transport equations as
well as turbulent model are gathered in Appendix A.

In simulation, the multiphase flow and macroscopic transportation of energy, solute,
and grain number density are solved using ANSYS FLUENT® software (ANSYS Inc.,
Canonsburg, PA, USA), in which the modeling of the solidification at the micro scale is
implemented with user-defined functions. To simplify comparison with the results in
reference [20], maximal grain number density is set to nmax = 2 × 109 m−3. The phase
diagram data and properties of the Fe-C alloy are listed in Table 1.
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Table 1. Thermodynamic and physical properties.

Property Units Quantity References

Carbon content wt.% 0.45 -
Melting point of pure iron K 1805.15 [8]

Liquidus slope K (wt.%)−1 −80.45 [8]
Equilibrium partition coefficient 1 0.314 [8]

Reference density kg m−3 7200 [28]
Solid–liquid density difference kg m−3 200 -

Specific heat J kg−1 K−1 725 [29]
Thermal conductivity W m−1 K−1 34 [8]

Latent heat J kg−1 2.72 × 105 [29]
Viscosity kg m−1 s−1 4.2 × 10−3 [8]

Thermal expansion coefficient K−1 1.07 × 10−4 [8]
Solutal expansion coefficient (wt.%)−1 1.4 × 10−2 [8]

Maximal grain number density m−3 2.0 × 109 [8]
Grain packing limit fraction 1 0.4 [8]

Secondary arm spacing m 5.0 × 10−4 [8]
Shape factor for tip growth 1 0.18 [30]

Sphericity 1 0.53 [30]
Liquid diffusion coefficient m2 s−1 2.0 × 10−8 [8]
Gibbs–Thomson coefficient m2 s−1 1.9 × 10−7 [31]

4. Results and Discussion

4.1. Nucleation and Grain Growth

According to the variation in the convective heat exchange coefficient along the ingot
surface, the coldest zone formed at the bottom corner and the very first grains nucleated
there when local temperature dropped below the liquidus temperature. Then nucleation
extended over the bottom, sidewall, and top of the ingot, as presented in Figure 3a,b, via
the distribution of the grain number density. Although redistribution of the grain number
density due to grain sedimentation was observed near the top boundary (Figure 3a), after
a while these grains were dispersed into bulk liquid (Figure 3b,c). The liquid near the
chilled boundary and the nucleated grains moved downward, the former as a result of
buoyancy due to the temperature difference, the latter due to drag force from the liquid
and the imposed density difference between solid and liquid. Indeed, although the solid
fraction was very small at 20 s and 50 s, after cooling started, the grains moved faster than
liquid, as presented in Figure 4a,b. Due to strong cooling, the temperature near the ingot
surface decreased rapidly and melt undercooling remained high, meaning that the grains
descending along the wall grew quickly. Once grain volume fraction reached the packing
limit value, the grains became attached to the wall or to the already packed layer and
became immovable. At t = 20 s, a thin packed layer was mainly located near the bottom
and lower sidewall, as seen in Figure 4a. Some grains descended to the bottom of the
volume before being “captured” and may have accumulated there. However, the melt
flow changed direction at the bottom of the ingot, moved toward the central axis, and rose
to the middle region of the ingot. Consequently, some grains were dragged upward by
the flow (Figure 3b), but with lower velocity (Figure 4b). It can be noted that the grain
number density in the layer packed over the sidewall was slightly below the maximal
value nmax = 2 × 109 m−3, whereas at the ingot bottom and central axis this value could
locally be as high as 6 × 109 m−3.
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Figure 3. Grain number density distribution and velocity vectors of the grain phase at different times:
(a) 20 s, (b) 50 s, (c) 100 s, (d) 200 s, and (e) 400 s. A logarithmic scale is used for the color map.

Figure 4. Grain phase fraction distribution and vectors of relative velocity between the e-phase and
l-phase

→
u e −→

u l , where the black line indicates the interface between packed and unpacked regions
at different times: (a) 20 s, (b) 50 s, (c) 100 s, (d) 200 s, and (e) 400 s.
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As the packing layer at the sidewall thickened, the temperature gradient and thermal
buoyancy force at the solidification frontier decreased. The downward velocity of the
liquid slowly decreased with time while the gravity force acting on the free-floating grains
increased as they grew. At t = 100 s, the equiaxed grains ahead of the packed layer
continuously descended to the bottom region, whereas the incoming flow from the upper
region had virtually no nuclei or grains. In fact, the grain number density was low in these
cells but remained above the 1 m−3 that prevents new nucleation there. Consequently, the
grain number density in the region within 1 cm to 4 cm from the lateral surface was less
than the mean value (Figure 3c). The lack of equiaxed grains in this region can explain why,
in real ingots, the corresponding location is occupied by a columnar structure. At t = 100 s,
a large grain number density was also observed in the upper region of the ingot, whereas
the grain phase was mainly concentrated in the lower region (Figure 4c), indicating that a
large number of small grains were dragged by the central upward flow. On the contrary,
some larger equiaxed grains sedimented to the bottom since the buoyancy term related
to their heavier mass prevailed over the upward drag force from the melt and piled up
at the ingot center. This could be observed by grain number density at the ingot bottom,
which was in the range of 3 × 109–6 × 109 m−3 (Figure 3c), and by the grain fraction
distribution (Figure 4c).

As discussed below, solutal convection started to affect liquid phase flow after
100 s and supported the ascending melt flow near the central axis. At the same time,
solid growth increased the mass of equiaxed grains, meaning that the grains in the up-
per region tended to fall down and continuously pile up toward the top of the ingot
(Figures 3d and 4d). At t = 400 s, equiaxed grains had filled most of the volume in the chill
mold. At a later stage, solidification slowed down as the heat transfer rate in the hot top
region was much lower. Finally, at about t = 1000 s, the whole ingot was fully filled by
packed grain, but solidification continued for a long time until the temperature dropped
below the eutectic temperature of 1461.37 K [12]. However, we stopped the calculation at
this stage because the grain distribution and macrosegregation would then barely change
due to the very weak flow of residual liquid in the packed zone.

4.2. Macrosegregation Formation

Segregation in the ingot is characterized by the segregation index (SI), calculated as
SI = (cmix − c0)/c0, where the solute concentration for the solid and liquid mixture cmix is
calculated as the sum of the averaged concentration in the grain phase and extradendritic
liquid weighted with corresponding volume fractions: cmix = fece + flcl . To understand
the evolution of the segregation pattern presented in Figure 5, it should be borne in mind
that solute is rejected at the interface between the solid phase and the interdendritic liquid
and is transported to the extradendritic liquid according to the evolution of the fraction
corresponding to the interdendritic liquid and by diffusion. In the model, the effect of
convective flow on boundary layer thickness around the envelope surface is taken into
account. Further distribution of the solute in the bulk is defined by the flow of extradenritic
liquid, which is affected by thermal and solutal buoyancy force, as well as by grain motion.
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Figure 5. Solid phase fraction distribution (left half) and distribution of the solute concentration in
the mixture overlapped by streamlines of fluid flow in the packed region and by velocity vectors of
the liquid phase in the unpacked region (right half) at different times: (a) 120 s, (b) 200 s, (c) 300 s,
and (d) 400 s. The black line indicates the interface between the packed and unpacked regions.

At the initial cooling stage, when both extradendritic liquid and grains descended
along the wall, equiaxed grains grew but the solid fraction remained small. Consequently,
little solute was rejected at this stage. The growth of the solid phase became noticeable
inside the packed layer, mainly at the bottom, leading to the emergence of a “plume”
near the central axis at 120 s, with an ascending flow as the extradendritic liquid enriched
with carbon became lighter (Figure 5a). The upward flow inside the packed layer over
the sidewall could probably be attributed to the pressure effect rather than to solutal
buoyancy. However, to confirm this statement, additional parametric studies would be
required. This flow was very weak since it occurred between grains whose fraction was
within the range of 0.6–0.9, and provided strong resistance to the flow. The instantaneous
segregation pattern presented at t = 200 s was defined by the redistribution of solute, which
was continuously rejected by the solid phase growing in a lower ingot region, due to the
upward flow of extrandendritic liquid. The latter was supported by solutal buoyancy
but was counteracted by a drag force from descending grains (Figure 5b). Since the local
value of solutal gravity was dependent on the solute distribution in the liquid and varied
with time, it may have been balanced by the downward drag force or even conceded to
the latter. This led to oscillation of the vertical component of velocity in the liquid in the
central part of the ingot, resulting in negative segregation in the form of a “Christmas tree.”
Similarly, at a later stage (300 s and 400 s, Figure 5c,d, respectively), the clockwise vortex
just above the packed layer was the result of upward solutal convection and the downward
motion of grains. Incipient formation of vertical channels could be observed at t = 300 s
(Figure 5c) at the edge of the packed layer, where the solid fraction increased (~0.3),
whereas the extradendritic liquid flow still had a velocity in the order of several millimeters
per second.

As mentioned above, we believed that the final segregation pattern could be evaluated
at t = 1000 s (Figure 6c), since by that time the ingot was filled with packed grains with a
fraction of more than 0.4 for most of the volume. Consequently, residual flow between the
grains was negligibly small (∼ 10−12 m s−1) and practically did not affect distribution of
the solute at the later solidification stage. As proof, it can be noted that the segregation
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pattern at the bottom part of the ingot did not change between t = 400 s (Figure 5d, right)
and t = 1000 s (Figure 6c, left), (note that the color scale is slightly different between the
indicated figures), but changes occurred in the upper part of the ingot where grains were
not yet packed at t = 400 s.

Figure 6. Comparison of the macrosegregation map between the experiment and the calculation:
(a) sulfur print [1] (b) measured carbon segregation index [1], and (c) calculated carbon segregation
index at t = 1000 s. Left: fine mesh. Right: coarse mesh.

Note that in Figure 6c, results obtained with two different grids with cell sizes of 5 mm
× 5 mm and 10 mm × 10 mm are presented. Similar to previously reported studies, mesh
size did not severely affect macrosegregation distribution. Rather, the difference related to
mesoscale in terms of the number and location of the segregation channels at the upper
part of the ingot and in the bottom zone of negative segregation. Thus, simulation with
both grids showed vertical segregation channels (Figure 6c), the formation of which started
at t = 300 s. However, with coarser mesh these channels were less pronounced and had
a different configuration. It should be stressed that qualitatively similar vertical segrega-
tion lines were also observed in experiments near the columnar-equiaxed transition line
(Figure 6b). The shape of the negative segregation zone obtained in the simulation was
different than the reported one. In our opinion, this can be attributed mainly to the uncer-
tainty of the boundary conditions that governed temperature distribution in the bottom
corner of the ingot. Furthermore, the lack of measurements close to the ingot bottom did
not really permit comparisons in the bottom vicinity. The discrepancy in height of the
negative segregation zone between the experiments and the calculations probably indicates
that interaction between ascending solutal flow and grain sedimentation was not extremely
well reproduced. Yet again, this can be attributed to boundary conditions, since variation
in cooling intensity clearly affected the height of that zone (Section 4.3). However, another
option is the effect of shrinkage during solidification, which was not taken into account in
the model and which could affect the flow of both phases when the solid fraction starts
to develop. Moreover, an air gap may appear between the casting and the mold due to
shrinkage, thereby increasing thermal resistance at the cooled wall and altering boundary
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conditions. Finally, it is clearly shrinkage that affected segregation at the last solidification
stage in the experiment and that defined solute distribution in the upper part of the ingot.
Consequently, comparison was not really possible for this zone. We discuss the role of
columnar dendrites in our conclusion.

A comparison of the segregation index along the central line between the calculation
and the measurement (Figure 7) shows that the calculation accurately reproduced a general
trend detectable in the measurements, i.e., negative segregation in the lower region and
positive segregation in the upper region. Macrosegregation distribution along the central
line predicted by the present model was compared with that carried out for the same-
sized ingot with a three-phase mixed columnar-equiaxed model [20], in which equiaxed
dendrites were considered globular. Similar to results reported elsewhere for 3.3 ton
ingots [12,13], negative segregation at the centerline obtained with globular equiaxed
grains was strongly overestimated [20], whereas results with the proposed description
matched more accurately with the experiment.

Figure 7. Comparison of the distribution of the segregation index along the central line of ingots
between the calculation and the experimental measurement.

4.3. Effect of Mold Cooling Intensity

It has long been understood that an increase in ingot size favors macrosegregation
formation. It has been demonstrated numerically that a special cooling procedure [22] or
an increase in cooling rate [14] could alleviate macrosegregation. However, the effect of
the cooling rate was studied with a fixed solid phase. In this section, we present a study
aimed at verifying the effect of surface cooling intensity on final carbon macrosegregation
with an equiaxed model. Initial conditions and ambient temperature remained the same
as in the previous section, but the heat transfer coefficient hin f was set to 100 W m−2 K−1,
300 W m−2 K−1, 600 W m−2 K−1, and 1000 W m−2 K−1. Although it is virtually impossi-
ble for the latter value of the heat transfer coefficient to be reached in industrial condi-
tions, because this value was considered earlier [14] it is kept here as an illustration of a
limiting case.

For all heat transfer coefficient values, the final distribution of the carbon concentration
(Figure 8) presented positive segregation at the upper region of the ingot, which remained
hot for a long time and was the last to solidify, and a negative cone near the ingot bottom.
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However, as the value of hin f increased, the volume of ingots with very low segregation,
−0.02 ≤ SI ≤ 0.03, also increased, whereas the height of the negative segregation cone at
the bottom decreased. The positive segregation channels, discussed in Section 4.2, were
also observed for higher values of the heat transfer coefficient (Figure 8c,d). However, their
locations were transferred deeper into the ingot core, i.e., they moved closer to the axis of
symmetry and farther from the top of the ingot.

Figure 8. The final carbon segregation index profiles under different cooling intensities:
(a) 100 W m−2 K−1, (b) 300 W m−2 K−1, (c) 600 W m−2 K−1, and (d) 1000 W m−2 K−1.

To explain the effect of the cooling rate at different solidification stages, it is appropriate
to analyze fluid flow at characteristic points P0 (0, 0.8), P1 (0.1, 0.8), and P2 (0.2, 0.8), the
positions of which are indicated in Figure 1b. In Figure 9, a comparison of the evolution
of the vertical component of liquid velocity over time at these points is presented for
considered heat transfer coefficient values. Generally, the overall flow loop descended
along the solidification front, which was parallel to the sidewall, and ascended in the ingot
core, meaning that the vertical velocity had mainly a positive value at P0 (Figure 9a) and
mainly a negative value at P2 (Figure 9c). When the grain phase was packed, liquid flow
velocity approached zero due to large flow resistance from the fixed grain network. It
is easy to observe that, at each point, the velocity obtained in the calculation with larger
cooling coefficients reverted to zero at earlier stages.
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Figure 9. Variation in the vertical component of the liquid velocity at points P0 (a), P1 (b), and P2 (c) during solidification
for different values of the heat transfer coefficients.

The downward flow of liquid along the cooled sidewall intensified as the heat transfer
coefficient increased. However it should be borne in mind that higher cooling rates promote
earlier and faster growth of the solid phase, and this has a twofold effect. On the one
hand, sedimentation of grains starts earlier everywhere in the volume and should be more
intense. On the other hand, solute rejection at the solid–liquid interface also increases
and contributes more intensively to the ascending flow. As already discussed above, the
variation in the vertical component of velocity of extradendritic liquid near the axis and in
the central part of the ingot is a result of competition between solutal upward convection
and the downward drag effect from sedimenting grains.

Figure 9a shows that with stronger surface cooling, the upward flow rate at the central
line monotonically increased with a maximal value of 2.27 cm s−1 for
hin f = 100 W m−2 K−1 versus 2.75 cm s−1 at t = 72 s for hin f = 1000 W m−2 K−1. That
means that solutal buoyancy was stronger with a larger hin f and that more grains, the solid
fraction of which was still small, were transported by the central flow to the upper region
under stronger cooling conditions. A decrease in velocity signified an increase in solid
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fraction at point P0, whereas, since the axial velocity remained positive, the downward
drag force from the grains was not enough to reverse the liquid motion at the early stage
of the process. Grains with a solid fraction descended, but “released” rejected solute that
again helped intensify the upward solute convection. This process was repeated twice
for hin f = 1000 W m−2 K−1 with large variations in amplitude of axial velocity, and was
stopped by the packed layer, which reached this height at ~200 s (Figure 10d). For smaller
heat transfer coefficients, competition between growth of the solid fraction followed by
descending grains and solutal convection gave rise to multiple flow oscillations that were
finally also stopped due to grain packing. These oscillations gave an irregular form to the
central zone of negative segregation.

Figure 10. Packing line evolution at different heat transfer coefficients under different cooling
intensities: (a) 100 W m−2 K−1, (b) 300 W m−2 K−1, (c) 600 W m−2 K−1, and (d) 1000 W m−2 K−1.

The results obtained at point P2, 0.2 m from the central line and about 0.03 m from
the ingot surface, are presented in Figure 9c. Here, the downward velocity value initially
increased due to development of the flow field under the action of thermal buoyancy,
before quickly reverting to zero when the packing layer reached that point. For the lowest
value of the heat transfer coefficient, the process was different and was accompanied by
flow oscillations that indicated flow instabilities similar to those described above. The
effect of these instabilities on solute distribution in the ingot was also visible in Figure 8a as
a variation in the segregation index near the ingot boundary. Finally, the flow behavior at
point P1, located 0.1 m from the central line (Figure 9b), presented a combination of effects
described for point P0 at the axis, which were followed by a change in flow direction to
a descending one due to the sedimentation of the grains, the solid fraction of which was
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sufficiently developed to counteract solutal convection. Yet with the lowest value of hin f ,
velocity oscillations persisted until the packed layer was reached.

Finally, the evolution of the location of the zone edge (the packing line) for differ-
ent cases is shown in Figure 10. The comparison was performed for periods of time,
ranging from the beginning of cooling until the moment when the equiaxed grains piled
up to the top of the mold. This took about 960 s, where hin f = 100 W m−2 K−1, 540
s where hin f = 300 W m−2 K−1, 360 s where hin f = 600 W m−2 K−1, and 300 s where
hin f = 1000 W m−2 K−1 for grains piling up the mold. After this, it took 500 more seconds
for the equiaxed grains to fill the hot top region for each case. It should be noted that
ingot solidification was still far from completion since the grains were packed at fe = 0.4,
whereas the solid fraction varied from 0.25 to 0.3.

5. Conclusions

A three-phase equiaxed solidification model was applied to study the formation of
macrosegregation in a 2.45 ton industrial steel ingot. A comparison of the calculated
macrosegregation with the reported measurements [1] showed their qualitative agree-
ment despite uncertainties in boundary conditions and a rather sizeable simplification of
physical phenomena in the model. Numerical results revealed flow instabilities related to
competition between solutal and thermal buoyancy effects in the liquid, added to which
was the gravity force acting on grains depending on the solid fraction. These instabilities
led to an irregular form of the central zone with negative segregation perturbed by hori-
zontal channels and the emergence of long vertical channels, also observed in experiments.
However, V-type channels along the axis were not reproduced. The study of the effect
of cooling intensity confirmed that stronger surface cooling relieves macrosegregation of
ingots as flow is stabilized by faster development of the packed layer. Yet, in real industrial
processes, improvement of cooling conditions is difficult because of the formation of an
air gap between the solidifying ingot and the mold due to shrinkage. Therefore, more
investigation is needed to improve the cooling conditions of chill molds.

One of the most important simplifications in the model is the absence of the shrinkage
effect, which may alter the multiphase flow during the process once the solid phase starts
to appear, and which is clearly responsible for the segregation pattern in the upper part of
the ingot. The role of columnar growth, which is not taken into account in the model, is,
however, less clear. Indeed, in simulation, a layer of packed grains along the cooled walls
and bottom appeared quite quickly once the process began and somehow corresponded to
columnar dendrites observed in various reported experiments [1,3,4,8,12] or calculations
elsewhere [19,21].
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Appendix A

Equations for momentum conservation are required only for grain phase and for
extradendritic liquid phase, and they are given with the Navier–Stokes equations coupled
with a realizable kε − ε turbulent model. Conditions for the grain packed region and
unpacked region should be distinguished. If both phases can freely move, the momentum
conservation equations are given by Equations (A1) and (A2) for the liquid and grain
phases, respectively. If the grain phase becomes packed, the equation of motion for the

grain phase reduces to
→
u e ≡

→
0 (instead of Equation (A2)) whereas the motion of the liquid

is still described by Equation (A1).
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where
→
F Bl represents the bouyancy force, which is treated with the Boussinesque

approximation for extradendritic liquid accounting for thermal and solutal expansion:
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A similar term for the grain phase takes the Boussinesque approximation for interden-
dritic liquid and contains an additional term for the solid phase:
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where cl , cd, and cs are intrinsic solute concentrations associated with extradendritic liuid,
interdendritic liquid, and solid phases, respectively, Δρ is the difference between solid
phase density and reference density.

For the free-floating region, i.e., fe < f e
p, the momentum exchange coefficient between

the liquid and grain phases Kle is calculated with the Happel model [27]. When fe ≥ f e
p,

the coefficient Kle is evaluated with the Kozeny–Carman equation:
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The governing equations for kε and ε are given below.
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where index m is used for the mixture of l- and e-phases, whose properties are defined as
ρm = flρl + feρe, μm = flμl + feμe,

→
u m =

(
flρl

→
u l + feρe

→
u e

)
/ρm. Closure relations and

values for the constants used in Equations (A1)–(A7) are given in Table A1.
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Table A1. Empirical constants and functions in the realizable kε − ε model.

Parameters Parameters

Gk,m = 2μtS2 S =
√

SijSij

μt,m = ρmCμk2
ε /ε C1 = max [0.43, η/(η + 5)]

Sij = 1/2
(

∂uj/∂xi + ∂ui/∂xj

)
Cμ = 1/(4.04 + AskεU∗)/ε)

η =
√

2Skε/ε ϕ = cos−1
(√

6W
)

/3
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6 cos ϕ Ωij = 1/2
(
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)
U∗ =

√
SijSij + Ω̃ijΩ̃ij W = SijSjkSki/S3

C2 = 1.9 A0 = 4.4
σk = 1.0 σε = 1.2
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Abstract: During the past two decades, researchers have shown interest in large-scale simulations to
analyze alloy solidification. Advances in in situ X-ray observations of the microstructural evolution of
dendrites have shown defects that can be very costly for manufacturers. These simulations provide the
basis for understanding applied meso-/macro-scale phenomena with microscale details using various
numerical schemes to simulate the morphology and solve for transport phenomena. Methods for
simulating methodologies include cellular automaton, phase field, direct interface tracking, level set,
dendritic needle networks, and Monte Carlo while finite element, finite difference, finite volume, and
lattice Boltzmann methods are commonly used to solve for transport phenomena. In this paper, these
methodologies are explored in detail with respect to simulating the dendritic microstructure evolution
and other solidification-related features. The current research, from innovations in algorithms for
scaling to parallel processing details, is presented with a focus on understanding complex real-world
phenomena. Topics include large-scale simulations of features with and without convection, columnar
to equiaxed transition, dendrite interactions, competitive growth, microsegregation, permeability, and
applications such as additive manufacturing. This review provides the framework and methodologies
for achieving scalability while highlighting the areas of focus that need more attention.

Keywords: solidification; microstructure; numerical modeling; large-scale simulation; dendrite growth

1. Introduction

The research in the simulation of dendritic growth during alloy solidification used
to be limited to small-scale, single dendrites that did not fully capture all of the physics
behind solidification. The computation power and cost required for superior analysis have
been the main hindrance for performing more complex, large-scale simulations. This article
outlines the advances in both mathematical models and computational hardware/software
that enable large-scale simulations of solidification microstructure.

While there is a significant amount of work on modeling solidification microstructure
and dendrite growth including a few review papers from distinguished researchers [1,2],
there has not been a review work on the large-scale modeling of solidification microstructure
covering the various numerical techniques, computational methods, and examples of what
has been accomplished thus far.

The goal of this review is to provide a comprehensive compilation of the most current
research that has been conducted on large-scale simulations of solidification microstructure
using advanced computing methods. Large-scale simulations of dendritic growth can
greatly benefit manufacturing and materials engineers and scientists, offering a detailed
understanding of microstructural evolution during solidification processes. Reducing
the trial and error of the manufacturing process, the simulations save time, providing a
greater understanding of the microstructure and defect formation. Many advances in in
situ X-ray observations of solidification have identified areas that can benefit from the
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large-scale realistic modeling of dendrites [3–10]. Lee and Hunt [11] first examined slabs
of Al–Cu alloys for hydrogen pores in situ during directional solidification (DS). They
discovered that as the growth speed of the dendrites increased, along with hydrogen
content, the shape of the pores evolved into a “worm-hole-like” shape. Defects that form
can be caused by numerous conditions such as gas bubbles, segregation, and tears as
well as other factors that can be difficult to predict due to the rheological behavior of the
mushy zone [12,13]. This cycle of casting and taking x-rays of the samples are both costly
and time consuming. Therefore, a lot of research has been conducted to understand the
physics behind these defects [14–21] and reproducing them using computer simulations.
The initial simulations produced two-dimensional (2D) axisymmetric, branchless dendrite
features that lacked the details needed to understand the issues that develop during the
manufacturing processes. Therefore, there are three-dimensional (3D) aspects that are not
captured by 2D simulations, which will be discussed in detail in later sections. However, 3D
simulations require extensive computing power and algorithms to scale. Recent advances
in the large-scale simulation of the solidification microstructure have produced some
astonishing new discoveries [22]. This has been made possible thanks to developments in
parallelization and supercomputing. State-of-the-art hardware and algorithm techniques
have enabled researchers to produce computations that used to be seen as impossible. The
ability to see high resolution in the formation of microstructures has never been more
accessible. The size, spacing, and morphology of dendritic arms show a significant effect
on the properties of the solidified materials [1].

Solidification modeling is a complex multiphysics problem including fluid flow, heat,
and solute diffusion aspects. There is also a need to solve equations for phase change or
track the interface to simulate the morphology. The morphology of the dendrites can be
captured using cellular automaton (CA), phase field (PF), direct interface tracking (DIT),
level set (LS), or dendritic needle networks (DNN) methods [21]. In terms of reproducing
the physics, PF is one of the best methods to simulate dendrite growth accurately when
compared to the front-tracking, boundary integral methods, and CA. However, depending
on the aspect under consideration, each method has its own strengths and shortcomings.
The majority of large-scale simulations of dendrite growth have used PF and CA methods.
The transport phenomena, which consists of either heat transfer, diffusion, and fluid flow,
can be solved using finite element (FE), finite difference (FD), finite volume (FV), or lattice
Boltzmann (LB) methods. Scalability is accomplished using computational approaches that
can take advantage of increasing the number of processing units. The selected numerical
methods need to be scalable, making it easier to implement different parallelization tech-
niques by using threads, message passing interface (MPI) [23–28], and compute unified
device architecture (CUDA) [29–32], among other methods. Reducing the computational
time is still a challenge for large-scale simulation. Therefore, many strategies have been de-
veloped over the years to address the computational time. Some researchers have focused
on utilizing parallel computing algorithms to speed up the simulation while others have
tried to optimize the meshing method and reduce the overall computational time by using
the adaptive mesh refinement (AMR) strategy [33] or by applying different grid size and
time step methods [34,35].

From a computational power point of view, technology is increasing toward Moore’s
law and the exascale era is already upon us [36–38]. Supercomputing has provided a
small deviation from expectations, now known as the post-Moore era [39,40]. Now, the
strategy to increase the ability to model dendritic solidification is finding limitations in
mathematical models and algorithms. This limitation is partly associated with interpolation
of the quantities around the interface of the dendrite where sharp gradients are present. By
implementing an adaptive grid refinement model, the code’s capability will be extended
to a more accurate prediction of the interfacial region. In the AMR algorithm, finer grids
are used for sharp gradient regions such as the solid–liquid interface, while the mesh
coarsens in the rest of the computational domain. As a result, most computation time is
spent solving the region occupied by the mushy zone. This method has been used by many
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researchers separately or in combination with other parallelization methods to reduce the
computational time [41–43]. Recently, parallel-GPU AMR has shown great promise in
combining the effectiveness of the AMR scheme with the power of GPU computing [44–46].
This allows for high-speed simulations of purely diffusive dendrite growth.

These outstanding large-scale simulations have inspired many researchers to perform
analysis on realistic grain growth. As an example, Miyoshi et al. [47] conducted a PF
simulation study of ideal grain growth in an ultra-large-scale domain. Using a supercom-
puter, TSUBAME 2.5 at the Tokyo Institute of Technology, which consists of 1408 nodes, the
team was able to investigate the number of sample grains that are necessary for repeatable
results for grain size distributions. The largest domain consisted of 25603 grid points, which
consisted of 3,125,00 initial grains. At this time and scale, it was the largest simulation
performed by a factor of 10. This was an effective performance for observing and quan-
tifying the steady-state growth behaviors. Another impressive simulation of large-scale
was performed by Sakane et al. [48], who used a quantitative PF model to simulate a
dilute binary alloy’s (Al-3 wt.% Cu) grain growth under the influence of forced convec-
tion. A directional solidification condition was produced in a system with dimensions of
3.072 × 3.078 × 3.072 mm3. The computation of 10243 mesh points, during 60,000 steps,
was completed using 128 GPUs within four hours. Their PF model could provide consistent
results independent of the interface thickness. An LB model was coupled to simulate the
melt flow.

The focus of this paper is to highlight important research on the large-scale simulation
of dendritic growth and other microscale solidification features. We will discuss numerical
methods as well as computational approaches used to produce large-scale simulations of
the solidification microstructure. The actual domain size of these simulations depends
on the physics considered and the features that are being simulated. The structure of this
review will focus on the increasing complexity of features. Many case studies will be
discussed in the following order: dendritic interactions and competitive growth; columnar
to equiaxed transition (CET); solute transport and segregation; natural and forced con-
vection; permeability. The details for each subject are outlined with respect to both the
mathematical/computational models as well as the physical nature of the simulations.

2. Methods for Simulating the Morphology

The process of capturing the interface morphology in simulations can be accomplished
with the CA, PF, DIT, or LS methods. Each method has its unique advantages and defi-
ciencies. CA, which is relatively simple, stands alone from the others because of its local
structure and will be discussed first. PF is probably the most powerful and will be analyzed
with respect to some of the most notable case studies. Third, DIT will be discussed to
feature the differences using a couple of research examples. Finally, the LS method will be
reviewed, which is similar to DIT but requires knowledge about the temperature gradients
at the interface. Dendrite needle network (DNN) and Monte Carlo (MC) methods will also
be discussed. By simulating the morphology of dendrites, the complexity in geometry can
be incorporated for the large-scale domain for manufacturing purposes.

2.1. Cellular Automation

CA is ideal for large-scale modeling simulations as its structure is considered local
with respect to the objective domain. The ability to approach the morphology naturally,
in a localized manner, allows for easy scalability on many processors. In the 1940s, the
CA method was developed by John von Neumann using simple microscopic laws to
model complex, macroscopic phenomena physically [49]. With a successful application
in metallurgy, the CA method can accurately simulate processes such as grain growth,
cracking, diffusion, or mechanical deformation. By superimposing a grid of cells on the area
of interest, the evolution of these physical processes can be reproduced. State indices and
variables are attributed to cells that evolve based on transition rules [50], outperforming
the standard GPU implementations, making this effective for scalability as the interactions
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of cells can be defined in three dimensions. Advantages over PF include being able to
develop a spatial resolution by the order of magnitude of the smallest microstructure
feature size [51]. CA is highly parallelizable, making it two orders of magnitude faster than
alternative PF methods [52].

One of the largest strictly CA methodologies was recently performed by Zhang et al.
(shown below in Figure 1) [53]. The study focused on the simulation of an Fe–C alloy
during isothermal and directional solidification while using the CA model to simulate
the CET. Using the CA model in combination with GPUs and MPI, the maximal speed-
up ratio was measured to be 153.19. They were able to study the effects of increasing
the cooling rate among other conditions, which promotes the occurrence of equiaxed
dendrites ahead of the solidification front. The CA code was able to process 7683 grids
within 27.42 min for 8000 time steps. They were able to solve the problem of data race
in the CA model by introducing an additional field variable with a modification to the
capture rule. CA is regularly coupled with methods to solve for solute transport given its
functional, elemental nature that allows it to be scaled [54–56]. The CA algorithm accounts
for heterogeneous nucleation, the preferential growth directions, and growth kinetics of
the dendrites [57]. Rafii-Tabar and Chirazi provide a comprehensive analysis of modeling
solidification techniques in their review on multiscale modeling using CA and coupling
techniques [58]. CA is often coupled with other methods such as FE and FD, which are
described in later sections of this review in context to AM applications.

 

Figure 1. Directional solidification of the Fe-0.6 wt.% C alloy in a domain consisting of
400 × 100 × 1000 cells and a grid size of 5 μm, represented in (a) as a configuration of the computa-
tional domain at various nucleation angles and cooling rates: (b) 1 K/s, (c) 5 K/s, and (d) 10 K/s [53].

2.2. Phase Field

The PF method is a powerful and versatile tool to model microstructural dynam-
ics [59,60]. Many phenomena can be represented using a simple set of differential equa-
tions [61]. Using continuous fields to describe the interfaces, the discontinuities of proper-
ties and boundary conditions are represented by a variation of one or more auxiliary field.
These phase fields across a diffused interface are solved by integrating partial differential
equations for the whole domain. Free-boundary problems with arbitrary complex interfaces
are notoriously challenging [62].

Kobayashi [63] first brought the PF modeling of dendritic growth to the public’s
attention in 1993, showing a simple simulation for one component melt growth and showed
its ability to solve the free-boundary problem. PF solves the time evolution equation of
the PF variable, Ø. This was introduced to express the phase state (solid or liquid) of
the material, in which the sharp interface is replaced by a diffuse interface. With a finite
thickness, the PF variable has a smooth, but steep change. The versatility of the PF method
allows for the simulation of the interface migration without tracking of the interface [64].
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By simply solving an equation, PF can solve for the solid concentration, curvature of the
interface energy, and capture the interface based on computational tracking. Kobayashi
actually produced movies of grain growth simulation in 3D prior to 1990 [65], which
inspired researchers to reproduce this method for larger scale domains.

PF is very computationally taxing, where the meshes for the interface require high
density. AMR has been implemented on a large scale under certain conditions [66] such
as 3D modeling [67–69] (but mostly 2D conditions due to limitations) as computational
efficiency decreases as the volume fraction of the interface increases [70]. Therefore, parallel
computational schemes are necessary for very large-scale simulations using a quantitative
PF model. Shibuta et al. [71] utilized a supercomputer and PF to simulate the competitive
growth of dendrite assemblages. They discussed convergence behavior that enabled the
use of a large interface thickness. At the time (2011), it was the largest reported simulation
of dendrite growth for a domain of 3.072 mm3 for a total time of 100 s, using 768 GPUs
on the supercomputer TSUBAME 2.0 (TSUBAME 2.5’s predecessor). It is computationally
oppositional to obtain a realistic looking microstructure and an extremely thin interface [72].
PF parameters are derived at a thin interface limit [73], which is competitively being
pushed further.

Two years later, Takaki et al. [74] used the TSUBAME 2.0 for a very-large-scale 3D PF
simulation of directional solidification of 3.072 × 3.078 × 3.072 mm3, which was equivalent
to 4096 × 4104 × 4096 meshes. This research produced interesting results (Figure 2), where
unfavorably oriented dendrites and highly complicated interactions could be observed.
As a result, controlling microstructures in terms of crystallographic structures has been
considered for more complex structures. This is important as it expanded on both the
domain size and complexity that was previously discussed by Shibuta et al. [71].

 

Figure 2. Simulation of competitive columnar dendrite growth by large-scale PF simulations where
the inclination angle is indicated by color [74].

In order to simulate large-scale microstructures using PF models, the PF interface is
required to be scaled up much larger than the physical interface to remove several artifacts
that step from the thickness of the interface [75]. Using interpolation functions for average
diffusivities and grand potentials of the bulk phases, the interface stretching is eliminated.
The interface also faces (unrealistic) movement from the relaxation that can be countered
by asymptotic analysis. Finally, artificial solute trapping can be mitigated by anti-trapping
formulations [76]. These conditions need to be met to scale to higher resolutions while
maintaining accuracy using PF methods. PF’s advantage over the other methods lies within
the field variables, which eliminate the need to identify and track the interface. Tourret
et al. highlighted some of the most recent applications, perspectives, and challenges in PF
modeling in the most recent review [60].
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2.3. Direct-Interface-Tracking

DIT, a front tracking method, is a successful methodology for solving the energy
equation as well as momentum and mass conservation equations. This requires treating the
interface as incompressible. Since it requires the calculation of the temperature gradients at
the interface in combination with the normal velocity and curvature of the interface, DIT is
less powerful in comparison to the other techniques already mentioned [22].

Zhu et al. [77] used a quantitative virtual front tracking model, which is characterized
by its mesh independency, to simulate 2D dendrite growth in the low Pėclet number regime.
This means that the results converge to a finite value when the mesh size is refined. It
has been observed that the mesh dependency is influenced by the methods of curvature
and solid fraction calculations [78]. The simulated columnar dendrite evolution of an
Al-4 wt.% Cu alloy was calculated in a domain of 600 × 1200 meshes on a single CPU in
about 11 h of computational time. Figure 3 shows the evolution of the dendrites after 12 s
when comparing the grain boundaries and solute map. The equilibrium composition was
compared in good agreement to the LGK model.

Figure 3. Evolution of directional solidification with the thermal gradient after (a) 2 s,
(b) 3.2 s, (c,d) 12 s, (a–c) shows the grain boundaries and (d) solute map [77].

This process is considered with direct numerical simulations of flows with phase
change. Tryggvason et al. [79] expanded on a multiphase flow model where different mate-
rial properties in each phase were added at the phase boundaries. Juric et al. [80] used this
method to observe complex dendritic structures such as liquid trapping, tip-splitting, side
branching, and coarsening. This efficiently handles discontinuities in material properties
between liquid and solid phases. DIT produces a method for simulating morphology that
can be further defined based on tracking criteria. Front tracking explicitly provides the
location of the interface at all times.

2.4. Level Set

Tracking the interface can be accomplished either explicitly or implicitly. Explicit
tracking such as front tracking requires special care for topological changes [81]. Overcom-
ing this is difficult in 3D; however, implicit representations such as LS or PF can handle
these topological changes in a straightforward manner. LS represents the front as a level
set of continuous functions. LS simulations are simple, which is an advantage, especially
when computing the curvature. LS is similar to PF [82] as it also interchanges the interface
with a field variable; however, it requires the knowledge of the direction in which the
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solid front is advancing (along with its velocity and calculation of the normal vector from
the interface) [83].

Tan et al. [84] utilized a LS simulation that combined the features of front-tracking and
fixed-domain. A domain decomposition of eight domains was performed using the Cornell
CTC supercomputer [85] for 5 h, while the 3D simulation of a single dendrite required
12 h with 16 nodes (each of the nodes consisted of two 2048 MHz CPUs). They were able
to prove that the method provides accurate tracking of the interfaces, computation of the
heat/mass/momentum transport avoiding boundary conditions, adaptive meshing, and
the capability of multiple solid phases. The research involved a reasonable mesoscale value
for a mesh width of 12.2 μm for the diffused interface for a full mesh of 1024 × 2048. In
another study, Tan et al. [86] modeled multiple dendrite interaction with undercooling
in the front using a LS method in a 3D domain. A solidification speed of 3000 μm/s and
thermal gradient of 1400 K/cm was required for nucleation and is shown in the simulation
below (Figure 4).

Figure 4. Solute concentration of Ta without (left) and with convection (middle) [84] and 3D crystal
growth with front tracking and required undercooling for nucleation (right) [86].

The LS method is a helpful alternative to PF to avoid the asymptotic analysis needed
for the PF method [62,87]. It is an extension of front tracking methods, where energy
conservation issues derive from discretization errors. This is based on the direct application
of temperature boundary conditions and the computation of heat fluxes, which was first
addressed in Stefan problems [62], where the interface velocity is calculated from interpola-
tion of the heat flux nodes near the interface. A LS method is useful for a direct calculation
of the growth and shape of the solidification of dendrites without the need to apply the
boundary condition explicitly at the freezing interface. Using a fixed FE grid, LS avoids the
need for moving or adaptive gridding while providing an explicit and accurate tracking
of the interface front [88]. Gibou et al. [89] provide a technical analysis of the LS methods
and their applications in the computational review, which provides insight to adaptive
Cartesian grids and parallel architectures.

2.5. Dendritic Needle Network

DNN is another novel method that is featured with respect to simulating the complex
structure of dendrites. A mesoscale simulation resolution is needed for this, as each branch
of the dendritic grain is considered a thin needle crystal, modeled as a network. PF and CA
simulations are used to predict the dynamics of the individual branches for solidification
or complex dendritic networks at a scale much larger than the diffusion length. Tourret
and Karma [90] created a 2D multiscale model for DNN for both isothermal and directional
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solidification that was validated through the comparison with analytic solutions. This DNN
approach allows for investigations into the dynamics and stability of spatially extended
dendritic arrays. The optimization of this model was proven to be four times faster than
normal PF simulations. A 3D DNN simulation was scaled from 2D by defining the flux
intensity factor (FIF), which is the strength of the concentration gradient at the tip of the
needle. This is comparable to calculating the stress factor of a crack’s tip, which is calculated
using a contour integral and modeled as a parabolic tip. The main discrepancy for a 3D
analysis is caused by Laplace’s equation having no solution for a line terminating at a
single point, which was accounted for by considering the solute flux intensity for a needle
of finite thickness. The results were compared with the microscopy of a sample from
NASA’s microgravity solidification experiments, which showed a similar characteristic
scale of the array spacing. Tourret and Karma [91] elaborated on this 3D DNN model
using the same parameters with isothermal and directional solidification. An Al-7 wt.%
Si alloy that was modeled in the previous microgravity experiment was analyzed with
more scrutiny. They utilized a new 2D formulation for thick branches with paraboloidal
tips. The comparison of the 3D simulations to samples from the CET in the Solidification
Processing Project (CETSOL) [92] is shown in Figure 5. The simulation results of DNN,
featured in white, followed a similar primary dendritic spacing to the markers of the
samples featured in purple. This research provided a basis for quantitatively predicting the
full 3D microstructure spacing of individual branches, which determine the mechanical
strength of the structure.

Figure 5. Cross-section microstructure comparison of the DNN simulation (left) to the polished
microgravity sample (right) [91].

Tourret et al. [93] expanded on the DNN research by focusing on the isothermal
growth of an equiaxed grain in a supersaturated liquid in 3D. Using PF, needle-based, and
envelope-based approaches, benchmarks for an undercooled isothermal equiaxed growth
were used to compare steady-state growth predictions. The theoretical Ivantsov solution
provided the Péclet number that formed the basis of comparison, scaled with respect to the
tip radius and velocity. The comparison of the model types is shown in Figure 6. While
the lack of truncation radius bounding was apparent in the shapes, the coarseness of the
dendrites caused the velocity to decrease due to the effect of the boundaries.
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Figure 6. Comparison of model simulation types: PF (left), DNN (middle), and envelope (right)
using a solute super-saturation (Ω) of 0.25 [93].

Nonetheless, this illustrates the effectiveness of DNN and grain envelope models
(GEM) at reproducing PF results with reasonable accuracy. This comparison of models fea-
tures an operational compromise between resolution and computational efficiency. While
accuracy is important for large-scale simulations, multiscale models enable predictions of
primary dendritic spacings, similar to industrial casting processes [94].

In context with PF, DNN solves a broad range of phenomena, where strong assump-
tions are made for the mesoscale models. Normally, these models do not account for the
detailed evolution of the solid/liquid interface. DNN’s representation of the dendritic
structure as an array of needles allows for both steady-state and transient growth regimes to
be described while accounting for the diffusive interactions between them. This bridges the
PF approach with coarse grained stochastic models. Multiscale DNN allows for convective
effects to be more effectively studied. Most recently, Isensee and Tourret [95] compared
the oscillatory growth behavior to X-ray in situ imaging, identifying the fundamental
mechanisms in which the gravity-induced buoyancy alters the dynamics of the crystal
growth. DNN is a helpful approach for scaling simulations of morphology; however, in
order to predict realistic microstructural evolution, incorporating fluid flow is crucial.

To compare the simulation methods that were just described, it is essential to produce
simulations of a similar nature. However, as not many simulations have been created
for this purpose, an analysis of the most outstanding simulations discussed in the above
sections will serve as the basis for comparison (Table 1).

Table 1. Comparison of the simulation techniques.

CA [53] PF [74] LS [84] DIT [77]

Hardware 4 NVIDIA RTX 2080 Ti GPUs TSUBAME 2.0 CTC supercomputer single CPU
Compute time 27.42 min 288 h 5 h 11 h

Domain size (mm) 5 × 2 × 0.5 3.072 × 3.078 × 3.072 12.5 × 25.0 1.2 × 0.6
Mesh size 768 × 768 × 768 4096 × 4101 × 4096 1024 × 2048 600 × 1200

Monte Carlo (MC) simulations have also been widely used in studying solidification
and grain growth processes as they allow scientists to model and predict how microstruc-
tures/grains evolve over time [96,97]. The Monte Carlo method involves making random
changes to the system and then deciding whether to accept or reject the change based on a
probability that depends on the free energy of the system [98]. This deterministic method
is used to simulate grain boundaries on a large-scale, which is featured in the section for
additive manufacturing (AM).

3. Mathematical Methods for Solving Transport Phenomena

The complex physics associated with the solidification process requires solving a
number of differential equations for heat transfer, diffusion, fluid flow, and phase transfor-
mations. The numerical methods for solving these equations often include finite element
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(FE), finite difference (FD), finite volume (FV), and lattice Boltzmann (LB). The first three
are compared with respect to each other due to the many similarities shared between them,
while LB is featured separately. Solving the transport phenomena can be accomplished in
either the mesoscale (FE, FD, FV) or microscale by using molecular dynamics (MD). Solving
a large-scale problem is impossible using this MD method; however, LB bridges the gap
between the two by not considering each particle’s behavior in isolation, as per MD. LB
uses a distribution function to represent the behavior properties of a collection of particles.

The conventional method for the mesoscale is usually divided into two approaches,
continuous or discrete. Using the continuous approach, an infinitesimal control volume
and the conservation of energy, mass, and momentum are used to obtain partial differential
equations, which is difficult to solve with complex geometry, boundary conditions, and
nonlinearity. This problem is solved by discretizing the domain into finite elements, grids,
or volumes in a macroscopic scale. Physical properties such as temperature, pressure, and
velocity are represented at nodal points or averaged or assumed linearly/bilinearly across
a finite volume/nodal point [99].

3.1. Finite Element/Difference/Volume

Many scholars have used FE, FD, and FV methods to solve the governing partial
differential equations. Time and space are structured in a grid, where a continuous field
variable is approximated at discrete grid points [100]. When extending into higher volumes,
the FV methodology enables conformation to an irregularly shaped grid compared to
the FD method’s cartesian grid. The FE method divides a domain into discrete units,
which is distinguished by the connectivity between the nodes and is suited for irregular
structures. The trade-off between resolution and computational speed is dependent on the
methodology chosen.

The FE method is also used to solve the governing equations for solute transport. Feng
et al. [101] used FE to implement a fluid flow model for a mesoscale simulation. Utilizing
the Galerkin FE method [102], an elemental matrix was developed and solved using an open
access program C++ library (IML++) to solve both systematic and nonsystematic linear
systems [103]. These resources have been helpful in developing models for many uses such
as quantitatively predicting the fluid flow behavior induced by solidification shrinkage.
The resulting mesoscale simulations were measured for variations in permeability from
the shrinkage (Figure 7). With an average grain size of 300 μm, the domain contained 8000
realistic grains. The methodology for scaling will be discussed in more detail in context
with the dendrite interactions and competitive growth.

Figure 7. Variations in permeability (g) within a semisolid domain at (a) g = 0.70 and (b) g = 0.84 [101].

FV, on the other hand, is functionally designed to work in a 3D environment. Finite
volume works as an integral scheme across an area, similar to FE, in which the chance
for error is minimized. Integral schemes are computationally slower than differential
schemes (FD), but this is dependent on the boundary conditions. FV is a conservative
formulation that allows for a mesh to apply boundary conditions for a flow [94]. FV is
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effective for coupling with CA, which was used to study artificial anisotropy [104]. Much
effort has been made to simplify this process in mesoscale [105], for example, by creating a
framework for FV [106] for casting processes (OpenCast) or integrating with sharp solid–
liquid interfaces with the Eulerian–Lagrangian framework [107]. Navier–Stokes is unable to
simply combine thermodynamics with the source term, therefore, FV is a common strategy
for integrating these extra physics. LB, however, can naturally inject the complex physics
of combining thermodynamics with the source term into the model for applications such
as phase changes [101].

Despite their challenges, finite methods have provided useful integrations for model-
ing fluid flow with respect to meshing. Integration was applied as a moving mesh algorithm
for quantitative PF equations by Karma et al. [108]. The sharp interface equations define
the dendrite evolution in terms of the diffusion equation, which is expressed in a moving
frame. Li et al. [109] expanded on the moving mesh framework for 3D multiphase flows.
This adaptive grid method is useful for the disparity between the relatively small thickness
and global length scale, which requires a locally refined grid inside the interface. This
research has inspired others to utilize these methods for greater potential. Wang et al. [110]
used these adaptive FE methods to measure the scalability of these domains. Comparing
the tip velocities for undercooling cases, complex dendrites were studied for the potential
to simulate more realistic physical problems (with a CPU that required about 60 h of time
for 47,905 nodes). This numerical technique presents a framework for multicomponent
(MC) alloys. The previously stated research has its limitations with respect to computation
and time. FE has been used historically to model the transient thermal stresses and residual
stresses from laser heat treatments [111]. With this context, it requires a higher degree of
computation for realistic models. 3D finite element models provide a model for scalabil-
ity [112–114] while other algorithms can enable multiscale complexity. Prakash et al. [115]
provide a review on melting and solidification strategies in general purpose computational
fluid dynamics software, which typically employs these types of methods.

3.2. Lattice Boltzmann

The LB method is a relatively newer approach for solving the solute transport and fluid
flow. It is different from conventional modeling techniques as the system is modeled as a
collection of particles moving on the discrete computational space’s lattices. It is powerful
for simulating both single and multiphase flows in complex geometries, which gives it an
advantage over the conventional Navier–Stokes solvers [116–119]. It is very efficient in
describing the fluid flow computationally [120] and can be coupled with different interface
capturing methods. Interesting observations about the movement of dendrites can be made
using large-scale LB models such as translation and rotation [121–124].

LB has been an important tool for our research on the large-scale simulation of den-
dritic solidification. Jelinek et al. [125] were able to visualize the flow of an Al-3 wt.% Cu
alloy melt in 2D (Figure 8). The arrows represent the velocity vectors of the melt, while
the contours represent temperature, where cooling occurs at the back and front as heat is
applied at the sides. By incorporating the effects of melt convection, solute diffusion, and
heat transfer, LB was able to be scaled using MPI and matched to CA using an identical
mesh. LB’s simple formulation is split into two steps: collision, which is completely local,
and streaming, where MPI is used to transfer the distribution functions.
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Figure 8. 2D simulation of flow melt around solidified dendrites, where colors represent solute
concentration and contours represent temperature [125].

LB is very suitable for parallel processing, as this method does not rely on the assembly
of a large global matrix, which makes CA a natural approach for coupling. However, LB
has also been coupled with PF [121,126], where the equations of motion are solved for
tracking the translational and rotational motion of the solid phase. Medvedev et al. [122]
proposed a mesoscopic scheme to simulate dendritic solidification with both the motion
and rotation of grains, which laid the framework for larger-scale simulations. This scheme
was translated into 3D for multiple solid particles by Subhedar et al. [127], which optimized
the diffuse interface-flow simulations. Software such as OPENPHASE [128] utilize PF and
LB methods to combine dendrite growth simulations with fluid dynamics.

LB has advantages that are clear; computations are local and easy to handle in terms
of complexity. It is efficient for parallelization while handling accuracy, numerical stability,
and constitutive versatility. Therefore, the transport phenomena can be computed in a
variety of use cases outside of fluid flow such as reaction systems, phase changes, material
processing as well as heat transfer. Typically, simple simulations are performed using LB;
however, with greater computation power, LB can be utilized for more than one use-case in
a single simulation such as by studying phase change in combination with heat transfer.
Ren et al. [129] verified this with experimental temperature profiles. They studied the
influence of the dispositive position and relative position of the adjacent component and
analyzed it with the metal droplet deposition method (MDDM) under heat conduction.
LB was used to predict the heat transfer and phase change in the multi-layer deposition.
Sakane et al. [130] used a domain decomposition method to simulate the free growth of
an equiaxed dendrite in a domain of 2 × 2 × 6 mm3. This allowed for multiple-GPU
parallelization, where the boundaries moved to divide the dendrite evenly.

When the heat transfer equation is solved in large-scale simulation for most metals,
since thermal diffusivity is 100–1000 times larger than the solute diffusivity, the temporal
resolution required for the solute diffusion equation is too fine for the energy equation [35].
If all the numerical models for simulating microstructure growth are explicit, then separate
spatial scale and temporal scales for each physics can be employed to alleviate the problem
and reduce the computational time. In other words, unique grid sizes and time steps
can be used for different physics. The grid size and time steps are selected through the
Courant–Friedrichs–Lewy condition [131] for each physics. However, the length scales
should be fine enough to capture the secondary dendritic arm spacing (SDAS) and inter-
dendritic flow for fluid flow and solidification growth features. This will result in a much
coarser grid for fluid flow that reduces the overall computational cost [132]. This method
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has been successfully applied by many researchers to reduce the computational time of
large-scale simulation [34,35,132,133]. Recently, our group [133] studied the accuracy and
computational efficiency of a multiple grid and time step scheme for a natural convection
benchmark problem. We showed that through the appropriate selection of the grid and time
step, computational savings up to tenfold could be obtained compared to when the same
time step and grid size were used. The model was also accurate and only lost 9% accuracy
for the worst case [133]. Chen et al. [134] presented a critical review on LB methods and
applications that focused on solving multiphase problems.

4. Computational Approaches

In recent years, general-purpose computing on CPUs and GPUs with MPI and CUDA
has been employed to speed up large-scale simulations of the solidification microstruc-
ture [135–141]. When MPI is used for parallelization, the computational domain is de-
composed into finite subdomains in all directions. The information exchange between
subdomains is carried through halo regions or ghost nodes. Based on the location of
the subdomain, ghost nodes are either physical boundary conditions or contain neighbor
subdomain boundary information. The ghost nodes are updated at each temporal iteration
using MPI and the intercommunication between the subdomains [132]. The host program
(CPU) divides the computational domain into thousands of thread blocks. Each thread
block consists of a multiple of 32 threads. The kernel function is executed by the total
number of threads in parallel in the device. It was shown that the computation time for a
GPU with massive computation capacity and bandwidth is two orders of magnitude faster
when compared with a serial CPU core [142].

Under certain conditions, CPUs are effective for simulations in comparison to GPUs.
Sun et al. [143] characterized the accelerated performance quantitatively based on the
total node points run on a single Intel Xeon E5-2699 v4 core and four NVIDIA GPUs.
Figure 9 shows that at a lower number of nodes, the GPU efficiency was low. At 643 nodes,
the speedup ratio was only 8.83, while the 6403 case had a speedup of 155.29. The data
communication between the devices was time consuming, while the calculation source
of the GPU was largely unoccupied. The decline in speedups (10243 nodes = 152.30)
is believed to be caused by the time used for output. Furthermore, the GPU efficiency
increased as the number of nodes increased. With greater development, the acceleration in
GPUs can be doubled by using shared memory [142], which is located at and shared by the
same block.

Figure 9. Speedups of single CPU core serial-programming vs. the multi-GPU parallel-programming
efficiency [143].

Using multi-GPU cellular automata models, Wang et al. [144] simulated solidification
structures in continuous casting blooms, which is known to be a computationally time-
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consuming process. The model utilized a heterogeneous GPU-CA parallel algorithm to
optimize the calculation parallelism and a multi-stream communication scheme to overlap
computations and data transfers. They validated the model by the analytical LGK model
and applied it to simulate the solidification structure. In comparison to single-core CPUs,
the proposed model achieved speedups of 700× while maintaining similar calculation
precision and producing results with minimal relative error.

The evolution of technology has given rise to a diversity in applications. Computer
processing for large-scale simulations has been improved due to the number of processors.
Supercomputers were the source of this amount of computation required, while CPUs
were soon replaced by GPUs, which allowed for even faster calculations. Eventually, the
bottlenecks for the speed were determined by the programming. Innovations in GPU
technology such as NVLink, which allows for direct communication between GPUs, were
assisted with toolkits such as NVIDIA’s CUDA to program the GPUs directly. TSUBAME 3.0
(the most current of the series of supercomputers based at the Tokyo Institute of Technology)
employs this technology, allowing four 20 GB/s data link per GPU for a total of 47.2 PFlop
performance in half-precision [145]. MPI has shown effective use throughout trials, and the
combination of techniques and optimizations has been proven to show significant success
in GPU-rich supercomputers.

Jelinek et al. [125] produced a large-scale simulation for 2D dendritic growth, which
was accomplished through MPI parallelization. Parallel programming utilizing this type
of communication between the distributed-memory systems is the standard for large-
scale simulations. The programming is approached using a single program, multiple data
streams (SPMD) [146]. SPMD uses each processor, executing the same program on different
data for MPI processes. Using a notion of rank to distinguish processes, the point-to-point
communication is the fundamental primitive for sending and receiving. The scalability
enabled this type of research to utilize Oak Ridge National Laboratory’s Cray XT5 system
(Kraken supercomputer) [147,148]. The dendrites were grown to a reasonable size in an
“incubation region”, then the results were stored to restart using the scalability of 41,472 of
a total of 112,000 cores of the Kraken supercomputer. Figure 10 shows the final snapshot of
the dendrite incubation domain, where the magnified portion shows the flow of the alloy
melt between solidifying dendrites.

Figure 10. Large-scale domain of dendrite growth with enlarged composition analysis where the
colors in the background and dendrites are represented as the solute concentration. Both the size and
color of the arrows represent the magnitude of velocity [125].

The parallelization required for this amount of detail for such a large domain is only
possible with a technique of spatial domain decomposition. This popular method of
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splitting the spatial domain into equally-sized domains is specific to the number of cores
used for the computation. The benefit of the CA-LB model is that only the subdomain
boundary values need to be exchanged between the subdomains [125]. Implementing this
in binary Hierarchical Data Format 5 (HDF5) yielded a high efficiency that resulted in a
50% reduction in the memory and computational time required, enabling high scalability.

Continuing this research, Eshraghi et al. [137] utilized the CA-LB model to simulate 3D
dendrite growth in a macroscale domain of approximately 36 billion grid points (1 mm3).
The scale-up performance (strong scaling), where the number of processors was increased
with the fixed domain size, was compared with the speed-up performance of a fixed
processor load by scaling the domain size (weak scaling). Using this combination, the entire
domain was filled with dendrites, as shown in Figure 11. The competition between the
dendrites shows that the ones with orientations other than 90 degrees were blocked by the
perpendicular dendrites.

 
Figure 11. The 1-mm3 domain of a 3D columnar dendritic microstructure simulated from 4000 initial
seeds and approximately 36 billion grid points [137].

Shimokawambe et al. [135] were able to perform the first petascale PF simulation of
dendrite growth that we know to date. The process was implemented locally on a single
GPU using CUDA; then using 4000 GPUs, MPI was implemented, so host CPUs were used
as a bridge for the data exchange. They used overlapping techniques to utilize both GPUs
and CPUs to optimize the scalability, which were defined as Hybrid-YZ and Hybrid-Y.
First, Hybrid-YZ exploited the data independency for array elements by dividing each
subdomain into five regions, which were computed separately. The CPU cores were used
to compute four y and z boundary regions, while the GPU was used to compute inside the
region to produce halo regions. Hybrid-Y instead assigned only boundary regions in the y
orientation of the boundary to CPUs [146]

Hybrid techniques for computational simulations have been the focus of research since
modern high-performance computing (HPC) systems have been introduced to simulations.
Yamanaka et al. [142] proved that GPU-accelerated PF simulation was faster than its CPU
counterpart by two orders of magnitude. Heterogeneous computing has resulted in the de-
velopment of many frameworks [149,150]. These many frameworks have been developed
to enhance the computation and portability of these HPC techniques. “Multiphysics Object-
Oriented Simulation Environment” (MOOSE) [151], FEniCS [152], “Portable, Extensible
Toolkit for Scientific Computation” (PETSc) [153], Mesoscale Microstructural Simulation
Project (MMSP) [154], and Structured Adaptive Mesh Refinement Application Infrastruc-
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ture (SAMRAI) [155] are a few resources that have been built upon the models previously
discussed. High performance interconnection networks [156] have also optimized research
regarding many of the features described below.

5. Features and Applications

There are many unique use-cases for large-scale simulations of the solidification
microstructure. The original focus of initial works was to provide a large macroscale
domain for the direct numerical simulation of dendrites. The simulations grew in both
dimensions and scale. Stochastic-based methods of modeling [54,55] have been used
to produce larger simulation domains, but researchers had to develop special dynamic
allocation techniques to minimize the computation costs for the large number of cells [57].
The trade-off between 2D and 3D is important for distinct use cases. A dendrite growing
in a 3D domain versus a 2D domain in the presence of convection will experience less
effect of flow on its growth and morphology, which is because of the obvious reason that
the moving melt can flow around the dendrite arms in 3D. We studied the comparison
of natural convection and forced convection on a single dendrite evolution in 2D and 3D
using LB [157]. 3D dendrites grow faster than 2D, while secondary arms are more likely to
form. Jegatheesan et al. [158] studied the effects of distributing nanoparticles in a buoyancy
driven convection solidification by using an enthalpy-based method. When considering
methods for convection, a reduction in volume from solidification (shrinkage driven flow)
was not considered as it was studied only in 2D. However, adding a third dimension can
improve the nanoparticle transport due to the enhanced diffusion, which is the result of
the extra simulated room for the convection. This comparison serves as a helpful example
of how observations in 2D can provide effective results. The simulation also highlighted
the accumulation of nanoparticles at the grain boundaries while the presence of a large
number of dendrites or even nanoparticles, with or without convection, could reduce the
growth of a dendrite.

In a 3D space, competitive growth can be studied in detail, which cannot be expressed
in 2D. When a dendrite enters the space of another, dendritic branches can block growth
based on orientation. Sakane et al. [138] studied the dendrite interactions in the direc-
tional solidification of an Al–Cu binary alloy bicrystal using 512 GPUs with 10243 meshes.
A PF-LB model was utilized with MPI to demonstrate that 3D phase field simulations
could be performed within a reasonable computation time (12 h) while showing tertiary
dendrite growth.

Another helpful comparison of 2D and 3D simulations of dendrite growth was accom-
plished by Sun et al. [143] by comparing the effectiveness of the MC PF model. In this case,
a 2D simulation of Ti6Al4V was performed using Al and V solute simultaneously, which
was a first of its kind. The results showed that the driving force and growth were magnified
artificially in the pseudo-binary in comparison to the MC (ternary) PF model, violating the
sharp interface (Figure 12). As a result of the benchmark comparisons, the MC PF model
was scaled into a 3D model using a 5123 nodal box with a capillary length of 0.840 μm.
Using four Tesla K80 GPUs for a total of nearly 20 k cores, the resulting simulation showed
that the inhibited growth of the shortest dendrite by diluted Al (V) was merged by its
surrounding dendrites. This phenomenon has been studied experimentally in AM for the
incremental arm spacing and coarsening of primary dendrites.

5.1. Dendrite Interactions and Competitive Growth

Dendritic growth is dependent on many factors that can generate many different
phenomena. These effects need to be understood in detail to be able to predict the changes in
the microstructure. Traditionally, the Walton and Chalmers competitive growth model [159]
is utilized for the selection of growing multiple dendrites. Nickel-based superalloys have
shown some astonishing growth phenomena [160–162] that cannot be simulated using
the conventional model. First, this section will highlight the traditional model, then will
expand on the phenomenon and other effects associated with competitive growth.
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Figure 12. (a) Comparison of the pseudo-binary model (top) and MC model (bottom); (b) 3D
simulation of 99 nucleation seeds for 3D view (top) and top view (bottom); (c) 2D evaluation of the
solute concentration for Al (top) and V (bottom) solute [143].

In 2017, Yang et al. [163] used PF simulation to create a 3D dendrite growth in a nickel-
based superalloy. The results were generated using a single NVIDIA GTX1080 GPU for a
total of 774.292 GFLOPS (giga floating-point operations per second). From the dendrite arm
spacing to inclination angles, the dendrite morphology evolution during this superalloy’s
casting can be understood to optimize the mechanical properties. The simulation was
accomplished using a simplified approach by assuming the alloy as a pseudo-binary alloy,
which was first popularized by Raghavan in 2012 [164]. PF has the capacity to simulate both
isothermal and non-isothermal dendrite growth, which makes it versatile for applications
such as asynchronous concurrent GPU computations. This allowed Yang et al. to show the
interactions between the dendrites in an equiaxed multi-dendrite domain, which caused
the dendrite arms to grow with a deviation from their initial crystal orientations [163]. As
they fill the entire domain, the dendrites coarsen and coalesce, causing the melting of the
secondary arms.

The comparison was accomplished using directional grain growth, allowing the height
to be competitive. This illustrates that the growth is dependent on both the inclination
angle and the position of the adjacent dendrites. This simulation showed how the favorably
oriented (FO) dendrites outperformed the unfavorably oriented (UO) dendrites. This
simulation was performed using an asynchronous concurrent algorithm to show that
774.29 GFLOPS were obtained in 5123 computational grids on a single NVIDIA GTX1080
GPU. The growth of the dendrites obtained a height of 6.42 mm. However, in contrast
to this study, the following study illustrates conditions where the opposite is true (UO
outgrows FO).

Takaki et al. [165] published a study focused on simulating the competitive growth
with converging grain boundaries in a large domain of 3.072 × 6.144 mm2. The directional
solidification of 3D dendrites was simulated to compare the effect of unfavorably oriented
(UO) grain inclination angles. Using the Walton–Chalmers model [159], Takaki modeled a
contrasting phenomenon where at the grain boundaries, the UO dendrites overgrew the

177



Metals 2023, 13, 1169

FO dendrites. This unusual overgrowth was more common when the thickness of the
sample and the UO grain inclination angle were small. The secondary arms had higher
growth at boundaries. Tertiary arm growth was enlarged at the convergence with the
domain boundary.

Takaki used this competitive growth model for 3D analysis, where a collision of FO
and UO grains occurred in the middle of the domain to form a straight GB. The FO and
UO grains shared different properties, where the arrangements of the dendrites gradually
became ordered [124]. The FO grains form a hexagonal arrangement, while the UO grain
migrates in a lateral direction. This occurred as the UO dendrites penetrated deeper into
the FO grains with respect to the reduction in the angle of orientation. This interaction
was termed as “space-to-face interaction” [124]. Figure 13 shows the convergence of the
differently oriented grains with respect to different degrees of orientation. This perspective
from above the columnar dendrites shows that the UO dendrites with a lesser degree
of orientation had a greater convergence, which is expected from previous competitive
growth patterns.

Figure 13. Dendrite interactions comparing different angles of UO dendrites of 5◦ (a) and
15◦ (b) at time 1.3 s (left) and 187.5 s (middle and right) (comparing both the top and 3D views,
respectively) [165].

In large-scale grain growth, the Walton–Chalmers model is largely accepted as the
general competitive-growth model for grain selection. In this model, FO grains block UO
grains. In contrast, when analyzing primary arm spacing, Fourier transformation (FT),
Voronoi decomposition, and minimum spacing tree have been employed to evaluate the
arm arrays [57]. This has been the basis for new models to be developed for greater accuracy.
Voronoi tessellation (VT) has been applied to approximate the morphology of equiaxed
dendritic grains. The dendrites are formed from a mesoscale domain, where Voronoi
grains are formed in the triangulation technique exemplified below (Figure 14) forming a
polyhedral structure. These assumption models allow for complex model domains to be
generated. For example, Feng et al. [101] simulated a 3D semi-solid microstructure using
1000 grains, where VT was used to approximate the final grain morphology to compare the
volumetric inflow caused by shrinkage. Permeability will be discussed in more detail in a
later section.

In order to evaluate the arrays, ordering, and spacing of primary arms, especially
in 3D directional growth, different methods have been employed historically such as
minimum spacing tree [166], Fourier transformation [167], Voronoi decomposition [168],
and many others [169–172]. Using a modified Voronoi decomposition technique, where
the small sides are removed from the Voronoi cells, the primary arm array was eval-
uated by Takaki et al. [173]. The hexagonal pattern showed typical-hepa defects that
decreased with respect to time for tilted columnar dendrites in a computational domain of
1.152 × 1.152 × 0.768 mm3. These enabled predictions of the primary arm spacing, which is
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crucial for the integrity of the material. This was ultimately possible through a convergence
analysis of the tip undercooling of the dendrite/cell.

Figure 14. Voronoi grain from the mesoscale simulation: (a) 1000 grains in the mesoscale simulation;
(b) consisting of single Voronoi grains; (c) which contain polyhedral structures; (d) tetrahedron
schematic for equiaxed dendrite [101].

The ability to predict dendrite spacing is important for permeability research, as the
fluid flow can only be researched under certain conditions. Porosity, which is an important
type of defect that can form from casting, can be caused mostly by either shrinkage, where
the volume changes upon solidification with a restricted feeding of the liquid, or the
condensation of dissolved gases in the melt upon freezing. This has a strong negative effect
on ductility and fatigue life, where internal pores create initiation sites for cracks and local
stress concentrators [100]. As convergence occurs, permeability is another condition that
requires a lot of research for the consideration of realistic predictions. Li et al. [174] produced
a review article on Ti–6Al–4V solidification simulations for AM, where competitive growth
is featured in context to different modeling techniques.

5.2. Columnar to Equiaxed Transition

In the context of design, columnar or equiaxed grains may be desired depending on the
expected properties. The transition between columnar and equiaxed has been investigated
for many years, where heterogeneous nuclei are commonly used to promote equiaxed
grains. An example where equiaxed grains are preferred is for processes of the direct-chill
casting of aluminum alloys [175]. However, its high angle grain boundaries can reduce
creep rupture life. Therefore, it is important to control the grain structures using conditions
such as high thermal gradients and low growth rates. We recently performed a 3D PF
simulation of CET for an Inconel 718 alloy in a domain of 0.2 × 0.1 × 0.4 mm3. A CET
solidification map was created to compare the growth rates and temperature gradients
for the evolution of dendrites in equiaxed, columnar, and mixed regimes, as depicted in
Figure 15. A model was developed to predict the primary dendrite arm spacing (PDAS) of
columnar growth in a wide range of temperature gradients, solidification rates, and initial
grain sizes. This novel approach is effective for optimizing process parameters for melting
and solidification on a preexisting substrate such as in AM or welding applications.

Studies to determine the mechanisms behind CET have been a popular focus for
research. Hunt [176] proposed an analytical model to predict CET based on the potential
for equiaxed grains to nucleate ahead of the columnar front’s undercooled region. The
solid fraction was calculated using the truncated Scheil equation empirically to relate the
cooling rate to the tip undercooling. Next, it was modified by Gäumann, Trivedi, and Kurz
(GTK model) [177] to include the non-equilibrium effects of rapid solidification. Hunt’s
model shares the same relationship for CET based on key parameters of pulling velocity,
thermal gradient, and composition.

The process of predicting the CET has been demonstrated by comparing 2D (10 × 30 mm2)
and 3D (10 × 30 × 2 mm3) models using a stochastic model for alloy 718 [178]. CET begins
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earlier in the 3D simulation because the grain growth is not confined in the third (z)
direction, and there are more nucleation sites.

Figure 15. Evolution of (a) equiaxed, (b) columnar, (c) mixed dendrites, and (d) solidification map
for the Inconel 718 alloy [126].

Dong et al. [179] showed a situation where equiaxed grains were placed ahead of the
growth of the columnar front during solidification of Ni-based superalloys. This real-life
situation results in casting defects such as stray grains or “tree rings” [180]. This was the
precursor of the CET simulations, where it showed the gradual transition, realistic dendrites,
and complex solute concentration profiles. The size of the domain was 2.5 × 4 mm2 for
a total of 500 × 800 cells in the domain. In another work, Dong et al. [176] focused on
the solute interactions within the CET modeling. It was a unique finding that the solute
interactions were strong in the secondary and tertiary arms, while a weak interaction
between the solute and arms was observed in the columnar tips [1].

DNN provides a promise for describing the transient growth dynamics of higher order
branches, which normally relies on strong assumptions. Geslin et al. [181] effectively simu-
lated the CET in 2D, using DNN in a large domain with a 22.5 × 30 mm2 size. Using a sharp
interface model for directional solidification, they were able to observe complex phenomena
such as “circular growth” (branchless growth), abrupt and progressive transitions with
different grain structures. Therefore, when casting large samples in a crucible, the columnar
front that progresses toward the inside of the sample is accurately simulated, where the
slower solidification rates favor the nucleation of equiaxed grains [100]. Balasubramani
et al. [182] reviewed the origin of equiaxed grains in solidification within the context of
manufacturing treatments, which provides a greater understanding to the application of
these simulations.

5.3. Solute Transport and Segregation

Solute transport is a phenomenon that is very flow dependent and can have effects
on the development of the dendrites under well-defined thermal conditions. Effects on
dendrite spacing and symmetry have been notably studied [183,184]. Wang et al. [55] were
able to utilize a CA-FD model to simulate a controlled solute diffusion in the solidification
of a binary alloy. Using a 2D model, they simulated a tertiary dendritic arm growth from
a secondary dendrite arm, which was then blocked by another secondary dendrite. This
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was helpful in predicting the primary dendrite arm spacing. The average primary arm
spacing was found to be dependent on the current growing conditions and the way those
conditions were reached.

These features for prediction models serve as a helpful analysis to develop a real-life
understanding of the grain interactions. From interactions of both equiaxed and directional
grain growth, the competition models show a clear understanding of the evolutional inter-
actions. Even highlighting the transition between the two phases, comparing the mesoscale
interactions on a microscale level requires a manageable distribution of resources. The
prediction models for spacing utilize innovative techniques that provide a new understand-
ing of competitive grain growth, even within the same primary arm. The features for this
analysis have provided the foundation for more progress to be made with more complexity
in dendritic evolution. Solute plumes are a resulting situation that occur in a directional
solidification of Ga–In alloys. This solute-rich liquid that flies up is believed to be a crucial
factor that causes, during solidification, a freckle defect [185]. Takaki et al. [186] studied the
effects of natural convection in both 2D and 3D simulations. Performing a series of simu-
lations where gravity was changed, they were able to show that as the gravity decreased
in the negative region, primary arm spacing increased. Furthermore, the downward flow
enhanced the growth of secondary arms, as unstable dendrite growth is caused by a large
upward flow. Figure 16 shows the differences in the dendrite tips in 3D, while 2D shows
the plume and freckle-like solidification defects forming. Using PF-LB simulations on
TSUMBAME 2.5, they were able to simulate a domain of 0.384 × 0.384 × 1.536 mm3 with
95 h of computation time.

Figure 16. Dendrite morphologies and solute concentration distributions for 3D (a,b), and 2D
(c,d) when comparing different forms of gravitational acceleration [186].

The flow influences both the solute transport variations and the upstream–downstream
dendritic growth. The effects of convection can limit the downstream growth, while the
upstream dendrites are promoted by the convection-induced anisotropy. The solute plumes
are the result of gravity assisting in the direction of the dendrite growth. The presence of
convection can change both the time- and length-scales, which can result in differences
in the morphologies from the purely solute transport. Our team studied the buoyancy-
induced flow during the directional solidification of 3D thin domains by comparing the
Al–Cu and Pb–Sn alloy systems [187]. Sn is lighter than Pb, where more solute is rejected
into the melt and its concentration around the interface increases. Upward buoyant force
results from the decrease in the density of the liquid mixture around the interface. This
large solute boundary layer that forms with a peak at the center is shown in Figure 17 and
is also referred to as a chimney. This phenomenon has the potential to be stable during the
solidification process, which carries the solute up, forming a recirculating flow. This can
lead to decreased growth or remelting in this region during later stages of solidification
and can form a freckle defect once completely solidified.
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Figure 17. Chimney formation and the solute concentration field during the directional solidification
of a Pb-10 wt.% Sn alloy [187].

Macrosegregation is the solute composition inhomogeneities at a macroscopic scale
of a casting [188]. Heat treatment can remove these imperfections; however, spatial varia-
tions of mechanical properties can occur with respect to the nature, amount, and size of
these defects. Gross compositional defects such as the formation of freckles or segregated
chimneys is caused by macrosegregation. This is associated with the following causes:
solidification shrinkage [189–192], natural and forced convection [193–195], grain move-
ment [196], mushy deformation [195], and cavitation bubbles [197]. Fragmentation has
been researched as an important phenomenon using large-scale simulations as it is respon-
sible for grain refinement [198–201]. It is undesirable for certain manufacturing processes
such as single crystal turbine blade casting [202] or AM of metastable β-Ti alloys [203,204].
Process parameters can define the formation of freckles that can be caused by remelting,
where there is a sudden rise in temperature, deceleration of a growth front, or a change
in flow conditions. Simulation is an effective method to study this capillary force driven
process [59].

Kao et al. [132] developed a large-scale model to simulate freckle formation for the
casting of Ga-25 wt.% In. Freckles form due to the remelting and fragmentation of dendrite
arms by thermosolutal fluid flow, especially for alloys where the partitioned solute is
lighter than the bulk fluid. Examples of such phenomena include Ni-based superalloy
and Ga-25 wt.% In. The authors utilized the LB method for fluid flow and CA to simulate
the solidification growth. The coupling between these two main equations is achieved
by natural convection force and energy and solute transport equations at each node, so
they utilized the MPI parallel algorithm to accelerate the large-scale simulation [205].
The formation of the freckles in the simulation is shown in Figure 18. The domain for the
numerical model was a total of 32 × 32 × 0.16 mm3, which is equivalent to 164 million cells.

Zang et al. [185] studied a comparison of forced and natural convection simulations
in both equiaxed and columnar dendrite evolution. Understanding the effects on an Al–
Cu alloy using PF-LB in an AMR algorithm, they were able to illustrate some unique
phenomena. Dendritic fragmentation, angulation of dendrite arms, and splitting are
dendritic growth behaviors that were the subjects of interest for the forced convection
simulations, where the direction and intensity of the convection had a significant influence.
Fragmentation occurred regardless of orientation for columnar dendrites, but was instead
dependent on convection type.
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Figure 18. Freckle formation for the Ga-25 wt.% In binary alloy (a–c) simulation and (d–f) experimen-
tal results for G = 250 K/m in the vertical direction at different times [132].

Freckle formation, also known as channel segregation, is a unique byproduct of vac-
uum arc remelting (VAR). The solute is ejected upward and solidifies as freckles. Research
has been conducted in understanding the segregation defects on the VAR process, simulat-
ing the ingot evolution under different arc distributions [206]. However, a lot of detail can
be obtained by employing large-scale simulations of the microstructure, where solute trans-
port is a driving factor. Hecht et al. [207] provided a review on multiphase solidification,
where the effects of solute transport are mentioned in context to large-scale simulations.

5.4. Natural and Forced Convection

Forced convection has been a subject of interest for large-scale simulations as it has a
lot of influence on solute distribution. Research has provided context for dendritic growth
and compared the effects with and without convection. Another helpful comparison is
between natural convection and forced convection. Convection was originally solved using
NS solutions [208]. Simulations of dendrite growth with melt flow was first possible in
the 1990s using PF [209–211], while being limited to 2D [42,212]. Early simulations of 3D
were limited to a single dendrite [213], however, it is important to scale these algorithms
for complex microstructures. Yuan et al. [214] studied the effects of dimensionality on
dendritic growth simulations for convection by using a modified projection method of
NS. When the 2D flow has a blockage from the primary dendrite arms, the 3D flow has
the ability to wrap around the primaries. Therefore, it demonstrated that 3D simulations
are necessary to correctly predict unconstrained solidification microstructures. Forced
convection was studied by Jakhar et al. [215] in combination with thermal isotropy, where
pressure fields were solved using the SIMPLER algorithm. The model was extended to
multi-dendritic simulations with random distributions and orientations in order to study
microstructural evolution. Takaki et al. [186] performed a large-scale PF and LB simulation
(0.384 × 0.384 × 1.536 mm3) to study the effects of natural convection during directional
solidification. Comparing 2D and 3D, the effects of gravity were smaller for 3D, while the
average primary arm spacing increased as gravity decreased, similar for both. Downward
flow enhanced the growth of secondary arms, while upward flow, larger than a critical
value, could produce plumes and freckle-like solidification defects. Using the TSUBAME
2.5 supercomputer, the computation took about 95 h for 1.5 × 106 computation steps in 3D.

Computational cost has been a limiting factor for research on convection, where LB is
the most efficient for multi-GPU computation as the growth is able to be simulated with
the solid motion, liquid flow, collision, and coalescence of multiple solids, and subsequent
grain growth. However, much effort has been made to enhance this ability. Sakane
et al. [216] created a 2D simulation for a large number of dendrites (350) utilizing PF
and LB methods. Figure 19 shows the evolution of the solute concentration and flow
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velocities, where a sedimentation path formed from the dendrites. Assuming inelastic
collisions, the coalescence of the grains was observed. The nuclei generated at the top of
the domain settled downward while growing equixially. The ability to scale performance
was widely studied in this research, utilizing active parameter tracking (APT) [217,218].
Tracking the execution time with and without APT was compared to grains with and
without motion, proving the efficiency of the model, where APT excels with convection.
The parallel efficiency of the model showed that a simulation could be performed in a
64x larger domain with only twice the amount of time compared to a single GPU. The
simulation was performed with 2048 × 2048 grid points and five grains per one GPU. APT
algorithms were employed to simulate coalescence-free grain growth within a reasonable
computation time [219].

Figure 19. (Left) APT Efficiency comparison; (middle) evolution of solute concentration and flow
velocities simulated by LB method; (right) parallelization efficiency with scaling GPUs [216].

Zhang et al. [220] combined the PF and LB with a parallel AMR algorithm for several
studies of convection, both natural and forced, in 2D and 3D. They quantified the effect
of both convection and undercooling by comparing the length ratio of dendrite arms.
The investigation showed that as the undercooling decreased and the effect of convection
increased, the length ratio had a peak value. This was due to the decrease in the crystal
size compared to a higher undercooling. Second, the effect of gravity with a lateral force
of convection was studied, where columnar dendrites grew anti-parallel to gravity. The
accumulation of the solute from gravity stunted the growth; however, with the convection,
the primary trunks of the dendrites showed a constant deflection angle until reaching a
critical value. Sun et al. [221] used a 2D LB model to show that asymmetrical dendrites
grew faster in an upstream direction, while slower downstream. Studies like this can help
to optimize the solidification conditions for manufacturing by analyzing the effects of
convection on dendrite growth.

5.5. Permeability

Permeability predictions have produced an effective method to analyze the distinct
solidification conditions of the liquid flow through a mushy zone. Anisotropic porous
media use Darcy’s law, which is derived from the Navier–Stokes equation using an aver-
aging procedure [222]. Interfacial stresses occur when the solid fraction is high enough
for the solid to form a continuous structure. In a mesoscale domain, the solute distri-
bution is limited by the permeability of the solidification structure, with consequences
for grain refinement [223]. 3D interdendritic flow simulations have been performed us-
ing microtomography mappings to measure the permeability in Al–Cu [224]. However,
the compromise between resolution and sample size is limited to the camera. Therefore,
simulations have provided a solution with parallel programming, simulating both the
morphology and the fluid flow. The complexity of the transport phenomena has resulted
in interesting studies in large-scale such as cross-permeability [225], where experiments
measuring permeability have a limitation of experimental volume fraction [226].

184



Metals 2023, 13, 1169

Permeability research has been characterized both numerically and experimentally.
Permeability simulations have been validated in hypoeutectic aluminum alloys by Khajeh
et al. [227], where the simulated microstructures for a dendritic network were modeled
using the CA technique. 3D printing has been a helpful tool to perform experimental
measurements from a simulated model. Most recently, Berger et al. [228] used a fused
filament fabrication (FFF) technique to scale a PF model from 150 μm3 to 5 cm3 of an
Al–Si–Mg alloy sample with a fraction solid varying from 0.61 up to 0.91.

Validation of these models requires more detail to ensure that the correct physics is
being modeled [180]. Mitsuyama et al. [229] performed an analysis on the permeability of a
large domain of 1.152 × 1.152 × 0.768 mm3 using PF and LB, and approximated using the
Kozeny–Caman (KC) equation [230], which is used most frequently to express permeability.
Alternatively, the Poirier–Heinrich (PH) [231] equation can be used, but with uncertain
accuracy due to its derivation from 2D simulations and experimental data [232]. Therefore,
a lot of research has gone into validating these models. Such discrepancy has invoked
studies based on different types of flow and growth patterns. In parallel flow, a solid
fraction can change in dimensions with respect to the liquid that flows through the entire
columnar dendrites, as shown in Figure 20. The simulations validated the use of a KC
coefficient of Kc = 3 and the permeability tensor for this use case. Thus, the permeabilities
in arbitrary directions for columnar solidification structures can be calculated without
simulation. The main area of interest regards the specific interface areas and the temporal
changes, described by the solid fraction.

Figure 20. Domain of 1.152 × 1.152 × 0.768 mm3 with 51 dendrites, extracting red part illustrates the
arbitrary direction flow [229].

While approximation for equiaxed dendrites is effective, the KC equation is not as
certain for directional solidification [233,234]. Takaki et al. [235] utilized a new permeability
prediction method [209,225,232,236,237] using a parallel process of GPUs. They performed
an analysis on permeability for columnar solidification structures with a periodic regular
hexagonal array simulated using PF and LB. They were able to develop smooth variations
in the qualities of solidification morphologies, where the permeability was shown to be
independent of the array ordering of a consistent primary arm structure. This dimensionless
permeability for a specific interface area can be attributed to the parallel GPU computing
that performed this large-scale simulation. This reiterates the importance of large-scale
simulation to study what is normally not possible with experiments.

5.6. Additive Manufacturing Applications

The study of AM is an important application of large-scale simulations where the
solidification microstructure and related phenomena can significantly alter the material
properties [238,239]. The porosity, propagation of cracks, or precipitation of second phases
can have unique effects on the mechanical properties of the material. Many factors can
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contribute to this, and this section elaborates on the different types of AM methods and
studies that produce advances in our understanding of these processes. The molten pool
is an interesting area of focus, where different dendrite morphologies can be obtained
by controlling the thermal gradient and cooling rates. As an example, a FE-CA model
was used by Yin et al. [240] to simulate dendritic growth in the molten pool of the laser
engineered net shaping (LENS) process to study the laser moving speed, layer thickness,
and substrate size. Comparing the simulations to experimental results is an effective
measure for success. Yu et al. [241] researched a multigrid CA model to simulate these
properties from an electron beam selective melting (EBSM) of a Ni-based superalloy, Inconel
718. Using the experimental data, the growth of tertiary dendrite arms was validated. This
thermal-fluid model was compared to the experimental results of single-track scans, as
shown in Figure 21. By studying how primary dendrite arms grow in the melt pool at the
mesoscale, this research provided a promising approach for studying shrinkage porosity
and the propagation of hot cracking.

Figure 21. Comparison of the experimental (a) and simulated (b) microstructure by liquid solute
concentration in the interfacial cells. (c) Simulated melt track showing temperature gradient (top) and
cooling rate (bottom) compared with the experimental (d) solidified melting pool region, where
numbers 1, 2, and 3 correspond to the parallel locations between simulation and experimental
results [241].

The complexity of AM requires many components to efficiently model the processes.
An interesting aspect of AM processes is the potential for location-specific microstructure
control. Shi et al. [242] studied the effect of laser beam shaping on the morphology, size,
and crystallographic texture for the laser powder bed fusion (L-PBF) of stainless steel. First,
they used a process modeling code, ALE3D, for solving the continuity, momentum, and
energy equations, which was developed at Lawrence Livermore National Laboratory using
a hybrid finite element and finite volume formulation [243]. The output of the ALE3D
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was the temperature field for all nodes through time. The transient temperature field was
then imported to a simplified CA model to capture the grain structure. The ALE3D solver
needed a coarser grid compared to the CA model. Therefore, the output temperature field
from the ALE3D solver was projected on a finer CA mesh. They utilized the DREAM 3D
software [244] and experimental measurements for the initial grain structure required in
the CA model.

The properties of AM builds are highly dependent on the process parameters. Lian
et al. [245] proposed a 3D CA-FV method to study the process parameters including laser
scan speed and laser power to predict the grain structure for the single track directed
energy deposition (DED) AM process of the Inconel 718 alloy. They also presented the
grain growth for a multiple-layer deposition process with different raster patterns. The
comparison of the 3D simulation results with electron backscattered diffraction (EBSD)
and pole figure experimental results are shown in Figure 22. In their proposed method,
the cellular automaton method, enriched with a grain nucleation scheme, was used to
predict columnar, equiaxed, and mixed grains, while the FV method was used to solve heat
transfer and thermocapillary flow.

Figure 22. Simulation of the grain structure for multi-layer AM builds with a unidirectional raster
pattern. (a) Midsection EBSD; (b) 3D grain structure; (c) 3D pole figure of these simulations [245].

L-PBF is the most popular process for manufacturing functional parts for different
applications [138,157–159]. The simulation of L-PBF requires considering localized phenom-
ena that are highly transient, making the simulation very complex. Marangoni convection
in the melt pool, rapid solidification, topological depression of the melt, and thermal cycling
are examples of such complex phenomena [242]. Elahi et al. [246] recently presented a
computational framework for this type of simulation by using a combination of CALPHAD
calculations for alloy properties, macroscale FE thermal simulations, and microscopic PF
models for the melt pool solidification. They were able to calculate a billion grid points on
a single cluster node of eight GPUs, providing insight into the grain texture selection with
the details of dendrites for a realistic multiscale SLM simulation.

The large-scale simulations have enabled innovative melting strategies for AM such as
localized melt-scanning to control the grain size and spacing of the primary dendrite arms.
Raghavan et al. [247] produced predictions for grain sizing for a corresponding qualitative
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texture plot. This process allows for a consistent solidification microstructure across the
build. By comparing the experimental results with the simulations, context for the types of
microstructures was validated with the types of melt strategies.

Kinetic Monte Carlo [248] has been used to simulate complex, non-traditional geome-
tries, which are observed in AM processes. 3D grain structures have been simulated under
diverse experimental conditions by Rogers et al. [249]. The open-source Stochastic Parallel
Particle Kinetic Simulator (SPPARKS) distribution [250] was built to scale using MPI and a
spatial-decomposition of the simulation domain. The 3D simulation below (Figure 23) was
both quantitatively and qualitatively compared to the experimental results of AM processes
such as LENS and L-PBF to study the temperature dependent grain boundary mobility and
molten zones, respectively, which were both in good agreement.

 

Figure 23. Simulated SPPARKS AM microstructures compared to the experimental scanning results
of the 304L stainless steel deposited using LENS [249].

The research by Rogers et al. provides a comprehensive comparison of AM microstruc-
ture simulation methods such as CAFE [57,251], CA-LB [252], Monte Carlo [253,254], and
empirical microstructure models [255]. In comparison, the CA models have a higher compu-
tation cost requirement. In addition, they are limited to a few passes of a heat source, which
currently does not simulate solid-state grain evolution after solidification. On the other
hand, Monte Carlo does not allow for the direct coupling of thermal and microstructural
models or the incorporation of the material texture/anisotropy. However, Monte Carlo
is open source in comparison, and utilizes idealized molten zones without the need to
parameterize for specific material systems.

In their comparative study of phase field (PF) and cellular automaton (CA) compu-
tational models, Elahi et al. [256] sought to forecast the microstructure evolution during
solidification in AM. The researchers discovered that PF simulations were superior in terms
of accurately capturing microscopic features, whereas the CA simulations necessitated
grid refinement to achieve a partial congruence with PF outcomes. Despite certain dis-
crepancies, the average grain distributions drawn from various simulations demonstrated
a satisfactory concurrence between the PF and CA models. However, the researchers
identified differences between PF and CA in aspects such as transient growth regimes and
the morphology of the solid–liquid interface. PF simulations depicted an initial period of
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near-planar solidification, which then destabilized morphologically into cells or dendrites,
an aspect overlooked in CA simulations. Additionally, the PF simulations accounted for the
dynamics of side-branching post destabilization, leading to the removal of less favorably
oriented grains, a phenomenon absent in CA simulations, which, in contrast, yielded
smoother grain boundaries compared to those obtained from the PF simulations.

The potential for simulating AM is ever growing, as are the processing parameters.
Because of AM’s complex geometries, many novel techniques have been applied to deter-
mine the most optimal conditions. New simulation approaches are necessary to represent
the performance and validate experiments.

6. Future Developments

The progression of large-scale simulations of the solidification microstructure has
shown that the factors for realistic results are constantly improving. In prediction analysis,
the complexity has grown with respect to technological advances. An interesting concept of
utilizing machine learning for simulating grain growth has a lot more potential for future
development. In 2017, Hu et al. [257] used a CA method, along with machine learning,
to simulate the grain and pore growth in aluminum alloys. The back propagation neural
network (BPNN) was used to create a correlation between the solidification parameters
and pore growth; however, the domain was restricted to a size of 200 × 200 μm. Ma-
chine learning has the unique potential to assist in the modeling of dendritic features
and has been implemented in the prediction of secondary arm spacing in aluminum al-
loys [258]. While deep learning has been used for the prediction of porosity defects in
aluminum alloys [259], applications with simulations have been limited. Most recently,
Hu et al. [260] used recurrent neural networks to accelerate PF predictions. By comparing
different dimensionality-reduction methods such as linear (principal component analysis
(PCA) [261]) and nonlinear embedding (isometric feature mapping (Isomap)) [262] and uni-
form manifold approximation and projection (UMAP) [263] techniques, the latent space can
preserve the PF input parameters. The autocorrelation-based PCA proved to be the most
efficient, while a computation speedup of 3x was able to be implemented using recurrent
neural network (RNN) models with a fewer number of cells and a gating mechanism such
as the gated recurrent unit (GRU) [264] or long short-term memory (LSTM) [265]. Figure 24
shows the implementation of the RNN model. Future development shows promise with
the integration of mesoscale simulation systems.

Figure 24. The RNN model to predict microstructural evolution in latent space for PF modeling [260].

Another potential area for higher development is the complexity of remelting in
larger domains. The evolution of dendrite remelting consists of four stages, while the last
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stage consists of fragmentation [266], which enables the further discretion of large-scale
realistic simulations. An interesting phenomenon, where secondary arms remelt at the
roots, detaching from the primary trunk, and moving toward unsolidified melt can be better
understood in larger domains [267]. The combination of improved physics models and
computational algorithms with thermodynamic databases would enable the calculation of
multicomponent phase equilibria, allowing for more reliable simulations for real-world
industrial applications.

7. Conclusions

The applications of simulating the evolution of the microstructure during solidifica-
tion are as diverse as the observable features. The large-scale domain requires extensive
computing power; therefore, a combination of hardware and numerical techniques are
necessary to enable scaling. Employing the most efficient numerical methods together with
communication techniques over a large number of processing units, the research into solid-
ification simulations has resulted in innovative methodologies, enabling the investigation
of various features during alloy solidification.

To enable efficient simulation of the solidification microstructure, various numerical
methods have been developed to improve the simulation results over larger domains.
Cellular automaton (CA), with its simplicity and computational efficiency, has been featured
to simulate dendrite growth in large 2D and 3D domains. Phase field (PF), being the most
popular, has been utilized to reproduce the physics more accurately. Although more
computationally demanding compared to CA, PF has been used in the largest dendrite
growth simulation to this date. Direct interface tracking (DIT) and level set (LS) methods
are less popular for large-scale simulations. However, they provide a direct method to
handle the sharp interface front, avoiding PF’s asymptotic analysis, where techniques of
adaptive mesh refinement (AMR) and parallelization have become a drawback in some
situations. Scaling with a dendrite needle network (DNN) method allows for analytical and
coarse-grained models to be used in combination, which can serve as a useful multiscale
modeling technique.

Solving the transport phenomena is necessary for realistic simulations with a trade-
off in complexity. Solving the differential equation can be integral to the performance
of the simulation. While finite element, finite difference, and finite volume have been
conventionally used to solve the heat transfer, diffusion, and fluid flow equations, the
lattice Boltzmann method offers an alternative local method to reduce the computation
cost, especially for the case of fluid flow. However, there are many trade-offs between the
methods of simulating the transport phenomenon.

Many features were discussed in detail of increasing complexity. Competitive growth
and dendrite interactions are better understood in large-scale simulations, which can result
in a more realistic interpretation for columnar to equiaxed transition (CET). Simulating the
solute transport can provide a deeper understanding of segregation, which can be greatly
influenced by convection, both natural and forced. The mushy zone permeability is another
area that can greatly benefit from large-scale parallel simulations. Additive manufacturing
(AM) processes often involve complex physics, which can be influenced by processing
parameters specific to the simulation, demanding higher computational power.

Several manufacturing and materials processing techniques can take advantage of the
prediction capabilities offered by large-scale simulations of the solidification microstructure.
The modeling approaches still have a lot of future improvements to innovate upon, with
promising developments in machine learning and computing power.
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