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Developments in Key Power Electronics and
Mechanical Engineering

Jichao Hong 1,2

1 School of Mechanical Engineering, University of Science and Technology Beijing, Beijing 100083, China;
hongjichao@ustb.edu.cn

2 Shunde Innovation School of University of Science and Technology Beijing, Foshan 528000, China

1. Introduction

In celebration of the 70th anniversary of the University of Science and Technology
Beijing (USTB), this Special Issue presents the electrical and mechanical engineering re-
search of the USTB, with the aim of providing timely solutions to emerging scientific and
technical challenges in key power electronics and mechanical engineering at the frontier
of modern industrial development. High-quality original technical papers and advanced
review papers are included herein.

This Special Issue contains thirteen articles, of which twelve are research articles and
one is a review. The next section will provide a brief introduction to each article.

2. Brief Description of the Published Articles

Lu et al. [1] proposed a multi-signal vehicle speed prediction model based on the long
short-term memory (LSTM) network, improving the accuracy of vehicle speed prediction
by considering multiple signals. First, various signals were collected by simulating the
vehicle model, and a Pearson correlation analysis was performed on the collected multiple
signals in order to improve the model’s prediction accuracy, and the appropriate signal was
selected as the input of the prediction model. The experimental results indicated that the
prediction method greatly improves the predictive effect compared with the support vector
machine (SVM) vehicle speed prediction method. Secondly, the method was combined
with the model predictive control–equivalent consumption strategy (MPC-ECMS) to form a
control strategy suitable for power maintenance conditions, enabling the equivalent factor
to be adjusted adaptively in real time and the target state of charge (SoC) value to be set.
Pontryagin’s minimum principle (PMP) enables the battery to calculate the range extender
output power at each moment. PMP, as the core algorithm of the ECMS, is a common
real-time optimal control algorithm. Then, taking into account the engine’s operating
characteristics, the calculated range extender power was filtered to make the engine run
smoothly. Finally, hardware-in-the-loop simulation (HIL) was used to verify the model.

Wu et al. [2] proposed a skin pathological mirror classification method based on dis-
crete wavelet down-sampling feature reconstruction. The wavelet down-sampling method
was introduced first, and the multichannel attention mechanism was then introduced to
realize the pathological feature reconstruction of high-frequency and low-frequency com-
ponents, which reduces the loss of pathological feature information due to down-sampling
and effectively utilizes the channel information. A skin cancer classification model is
presented, using a combination of depth-separable convolution and 3 × 3 standard con-
volution and wavelet down-sampling as the input backbone of the model to ensure the
perceptual field while reducing the number of parameters; the residual module of the
model was optimized using wavelet down-sampling and the Hard-Swish activation func-
tion to enhance the feature representation capability of the model. The network weight

Electronics 2023, 12, 2958. https://doi.org/10.3390/electronics12132958 https://www.mdpi.com/journal/electronics
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parameters were initialized on ImageNet using transfer learning and then debugged on
the augmentation HAM10000 dataset. The experimental results showed that the accuracy
of the proposed method for skin cancer pathological mirror classification significantly
improved, reaching 95.84%.

Xu et al. [3] simulated the thermal runaway triggering process of Li-ion batteries and
analyzed the relationship between the local heating of the cathode collector surface and
the change in the high-temperature area distribution of the diaphragm layer. The thermal
runaway mechanism is further revealed. Based on the simulation results, the following
conclusions can be drawn: phosphonitene compounds can delay the decomposition of
the solid electrolyte interphase membrane and reduce the energy yield of battery-side
reactions. Compared with the phosphonitene compound, the optimized structure of
adding phosphonitene has little effect on the thermal stability of the battery.

Zhao et al. [4] developed an integrated vibration elimination system (IVES) containing
a dynamic vibration-absorbing structure between the IWM and the suspension. It also
includes an active suspension system based on a delay-dependent H∞ controller. Fur-
thermore, a novel frequency-compatible tire (FCT) model was constructed to improve the
IVES’s accuracy. The mechanical–electrical–magnetic coupling effects of IWMD EVs were
theoretically analyzed. A virtual prototype for the IVES was created by combining CATIA,
ADAMS, and MatLab/Simulink, resulting in a high-fidelity multi-body model, validating
the IVES’s accuracy and practicability. Simulations for the IVES considering three different
suspension structure types and time delay considerations were performed. Analyses in
frequency and time domains for the simulation results showed that the root mean square
of sprung mass acceleration and the eccentricity were significantly reduced via the IVES,
indicating an improvement in ride comfort and IWM vibration suppression.

Zhou et al. [5] proposed a wavelet transform longitudinal denoising method, combined
with a genetic algorithm (GA-WT), which was proposed to handle the big noise of the
measured data from each signal channel of the flatness meter, and Legendre orthogonal
polynomial fitting was employed to extract the effective flatness features. Based on the
preprocessed actual production data, the adaptive moment estimation (Adam) optimization
algorithm was applied to intelligently identify the flatness control efficiency. This paper
takes the actual production data of a 1420 mm tandem cold mill as an example to verify the
performance of the new method. Compared with the control efficiency determined by the
empirical method, the flatness residual MSE 0.035 was 5.4% lower. The test results indicated
that the GA-WT–Legendre–Adam method can effectively reduce the noise, extract the
flatness features, and achieve the intelligent determination of the flatness control efficiency.

Li et al. [6] proposed a novel liquid cooling plate with mini-channels and improved it
with disturbance structures. First, an accurate battery heat generation model was estab-
lished and verified by experiments. The error was less than 4%, indicating that the heat
generation power is reliable. Then, five designs are proposed first to determine the suitable
number of disturbance structures, and plan 3 with five disturbance structures showed
satisfactory performance in heat dissipation and flow field. Moreover, four layout plans
were proposed, namely uniform, interlaced, thinning, and gradually denser distribution.
The results showed that plan 5 (uniform) achieved the best performance: the maximum
average temperature was 36.33 ◦C and the maximum average temperature difference was
0.16 ◦C. Last, an orthogonal experiment and range analysis were adopted to optimize the
structure parameters. The results showed that the best combination for the space between
the adjacent disturbance structures was d1 = 20 mm, length d2 = 5 mm, width d3 = 1.5 mm,
and tilt angle β = 60◦.

Zhang et al. [7] studied the spiral climbing motion of a snake-like robot on the outer
surface of a cylindrical object based on the three-dimensional motion of a biological snake
and then carried out the analysis and optimization of the motion-influencing factors. First,
the spiral climbing motion of the snake-like robot was implemented by the angle control
method, and the target motion was studied and analyzed by combining numerical and
environmental simulations. We integrated the influence of kinematics and dynamics factors
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on the spiral climbing motion. Based on this, we established a multi-objective optimization
function that utilized the influence factors to optimize the joint module. In addition,
through dynamics simulation analysis, the change in the general clamping force of the
snake-like robot’s spiral climbing motion was transformed into the analysis of the contact
force between the joint module and the cylinder. On the basis of the results, the effect
of the control strategy adopted in this paper on the motion and change rule of the spiral
climbing motion was analyzed. This paper presents the analysis of the spiral climbing
motion, which is of great theoretical significance and engineering value for the realization
of the three-dimensional motion of the snake-like robot.

Zhang et al. [8] proposed a strain rate-dependent material model for accurately evalu-
ating the dynamic response of CFRTP laminates with different stacking sequences. The
model was composed of three components: a strain-rate-dependent constitute model, a
strain-rate-related damage initiation model, and an energy-based damage evolution model.
The strain rate effect of modulus and strength was described by a stacking-sequence-related
matrix, and the damage initiation model could describe the matrix, fiber, and delamination
damage of CFRTP laminates without introducing cohesive elements. The material model
was implemented into finite element software ABAQUS by user-defined subroutine VU-
MAT. The low-velocity impact tests of CFRTP laminates with quasi-isotropic and angle-ply
stacking sequences were used to provide validation data. The dynamic response of CFRTP
laminates from the numerical results was highly consistent with the experimental results.
The mechanical response of CFRTP laminates was affected by the stacking sequence and
impact energy, and the numerical error of the proposed material model significantly de-
creased with the increasing impact energy, especially for the laminae where the damage
had occurred.

Yang et al. [9] proposed a collaborative multi-vehicle localization scheme based on
GNSS and vehicle networks. The vehicle first estimates the location based on GNSS po-
sitioning information and then shares this information with the environmental vehicles
through vehicle network communication. The vehicle further integrates the relative po-
sition of the ambient vehicle observed by the radar with the ambient vehicle position
information obtained by communication. A smaller error estimate of the position of self-
vehicle and environmental vehicles is obtained by correcting the positioning of self-vehicle
and environmental vehicles. The proposed method is validated by simulating multi-vehicle
motion scenarios in both lane change and straight-ahead scenarios. The root-mean-square
error of the co-location method is below 0.5 m. The results demonstrate that the com-
bined vehicle network communication approach has higher accuracy than single GNSS
positioning in both scenarios.

Xiang et al. [10] investigated the fatigue fracture of bilateral drive drum shafts in cast-
ing bridge cranes including their fracture morphology and other factors, such as materials,
manufacturing processes, and loads. Seven conditions were designed to test the effects
of changes in the speed and torque of the drum shafts during start-up, commissioning,
and braking under different loads. A dynamic model was developed for the structure
and control system of the hoisting mechanism. Changes in the speed and torque of the
motor and drum shafts were simulated under common operating conditions such as the
speed and load changes of the motor, control asynchrony, and single-motor towing. The
results showed that asynchronous motor starting and braking, motor dragging, and other
behaviors led the left and right drum shafts to undergo oscillated torque with a value
reaching 2 × 105 N·m in a period of approximately 13 s, and a residual torque of about
3 × 104 N·m was retained after braking. The torques on the drum shafts changed suddenly
during the processes of starting, shifting, and braking. Dynamic loading was the root cause
of the fatigue fracture of the drum shafts.

Zhang et al. [11] designed a new, three-dimensional honeycomb with a negative
Poisson’s ratio. A honeycomb cell was first designed by out-of-plane stretching of a re-
entrant honeycomb, and the honeycomb was built by spatially combining the cells. The
in-plane response and energy absorption characteristics of the honeycomb were studied
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through the finite element method (FEM). Some important characteristics were studied
and are listed as follows: (1) the effects of cell angle and impact velocity on the dynamic
response were tested. The results show that the honeycomb exhibits an obvious negative
Poisson’s ratio and unique platform stress enhancement effect under the conditions of
low and medium velocity. An obvious necking phenomenon appears when the cell angle
parameter is 75◦. (2) Based on the one-dimensional shock wave theory, the empirical
formula of the platform stress was proposed to predict the dynamic bearing capacity of
the honeycomb. (3) The energy absorption under different conditions was investigated.
The results showed that as the impact velocity increases, the energy absorption efficiency
gradually decreases. In addition, with the increase in the cell angle, the energy absorption
efficiency is gradually improved. The above study shows that the honeycomb studied
has good potential for use in the automotive industry as an energy absorption material. It
also provides a new strategy for the multi-objective optimization of mechanical structure
design.

Lu et al. [12] proposed a 3D-based breast ultrasound system, which can automati-
cally diagnose ultrasound images of the breasts and generate a representative 3D breast
lesion model through typical ultrasonography. In this system, the authors used a weighted
ensemble method to combine three different neural networks and explore different combi-
nations of the neural networks. On this basis, a breast locator was designed to measure
and transform the spatial position of lesions. The breast ultrasound software generates a
3D visualization report through the selection and geometric transformation of the nodular
model. The ensemble neural network improved in all metrics compared with the classical
neural networks (DenseNet, AlexNet, GoogLeNet, etc.). The results proved that the en-
semble neural network proposed in this work can be used for the intelligent diagnosis of
breast ultrasound images. For 3D visualization, magnetic resonance imaging (MRI) scans
were performed to achieve their 3D reconstructions. By comparing two types of visualized
results (MRI and the 3D model), the authors determined that the models generated by
the 3D-based breast ultrasound system have similar nodule characteristics and spatial
relationships with MRI. In summary, this system implements the automatic diagnosis of
ultrasound images and presents lesions through 3D models, which can obtain complete
and accurate ultrasound image information. Thus, the system has clinical potential.

Wu et al. [13] described the EMI sources and coupling paths of EMI in third-generation
semiconductor devices used in power electronic converters. The modeling methods of
EMI are summarized from the perspectives of power devices and coupling paths. The
suppression methods of conducted noise are summarized by suppressing EMI sources
and improving the coupling path characteristics. This paper provides a reference for the
electromagnetic compatibility design of power electronic converters for third-generation
semiconductor devices.

3. Future Directions

Electrical and mechanical engineering has developed rapidly in recent years. One
obvious trend is digitization and intelligence. This is reflected in the emergence and
development of technologies such as artificial intelligence, big data, and digital twins.
These technologies can increase the efficiency of equipment operation, extend operation
times, and provide more information services. As a practitioner in the relevant industries,
it is of positive significance to understand and observe the development of the field.

Funding: This research was funded by (National Natural Science Foundation of China) grant number
(52107220). And The APC was funded by (Jichao Hong).

Data Availability Statement: The data presented in this study are available on request from the
corresponding author.
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Abstract: Rule-based energy management strategies not only make little use of the efficient area of
engines and generators but also need to perform better planning in the time domain. This paper
proposed a multi-signal vehicle speed prediction model based on the long short-term memory (LSTM)
network, improving the accuracy of vehicle speed prediction by considering multiple signals. First,
various signals were collected by simulating the vehicle model, and a Pearson correlation analysis
was performed on the collected multiple signals in order to improve the model’s prediction accurate,
and the appropriate signal was selected as the input to the prediction model. The experimental
results indicate that the prediction method greatly improves the predictive effect compared with the
support vector machine (SVM) vehicle speed prediction method. Secondly, the method was combined
with the model predictive control-equivalent consumption strategy (MPC-ECMS) to form a control
strategy suitable for power maintenance conditions enabling the equivalent factor to be adjusted
adaptively in real-time and the target state of charge (SoC) value to be set. Pontryagin minimum
principle (PMP) enables the battery to calculate the range extender output power at each moment.
PMP, as the core algorithm of ECMS, is a common real-time optimal control algorithm. Then, taking
into account the engine’s operating characteristics, the calculated range extender power was filtered
to make the engine run smoothly. Finally, hardware-in-the-loop simulation (HIL) was used to verify
the model. The simulation results demonstrate that this method uses less fuel than the equivalent fuel
consumption minimum strategy (ECMS) by 1.32%, 9.47% when compared to the power-following
control strategy, 15.66% when compared to the SVM-MPC-ECMS, and only 3.58% different from the
fuel consumption of the dynamic programming (DP) control algorithm. This shows that this energy
management approach can significantly improve the overall vehicle fuel economy.

Keywords: extended-range bus; LSTM vehicle speed prediction; model prediction control (MPC);
equivalent factor adaptive (ECMS)

1. Introduction

New energy vehicles have drawn more and more attention in recent years as energy
and environmental issues have become more severe. Zhao et al. [1] studied the impact
of unregulated emissions from fuel-powered cars on the environment and promoted
Qingdao’s “Oil-to-Gas” plan. Although pure electric vehicles have many advantages,
such as low emissions and high efficiency, due to the limitations of small battery capacity,
long charging time, and the small number of charging piles, the driving range of pure
electric vehicles is short, which greatly affects the popularity of pure electric vehicles.
Extended-range electric vehicle has become a research hotspot today because of a range
extender that can continuously charge the battery, greatly increasing its driving range.
The control strategy implements energy management by distributing power between the
range extender and the power battery at various periods. In order to better distribute the

Electronics 2023, 12, 2642. https://doi.org/10.3390/electronics12122642 https://www.mdpi.com/journal/electronics
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range extender and battery output power, the rule-based control strategy was developed.
Single-point and multi-point control are two rule-based control methods. Although the
rule-based control strategy solves the problem of power allocation, it does not achieve
optimal planning in most scenarios, so many scholars have proposed an optimization-
based control strategy. The optimization-based control strategies, such as DP and PMP [2,3],
adaptive equivalent fuel consumption minimum strategies (A-ECMS) [4], etc., typically
optimize the original control strategy by using algorithms or calculate the global optimal
control quantity from the global perspective.

Numerous academics have examined dynamic programming in recent years. Yuan
et al. [5] designed a dynamic programming management strategy and applied it to automo-
biles, obtaining better experimental results and good vehicle economy. Zhang et al. [6] stud-
ied the control strategy for the optimal curve to improve the traditional power-following
control strategy fuel economy. Chen et al. [7] designed a range-extender car using the DP
control strategy. Pan et al. [8] applied the DP to supercapacitor hybrid electric vehicles for
optimization, aiming to make the vehicle more economical. It is still difficult to achieve
global optimization because of the uncertainty of future operating conditions. ECMS is a
real-time control algorithm that changes from the Pontryagin minimum principle (PMP),
which can equivalently convert electricity to fuel consumption by equivalent factors to cal-
culate the control quantity and reduce fuel consumption. However, faced with constantly
changing working conditions during driving, it is necessary to change the equivalent factor
to maintain a constant SoC. Researchers have recently proposed more and more factor-
adaptive approaches. Rezai et al. [9] proposed an ECMS strategy that adapts the equivalent
factors according to the driving conditions. A hierarchical energy management strategy
optimized in real time was proposed in [10], and heuristic DP was used to obtain opti-
mal control and significantly improved fuel economy. Many researchers [11–13] adopted
different speed prediction methods and combined MPC to optimize energy management
strategies, such as the long short-term memory (LSTM), support vector machine(SVM), etc.
Chen et al. [14] proposed an energy management method for driving condition recognition
based on LSTM, which coordinated and optimized the engine speed according to different
working conditions. Han et al. [15] studied the influence of electric motor (EM) thermody-
namics on energy utilization efficiency based on vehicle speed prediction and MPC energy
management. Lin et al. proposed an integrated-learning speed prediction-based energy
management approach that considers adaptive reference SoC for driving modes [16].

Ritter et al. [17] proposed a novel method for successfully integrating long prediction
ranges influenced by uncertainty in a stochastic MPC framework for hybrid electric car
energy management. To increase the energy economy of metropolitan buses, Li et al. [18]
proposed a control strategy that can manage energy based on driver behaviour types.
A new driving pattern recognition method was designed to improve fuel economy and
optimize power distribution by classifying the drive blocks by the K-means clustering
algorithm [19]. An MPC based on an energy management strategy (EMS) and double-Q
learning (DQL) was proposed for power distribution among multiple power sources in
PHEVs [20]. Lin et al. [21] proposed an approach that can adjust the ECMS equivalent
factor on time based on the unfinished mileage. The parameter identification method was
used to identify the “black box” HEV model, and an EMS based on a two-layer MPC was
proposed to optimize and control the operation process of HEV [22]. This method signif-
icantly reduced fuel consumption. Wang et al. [23,24] used improved control strategies
to save fuel according to the driving patterns. Turker et al. [25] used neural networks for
the energy management of cars, improving fuel economy. Al-Saadi et al. [26] improved
vehicle economy by combining adaptive cruise control and MPC while ensuring safety.
Wang et al. [27] proposed a power allocation strategy based on car operating conditions,
driving mode prediction, and MPC, saving fuel while maintaining a constant SoC based on
the tracking framework. Mu et al. [28] established a traffic flow statistical framework for
long-term statistics, improving statistical efficiency and accuracy. Various random factors
were considered to model the thermal runaway problem of overcharging batteries with mul-

8



Electronics 2023, 12, 2642

tiple factors, and the reliability of this method was verified [29]. Hong et al. [30] established
a new battery temperature prediction model through a new clustering data partitioning
method and self-attention mechanism, providing accurate predictions throughout the sea-
sons, reliably guaranteeing battery safety and greatly reducing the risk of battery runaway.
Sun et al. [31] investigated LSTM speed prediction and improved MPC to improve the fuel
economy.

Although many people have proposed MPC-EMS energy management strategies
based on different neural network-structured vehicle speed prediction models, few studies
have focused on the effect of multi-vehicle signals on speed prediction accuracy. Based
on these studies, this paper proposes a combination of multiple signals LSTM prediction
models and MPC-ECMS to adjust the fuel economy. The rest of this article is organized as
follows. Section 2 introduces the optimal economic curve of the vehicle powertrain and
the range extender. In Section 3, we carry out Pearson’s correlation analysis of multiple
signals during vehicle driving. Multiple signals are screened out to facilitate vehicle speed
prediction, and the multi-signal LSTM vehicle and SVM vehicle velocity prediction are
introduced. The predictive effects of the two methods and subsequently compared and
analysed. Section 4 introduces the MPC-ECMS and compares the fuel consumption of
various control strategies, including multi-signal-LSTM-MPC-ECMS, SVM-MPC-ECMS,
DP-ECMS, and power-following control strategies.

The research in this paper provides a good reference for the energy management
of various current models. In addition, this control strategy has good applicability to
a wide range of vehicles. Multiple signal inputs can improve the accuracy of vehicle
speed prediction, and the neural network has more support compared with a single signal.
Furthermore, the prediction accuracy can be improved more effectively by using the
LSTM memory function. Combining MPC with ECMS can effectively utilize the real-time
performance of ECMS.

2. Powertrain Modelling

This article takes a four-wheel drive bus powered by a range extender and a battery
as the research object; the engine and generator are mechanically connected to form the
range extender. A DC/DC converter connects the battery and other power components,
and the automotive structure used in this article is shown in Figure 1. The parameters of
each major component are shown in Table 1.

Figure 1. Range-extended vehicle structure.
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Table 1. Main component parameters of range-extended vehicles.

Name Parameters Value Parameters Value

Vehicle
Total mass 7000 kg Wheel radius 0.60 m

Aerodynamic drag coefficient 0.6 Front area 9 m2

Engine
Engine type Diesel engine Maximum torque 2200 Nm

Maximum speed 2000 r/min

Electric motor
Maximum torque 1800 Nm Maximum speed 2650 r/min

Type Permanent magnet synchronous

Generator Maximum torque 2200 Nm Maximum speed 2000 r/min

Battery pack Voltage 580 V Capacity 200 Ah

2.1. Longitudinal Dynamics Model of the Vehicle

The longitudinal dynamics model is used to evaluate the performance of the vehicle
under different operating conditions. It mainly considers the driving resistance according
to the longitudinal dynamics principle of the whole vehicle; the driving resistance can be
expressed by Equation (1)

F = G f cosα +
CD A
21.15

u2 + Gsinα + δm
du
dt

(1)

where G is the gravity acting on the vehicle, N; α is the slope of the road; CD is the air
resistance coefficient; A is the windward area, m2; δ is the rotational mass conversion factor;
m is the mass, kg; and du

dt is the driving acceleration, m/s2.

2.2. Engine Model

The engine is the main power component of the model in this paper. In this study,
the engine, generator and drive motor all adopt the quasi-static model. The quasi-static
model is a simplified model that facilitates the description of static operating characteristics.
The quasi-static model of the engine is shown in Figure 2. The quasi-static engine model
demonstrate the changes in the engine fuel consumption rate with engine speed and torque,
and is beneficial for the control strategy to find the optimal working state of the engine.
The model can calculate the instantaneous fuel consumption in the following way:

m f = Teng × neng × be(Teng, neng) (2)

where m f represents the engine fuel consumption rate, kg/h; Teng is the engine torque, Nm;
neng represents the speed, r/min; and be represents the equivalent fuel consumption rate,
kg/KWh.

Figure 2. Engine BSFC.
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2.3. Generator and Drive Motor Models

Generator and motor have similar characteristics and are used to achieve the conver-
sion between mechanical and electrical energy. The quasi-static model of the generator
and drive motor is shown in Figure 3. Because the generator and engine are mechanically
connected, the optimal fuel consumption curve of the range-extender can be calculated by
combining the drive generator and engine models. The optimal fuel consumption curve of
the range-extender is shown in Figure 4a. The method for calculating the vehicle economy
is as follows:

PGen = Pengη(Teng, neng) (3)

f euleng = f (Teng, neng) (4)

where PGen represents the generator output power; η(Teng, neng) represents the generation
efficiency, obtained according to the quasi-static model; Peng represents the engine output
power; f euleng represents the range-extender fuel consumption rate; Teng represents the
engine torque; and neng represents the engine speed.

(a) (b)
Figure 3. Generator and motor efficiency. (a) Generator efficiency; (b) motor efficiency.

(a) (b)
Figure 4. Range-extender optimal fuel consumption curve and battery open circuit voltage. (a) Range-
extender optimal fuel consumption curve; (b) battery open circuit voltage.

2.4. Power Battery Model

Using a battery as the energy storage element is an essential component of electric
vehicles. The battery pack model adopts an equivalent circuit model, meaning the battery
is equivalent to a voltage source and resistance. The voltage varies with the SoC, as shown
in Figure 4b.

The modelling principle of power batteries is expressed as follows:

I(t) =
UVOC

2R
−
√

UVOC
2

2R2
Pb
R

(5)

SOC(t) = SOCinit +

t∫
t0

UVOC −
√

UVOC
2 − 4RPb

2RQ
dt (6)

where SOCinit represents the initial SoC value; Uvoc represents the battery open circuit
voltage; R represents the internal resistance; Pb represents output power; and Q represents
the capacity.
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The SoC and current are also within the battery’s tolerance range.

3. Speed Prediction

This paper first collects various vehicle signals through simulation, then conducts
Pearson’s correlation analysis to select four signals with high correlation in the historical
horizon, combined with vehicle speed to form the input layer data. Then, we input different
signals in the historical time domain into the trained model to predict the vehicle speed.
Finally, we propose a control strategy combining the MPC and ECMS to obtain adaptable
equivalent factors and control quantities in the control time domain. The combination of
MPC and ECMS enables real-time adjustment of the range-extender output power while
facilitating short-term planning. In this section, we compare two machine learning-based
prediction methods: (1) vehicle speed prediction by multi-signal LSTM; (2) vehicle speed
prediction based on SVM. The test set adopts world transient vehicle cycle (WTVC), while
the training set consists of six working conditions: NEDC, WLTC, UDDS, HEFET, FTP75,
and EUDC. The speed changes in the training set are shown in Figure 5. The workflow of
this study is shown in Figure 6.

Figure 5. Vehicle speed prediction training set data.

Figure 6. Flow chart of the velocity forecasting and energy management research.

3.1. Data Processing Based on Pearson’s Correlation

In this paper, each vehicle signal is detected by simulation, and the correlation analysis
is carried out with vehicle speed. Finally, four signals are selected together with the speed
in the historical time domain to form the input data of the prediction model. The Pearson’s
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correlation was developed by the British statistician Carl Smith and proposed by Pearson in
the 20th century. The calculation formula for Pearson’s correlation coefficient is as follows:

ρX,Y =
cov(X, Y)

σXσY
=

E[(X − μX)(Y − μY)]

σXσY
(7)

where ρX,Y is Pearson’s correlation coefficient, representing the bus signal and vehicle
speed; cov represents the covariance; σ indicates the standard deviation; E denotes the
expectation; X represents each bus signal; and Y represents the actual vehicle speed. Table 2
shows the correlation coefficients between different bus signals and the actual speed.

Table 2. Pearson’s correlation coefficients of each vehicle signal.

CAN Bus Signal Pearson’s Correlation Coefficient

Accelerator pedal opening 0.6192
Brake pedal opening −0.2737

Motor speed 1
Air resistance 0.9687
Engine speed 0.2085

Alternator speed 0.2085
Motor torque 0.0356

According to Table 2, the accelerator pedal position, brake pedal position, motor
speed, air resistance, and vehicle velocity are used as inputs for velocity prediction in the
prediction domain.

3.2. Vehicle Speed Prediction Based on SVM

SVM is a machine learning algorithm commonly used for classification, which is
extended to support vector regression (SVR) when applied to regression problems. SVR
is a regression algorithm based on SVM, which can handle non-linear data and is usually
used for time-series prediction. The process of SVR speed prediction is to collect the vehicle
speed in the past n seconds to form the input and take the future speed in m seconds as the
output. Figure 7 is a schematic diagram of the SVR to solve the linear regression problem.
In the figure, the white circles indicate the vehicle speed in the past time, and the red circles
indicate the vehicle speed predicted by the model.

Figure 7. Schematic diagram of the support vector regression.

In contrast to traditional regression models, SVR assumes a minimum value ε exists
such that ε is greater than or equal to the absolute difference between any predicted
value f (x) and the actual value y. Losses are calculated when the absolute value of
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y − f (x) exceeds ε, and the prediction is considered accurate when the absolute value of
the difference from y is less than ε. Equations (8) and (9) show the expression of SVR and
the loss function.

min
ω,b

=
1
2
‖ω‖2 + C

m

∑
j=1

lε( f (xj)− yj) (8)

lε(z) =
{

0, i f |z| ≤ ε;
|z| − ε, otherwise;

(9)

where ω represents the normal vector; b represents the threshold; C represents the penalty
parameter; and łepsilon represents the insensitive loss of ε.

The slack variables ξ j and ξ j
∗ are introduced and used to rewrite Equation (9), as

shown in Equation (10).

min
ω,b,ξ j ,ξ j

∗
1
2‖ω‖2 + C

m
∑

j=1
(ξ j + ξ j

∗)

s.t. f (xj)− yj ≤ ε + ξ j,
yj − f (xj) ≤ ε + ξ j

∗,
ξ j, ξ j

∗ ≥ 0, j = 1, 2, · · · , m

(10)

The Lagrange multiplier is introduced to the original problem αi, αi
∗, μi, μi

∗ to con-
struct the Lagrange function in Equation (11).

L(ω, b, α, α∗, μ, μ∗, ξ, ξ∗) = 1
2
‖ω‖2 + C

m

∑
j=1

(ξ j + ξ j
∗)−

m

∑
j=1

μjξ j−

m

∑
j=1

μj
∗ξ j

∗ +
m

∑
j=1

αj( f (xj)− yj − ε − ξ j) +
m

∑
j=1

αj
∗( f (xj)− yj − ε − ξ j

∗)
(11)

Then, according to the dual condition and the KKT condition, the dual SVR problem
is shown in Equation (12).

max
α,α∗

m
∑

j=1
yj(αj

∗ − αj)− ε(αj
∗ + αj)− 1

2

m
∑

j=1

m
∑

j=1
(αi

∗ − αj)(αj
∗ − αj)xi

Txj

s.t.
m
∑

j=1
(αj

∗ − αj) = 0,

0 ≤ αj, αj
∗ ≤ C.

(12)

Then, since the partial derivatives of ω, b,ξi and ξi
∗ with respect to L are all 0, we obtain:

ω =
m

∑
j=1

(αj
∗ − αj)xj (13)

Then, the solution to the above regression problem is as follows:

f (x) =
m

∑
i=1

(αi
∗ − αi)xi

Txi + b (14)

where x is then mapped to a feature vector representation in a high-dimensional space,
denoted as φ(x), and then introduced to the kernel function. The above equation can be
represented as:

f (x) =
m

∑
j=1

(αj
∗ − αj)κ(x, xi) + b (15)

The kernel function used in this article is the Gaussian radial basis function, as shown
in Equation (16):

κ(x, xj) = exp(−g
∥∥x − xj

∥∥2
) (16)
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From the above derivation, we know that the penalty factor C and kernel function
bandwidth g directly impact the accuracy of the SVM speed predictions. The forecast
accuracy can be increased by choosing the right C and g values.

The process of using SVR to solve the vehicle speed prediction problem is shown in
Figure 8.In the figure, the arrows indicate that as time changes, ’...’ indicates the sliding
window cycle calculation. It adopts a rolling prediction method to advance every second,
using the vehicle speed in the historical time domain h as the input for the prediction
model. The model operates and outputs the predicted velocity for the following p seconds,
continuously updated throughout cyclic prediction.

Figure 8. SVR speed prediction flowchart.

3.3. Multi-Signal Vehicle Speed Prediction Based on LSTM

Compared to a normal RNN, LSTM has a more extended short-term memory function.
The key components of the LSTM are the memory unit and gate, and the input–output gate
adjusts the content of the memory unit. Because of the gate structure, LSTM can avoid the
“gradient disappearing” issue that plagues most RNN models. Information can be retained
and gradients can be transferred over multiple time steps.

Figure 9 depicts the LSTM network configuration. The LSTM includes a unit state C
compared to the RNN to save the long-term state. The input of an LSTM consists of three
components: xt, ht−1, and Ct−1. Here, xt represents the current input value, while ht−1
and Ct−1 represent the output and state values from the previous time step, respectively.
Two outputs are obtained through computation: the current output value ht and the unit
state Ct. Unlike traditional RNNs, LSTM uses three gates—input, output, and forget gates—
to regulate the memory C. Retention of the input xt in Ct is determined by the input gate,
while the output gate determines how much of ht−1 and xt is retained in ht. The calculation
formula for each parameter in the structure diagram is shown in Equation (17):

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

ft = σ(Wf [ht−1, xt] + b f )
it = σ(Wi[ht−1, xt] + bi)
gt = tanh(Wg[ht−1, xt] + bg)
Ct = ft·Ct−1 + it·gt
ot = tanh(Wo[ht−1, xt] + bo)
ht = ot· tanh(Ct)

(17)

where ft is the forget gate output value; it is the input gate output value; ot is the output gate
output value; σ represents the corresponding gate function; and W is the parameter of the
gates.
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Figure 9. LSTM block diagram.

The process of predicting vehicle speed using LSTM is similar to the SVR method
and is achieved through rolling prediction. As shown in Figure 10, Nh represents the
historical temporal step size. By inputting the accelerator pedal opening, brake pedal
opening, motor speed, air resistance, and historical vehicle speed information into the
historical time domain, the neural network can calculate the change of speed within the
subsequent p seconds. Then the rolling window is used for future speed prediction. During
the training process, the network not only learns different features but also learns the noise
in the training set which may cause the network to perform poorly on the test set due to
overfitting. Therefore, this article adds a dropout layer. After adding the dropout layer, the
neural network randomly deletes nodes in the hidden layer and all connections forward
and backward with a probability p, thus forming a new network structure to ensure the
model’s generalization ability and prevent overfitting. This article uses a neural network
with a dropout probability of 0.2, as shown in Figure 11. The green network nodes shown
are the selected nodes, and the white nodes are abandoned nodes.

Figure 10. Multi-signal LSTM vehicle speed prediction schematic
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Figure 11. Multi-signal LSTM speed prediction input signal.

3.4. Vehicle Speed Prediction Results and Performance Comparison

We built a vehicle model and conducted a vehicle speed prediction simulation using
Matlab2022b; the computer’s CPU is Intel i7-9750H with a frequency of 2.60 GHz and
16 GB RAM. After the construction of two vehicle speed prediction models, both models
were trained using the training set shown in Figure 6 and tested using the WTVC scenario
as the test set. For the SVR model, only the speed with a historical time domain of 30 s was
collected as prediction input. For the LSTM method, the historical vehicle speed, throttle
pedal opening, brake pedal opening, and motor speed with a historical time domain of 30 s
were collected for vehicle speed prediction inputs. Various vehicle signals collected from
the whole vehicle model during the simulation of the training set are shown in Figure 11.
When the historical time domain of both speed prediction methods was 30 s, and the
prediction time domain was 5 s, the root mean square error (RMSE) of the multi-signal
LSTM and SVR vehicle speed prediction methods were 3.0936 and 4.2482, respectively. The
red part of the graph shows the predicted vehicle speed per second, and the black part
shows the actual vehicle speed.The prediction results of the two methods are shown in
Figure 12a. The performance of these two prediction methods under different prediction
time domains while keeping the historical time domain at 30 s is shown in Table 3. It can be
seen that the RMSE of the multi-signal LSTM speed prediction is smaller and more accurate,
better reflecting the future trend of the vehicle speed. Therefore, we used the multi-signal
LSTM to perform vehicle speed prediction and used the adaptive ECMS method as the
energy management strategy based on the prediction. In this paper, the prediction time
domain of 3, 5, and 7 s were performed to determine the most suitable prediction time
domain size. The three vehicle speed prediction performances are shown in Figure 12b. We
found that the larger the time domain of the prediction model, the relatively poorer the
prediction accuracy. Additionally, considering the combination of energy management and
vehicle speed prediction, it is not conducive to plan energy management strategies when
the predicted future period is too short; therefore, 5 s was selected as the prediction time
domain of the MPC framework for energy management so the MPC-ECMS could make
optimal decisions.
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(a) (b)
Figure 12. Vehicle speed prediction effect of different prediction methods. (a) Comparison of multi-
signal LSTM and SVM vehicle speed prediction; (b) comparison of multi-signal LSTM vehicle speed
prediction in different prediction time domains.

Table 3. Performance comparison chart of the different vehicle speed prediction methods.

hp
Multi-Signal LSTM SVM

T_pre (s) RMSE T_pre (s) RMSE

3 s 0.0044 1.6085 0.00611 2.3735
5 s 0.0034 3.0936 0.009597 4.2482
7 s 0.0045 6.6171 0.0234 6.9404

hp is the predicted time domain size, Tpre is the prediction time.

Further research on the two methods of speed prediction yielded SVM and multi-
signal LSTM speed prediction heat maps, as shown in Figure 13. The experimental results
show that when the prediction time was 3 and 5 s, the speed point distribution predicted
by the multi-signal LSTM method is more concentrated around the true value than the
SVM method and has a better predictive performance. When the prediction time was
7 s, although there are a few scattered points in the LSTM method, most of them are still
concentrated around the true value. The results in Table 3 show that when the prediction
time was 7 s, the predictive performance of the two methods is relatively similar.

(a)

(b)
Figure 13. Vehicle speed prediction effect of the different prediction methods. (a) SVM speed forecast
heat map comparison; (b) multi-signal LSTM speed prediction heat map comparison.
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4. MPC-ECMS

The MPC-ECMS control strategy can use MPC to combine the speed prediction mod-
ule and energy management module, achieving more accurate control. Compared with
traditional ECMS control strategies, the MPC-ECMS energy management strategy can
continuously adjust the equivalent factor by rolling optimization, ensuring that the SoC
can always be maintained near the target value and avoiding the problem of the battery
not operating optimally due to the SoC being too high or too low, caused by the inability of
traditional ECMS equivalent factors to be changed. The MPC-ESMS energy management
strategy utilizes both the flexibility of MPC and the real-time nature of ECMS to achieve
real-time control by continuously adjusting the equivalence factors.

4.1. Energy Management Based on ECMS

The main idea of ECMS is the Pontryagin minimum principle (PMP). The PMP was
proposed and proven by the former Soviet mathematician Pontryagin. Compared with the
classical variational calculus method in solving the optimal control problem, the PMP has a
wider application and fewer constraints, and its core conclusion is that in the time interval
[t0, t f ], for any admissible control variable u(t), there exists an optimal control u∗(t) that
minimizes the Hamiltonian function H, i.e.:

H[x∗, u∗, λ∗, t] ≤ H[x∗, u, λ∗, t] (18)

Range-extended vehicles mainly have two operating modes: energy consumption
mode and SoC maintenance mode. This article proposes an energy management method
under the energy maintenance mode, and we take the minimum fuel consumption under
the electricity maintenance mode as the optimization objective. The SoC is regarded as
the state variable, and the power generated by the range-extender as the control variable,
which can transform this problem into a minimum principle problem. Its performance
metric expression is as follows:

J(t f ) =

t f∫
t0

.
m f (PRE)dt + φ(SOCt f − SOCt arg et) (19)

where
.

m f represents the instantaneous fuel consumption, kg; PRE represents the range-
extender output power, kW; SOC(t f ) represents the SoC at the terminal time,%; SOCtarget
is the target SoC of the battery during battery sustaining mode,%; and φ is the penalty
factor that enables the SoC to stay near the target value.

The equation of state and Hamiltonian function for the ECMS problem are shown in
Equation (20): { .

SOC(t) = f [x, u, t] = − Ibat
Qbat

H[SOC, PRE, λ, t] =
.

m f (PRE) + λ
.

SOC
(20)

According to the PMP, the optimal output power solution formula for the range-
extender can be obtained from Equation (21):

PRE
∗(t) = arg min{H[x, u, λ, t]}, PRE ∈ URE (21)

The necessary condition for solving the optimal output power sequence in the PMP is:⎧⎪⎪⎪⎨
⎪⎪⎪⎩

.
SOC(t) = f [SOC∗(t), PRE

∗(t)]
.

λ∗(t) = −λ∗(t)[ ∂ f (SOC∗(t),PRE
∗(t))

∂SOC ]
SOC∗(t0) = SOC0
SOC∗(tF) = SOCt arg et

(22)

where SOC0 represents the initial SoC, %; SOCtarget represents the target SoC, %; t0 rep-
resents the starting time of the operating condition, s; and t f represents the simulation
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termination time, s. It is also known that in a range-extended electric vehicle operating in
battery maintenance mode, the variation of the SoC is very small, and both the voltage and
resistance are considered constant; thus, λ can be treated as a constant value.

.
λ∗(t) = 0 (23)

Therefore, the co-state variable can be approximated as a constant in the power
maintenance mode. In the power sustaining mode, ECMS assumes that the output power
of the range-extender and battery are all from fuel, and the battery is regarded as a buffer
device for energy transfer. The equivalent fuel consumption can be calculated using the
following equation:

.
m
eqv

=
.

m f +
.

me =
.

m f +s
Pbat

HLHV
(24)

where meqv is the equivalent fuel consumption, kg; m f represents the fuel consumption, kg;
Pbat represents the battery output power, kW; HLHV is the heating value of th eengine fuel,
kJ/kg; and s denotes the equivalent factor, representing the degree of conversion from fuel to
electrical energy.

Based on the above derivation, the expression of the Hamiltonian function in the
ECMS strategy can be obtained as follows:

H[SOC(t), PRE(t), λ(t), t] ==
.

m f (t)− λ(t)HHLV

η
sign(PRE)
bat QbatUoc

Pbat(t)
HLHV

(25)

where UOC is the voltage, V; and η
sign(PRE)
bat varies depending on the working state of the

battery. The equivalent factor expressions for batteries under different operating states can
be obtained from Equations (24) and (25) as follows:⎧⎨

⎩
s = − HLHV

η
sign(PRE)
bat QbatUOC

λ(t)

schg = η2
dissdis

(26)

where sdis is the discharge equivalent factor; schg is the charging equivalent factor; and ηdis
is the discharge efficiency.

The range-extender has different working states when different equivalent factors are
selected. This paper sets the reference SoC for power maintenance to 0.3. Figure 14 is the
comparison diagram of SoC maintenance and vehicle fuel consumption when different
equivalent factors are selected. Figure 14 shows that when the equivalent factor s = 2.5, the
SoC change is mostly stable. As the value of s increases, the vehicle tends to use more fuel
and continuously charge the battery.

(a) (b)
Figure 14. Simulation results of different equivalent factors. (a) Changes in the power battery SoC
under different equivalent factors; (b) vehicle fuel consumption under different equivalent factors.
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Conversely, when s decreases the car tends to use more electric power, resulting in a
faster decrease in the SoC. In addition, in this paper, ECMS is based on the premise that the
co-state variable λ(t) remains constant. According to Equation (22), when the SoC changes
too much, s is not constant, and the ECMS strategy cannot obtain the optimal solution.
Therefore, when the SoC changes, an appropriate method is needed to make s to change
adaptively.

4.2. MPC-ECMS Energy Management

According to the previous discussion, equivalent factors need to be adaptively ad-
justed. In the case of completing speed prediction, the combination of predictive speed
and energy management can be achieved through the MPC framework, and the automatic
adjustment of equivalent factors can be achieved through short-term planning. Combin-
ing any control method with the highly adaptable MPC control architecture can achieve
real-time control. The fundamental premise of predictive control is to forecast the system’s
future output using the present model, the status of the system at hand, and upcoming con-
trol variables. Three elements comprise its management process: the rolling optimization,
the feedback adjustment, and the forecast model. The MPC solution process is shown in
Figure 15.

To achieve adaptive adjustment of the equivalent factors, the equivalent factors are first
discretized with a suitable range at certain intervals. We use the multi-signal vehicle speed
prediction model introduced in Section 3.3 to predict the speed in the next 5 s. The power
generation range of the generator is from 0 to 285 kW, while the range of discretized
equivalent factors is from 2.48 to 2.68. Then, the predicted velocity sequence is input into
the control strategy by the prediction model. The control strategy calculates the required
power sequence in 5 s based on the speed sequence. The best control sequence is calculated
using PMP under different equivalent factors, and its fuel consumption and performance
indicators are calculated accordingly. Since the performance indicator already considers the
impact of the target SoC in the minimum principle, the calculated control variable enables
the SoC satisfy the constraints. Finally, among all the corresponding relationships between
the equivalent factors and the performance indicators, the equivalent factor that minimizes
the performance indicator is selected as the designated equivalent factor s for the next
moment. Meanwhile, the first control variable of the output sequence corresponding to the
equivalent factor s is output as the output power of the range-extender at the next moment.
The formula to solve the equivalent factor s is shown in Equation (27).

s = arg min(J) (27)

Figure 15. Principle of the MPC.

Although the control strategy can calculate the optimal control variable at each mo-
ment, there are a lot of fluctuations and inaccurate speed predictions in the cycling con-
ditions, causing noise when calculating the required power of the whole vehicle. These
noises cause an increase in fuel consumption. To eliminate the noise in the required power
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calculated by the control strategy without causing a large range of battery SoC changes,
it is necessary to filter the required power of the range-extender calculated by the control
strategy. This is because rapidly changing the engine power in a short time is not conducive
to improving the engine’s fuel economy. Experimental results show that this filtering
method improves the fuel economy while having little effect on the SoC. The filtering
method adopted here was first-order filtering, which is a simple control method with a
good real-time performance and very beneficial for eliminating power noise. The discrete
formula of the first-order filtering is shown as Equation (28).

Y(n) = aU(n) + (1 − a)Y(n − 1) (28)

where Y represents the required power of the range-extender after filtering, n represents
the time step, U is the power calculated by the control strategy,and a is a coefficient.

Here, we mainly focus on the multi-signal LSTM vehicle speed prediction MPC-ECMS
(multi-signal-LSTM-MPC-ECMS). We set the initial SoC to 0.3 for the conducted simulation,
and compared the control effect of the proposed strategy with the MPC-ECMS under SVM
vehicle speed prediction (SVM-MPC-ECMS), dynamic programming (DP), ECMS (s = 2.5)
and power-following control strategy. Each control strategy used the same coefficient for
filtering, and the comparison before and after power noise filtering is shown in Figure 16.In
the figure, the red line indicates the signal change after filtering and the blue line indicates
the signal change before filtering. The final SoC and fuel consumption before and after
filtering for each control strategy are shown in Table 4. When the entire working condition
is in the pure electric drive mode, the final SoC is 0.2349. The experimental results under
various control strategies show that the SoC is still within the allowable range after filtering.
A greater reduction in fuel consumption is achieved relative to the reduction in SoC.

Figure 16. Comparison of the output power before and after filtering for each control strategy.
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Table 4. Performance comparison before and after filtering under the different control strategies.

Control Strategy
SoC Fuel Consumption (kg)

Pre-Filter After-Filter Pre-Filter After-Filter

DP 0.2938 0.2902 2.9637 2.536
ECMS (s = 2.5) 0.308 0.3045 3.112 2.663

Multi-signal-LSTM-MPC-ECMS 0.3031 0.2976 3.02 2.627
Power-follow 0.306 0.3052 3.103 2.902

SVM-MPC-ECMS 0.3013 0.2985 3.505 3.115

As shown in Figure 17, the ordinate is ΔSOC/Cf uel , ΔSOC is the difference between
the final SoC under this control strategy and the final SoC under the pure electric drive
mode, and Cf uel is the total fuel consumption under this control strategy. The results show
that SoC variation under unit fuel consumption after filtering is significant, so filtering is
helpful for fuel saving.

Figure 17. Performance comparison chart before and after output power filtering for each control strategy.

4.3. HIL Simulation Experiment

In order to validate the precision and real-time effectiveness of the control strategy, a
HIL simulation experimental platform was built to simulate the multi-signal LSTM-MPC-
ECMS control strategy. A schematic diagram of the HIL is shown in Figure 18. The HIL
simulation experimental platform equipment mainly consists of an upper computer, a Mi-
croAutoBox controller, and a SCALEXIO real-time simulation hardware system. The upper
computer is responsible for monitoring the entire simulation process and saving the results,
the controller is responsible for simulating the electronic control unit, making decisions
according to the control strategy, and the real-time simulation hardware system is used to
simulate the behaviour of the whole vehicle, providing a complete vehicle environment for
HCU. SCALEXIO and AUTOBOX are connected to the upper computer through network
cables, and the harness interface connects SCALEXIO to the expansion version. SCALEXIO
is connected to the expansion board of AUTOBOX through the CAN high/low lines for
signal transmission.
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Figure 18. Schematic of the hardware-in-the-loop simulation.

5. Results and Discussion

After the HIL simulation, the results of the proposed strategy are compared with other
control strategies using WTVC as the cycle condition; the initial SoC was 0.3. The change
in the battery SoC and the fuel consumption under various control strategies are shown
in Figure 19. We found that the other control strategies result in relatively a stable battery
SoC, except for the DP and SVM-MPC-ECMS control strategies. Because the DP algorithm
only considers the final SoC value, it does not pay attention to the changes in the SoC
during the process. The vehicle speed prediction of the SVM-MPC-ECMS is worse than
the proposed control strategy. Among all the control strategies, the DP is the least fuel
consumptive because it is the theoretical optimal solution; however, the DP is difficult
to implement in the actual driving process, making it commonly used as a theoretical
reference for the economy of other control strategies. From Figure 19b, it can be seen that
the proposed strategy is the closest to the DP algorithm, while MPC-ECMS under LSTM
multi-signal vehicle speed prediction fuel consumption was reduced by 1.352% relative to
the ECMS (s = 2.5) strategy, 9.476% relative to the power-following control strategy, and a
decrease of 15.7% relative to the SVM-MPC-ECMS. Both multi-signal-LSTM-MPC-ECMS
and SVM-MPC-ECMS are MPC-ECMS control strategies. The difference between them is
their method of predicting vehicle speed. Figure 20 shows the economic changes of these
two control strategies compared to the other control strategies. The numbers represent
the ratio of fuel savings compared to the other control strategies. We found that the multi-
signal-LSTM-MPC-ECMS control strategy is more economical than the SVM-MPC-ECMS.
The reason is that in the vehicle speed prediction part, the Multi-signal-LSTM prediction
achieves higher accuracy, which shows that the prediction accuracy of the prediction part
directly affects the control effect of the MPC-ECMS control strategy.
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(a) (b)
Figure 19. Graph of changes under various control strategy SOCs. (a) Comparison of the changes in
SoC for different control strategies; (b) the fuel consumption of the different control strategies.

Figure 20. Comparison of different MPC-ECMS control strategies in terms of economic efficiency.

Compared with rule-based control strategies, such as power-following, MPC-ECMS
control strategies can provide better control in the time domain. Compared with the ECMS,
the MPC-ECMS can adapt to various changing working conditions, and this fully reflects
the advantage of the MPC-ECMS control strategy to change the generator output power in
real-time. The change in the MPC-ECMS equivalent factor under LSTM multi-signal vehicle
speed prediction is shown in Figure 21. The diagram shows that the MPC-ECMS energy
management strategy can adapt to different working conditions by constantly adjusting
the equivalence factor.
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Figure 21. Proposed control strategy equivalent factor change chart.

Figure 22 shows the working points of the engine and generator under various control
strategies; the dotted line in the figure is the optimal working curve of the range-extender.
The engine and generator jointly influence the optimal working curve of a range-extender;
therefore, the optimal working speed and torque should be calculated based on this curve.
From the distribution diagram of the working points, we find that most of the working
points of the MPC-ECMS control strategy are concentrated near the optimal curve, whether
it is the MPC-ECMS method proposed in this article or the SVM-MPC-ECMS, in which
the points that are not on the optimal curve are mainly the operating points in the speed
transition stage. It can be seen that improving the prediction accuracy and extending the
prediction time domain in order to optimize over a longer period of time can enable the
range-extender to work nearer the optimal curve. We believe that improving the prediction
accuracy while extending the prediction time domain will not only allow control strategies
to have longer planning time and greater control accuracy, but also make full use of the high-
efficiency range of the engine, reducing the rapid changes in speed and torque in a short
time, and thereby improve the overall fuel efficiency. However, the optimal working curve
of the range-extender is significantly influenced by the generator’s efficiency, resulting in
a difference between the optimal operating curves of the range-extender and the engine.
This difference can be seen from the fuel consumption and working point distribution of
engines with different control strategies.

The control strategy proposed in this paper calculates the demand power sequence
in the future by predicting the vehicle speed in the future time domain, facilitating the
controller to plan better. The experimental results show that the fuel consumption of the
whole vehicle decreases significantly under this control strategy, and the engine works in the
efficient zone most of the time. This control strategy is applicable to many types of vehicles.
In addition, the study of speed prediction can be applied to the vehicle following conditions
by predicting the speed of the preceding vehicle to predict the operating condition of the
main vehicle.
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Figure 22. Distribution of the engine and generator operating points for the different control strate-
gies.

6. Conclusions

In this paper, the multi-signal LSTM speed prediction model is combined with MPC-
ECMS for energy management to improve the fuel economy.

Firstly, the proposed vehicle speed prediction method has a better prediction accuracy
when compared to the SVM vehicle speed prediction method. The LSTM-based vehicle
speed prediction model can train a large amount of training data, but the prediction speed
will be slower when the SVM training data increases. SVM parameter adjustment will also
have a great impact on the prediction effect.

Secondly, the control effect of the MPC-ECMS based on speed prediction is closely
related to the accuracy of prediction; therefore, improving the prediction accuracy is
beneficial to expand the prediction time domain, allowing the control strategy to make
plans for longer periods of time. A prediction time domain that is too short is not only
difficult to plan for in time, but it cannot take full advantage of the efficient area of the
range-extender. Compared with other LSTM-based speed prediction models, the proposed
multi-signal LSTM speed prediction model considers the influence of multiple other vehicle
signals on the future speed, which is more conducive to improving the prediction accuracy.

Finally, although the prediction model used in this article can predict vehicle speed
with high accuracy, actual driving environments still contain complex operating conditions,
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such as sharp changes in torque demand during climbing. Therefore, in future work we
consider torque prediction, enabling a more accurate calculation of the demand power by
variations in torque, thus resulting in greater adaptivity of the equivalence factor.
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LSTM Long short-term memory neural networks
MPC Model predictive control
ECMS Equivalent fuel consumption minimum strategy
SVM Support vector machine
SVR Support vector regression
SoC State of charge
DP Dynamic programming
WTVC World transient vehicle cycle
HIL Hardware-in-the-loop

References

1. Zhao, H.; Mu, L.; Li, Y.; Qiu, J.; Sun, C.; Liu, X. Unregulated Emissions from Natural Gas Taxi Based on IVE Model. Atmosphere
2021, 12, 478. [CrossRef]

2. Liu, C.; Wang, Y.; Wang, L.; Chen, Z. Load-adaptive real-time energy management strategy for battery/ultracapacitor hybrid
energy storage system using dynamic programming optimization. J. Power Sources 2019, 438, 227024. [CrossRef]

3. Zhang, N.; Ma, X.; Jin, L. Energy management for parallel HEV based on PMP algorithm. In Proceedings of the IEEE 2017 2nd
International Conference on Robotics and Automation Engineering (ICRAE), Shanghai, China, 29–31 December 2017; pp. 177–182.

4. Musardo, C.; Rizzoni, G.; Guezennec, Y.; Staccia, B. A-ECMS: An adaptive algorithm for hybrid electric vehicle energy
management. Eur. J. Control 2005, 11, 509–524. [CrossRef]

5. Yuan, Z.; Teng, L.; Fengchun, S.; Peng, H. Comparative study of dynamic programming and Pontryagin’s minimum principle on
energy management for a parallel hybrid electric vehicle. Energies 2013, 6, 2305–2318. [CrossRef]

6. Zhang, H.; Fu, L.; Song, J.; Yang, Q. Power energy management and control strategy study for extended-range auxiliary power
unit. Energy Procedia 2016, 104, 32–37. [CrossRef]

7. Chen, B.C.; Wu, Y.Y.; Tsai, H.C. Design and analysis of power management strategy for range extended electric vehicle using
dynamic programming. Appl. Energy 2014, 113, 1764–1774. [CrossRef]

8. Pan, C.; Liang, Y.; Chen, L.; Chen, L. Optimal control for hybrid energy storage electric vehicle to achieve energy saving using
dynamic programming approach. Energies 2019, 12, 588. [CrossRef]

9. Rezaei, A.; Burl, J.B.; Zhou, B. Estimation of the ECMS equivalent factor bounds for hybrid electric vehicles. IEEE Trans. Control.
Syst. Technol. 2017, 26, 2198–2205. [CrossRef]

10. Yu, X.; Lin, C.; Tian, Y.; Zhao, M.; Liu, H.; Xie, P.; Zhang, J. Real-time and hierarchical energy management-control framework for
electric vehicles with dual-motor powertrain system. Energy 2023, 272, 127112. [CrossRef]

11. Shen, P.; Zhao, Z.; Zhan, X.; Li, J.; Guo, Q. Optimal energy management strategy for a plug-in hybrid electric commercial vehicle
based on velocity prediction. Energy 2018, 155, 838–852. [CrossRef]

28



Electronics 2023, 12, 2642

12. Wang, W.; Guo, X.; Yang, C.; Zhang, Y.; Zhao, Y.; Huang, D.; Xiang, C. A multi-objective optimization energy management
strategy for power split HEV based on velocity prediction. Energy 2022, 238, 121714. [CrossRef]

13. Xing, J.; Chu, L.; Hou, Z.; Sun, W.; Zhang, Y. Energy Management Strategy Based on a Novel Speed Prediction Method. Sensors
2021, 21, 8273. [CrossRef]

14. Chen, R.; Yang, C.; Han, L.; Wang, W.; Ma, Y.; Xiang, C. Power reserve predictive control strategy for hybrid electric vehicle using
recognition-based long short-term memory network. J. Power Sources 2022, 520, 230865. [CrossRef]

15. Han, J.; Shu, H.; Tang, X.; Lin, X.; Liu, C.; Hu, X. Predictive energy management for plug-in hybrid electric vehicles considering
electric motor thermal dynamics. Energy Convers. Manag. 2022, 251, 115022. [CrossRef]

16. Lin, X.; Wu, J.; Wei, Y. An ensemble learning velocity prediction-based energy management strategy for a plug-in hybrid electric
vehicle considering driving pattern adaptive reference SOC. Energy 2021, 234, 121308. [CrossRef]

17. Ritter, A.; Widmer, F.; Duhr, P.; Onder, C.H. Long-term stochastic model predictive control for the energy management of
hybrid electric vehicles using Pontryagin’s minimum principle and scenario-based optimization. Appl. Energy 2022, 322, 119192.
[CrossRef]

18. Li, M.; He, H.; Feng, L.; Chen, Y.; Yan, M. Hierarchical predictive energy management of hybrid electric buses based on driver
information. J. Clean. Prod. 2020, 269, 122374. [CrossRef]

19. Wei, C.; Chen, Y.; Li, X.; Lin, X. Integrating intelligent driving pattern recognition with adaptive energy management strategy for
extender range electric logistics vehicle. Energy 2022, 247, 123478. [CrossRef]

20. Chen, Z.; Gu, H.; Shen, S.; Shen, J. Energy management strategy for power-split plug-in hybrid electric vehicle based on MPC
and double Q-learning. Energy 2022, 245, 123182. [CrossRef]

21. Lin, X.; Zhang, J.; Su, L. A trip distance adaptive real-time optimal energy management strategy for a plug-in hybrid vehicle
integrated driving condition prediction. J. Energy Storage 2022, 52, 105055. [CrossRef]

22. Zhao, Z.; Xun, J.; Wan, X.; Yu, R. Mpc based hybrid electric vehicles energy management strategy. IFAC-PapersOnLine 2021,
54, 370–375. [CrossRef]

23. Wang, Y.; Zhang, Y.; Zhang, C.; Zhou, J.; Hu, D.; Yi, F.; Fan, Z.; Zeng, T. Genetic algorithm-based fuzzy optimization of energy
management strategy for fuel cell vehicles considering driving cycles recognition. Energy 2023, 263, 126112. [CrossRef]

24. Zhou, Y.; Ravey, A.; Péra, M.C. Multi-mode predictive energy management for fuel cell hybrid electric vehicles using Markov
driving pattern recognizer. Appl. Energy 2020, 258, 114057. [CrossRef]

25. Türker, E.; Bulut, E.; Kahraman, A.; Çakıcı, M.; Öztürk, F. Estimation of Energy Management Strategy Using Neural-Network-
Based Surrogate Model for Range Extended Vehicle. Appl. Sci. 2022, 12, 12935. [CrossRef]

26. Al-Saadi, Z.; Phan Van, D.; Moradi Amani, A.; Fayyazi, M.; Sadat Sajjadi, S.; Ba Pham, D.; Jazar, R.; Khayyam, H. Intelligent
Driver Assistance and Energy Management Systems of Hybrid Electric Autonomous Vehicles. Sustainability 2022, 14, 9378.
[CrossRef]

27. Wang, H.; Huang, Y.; Khajepour, A.; Song, Q. Model predictive control-based energy management strategy for a series hybrid
electric tracked vehicle. Appl. Energy 2016, 182, 105–114. [CrossRef]

28. Mu, L.; Zhao, H.; Li, Y.; Liu, X.; Qiu, J.; Sun, C. Traffic flow statistics method based on deep learning and multi-feature fusion.
CMES Comput. Model. Eng. Sci. 2021, 129, 465–483. [CrossRef]

29. Hong, J.; Wang, Z.; Qu, C.; Zhou, Y.; Shan, T.; Zhang, J.; Hou, Y. Investigation on overcharge-caused thermal runaway of
lithium-ion batteries in real-world electric vehicles. Appl. Energy 2022, 321, 119229. [CrossRef]

30. Hong, J.; Zhang, H.; Xu, X. Thermal fault prognosis of lithium-ion batteries in real-world electric vehicles using self-attention
mechanism networks. Appl. Therm. Eng. 2023, 226, 120304. [CrossRef]

31. Sun, X.; Fu, J.; Yang, H.; Xie, M.; Liu, J. An energy management strategy for plug-in hybrid electric vehicles based on deep
learning and improved model predictive control. Energy 2023, 269, 126772. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

29





Citation: Wu, Q.-e.; Yu, Y.; Zhang, X.

A Skin Cancer Classification Method

Based on Discrete Wavelet

Down-Sampling Feature

Reconstruction. Electronics 2023, 12,

2103. https://doi.org/10.3390/

electronics12092103

Academic Editor: Hyunjin Park

Received: 11 April 2023

Revised: 30 April 2023

Accepted: 1 May 2023

Published: 4 May 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

electronics

Article

A Skin Cancer Classification Method Based on Discrete Wavelet
Down-Sampling Feature Reconstruction

Qing-e Wu 1,*, Yao Yu 1 and Xinyang Zhang 2,3

1 School of Electrical and Information Engineering, Zhengzhou University of Light Industry,
Zhengzhou 450002, China; 332101030027@email.zzuli.edu.cn

2 School of Mechanical Engineering, University of Science and Technology Beijing, Beijing 100083, China
3 Shunde Innovation School, University of Science and Technology Beijing, Foshan 528399, China
* Correspondence: wqe2008@zzuli.edu.cn or wqe969699@163.com

Abstract: Aiming at the problems of feature information loss during down-sampling, insufficient char-
acterization ability and low utilization of channel information in skin cancer diagnosis of melanoma,
a skin pathological mirror classification method based on discrete wavelet down-sampling feature
reconstruction is proposed in this paper. The wavelet down-sampling method is given first, and the
multichannel attention mechanism is introduced to realize the pathological feature reconstruction
of high-frequency and low-frequency components, which reduces the loss of pathological feature
information due to down-sampling and effectively utilizes the channel information. A skin cancer
classification model is given, using a combination of depth-separable convolution and 3 × 3 standard
convolution and wavelet down-sampling as the input backbone of the model to ensure the perceptual
field while reducing the number of parameters; the residual module of the model is optimized using
wavelet down-sampling and Hard-Swish activation function to enhance the feature representation
capability of the model. The network weight parameters are initialized on ImageNet using transfer
learning and then debugged on the augmentation HAM10000 dataset. The experimental results
show that the accuracy of the proposed method for skin cancer pathological mirror classification
is significantly improved, reaching 95.84%. Compared with the existing skin cancer classification
methods, the proposed method not only has higher classification accuracy but also accelerates the
classification speed and enhances the noise immunity. The method proposed in this paper provides a
new classification method for skin cancer classification and has some practical value.

Keywords: melanoma; down-sampling; wavelet transform; image classification; transfer learning;
data augmentation

1. Introduction

Skin cancer is one of the most widespread threats to human health worldwide, and one
malignant skin tumor, also known as melanoma, is one of the swift-growing cancers in the
world. This disease can be easily treated if detected early [1]. A report has shown that the
five-year survival rate of localized malignant melanoma is 99% when diagnosed and treated
early, whereas the survival rate of advanced melanoma is only 25%; therefore, whether
the disease can be diagnosed early has a crucial impact on whether patients can improve
their survival rate [2]. The traditional examination method is to first go through a doctor’s
visual inspection and then use dermoscopic imaging to aid the diagnosis [3]. However,
benign and malignant skin cancers are extremely similar in characteristics, and the varying
levels of professional doctors and the uncertainty of subjective decision-making have led
to numerous skin cancer patients not being diagnosed early and treated timely. With the
development of artificial intelligence in the medical field, deep learning has been widely
used for the detection and classification of medical images over the past few years [4].
The application of artificial intelligence in medical image-assisted diagnosis to provide a
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second opinion to help professional doctors diagnose skin cancer has become an inevitable
trend [5]. Deep convolutional neural networks (CNNs), an important research topic in deep
learning, have been widely used in the medical field [6].

Codella et al. [7] used features from sparse coding features, low-level manual features
and deep residual networks to adjust the output of the AlexNet network and use a support
vector machine (SVM) to perform classification experiments on the ISIC database and
finally obtained 93.1% accuracy, 92.8% specificity, and 94.9% sensitivity. Pomponiu et al. [8]
used a migration learning-based AlexNet convolutional neural network and data aug-
mentation to classify skin lesion data after feature extraction using the K nearest neighbor
(KNN) algorithm and finally obtained 93.64% accuracy, 95.18% specificity, and 92.1% sen-
sitivity. Esteva et al. [9] used a skin lesion classification method based on a pre-trained
GoogleNet architecture and performed classification experiments on clinical images and
finally obtained 72.1% accuracy. Khan et al. [10] improved a novel deep CNN based on
VGG and AlexNet models to classify skin lesions, and classification tests that were per-
formed on ISIC 2016 and ISIC 2017 datasets finally obtained 92.1% and 96.5% accuracy,
respectively. Ahmed et al. [11] used three models based on deep CNN (InceptionResnetV2,
Xception and NASNetLarge) ensembles to test the pre-trained models on the ISIC2019
dataset, and finally, the CNN ensembles obtained 93.70% accuracy and 0.931 AUC and
exceeded the top-2 rankings on the ISIC2019 classification challenge leaderboard for that
year. Abayomi-Alli et al. [12] improved a new data augmentation model for skin cancer
classification, and a migration learning based pre-trained squeeze net architecture was
used to classify melanoma skin cancer. Classification experiments were performed on
the PH2 dataset and finally obtained 92.18% accuracy. Although convolutional neural
networks can classify dermoscopy images well, the issue of partial feature information
loss caused by down-sampling will be difficult to avoid as the depth and breadth of the
network increase. As the performance characteristics of malignant and benign skin diseases
are too similar, the problem of partial loss of feature information due to down-sampling
may affect the accuracy of the classification of dermoscopy images. Pooling operation
is widely used in convolutional neural networks as the main down-sampling method,
which often ignores some useful feature information and causes poor generalization ability,
which affects the performance of the model. To deal with this problem, Zeiler et al. [13]
proposed a stochastic pooling strategy that replaced the traditional deterministic pooling
operation with a stochastic process and was able to combine it with other arbitrary forms of
regularization, abandoning the dropout-like approach of discarding information in favor of
selecting from the network’s existing information, obtaining state-of-the-art performance at
the time. He et al. [14] designed a stride convolution as a learnable down-sampling method,
which was widely used in the model but introduced more parameters and overhead at the
same time. Zhao et al. [15] embedded random shifting in the down-sampling layer during
the training process and dynamically adjusted receptive fields by shifting the kernel centers
on the feature maps in different directions, effectively mitigating the loss of feature informa-
tion during down-sampling. Jiang et al. [16] introduced parameters into the pooling layer
and used parametric pooling to replace the traditional pooling process, which preserves
the features that are desired to be preserved in the convolutional neural network with a
small increase in network parameters. Although the above methods alleviate the problem
of losing feature information due to pooling operations to a certain extent, they are still
traditional pooling operations in nature, and no matter what pooling methods are used,
they will cause feature information loss and thus affect the performance of convolutional
neural networks.

Aiming at the problems of feature information loss, low utilization of channel informa-
tion and insufficient characterization capability in traditional down-sampling, this paper
proposes a discrete wavelet-based down-sampling feature reconstruction method applied
to skin cancer mirror classification. The method uses discrete wavelet transform as the
down-sampling operation and adds a multichannel attention mechanism to effectively
combine the high-frequency components and low-frequency components after wavelet
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decomposition and also effectively utilizes the channel information to enhance the char-
acterization ability of the model; a skin cancer classification model is given, based on the
ResNet50 network model, using a combination of 3 × 3 convolutional kernel and depth-
separable convolution and wavelet down-sampling as the input backbone of the model,
which reduces the number of parameters while maintaining the perceptual field of the
network. Finally, the network weight parameters are initialized on ImageNet using transfer
learning, and fine-tuned training is performed on the augmentation HAM10000 dataset to
further improve the model classification performance.

The main contributions of the proposed method to the classification of melanoma skin
cancer are as follows:

• In the current study, we developed a wavelet down-sampling feature reconstruction
method to address the problem of traditional down-sampling feature information loss,
introducing a multichannel attention mechanism to effectively combine low-frequency
components with high-frequency components, fully utilizing channel information to
reveal finer details.

• This paper developed a wavelet down-sampling feature reconstruction method-based
convolutional neural network as a feature extractor to classify melanoma skin cancer
using skin pathological mirror.

• A data augmentation and hair removal algorithm is used to pre-process the skin patho-
logical mirror dataset HAM1000, and the pre-processing method is tested on the pre-
processing HAM10000 dataset using transfer learning. The experimental results show
that the proposed method has high accuracy for melanoma skin cancer classification.

2. Related Work

The wavelet transform is capable of focusing on arbitrary details of the signal by
multiscale refinement through telescopic translation operations and is widely used in
signal processing and pattern recognition [17–19]. In recent years, wavelets have been
analyzed by many scholars in combination with convolutional neural networks as emerging
down-sampling methods, such as Mallat et al. [20] by linking wavelet transform with
average pooling cascade, which preserves the detail information of images to a great
extent with shift-invariance features. Zhang et al. [21] introduced multi-level wavelets into
convolutional neural networks, which greatly preserves the texture information of images
by using the inverse transform of wavelets. Li et al. [22] used the low-frequency component
of the discrete wavelet transform output to replace the traditional commonly used down-
sampling method and obtained strong robustness and better network performance while
confirming the effectiveness of using the low-frequency component of the two-dimensional
discrete wavelet to replace the down-sampling layer output in the convolutional neural
network. The low-frequency component of the wavelet transform output contains the main
feature information of the image, and the high-frequency component contains detailed
information such as the texture features of the image [23]. In the existing forms of combining
wavelets and convolutional neural networks, mainly the high-frequency components
are discarded, and only the low-frequency components are used, or the high and low-
frequency components are used in equal proportions. However, both of them have certain
disadvantages: if the high-frequency components are discarded, it may cause the loss of
important texture information, leading to the problem of poor results in detail recovery and
insufficient characterization ability, while the high- and low-frequency components contain
very different amounts of information and have different effects on the loss function, so if
they are used in equal proportions, it is not reasonable enough and there is also the problem
of low utilization of channel information [24].

3. Wavelet Down-Sampling Reconstruction

The input skin mirror image (X) is feature decomposed using a 2D discrete wavelet
transform to obtain a low-frequency component (XLL) containing information on the
main pathology feature and three high-frequency components containing information on
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pathological details: the horizontal component (XLH), the vertical component (XHL) and
the diagonal component (XHH). 2D discrete wavelet transform can be formulated as

[XLL, XLH , XHL, XHH ]= 2DDWT(X) (1)

where (XLL, XLH , XHL, XHH) ∈ c × h
2 × w

2 ; c is the number of channels of the input skin
mirror image; and h and w are the height and width, respectively. The new high-frequency
components X′

LH , X′
HL, X′

HH , are obtained by summing the low-frequency components
with each high-frequency component separately and can be formulated as

⎧⎨
⎩

X′
LH = α1XLH + XLL

X′
HL = α2XHL + XLL

X′
HH = α3XHH + XLL

(2)

where αi is the absolute value of the high-frequency component to which it belongs,
reflecting the severity of the pathology, i = 1, 2, 3.

Based on SKNet [25] multi-branch structure selective channel attention mechanism,
each new high-frequency component in Equation (2) is integrated to obtain the texture
feature F of pathology; then, global average pooling (GAP) operation is performed to obtain
the global information s on each channel, and then the fully connected (FC) operation is
performed on s to obtain the size of the weight z accounted for by each channel; the
normalization function softmax is used to reaggregate the weights Q after normalizing z to
obtain the new pathological texture features F′ and finally obtain the integrated pathology
comprehensive feature M by jumping connection XLL to improve the characterization
ability. The whole process is shown in Figure 1. The integrated pathology comprehensive
feature M can be formulated as

Q = Softmax(σrelu(BN(W · GAP(F(i,j))))) (3)

F′ = Q1 × X′
LH + Q2 × X′

HL + Q3 × X′
HH (4)

M = concat([F′, XLL]) (5)

where (i, j) ∈ (h, w); W ∈ d × c; d = max( c
r , L); r is the scaling ratio; and L is the minimum

value of d to control the dimensionality of the output. FC is composed of the batch
normalized BN and σrelu activation function; in turn, M ∈ 2c × h

2 × w
2 .

Figure 1. 2D discrete wavelet down-sampling reconstruction.
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Finally, the pathology comprehensive feature M is reconstructed by using 1D discrete
wavelet for feature decomposition to output the final pathology feature map. Firstly, the
comprehensive feature M is downscaled using the reshape operation to obtain a feature map
of the form 1 × n, and then the 1D discrete wavelet decomposition is performed to obtain
the low-frequency component XL and the high-frequency component XH . Finally, the
weights of the low-frequency component and the high-frequency component are calculated
using the selective channel attention mechanism, and the final reconstructed feature rec_X
is composed according to the weights; the whole process is shown in Figure 2. The final
reconstructed feature rec_X can be formulated as

[XL, XH ] = 1DDWT(M) (6)

q = Softmax(σrelu(BN(W · GAP(XL ⊕ XH)))) (7)

rec_X = q1 × XL + q2 × XH (8)

where q1 and q2 are the weights of the low-frequency component and the high-frequency
component features within each channel, q1 + q2 = 1, rec_X ∈ c × h

2 × w
2 .

Figure 2. 1D discrete wavelet down-sampling reconstruction.

4. Skin Cancer Classification Model

In this paper, the skin cancer classification model is based on the ResNet50 network model.
The input backbone of the ResNet50 network is mainly composed of a 7× 7 convolutional kernel
and a maximum pooling layer. In this paper, a combination of a 3 × 3 standard convolution
and a depth-separable convolution [26] is used to replace the 7 × 7 convolutional kernel,
and wavelet down-sampling is used to replace the maximum pooling operation, which
reduces the computational effort while deepening the network depth during convolution. The
depth-separable convolution and input backbone structures are shown in Figures 3 and 4.

Figure 3. Depth-separable convolution structure.
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Figure 4. Input backbone structure.

As shown in Figures 3 and 4, the wavelet down-sampling output feature map is fed
into the depth-separable convolution, and three convolution kernels of size 7 × 7 × 1 are
used. Each convolution kernel does convolution for one input channel only, and the output
feature map of size 224 × 224 × 3 is obtained. Then, using 64 point-by-point convolutions
with 1 × 1 × 3 convolution kernels, each convolution kernel will obtain a mapping of size
224 × 224 × 1, resulting in an output feature map of size 224 × 224 × 64. The improved
input backbone not only maintains the original perceptual field but also reduces the number
of parameters by 32.4% and deepens the depth of the network.

The Hard-Swish function [27] is used instead of the ReLU function in the backbone
network to avoid the “dead ReLU” problem and the problem that the output is reduced
to zero when the input is used. The Hard-Swish function is unbounded, smooth and
non-monotonic and can be formulated as

Hard − Swish(x) =

⎧⎨
⎩

2x, x ≥ 5
2λ

0.4βx2 + x, 5
−2λ < x < 5

2λ

0, x ≤ 5
−2λ

(9)

In Equation (9), λ is a trainable parameter or a custom parameter, and the output is
more likely to be set to 0 when x is smaller rather than directly equal to 0 as in the ReLU
function, which not only increases the randomness but also increases the dependence on
the input, effectively improving the robustness of the model. To avoid excessive activation
and BN layers that degrade the model performance [28], the ReLU function in the residual
block is replaced by the Hard-Swish function; the activation and BN layers after the first
convolution are discarded; the activation function before the output of the residual block is
moved to the input; and then the wavelet down-sampling method is used to improve the
learning ability of the model. The improved residual block is shown in Figure 5.
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Figure 5. 1D discrete wavelet down-sampling reconstruction: (a) Conv Block; (b) Identity Block.

5. Experiments and Analysis of Results

5.1. Dataset and Pre-Processing

The publicly available skin lesion dataset HAM10000 [29] was used to perform exper-
iments on skin cancer classification models. The dataset consists of seven skin diseases,
namely benign keratosis (BKL), actinic keratosis and intra-epithelial carcinoma (AKIEC),
dermatofibrosarcoma (DF), melanocytic nevus (NV), vascular lesion (VASC), melanoma
(MEL), and basal cell carcinoma (BCC), with a total of 10,015 images, as shown in Figure 6.

Figure 6. Example of HAM10000 dataset.

Aiming at the problem that hair occlusion in the skin mirror image can affect the
diagnosis results, this paper gives a hair removal algorithm [30] to automatically remove
the hair occlusion in the skin mirror image and restore the information of the hair occlusion
area, the Algorithm 1 shows the hair removal algorithm and Figure 7 shows the comparison
before and after hair removal in the skin mirror image.

Algorithm 1: hair removal algorithm

Input: skin mirror image (img)
Output: restoration skin mirror image (img1)

1. use morphological closed top-hat operator to enhance the hairs with varying strength in the
skin mirror image img.

2. extract the effective measure of hairs based on the defined extension characteristic function
to describe the extension state of the stripe-like connected region.

3. the image restoration technique using partial differential equations is used to restore the
hair-obscured areas to obtain the skin mirror image img1 after hair removal.
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(a) (b)

Figure 7. Comparison of before and after hair masking restoration. (a) Before restoration. (b) After
restoration.

Since the sample distribution in the HAM10000 dataset is extremely uneven, this paper
uses data augmentation methods including rotation, cropping and random flipping [31] to
ensure the data category balance and enhance the generalization ability of the model. The
augmentation dataset consists of 16,002 samples, which are divided into two independent
and non-intersecting datasets, the training set and the test set, with a division ratio of 8:2.

5.2. Experimental Environment and Evaluation Indicators

The experiments were run on a Windows 10 64-bit platform environment with a 12th
generation i7-12700H, 32G RAM, NVIDIA GTX3080Ti discrete graphics card with 12G
video memory and Pytorch as the deep learning framework.

AC, F1-Score was used as the evaluation indicators of the model and defined as follows:

AC =
TP + TN

TP + FP + TN + FN
(10)

F1 =
2 × TP

2 × TP + FP + FN
(11)

where AC is the classification accuracy; F1-Score is the summed average of accuracy and
completeness; and the higher the F1-Score value is, the better the classification performance
of individual categories is. TP, TN, FP and FN represent the number of samples with true
positives, true negatives, false positives and false negatives, respectively.

5.3. Comparative Experiments

To verify the effectiveness of the proposed method and to also determine that the
improved input backbone and wavelet down-sampling methods have improved the model
performance, ablation experiments were conducted on the test set, and the experimental
results are shown in Table 1.

Table 1. Ablation experiments of the proposed method.

Base
Model

Input
Backbone

Residual
Module

Data
Augmentation

AC/% F1/%

ResNet50

√
90.48 90.69√ √
93.45 93.67√ √
94.51 94.64√ √
93.94 94.03√ √ √
95.28 95.39

As can be seen from Table 1, the model classification performance is improved by using
the improved input backbone in this paper, and the classification accuracy is improved
by 2.97%. However, the classification performance of the model decreases significantly
when data augmentation is not used to balance the data categories. It is verified that the
data augmentation method can effectively improve the classification performance of the
network and the effectiveness of the method proposed in this paper.
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The performance of the improved ResNet50 model in the paper is compared with five
mainstream deep learning network models, AlexNet [32], VGG19 [33], MobileNet-V2 [34],
DenseNet-121 [35] and EfficientNet-B0 [36], all of which are pre-trained on the ImageNet
dataset. Pre-training is performed to initialize some of the weight parameters, and then
experiments are conducted on the augmentation HAM10000 dataset, and the experimental
results are shown in Table 2.

Table 2. Performance comparison of different classification models on the HAM1000 dataset.

Model AC/% F1/%

AlexNet 87.81 88.13
VGG19 90.34 90.61

MobileNet-V2 88.23 88.86
DenseNet-121 92.93 93.14

EfficientNet-B0 93.62 93.78
Proposed model 95.84 95.96

From Table 2, the classification accuracy and F1 values of the improved model in this
paper on the HAM10000 dataset are better than those of other network models, which are
95.84% and 95.96%, respectively, among which AlexNet has the lowest accuracy and F1 values,
which are 87.81% and 88.13%, respectively, and EfficientNet-B0 has the highest accuracy and F1
values except for the model in this paper, which are 93.62% and 93.78%, respectively.

For the HAM10000 dataset, many scholars have proposed research methods, and the
research methods proposed in this paper were compared with the existing methods, and
the comparison results are shown in Tables 3 and 4.

Table 3. Comparison with existing methods on the HAM1000 dataset (AC, F1 and Parameters).

References AC/% F1/% Parameters/MB

ResNet50 + SA [37] 91.55 91.30 91.2
CNN ensembles [11] 93.09 - -

IRv2-SA [37] 93.47 93.65 181.3
Loss balance + ensemble [38] 92.60 - -

Low-cost augmentation + CNN [39] 95.79 86.14 42.0
FixCaps [40] 96.49 - 1.86
Our method 95.84 95.96 60.9

Table 4. Comparison with existing methods on the HAM1000 dataset (AUC).

References AUC
Category

AKIEC BCC BKL DF MEL NV VASC

ResNet50 + SA [37] 0.980 0.981 0.996 0.964 0.971 0.973 0.979 0.999
CNN ensembles [11] 0.929 0.902 0.934 0.885 0.968 0.925 0.951 0.941

IRv2-SA [37] 0.985 0.981 0.998 0.982 0.973 0.974 0.984 1.000
Loss balance + ensemble [38] 0.941 0.919 0.947 0.908 0.980 0.931 0.960 0.942

Low-cost augmentation + CNN [39] 0.976 0.988 0.989 0.968 0.972 0.943 0.970 0.995
FixCaps [40] - - - - - - - -
Our method 0.982 0.983 0.992 0.975 0.976 0.971 0.983 0.992

In Table 3, our method was compared with six previously reported melanoma skin
cancer classification methods, among which FixCaps method achieved the highest classi-
fication accuracy of 96.49% because its method discarded the down-sampling operation
and used the dynamic routing algorithm, which not only directly avoided the problem of
feature information loss caused by traditional down-sampling but also could read useful
feature information to the maximum extent. In addition, the other five methods and our

39



Electronics 2023, 12, 2103

method all contain down-sampling operation, among which our method achieves the
highest classification accuracy and F1 value of 95.84% and 95.96%, respectively. In terms of
the number of model parameters, FixCaps has a minimum of 1.86 MB, and IRv2-SA has a
maximum of 181.3 MB, while the model in our method is in the middle with 60.9 MB.

In Table 4, we compared the AUC scores of our method with previous melanoma skin
cancer classification methods, and the AUC score is the golden indicator of classification
model performance; the higher the AUC score is, the better the model performance is, and
the AUC score is also the ranking indicator of melanoma skin cancer classification ranking.
From Table 4, we can see that the highest AUC score of the IRv2-SA method is 0.985; the
lowest AUC score of CNN ensembles method is 0.929; and the AUC score of our method is
0.982, which is in the second place.

Combined with Tables 3 and 4, the proposed method in this paper has excellent
performance in classifying melanoma skin cancer, which exceeds most of the previously
reported melanoma skin cancer methods. Figure 8 shows the confusion matrix at the best
classification case. Figure 9 shows the ROC curve that is plotted with true positive rate
against the false positive rate of each lesion category, individually, and Table 5 shows the
corresponding classification metrics. As seen in Table 5, the highest classification accuracy of
99.16% was achieved for dermatofibrosarcoma (DF), and the lowest classification accuracy
of 93.31% was achieved for benign keratosis (BKL).

Figure 8. Best classification confusion matrix.

Table 5. Classification indicators.

Category Precision/% Recall/% F1-Score/%

NV 92.50 94.75 93.61
MEL 97.83 91.85 94.75
BKL 91.15 95.57 93.31
BCC 98.02 97.38 97.70

AKIEC 96.11 95.24 95.67
VASC 97.65 97.42 97.54

DF 98.80 99.52 99.16
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Figure 9. ROC curve of the best classification.

6. Conclusions

This paper introduces the implementation and application of wavelet analysis as
down-sampling in convolutional neural networks to solve the problem of insufficient
network characterization ability due to the loss of feature information by down-sampling
in skin cancer classification and to solve the problem of low channel information utiliza-
tion and inability to effectively combine low-frequency and high-frequency components
by introducing the multichannel attention mechanism into wavelet analysis. Firstly, a
combination of depth-separable convolution and 3 × 3 standard convolution and wavelet
down-sampling is used as the input backbone of the ResNet50 network, and then the Hard-
Swish function and wavelet down-sampling are used to improve the residual module of
the ResNet50 network, which not only ensures the perceptual field of the original network
but also reduces the number of parameters and the feature loss of down-sampling and
improves the expression ability of the network. The experimental results show that the
method achieves excellent classification results on the augmentation HAM10000 dataset,
and the classification accuracy reaches 95.84% after combining with migration learning,
which effectively improves the skin cancer diagnosis accuracy.
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Abstract: As the demand for high-performance battery technology increases, the new energy vehicle
industry has an urgent need for safer and more efficient battery systems. A model combining five
side reactions was developed to be applied to the studies related to this paper. In this paper, the
thermal runaway triggering process of Li-ion batteries is simulated, and the relationship between the
local heating of the cathode collector surface and the change of the high-temperature area distribution
of the diaphragm layer is analyzed. The thermal runaway mechanism is further revealed. Based
on the simulation results, the following conclusions can be drawn: phosphonitene compounds can
delay the decomposition of the solid electrolyte interphase membrane and reduce the energy yield
of battery-side reactions. Compared with the phosphonitene compound, the optimized structure of
adding phosphonitene has little effect on the thermal stability of the battery.

Keywords: lithium-ion battery; electro-hydraulic ratio; heat loss; thermodynamic simulation;
thermal stability

1. Introduction

Currently, most of the new energy vehicle battery systems use refilled lead-acid batter-
ies. The technology for these two types of batteries is relatively mature [1–3], and the search
for higher-performance batteries is imminent. Due to the increasing demand for higher-
performance batteries, lithium-ion batteries are challenging these new battery systems.
Compared to conventional lead-zinc batteries, lithium-ion batteries have a better energy
density [4–6]. Given their superior performance, lithium-ion batteries have attracted much
attention recently as a power source for electric vehicles and electronic load devices [7–10].
While chemical properties such as battery capacity and high-magnification performance
have improved due to the thermal runaway prognosis of battery systems using the mod-
ified multi-scale entropy in real-world electric vehicles, the thorny issue of lithium-ion
battery safety has not yet been addressed [11–14].

The safety of lithium-ion batteries has been a serious impediment to their widespread
use in electric and hybrid vehicles [15–17]. Because the electrolyte in high-energy batteries
is a flammable organic solvent, lithium-ion batteries can suffer thermal runaway under
various electromechanical-electrical-thermal abuse conditions, such as overcharging, exter-
nal shocks, and thermal shock. Thermal runaways in lithium-ion batteries can cause high
temperatures, smoke, explosions, and fires [18,19]. In recent years, many efforts have been
made to improve the safety of battery materials. In order to obtain a more stable and safer
high-energy lithium-ion battery, a more stable and high-performance electrolyte needs to
be applied to the battery system. Systematic approaches and technological breakthroughs
based on electrolyte research are essential in studying lithium-ion batteries, and better
electrolytes facilitate stable improvements in high-energy lithium-ion battery systems [20].

The addition of flame retardants to the electrolyte is one of the most effective ways to
improve the safety of lithium-ion batteries today. It has elucidated the mechanism of action
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of trimethyl phosphate (TMP) by studying the effect of TMP on the thermal stability of
electrolytes. The results showed that TMP, when subjected to thermal decomposition and
vaporization, produces free radicals of both phosphorus, which can combine with hydrogen
radicals and reduce the content of hydrogen radicals in the reaction system, effectively
inhibiting the combustion process of electrolytes [21]. A large number of new organic films
have been used as flame retardants for lithium-ion batteries and have been verified to have
better flame retardancy, providing a safer electrolyte for lithium-ion batteries [22,23]. From
the above studies, it can be seen that conducting research on composite flame retardants
with characteristics such as a low melting point, a high flash point, a low viscosity, stable
electrochemical properties, and efficient flame retardant properties is one of the critical
development directions for flame retardant additives for lithium-ion batteries.

Therefore, in this paper, a thermal model combining five side reactions is established
in COMSOL to simulate the thermal runaway process of lithium-ion battery cells, and the
effect of local heating of lithium-ion batteries under different heat dissipation conditions on
the change in the distribution of the high-temperature region of the diaphragm is mainly
analyzed to reveal further the effect of varying electrolyte ratios on the thermal runaway of
lithium-ion batteries.

2. Model Design and Construction

2.1. Numerical Model

Consider a cylindrical lithium-ion cell of radius R, radial thermal conductivity kr, heat
capacity Cp, and mass density r. The cell experiences a temperature-dependent internal
heat generation rate Q(T) throughout its volume and is being cooled at the outside surface
with a convective heat transfer h due to a mechanism such as a coolant flow. The interest
is in determining the parameter space within which the cell will not undergo thermal
runaway, i.e., the cell temperature does not become unbounded. In this case, the governing
energy equation for the temperature rise T(r,t) in the cell is given by:

Q(T) = QSEI(t) + Qanode(t) + QPVDF(t) + Qcathode(t) + Qe

where Q(T) is the total heat yield of the reaction. QSEI is the heat generated by the de-
composition of the SEI membrane, and Qanode/Qcathode is the heat generated by the reaction
between the anode/cathode and the electrolyte, respectively. QPVDF is the heat generated
by the reaction of the binder. Qe is the heat generated by the reaction of the electrolyte.

kr(
∂2T
∂r2 +

1
r

∂T
∂r

) + Q(T) = ρ·CP
∂T
∂t

(1)

∂T
∂r

= 0 at r= 0 (2)

−kr(
∂T
∂r

) = h(T − T0) at r = R (3)

Equations (1)–(3) can be used to determine whether a set of preconditions can prevent
thermal runaway by ensuring that T is a bounded solution at all times. A Taylor series
expansion with T = 1/4 T0 is first performed for Q(T), where the terms of second-order and
higher are ignored.

kr

(
∂2T
∂r2 +

1
r

∂T
∂r

)
+ Q(T0) + β(T − T0) = ρCp

∂T
∂t

(4)

where β =
dQ
dT

is the slope of Q(T).
To solve Equation (4), we note that the heat generation term can be linearly divided

into two components, (Q(T0) − bT0) and bT. The first component is a constant, which is
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known from heat conduction theory and will lead to a stable temperature field. How-
ever, the second heat generation component bT increases with temperature and may lead
to an unbounded temperature. T2(r,t) represents the temperature increase caused by
the second heat-generating component, using the variable separation technique in the
following equation:

T2(r, t) =
∞

∑
n=1

Cn JO(
μnr
R

)· exp(
kr

ρ·CP
(

β

kr
− μ2

n
R2 )·t) (5)

where J0 is the Bessel function of the first kind of order 0, Cn is constant coefficients, and μn
are the non-dimensional eigenvalues given by the roots of the equation.

Bi·J0(x)− xJ1(x) = 0 (6)

where Bi =
hR
Kr

is the Biot number. Note that Cn is obtained using orthogonality and the

initial condition of the temperature field. The temperature solution in Equation (5) may be
either bounded or unbounded depending on the sign of the term within the exponential
function in Equation (6).

The negative electrode is protected from direct reaction with solvent by an ionically
conducting film called SEI. Solid electrolyte films are formed during the initial cycle of a
lithium-ion battery. SEI films that are too thick or so thin that they are non-existent are not
suitable for lithium battery applications. The presence of a reasonable SEI film protects
the cathode active material from reacting with the electrolyte. Regarding the cycle life and
safety of Li-ion batteries, when the internal temperature of the battery reaches about 130 ◦C,
the SEI film decomposes, resulting in a completely exposed negative electrode and a large
amount of exothermic decomposition of the electrolyte on the electrode surface, leading
to a rapid increase in the internal temperature of the battery. This is the first exothermic
side reaction inside the Li-ion battery and the starting point of a series of thermal runaway
problems. The heat generation equation is shown in Equation (7):

Rsei = Asei exp[−Ea,sei

RT
]cmsei

sei (7)

where cSEI is the dimensionless number of lithium-containing meta-stable products in
the SEI.

At elevated temperatures (>120 ◦C), an exothermic reaction between intercalated
lithium and electrolyte can occur. The heat generation equation is shown in Equation (8):

Rne = Ane exp[−Ea,ne

RT
]cmne

ne (8)

where cne is the dimensionless number of the lithium-containing meta-stable products in
the reaction.

The cathode material reacts with the electrolyte under oxidizing conditions. It is
mainly various types of lithium compounds, which always react with the electrolyte in
trace amounts under different environmental conditions and with different intensities of
reaction. The cathode material reacts with the electrolyte to produce insoluble products,
making the reaction irreversible. The cathode material involved in the reaction loses
its original structure, and the lithium power battery loses its corresponding power and
permanent capacity. The reaction is called the positive-solvent reaction. The heat generation
equation is shown in Equation (9):

Rpe = Ape exp[−Ea,pe

RT
]c

mpe
pe (9)
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where cpe is the dimensionless number of the lithium-containing meta-stable products in
the reaction.

Due to the exothermic side reactions of the electrolyte at the negative electrode, the
internal temperature of the cell is increasing, which in turn leads to further thermal decom-
position of LiPF6 and the solvent within the electrolyte. The electrolyte can decompose
exothermically at elevated temperatures (>200 ◦C), as expressed in Equation (10):

Re = Ae exp[−Ea,e

RT
]cme

e (10)

where ce is the dimensionless number of the lithium-containing meta-stable products in
the SEI.

When the temperature is about 513.15 K, the binder starts to react. The reaction can be
expressed in Equation (11).

Rpvd f = Apvd f exp[−Ea,pvd f

RT
]c

mpvd f
pvd f (11)

The five mentioned reactions are SEI-decomposition, negative-solvent, positive-solvent,
electrolyte decomposition, and the binder reaction. These are the five reactions in the model
that have the most significant effect on the thermal phenomena in the reaction. In this sim-
ulation, the thermal runaway phenomenon will be analyzed under the above five reactions
and the heat transfer of the lithium battery itself. The specific simulation parameters for
the five layers are shown in Table 1. The specific simulation parameters for the five layers
are shown in Table 2 [24].

Table 1. Heating situations.

Label Value Description

Asei 1.667 × 1015 [1/s] SEI-decomposition frequency factor
Ane 2.5 × 1013 [1/s] Negative-solvent frequency factor

Ape1 1.75 × 109 [1/s] Positive-solvent 1 frequency factor
Ape2 1.077 × 1012 [1/s] Positive-solvent 2 frequency factor

Ae 5.14 × 1025 [1/s] Electrolyte decomposition frequency factor
Apvdf 1.917 × 1025 [1/s] Binder frequency factor

Esei 1.3508 × 105 [J/mol] SEI-decomposition activation energy
Ene 1.3508 × 105 [J/mol] Negative-solvent activation energy

Epe1 1.1495 × 105 [J/mol] Positive-solvent 1 activation energy
Epe2 1.5888 × 105 [J/mol] Positive-solvent 2 activation energy

Ee 2.74 × 105 [J/mol] Electrolyte decomposition activation energy
Epvdf 2.86 × 105 [J/mol] Binder activation energy
Hsei 257 [J/g] SEI-decomposition heat release
Hne 1714 [J/g] Negative-solvent heat release

Hpe1 277 [J/g] Positive-solvent 1 heat release
Hpe2 284 [J/g] Positive-solvent 2 heat release

He 155 [J/g] Electrolyte decomposition heat release
Hpvdf 1500 [J/g] Binder decomposition heat release

Wc 6.104 × 105 [g/m3] Specific carbon content
Wp 1.221 × 106 [g/m3] Specific positive active content
We 4.069 × 105 [g/m3] Specific electrolyte content

Table 2. Size of a three-dimensional model.

Parameters d1 d2 d3 d4 d5 d6 W H

Unit/mm 1.01 5.89 4.04 4.54 0.52 16 94 168

The SEI membrane is insoluble in organic solvents and effectively prevents the co-
embedding of solvent molecules, thus greatly improving the cycling performance and
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service life of the electrode. The crystallinity of the material has a great influence on the
formation of the SEI film during the first charging process. The electrolyte conductive agent
inside the battery also has an important influence on the SEI film. If the conductive agent
in the electrode is not uniformly dispersed, it will lead to an uneven SEI film, and different
conductivity will be generated in each part.

2.2. Three-Dimensional Model

In the previous section, a heat transfer model was developed based on the object of
study in this paper, which is a mathematical model created after taking into account the
factors ignored by this paper. In this section, the three-dimensional physical model that
was input into COMSOL is presented. The simulations involved in this study were then
performed after inputting the mathematical model into the physical model. The parameters
of the numerical model are set to describe the thermochemical reactions, such as heat
production and heat transfer in the reaction. Based on the parameter settings and the
numerical model described above, a 3D model that can simulate the 3D shape of the object
and visualize the simulation results is created. Both use the same Cartesian coordinate
system. The 3D model is an external feature of the numerical model simulation results.

The mathematical model established in the previous section can describe the variation
of heat production and heat dissipation in the simplified lithium battery.

Actually, the internal structure of a lithium-ion battery has many layers, and the
thickness of each layer is skinny. The computation will be extensive if it is modeled as the
actual battery. As a result, a 3D model has been established in COMSOL Multiphysics that
has five layers (the cathode current collector layer, the positive material layer, the electrolyte
and separator layer, the negative material layer, and the anode current collector layer) and
two terminals (the positive terminal and the negative terminal) according to the different
side reactions of different parts of the lithium-ion battery in this paper. Figure 1 shows
the simplified model geometry, the five temperature measuring points on the separator
layer, and the computational mesh, and the total number is 375,793. The specific size of
each layer and the battery cell are listed in Table 2.

Figure 1. Schematic of model geometry and a computational mesh.
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2.3. Boundary Condition

The heating location is the cathode current collector, which is divided into ten zones
(shown in Figure 1 and numbered 1 to 10), and the heating is listed in Table 3. The boundary
conditions for some of the simulations are shown in Table 4. In these tests, the test locations
are 1, 2, and 3. The environment is assumed to be air with an ambient temperature of
293.15 K.

Table 3. Heating situations.

Test Number
Heating Temperature

(K)
Density
(kg/m3)

Heat Capacity
(J/(kg·K))

Heat Conductivity
Coefficient (w/(m·K))

Test 1 423.15 1008.98 1978.16 0.344
Test 2 473.15 1008.98 1978.16 0.344
Test 3 523.15 1008.98 1978.16 0.344
Test 4 423.15 978.34 2467.34 0.344
Test 5 473.15 978.34 2467.34 0.344
Test 6 523.15 978.34 2467.34 0.344
Test 7 423.15 1006.45 2345.65 0.546
Test 8 473.15 1006.45 2345.65 0.546
Test 9 523.15 1006.45 2345.65 0.546

Table 4. Part of the simulation boundary conditions.

Label Expression/Value

Lcell 94 [mm]
Hcell 168 [mm]
Tcell 16 [mm]
Wtab 10 [mm]

kT_pos 1.74 [W/(m × K)]
kT_neg 1.04 [W/(m × K)]
kT_sep 0.344 [W/(m × K)]
rho_pos 2362.36 [kg/m3]
rho_neg 1347.33 [kg/m3]
rho_sep 1008.98 [kg/m3]
Cp_pos 1142.29 [J/(kg × K)]
Cp_neg 1437.4 [J/(kg × K)]
Cp_sep 1978.16 [J/(kg × K)]

Asei 1.667 × 1015 [s−1]
Ane 2.5 × 1013 [s−1]

Ape1 1.75 × 109 [s−1]
Ape2 1.077 × 1012 [s−1]

Ae 5.14 × 1025 [s−1]
Apvdf 1.917 × 1025 [s−1]

Esei 1.3508 × 105 [J/mol]
Ene 1.3508 × 105 [J/mol]

Epe1 1.1495 × 105 [J/mol]
Epe2 1.5888 × 105 [J/mol]

Ee 2.74 × 105 [J/mol]
Epvdf 2.86 × 105 [J/mol]
Hsei 257 [J/g]
Hne 1714 [J/g]

Hpe1 277 [J/g]
Hpe2 284 [J/g]

He 155 [J/g]
Hpvdf 1500 [J/g]

Wc 6.104 × 105 [g/m3]
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Table 4. Cont.

Label Expression/Value

Wp 1.221 × 106 [g/m3]
We 4.069 × 105 [g/m3]

Wpvdf 8.14 × 104 [g/m3]
csei0 0.15
cne0 0.75

a0 0.04
ce0 1

cpvdf0 1
Tsei 343.15 [K]
Tne 393.15 [K]

Tpe1 443.15 [K]
Tpe2 493.15 [K]

Te 523.15 [K]
Tpvdf 513.15 [K]

Tsp 403.15 [K]

The object of the modeling study is a cobalt-manganese lithium battery with a rated
voltage of 3.4 V. The cathode material is a mixture of nickel, cobalt, and manganese graphite
anode material. The electrolyte is LiPF6.

3. Thermal Runaway Simulation

Tests 1, 2, and 3 are thermal runaway simulations for a battery without any flame
retardant. Tests 4, 5, and 6 are thermal runaway simulation results for a battery with
the addition of a phosphonitene compound. Tests 7, 8, and 9 had phosphorus and
nitrogen added [25–29].

3.1. Locally Heating Tests 1, 2, and 3

The subplots (a, b, and c) of Figure 2 show the heat generation curves for each side
reaction for tests 1, 2, and 3. It can be seen that SEI membrane decomposition and negative
electrolyte reactions were the only side reactions that occurred in both trials. The other
three curves did not change significantly during the healing process. However, in test 3,
the SEI membrane completely decomposed, and the negative electrolyte reaction reached a
heat generation of 1500 W/m3 [30,31].

As shown in Figure 2, the heat transfer process is affected by the different temperatures
of the heating band while the reaction is taking place. When the heating band temperature
increases, the SEI membrane temperature rises faster and decomposes more quickly, so
the heat generation increases faster. The same law is used after replacing the electrolyte
solute, so it is not repeated in the following two parts of the explanation. The changes in
the content of SEI membranes in the model were then analyzed. SEI membrane content
(SEIMC) was analyzed by COMSOL simulation. To further investigate the thermal behavior
of the battery cell, SEI film curves are obtained and shown in Figure 3. It can be seen from
Figure 3 that the SEI film starts to change at about 250 s under the heating condition of
423.15 K. The SEI film starts to change around 200 s under the heating condition of 473.15 K,
and the SEI film starts to change around 180 s under the heating condition of 523.15 K.
The curve of the SEI film in 423.15 K decreases linearly from 250 s, while in 473.15 K and
573.15 K, the curve of the SEI film decreases from 200 s to 180 s, respectively. Combining
the three lines, it can be seen that as the temperature increases, the time point at which the
SEI film begins to decrease becomes more and more advanced, and the decreasing curve of
the SEI film becomes more and more tortuous [32,33].
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Figure 2. Variation of each component of the different side reactions: (a) 423.15 K; (b) 473.15 K; and
(c) 523.15 K.

Figure 3. Conformational curves for changes in cell composition of SEI films at different temperatures
in tests 1, 2, and 3.

The temperature distribution of each part of the battery heated at 423.15 K, 473.15 K,
and 523.15 K, respectively, is shown in Figure 4. It can be seen from Figure 4 that after
heating for 300 s, the battery has thermal runaway under various working conditions, and
the temperature of each part of the battery reaches above 673.15 K. The temperature of the
battery near the heating zone rises most sharply. In Figure 4a, the highest temperature is in
the positive electrode of the battery, and the temperature has reached 693.15 K or more. In
Figure 4b, the highest temperature is still the positive battery, and the temperature reached
1023.15 K or more. In Figure 4c, the area with the highest battery temperature is at the
negative pole of the battery, and the temperature reaches 753.15 K. It can be seen from
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Figure 4a–c that the temperature change of each part of the battery does not increase with
the increase in the heating temperature.

Figure 4. Temperature distribution curves for each part of the cell in tests 4, 5, and 6, for 300 s
(a) 423.15 K; (b) 473.15 K; and (c) 523.15 K.

3.2. Locally Heating Tests 4, 5, and 6

The heat generation curves of each side reaction of tests 4, 5, and 6 are shown in
Figure 5a–c. It can be seen that the SEI film decomposition and the negative electrolyte
reaction are the only two side reactions that occur in the two tests. The other three curves
did not change significantly during the heating process. However, the SEI film decomposes
completely, and the heat generation of the negative electrolyte reaction reaches 1300 W/m3

in test 6, but the two side reactions are just in the beginning state in test 4.

Figure 5. Heat production curves for each component in tests 4, 5, and 6: (a) 423.15 K; (b) 473.15 K;
and (c) 523.15 K.
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To further investigate the thermal behavior of the battery cell, SEI film curves are
obtained and shown in Figure 6. It can be seen from Figure 6 that the SEI film starts to
change after about 500 s under the heating condition of 423.15 K. The SEI film starts to
change around 400 s under the heating condition of 473.15 K, and the SEI film starts to
change around 300 s under the heating condition of 523.15 K. The curve of the SEI film in
423.15 K decreases linearly from 500 s, while in 473.15 K and 573.15 K, the curve of the SEI
film decreases from 400 s to 300 s, respectively.

Figure 6. Conformational curves for changes in cell composition of SEI films at different temperatures
in tests 4, 5, and 6.

The temperature distribution of each part of the battery heated at 423.15 K, 473.15 K,
and 523.15 K, respectively, is shown in Figure 7. It can be seen from Figure 7 that after
heating for 300 s, the battery has thermal runaway under various working conditions. The
temperature of the battery near the heating zone rises most sharply. In (a), the highest
temperature is in the negative electrode of the battery, and the temperature has reached
693.15 K or more. In (b), the highest temperature is still the negative battery, and the
temperature reached 773.15 K or more. In (c), the area with the highest battery temperature
is at the negative pole of the battery, and the temperature reaches 793.15 K. It can be seen
from (a), (b), and (c) that the temperature change of each part of the battery does increase
with the increase in the heating temperature.

Figure 7. Temperature profiles of each part of the cell after heating for 300 s: (a) 423.15 K; (b) 473.15 K;
and (c) 523.15 K.
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3.3. Locally Heating Tests 7, 8, and 9

The heat generation curves for each side reaction of tests 7, 8, and 9 are shown in
the subplots (a, b, and c) of Figure 8. It can be seen that SEI membrane decomposition
and negative electrolyte reactions are the only two side reactions in both tests. The other
three curves did not change significantly during the heating changes. However, the
heat generation for the complete decomposition of the SEI membrane and the negative
electrolyte reaction reached 850 W/m3 in test 9, but these two side reactions were only at
the beginning of test 7.

Figure 8. Heat production curves for the side reactions of each component: (a) 423.15 K; (b) 473.15 K;
and (c) 523.15 K.

To further investigate the thermal behavior of the battery cell, SEI film curves are
obtained and shown in Figure 9. It can be seen from Figure 9 that the SEI film starts to
change at about 400 s under the heating condition of 423.15 K. The SEI film starts to change
around 300 s under the heating condition of 473.15 K, and the SEI film starts to change
around 200 s under the heating condition of 523.15 K. The curve of the SEI film in (a)
decreases linearly from 400 s, while in Figure 8b,c, the curve of the SEI film decreases from
300 s to 200 s, respectively.

 
Figure 9. Conformational curves for changes in cell composition of the SEI films at different tempera-
tures in tests 7, 8, and 9.
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The temperature distribution of each part of the battery heated at 423.15 K, 473.15 K,
and 523.15 K, respectively, is shown in Figure 10. It can be seen from Figure 10 that after
heating for 300 s, the battery has thermal runaway under various working conditions. The
temperature of the battery near the heating zone rises most sharply. In (a), the highest
temperature is in the positive electrode of the battery, and the temperature has reached
693.15 K or more. In (b), the highest temperature is still the positive battery, and the
temperature reached 793.15 K or more. In (c), the area with the highest battery temperature
is at the negative pole of the battery, and the temperature reaches 773.15 K. It can be seen
from (a), (b), and (c) that the temperature change of each part of the battery does increase
with the increase in the heating temperature.

 
Figure 10. Temperature distribution of each part of the battery for 300 s: (a) 423.15 K; (b) 473.15 K;
and (c) 523.15 K.

3.4. Discussion

From the test results, the rate of change of the components of the battery and the heat
production decreased after the addition of the flame retardant, mainly because the addition
of the phosphonitene compound can effectively improve the thermal stability of the battery,
the SEI film is not easily decomposed, and the heat production of the side reaction during
heating is significantly reduced [32–34].

However, it can be seen from the heat loss control map that there is no significant
difference between the two groups of test results when the phosphonate compound and
the optimized structure are added, which indicates that the optimized design will not affect
the thermal stability of the battery.

Above all, five thermal models concerning the side reactions of lithium-ion batteries
were established, and numerical simulations of thermal runaway were carried out. The
triggering condition for thermal runaway in this experiment is local heating, which can
effectively simulate the heat exposure of the battery during a real thermal runaway.

4. Conclusions

In this paper, a thermal model containing five lateral reactions is developed to sim-
ulate the thermal runaway triggering process of lithium-ion batteries. The effect of local
heating of the cathode collector surface on the change in the distribution of the high-
temperature region of the diaphragm layer is analyzed by this model, and the thermal
runaway mechanism is further revealed. From the simulation results, the following con-
clusions can be drawn: (1) Phosphonitene compounds can delay the decomposition of the
cell SEI membrane; and (2) phosphonitene compounds can reduce the energy yield of the
cell-side reaction.
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In this paper, the changes in the distribution of the high-temperature region of the
spacer when the lithium-ion battery is locally heated under different heat dissipation
conditions are investigated. In the subsequent analysis, the thermal equilibrium capability
of lithium-ion itself will be further investigated. Meanwhile, a separate mechanistic study
of the reactions occurring on individual layers will be one of the subsequent research
directions of this paper.
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Abstract: This study aims to improve the vehicle vertical dynamics performance in the sprung and
unsprung state for in-wheel-motor-driven electric vehicles (IWMD EVs) while considering the unbal-
anced electric magnetic force effects. An integrated vibration elimination system (IVES) is developed,
containing a dynamic vibration-absorbing structure between the IWM and the suspension. It also
includes an active suspension system based on a delay-dependent H∞ controller. Further, a novel
frequency-compatible tire (FCT) model is constructed to improve IVES accuracy. The mechanical-
electrical-magnetic coupling effects of IWMD EVs are theoretically analyzed. A virtual prototype
for the IVES is created by combining the CATIA, ADAMS, and MatLab/Simulink, resulting in a
high-fidelity multi-body model, validating the IVES accuracy and practicability. Simulations for
the IVES considered three different suspension structure types and time delay considerations were
performed. Analyses in frequency and time domains for the simulation results have shown that the
root mean square of sprung mass acceleration and the eccentricity are significantly reduced via the
IVES, indicating an improvement in ride comfort and IWM vibration suppression.

Keywords: in-wheel-motor; unbalanced electric magnetic force; vertical-longitudinal dynamics;
road-tire-rotor force; multi-optimization method; virtual prototype

1. Introduction

Automotive electrification is rapidly expanding worldwide to tackle the challenges
such as greenhouse gas emissions and fossil oil depletion. In-wheel-motor-drive electric
vehicles (IWMD EVs), in which the drive motor is integrated directly into the wheel,
have several benefits, including compactness, controllability, and efficiency. Recently,
IWMD EVs started to attract researchers, and are an important research direction for
future electric vehicles [1,2]. However, the use of wheel motors increases the unsprung
mass, negatively affecting the vehicle dynamic performance, including ride comfort and
road holding performance [3,4]. On the other hand, increasing expectations for improved
noise-, vibration-, and harshness- (NVH) performance make it more important to deeply
investigate correlated characteristics [5,6]. Additionally, IWM vibration might cause motor
bearing wear and magnet gap eccentricity [7]. Further, eccentricity can cause an unbalanced
electric magnetic force (UEMF) which further distorts the air gap distribution, exacerbating
the in-wheel-motor (IWM) vibration, creating a vicious cycle [8]. This is known as a typical
mechanical-electrical-magnetic coupling system where UEMF has a key role [9,10].

Numerous studies were carried out to mitigate the adverse coupling effect on vehicle
dynamics, and can generally be grouped into two categories. The first category includes
designing the IWM as a dynamic vibration absorbing structure (DVAS), where the IWM is
isolated from the axle by spring and damper elements [11]. The DVAS absorbs the vibration
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energy transmitted to the IWM by damper element [12]. Further, DVAS is generally divided
into “chassis DVAS” and “tire DVAS”, which flexibly connects the IWM to the sprung
and unsprung masses, respectively [11]. Previous studies have shown that DVAS can
partially suppress the IWM vibrations if the parameters of the additional spring dampers
are properly selected [13,14]. Furthermore, an active DVAS control method is proposed
in [15] through the installation of a controllable linear motor between the IWM stator and
the wheel axle, effectively reducing the wheel vibration. Most existing DVAS installed in
the IWM are passive vibration absorbers with fixed parameters, which cannot be adjusted
to complex and variable road excitations. On the other hand, the active DVAS can achieve
better performance but is seldom applied due to its cost and space constraints. In addition,
when improving IWM vibrations, DVAS has difficulty optimizing sprung mass vibrations
in the 4–8 Hz frequency range of the passenger-sensitive [16].

The second category considers the IWM suspension as a complete system, which
utilizes conventional active suspension system (ASS) control algorithms to reduce the
negative impacts of the increase in unsprung mass. Examples of such algorithms are
explicit model predictive control method [17], fuzzy logic control [18], ceiling damping
control [19], optimal sliding mode [20], and H∞ control [21]. Active suspension systems
inevitably have time delay, which is one of the most important factors affecting the stability
of the system. Among the above control strategies, H∞ control is widely used since it
provides increased system robustness for time delay, and time constant perturbation [22].
Sun et al. [23] designed an adaptive robust H∞ controller for electro-hydraulic actuator
active suspension, robust to the uncertainty of actuator parameters and its nonlinearity.
In [24], the robust H∞ controllers were designed for ER suspension systems with parameter
uncertainties. The dynamic bandwidth of the current-variable damper under the fast
and slow response action was determined. Li et al. [25] proposed using a robust H∞
control method to improve vehicle performance under load variations. The required
vehicle suspension properties such as ride comfort, car handling, and suspension deflection
are transformed into a continuous time system with input delay and sector bounded
uncertainty. Shao et al. [26] studied the H∞ control design method for an ASS of IWMD
EVs while considering the actuator failure, time delay, and disturbances. Jing et al. [27]
designed an ASS controller for IWMD EVs, aiming to isolate forces transmitted to the motor
bearings and improve ride comfort. However, the ASS is a complex system with multiple
parameters, and the mechanical-electrical-magnetic coupling effects will further aggravate
this condition. Moreover, due to the time delay and power limitation of the actuator, the
adjustable frequency range of the ASS is concentrated in the low and mid frequencies [28].

The DVAS and ASS significantly reduce the vibration of unsprung and sprung vehicle
masses, respectively. However, few studies combined the ASS control strategies and
DVAS approaches to mitigate the mechanical-electrical-magnetic coupling effects. Liu
et al. [29] proposed a two-stage optimal control method to improve vehicle dynamics
performance through ASS and DVAS. A linear quadratic regulator controller based on the
particle swarm optimization and finite frequency H∞ controller are designed for DVAS
and ASS, respectively. However, the UEMF of IWM and the time delay of the ASS were
not considered. Wang et al. [30] explored the H∞ control strategy for an ASS system in the
IWMD EVs, which reduced the IWM vibration and improved the ride comfort. However,
the IWM UEMF was not considered. Liu et al. [31] used the particle swarm optimization
algorithm to optimize the DVAS parameters, while the alterable-domain-based fuzzy
control method was used to control the DVAS actuator force. However, the proposed
integration structure was limited by its complexity and was not effectively validated. Since
DVAS and ASS have different roles in the IWMD EVs, their combination strategies should
be studied to improve motor and suspension performances.

Generally, simplified tire models including only the spring characteristics are used in
vehicle vertical control; however, the increase in unsprung mass and the high-frequency
excitation generated by the motor directly affect tire working conditions [32]. In particular,
the increase in the unsprung mass causes an increasingly non-linear relationship between
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the contact force and the road roughness [33]. Typical tire models include physical and
empirical tire models. The brush and ring models are two main forms of physical models;
the magic formula tire model is attributed as an empirical tire model. However, brush and
magic formula tire models are used for modeling the tangential tire force characteristics,
not applicable for calculating vertical tire force [34,35]. The most commonly used models in
vertical tire dynamics calculation is ring model, which is typically represented by the rigid
ring model (RRM) [36] and the flexible ring model (FRM) [37]. For the former, the residual
stiffness is introduced between the contact patch and the rigid ring to represent the static tire
stiffness in the vertical directions. However, the tire belt deformation was not considered
and the applicable frequency range during the analysis is usually low [36]. Further, the
FRM uses a large number of segments interconnected by springs and dampers. The FRM
bandwidth is thus up to 150 Hz, corresponding to the first flexible belt bending modes;
however, it could rarely respond to low-frequency characteristics [37]. As to the IWMD EVs,
there are complex maneuvers including high-frequency (50–100 Hz [38]) vibration of the
IWM system, as well as low frequency excitations (under 20 Hz) from the road unevenness.
Both groups exert serious influences on the vertical dynamics of the vehicle. Consequently,
to improve the accuracy and adaptability, it is necessary to integrate the RRM and FRM.

As described above, the combination of DVAS and ASS should be comprehensively
investigated to improve the vehicle vertical performance; the UEMF created by mechanical-
electrical-magnetic coupling effects should also be considered. Additionally, an accurate
road-tire-IWM model is necessary to simulate the real external excitation of the IWM
suspension system. Finally, the scientific contributions of this study are:

1. A novel IVES was developed, containing a practical DVAS equipped between the
IWM and the suspension, as well as a robust ASS based on the delay-dependent H∞
controller. The UEMF was considered in this system and the mechanical-electrical-
magnetic coupling effects of IWMD EVs were observed.

2. A frequency-compatible tire (FCT) model integrating the RRM and FRM was de-
veloped to ensure adaptability to different frequency ranges. It also improved the
accuracy of vertical tire forces, which were further inputted as an external excitation
to the IVES (instead of the road roughness), further improving the accuracy.

3. A novel virtual prototype was designed, combining CATIA, ADAMS, and MAT-
LAB/Simulink environment to establish a high-fidelity multi-body model for the
IVES. Particularly, the IVES structure was developed, aiming to maximize its integra-
tion ability and minimize the impact on the original chassis structure.

The remainder of the paper is organized as follows: the IVES mathematical model
combined with the UEMF model, vertical vibration model, and driving model were intro-
duced in Section 2. The proposed delay-dependent H∞ controller was outlined in Section 3.
In Section 4, performed simulations and validations were described for the IVES in a virtual
prototype. Finally, study conclusions are given in Section 5.

2. The Mathematical Model of SIWMS

The IVES mathematical model was developed, containing the UEMF model in driving
conditions, an FCT model, and a DVAS-ASS integrated model. The investigated UEMF and
FCT model tire force are imported into the DVAS-ASS integrated model as internal and
external excitation, respectively.

2.1. The UEMF Model in Driving Conditions

For a switched reluctance motor (SRM), the electromagnetic force can be decomposed
into tangential and radial forces according to the electrical angle [39]. The material of stator
and rotor is ferromagnetic, the radial force of electromagnetic force is much larger than the
tangential force [40,41], and the eccentricity of the rotor and stator of IWM will cause a large
deviation of radial force, which acts on the stator of the IWM to produce a violent vibration.
From the above analysis, it is evident that the UEM is produced by the coupled action of
electromagnetic and mechanical fields and represents the resultant global magnetic force
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acting on the rotor and stator due to an asymmetric magnetic field distribution in the air
gap, The UEMF generation process is shown in Figure 1. In the figure, Ft is the tangential
force, Fr is the radial force, Fe is the electromagnetic force.

Figure 1. UEMF generated in a SRM.

In this paper, a 5-kW exterior rotor switched reluctance motor (SRM) prototype with
8/6-four phases was used [42]. The magnetic co-energy W (i, θ) is determined according to
the current i and the phase inductance L (θ, i), where θ is the rotor angle. The first three
terms of L (θ, i) Fourier expansion are given by:

L(θ, i) = L0(i) + L1(i) cos(Nrθ + π) + L2(i) cos(2Nrθ + 2π) (1)

where L0, L1, and L2 are calculated as:⎧⎪⎪⎨
⎪⎪⎩

L0(i) = 1
2

[
1
2 (La(i) + Lu) + Lm(i)

]
L1(i) = 1

2 (La(i)− Lu)

L2(i) = 1
2

[
1
2 (La(i) + Lu)− Lm(i)

] (2)

where La, Lu, and Lm are inductances at fully-aligned (θ = 30◦), unaligned (θ = 0◦), and
intermediate positions, respectively. These parameters can be fitted with polynomials
based on either the finite element analysis or the experiment. Considering the relationship
between the flux and the inductance, the k-th phase flux linkage can be derived as:

ψ(θ, ik) =
∫ ik

0 L(ik, θ)dik

= 1
2
[
cos2(Nrθ)− cos(Nrθ)

] N
∑

n=0
cnin + sin2(Nrθ)

N
∑

n=0
dnin

+ 1
2 Luik

[
cos2(Nrθ) + cos(Nrθ)

] (3)

where cn = an−1/n and dn = bn−1/n. According to Faraday’s law, the phase voltage is:

Uk = Rkik +
dψk
dt

= Rkik + Lk(θ, ik)
dik
dt

+ ωt
∂ψk
∂θ

(4)

where t is the angular rotor velocity. The phase current can be written as:

ik =
∫ Uk − Rkik − ωt

∂ψk
∂θ

Lk(θ, ik)
dt. (5)

For constant phase current i, relationships between the magnetic co-energy W (i, θ),
torque T, and radial force Fr are defined as:

T =
∂W(θ, i)

∂θ

∣∣∣∣
i= const

, Fr =
∂W(θ, i)

∂lg

∣∣∣∣
i= const

(6)
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where lg is the air gap between the rotor and the stator. The phase torque is found using:

Tk =
∂W(θ,i)

∂θ

∣∣∣
i=const

=
∫ ik

0
∂ψ(θ,ik)

∂θ dik

= sin(Nrθ)
N
∑

n=1

1
n en−1in

k + sin(2Nrθ)
N
∑

n=1

1
n fn−1ink

k

(7)

where both e and f are intermediate functions. The former, e, can be calculated as en = (1/2)
Nrcn, e0 = 0, and e1 = (1/2) Nr (c1−Lu). The latter, f, is given by fn = Nrdn−en, f 0 = 0, and
f 1 = (1/2) Nr (2d1−c1−Lu).

Based on the phase torque Tk, the radial force of the k-th phase can be calculated
as [11]:

Frk = −Tkδ

lg
, (8)

where δ is the overlap between the rotor and the stator. The presence of non-zero lg
would result in the UEMF. There are many possible causes for eccentricity, including poor
manufacturing accuracy and dynamics coupling effects [43]. The eccentricity lg can be
decomposed into x- and z-axes, and the resulting components are expressed as εx and
εz. In this study, the dynamic eccentricity in the z direction due to the road excitation of
the vehicle while driving is mainly investigated. the UEMF decomposition in the vertical
direction is shown in Figure 2.

Figure 2. The vertical UEMF induced by eccentricity.

Based on the UEMF definition and the mixed-eccentricity, the vertical UEMF Fu is [11]:

Fu =
4

∑
k=1

[(
− Tkδ

lg − εy cos βk
+

Tkδ

lg + εy cos βk

)
cos βk

]
(9)

where β is the phase structure angle (β1 = 0◦, β2 = 45◦, β3 = 90◦, and β4 = 135◦) and the
nominal air gap is 0.8 mm.

The strategy uses a current chopping controller to avoid the stator winding resistance
stemming from consuming the electrical energy; the preset current limit is 23 A. Due to
the configuration of the adopted SRM model, the given turn-on angle θon ranges between
0◦ and 12◦, while the turn-off angle θoff range is between 22◦ and 30◦. In this paper, the
main role of SRM is to provide driving torque. The driving torque mean value Tmean and
standard deviation Tstd were used as indexes, and the results are shown in Figure 3a,b.
Based on the results, angle θon and θoff values are selected as 4◦ and 28◦, respectively. Using
these control parameters, the single-phase UEMF of SRM in both vertical and longitudinal
directions are characterized by different εx and εz values. The results are shown in Figure 3c.
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Figure 3. The IWM characteristics: (a) Tmean versus turning angle; (b) Tstd versus turning angle;
(c) single-phase UEMF of SRM; (d) the magic formula.

To simplify the calculation, it was assumed that the motor stator eccentricity direction
of is vertical. The eccentricity can directly affect the UEMF, which is represented in form of
the electromagnetic coupling of the system. The wheel rotation equilibrium equation is
as follows: ⎧⎨

⎩
Itω̇t = T − FxRt − Mr
Mr = μRtFz
Fz = ∑ mg − Ftz

(10)

where It is the rotational inertia of the total wheel, Rt is the effective rolling radius, Mr is
the rolling resistance moment generated by the tire, Fx is the reaction force between the
tire and the road obtained by the magic formula [35] (see Figure 3d), T is the motor drive
torque, Fz is the vertical dynamic load, μ is rolling resistance coefficient, ∑ m is the quarter
total vehicle mass, and Ftz is vertical tire force discussed in Section 2.2.

2.2. The FCT Model

Next, the FCT model, which applies both the RRM and FRM, was integrated to capture
the transient tire-road contact patch and tire belt deformation.

The road roughness zr is commonly described via power spectral density in the vertical
direction. The Harmonic superposition algorithm was used to generate time-domain road
profiles [44,45]:

zr(t) =
M

∑
K=1

√
2 · Gq( fmid−K) · f2 − f1

M
sin(2π fmid−Kt + φK) (11)

where fmid−K is the K-th middle frequency and Gq( fmid−K) is the power spectral density at
fmid−K. Further, ΦK is an identifiably distributed phase with the range of (0, 2π). The upper
and lower time-domain frequency boundaries are denoted as f 1 and f 2. Finally, according
to the ISO-8608 [46], ISO-A, ISO-B, and ISO-C road displacement spectrum as shown in
Figure 4. In this paper, the ISO-B was adopted as the actual road excitation.
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Figure 4. The road displacement spectrums.

When a tire is loaded on the road, a large deformation having a limited contact length
occurs near the contact patch, which could be equated to a contact point [47]. Moreover,
the vertical residual stiffness of RRM was introduced to determine the overall vertical tire
stiffness [36]. The residual stiffness krs is equal to:

krs = zr − zt + qV1ωt
2 (12)

where zt is the vertical tire displacement, ωt is the angular tire velocity, qV1 is the vertical
stiffness correlation coefficient of the tire.

The vertical contact point force Ftzc is directly related to the krs. The tire deformation
within the contact patch can be equated to the contact point deformation using a defor-
mation stiffness of ktr, as shown in Figure 5. After neglecting the higher-order terms, a
third-order polynomial was used to describe the vertical force due to the residual tire
deflection [36]:

Ftzc = qFzr3k3
rs + qFzr2k2

rs + qFzr1krs (13)

where qFzr∗ are polynomial coefficients expressed as:⎧⎪⎪⎪⎨
⎪⎪⎪⎩

qFzr1 = kt
qFz1(1+qV2|ωt |)

kt−qFz1(1+qV2|ωt |)
qFzr2 = kt

kt(kt ·qFz2+qFzr1·qFz2)(1+qV2|ωt |)
(kt−qFz1(1+qV2|ωt |))2

qFzr3 = 2kt
qFzr2·qFz2(1+qV2|ωt |)
(kt−qFz1(1+qV2|ωt |))2

(14)

where qV2, qFz1, and qFz2 are vertical stiffness correlation coefficients of tire and kt is its
sidewall stiffness.

Figure 5. The equivalent process for deformation.

The RRM only considers the contact point deformation; the tire force generated by the
tire belt in the contact patch is not calculated—the FRM was used to calculate it. The model
includes a finite number of independent radial springs and damping elements evenly
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distributed in the lower semicircle, as shown in Figure 6 [48]. The total number of the
discrete radial elements is denoted as Ntr [49].

Figure 6. The illustrative representation of the FRM.

In Figure 6, σc is equal to the half of the contact patch, zmr is the vertical coordinate of
the rotor center, zt is the vertical contact point displacement, ct denotes the tire damping,
and αi represents the angle between the arbitrarily chosen element and the vertical, ranging
from 1 to Ntr.

For the positive x-axis, the subscript i indicates the element sequence number ranging
from −arcsin(σc /Rt) to +arcsin(σc /Rt). Further, γαi, dαi, and q(dαi) are the radial defor-
mation, driving distance, and the element road elevation, respectively. As a result of tire
deformation, the vertical component Ftz p_αi of the radial spring and damping element
forces are:

Ftzp−αi =

{
(γαiktrd + γ̇αictrd) cos αi γαi > 0

γ̇αictrd cos αi γαi ≤ 0
(15)

The deformation and deformation rate of a certain radial element can be approximately
calculated using:

⎧⎨
⎩

αi = − arcsin(σc/Rt) + 2i arcsin(σc/Rt)/Ntr

dαi = xt +
√
(Rt2 − σc2) · tan αi

(Rt − γαi) cos αi + q(disαi) = Rt + zmr + zt

(16)

where xt is the longitudinal displacement of the tire. The vertical tire force component Ftz p
caused by tire deformation at the rotor center can be obtained by summing up the force
components of each spring and damping element:

Ftzp =
Ntr

∑
i=1

Ftxp−αi. (17)

In general, the vertical tire force calculated through the FTC model under road rough-
ness excitation is:

Ftz = Ftzc + Ftzp (18)

Finally, Ftz is further employed as an external excitation to the IVES (instead of the
road roughness).

2.3. DVAS-ASS Integrated Model

The quarter models of three types of suspension structures were created in this section.
Since the sprung mass distribution coefficients in most modern vehicles are designed to be
close to 1. Furthermore, in the suspension structure of the IWMD EVs configured with ASS,
the four wheels are independent of each other in vertical motion. Therefore, the quarter
model is representative when studying the vertical motion of the vehicle [50]. The sprung
and unsprung mass are included, as well as the suspension and tires.

Figure 7a shows a passive-suspension system in which the IWM stator and rotor
are rigidly connected to the axle and hub, respectively. Therefore, the IWM becomes the
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unsprung vehicle mass; ms is the quarter of the vehicle sprung mass, mmr is the rotor mass,
mms is the sum of the stator, axle, and tire mass, kb is the motor bearing stiffness, ks is
the suspension stiffness, cs is the suspension damping, Fu is the UEMF, and z∗ represents
displacement (where index “∗” stands for r, mr, ms, s, or ax). In a passive-suspension
system, the IWM is directly impacted due to rigid joints, which deteriorates its reliability
and service life. On the other hand, the IWM equipped with the DVAS is a good solution
to suppress the vibration problem, as shown in Figure 7b. Variable max represents the
sum of the axle and tire masses, while kd and cd are the stiffness and damping of the
absorber, respectively.

Figure 7. Quarter vehicle models equipped with the IWM: (a) passive suspension, (b) DVAS, (c) ASS
and DVAS.

The DVAS mechanism is, in theory, similar to that found in passive suspensions. To
simultaneously improve the vibration performance of both the IWM and the sprung mass,
a suspension combining the ASS and the DVAS was used as the object; its configuration is
shown in Figure 7c, u is the active-controlled force of the ASS.

The dynamics of models shown in Figure 7a–c can be described by Newton’s motion
law, as follows:⎧⎪⎪⎨

⎪⎪⎩
msz̈s + ks(zs − zms) + cs(żs − żms) = 0
mamsz̈ams + ks(zams − zs) + cs(żams − żs) + kb(zams − zmr) + Fu = 0
mmrz̈mr + kt(zmr − zt) + ct(żmr − żt) + kb(zmr − zams)− Fu = 0
mtz̈t + kt(zt − zmr) + ct(żt − żmr) + Ftz = 0

(19)

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

msz̈s + ks(zs − zax) + cs(żs − żax) = 0
mmrz̈mr + kb(zmr − zms) + Fu = 0
mmsz̈ms + kd(zms − zax) + cd(żms − żax) + kb(zms − zmr)− Fu = 0
maxz̈ax + kd(zax − zms) + cd(żax − żms)+
+kt(zax − zt) + ct(żax − żt) + ks(zax − zs) + cs(żax − żs) = 0
mtz̈t + kt(zt − zax) + ct(żt − żax) + Ftz = 0

(20)

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

msz̈s + ks(zs − zax) + cs(żs − żax) + u = 0
mmrz̈mr + kb(zmr − zms) + Fu = 0
mmsz̈ms + kd(zms − zax) + cd(żms − żax) + kb(zms − zmr)− Fu = 0
maxz̈ax + kd(zax − zms) + cd(żax − żms)+
+kt(zax − zt) + ct(żax − żt) + ks(zax − zs) + cs(żax − żs)− u = 0
mtz̈t + kt(zt − zax) + ct(żt − żax) + Ftz = 0

(21)

By combining the models shown above, the overall logical diagram of the proposed
mechanical-electrical-magnetic coupling model of the IVES was obtained and is shown
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in Figure 8. For a given road profile (ISO-B was used in this paper), the vehicle speed
determines the vertical road excitation zr. The road excitation causes wheel vibration,
which results in the eccentricity between the rotor and stator. The coupling effect between
εz and the UEMF model produces Fu. For the driving model, zr, zt, and wheel speed in
unison determine the Ftz and Fz. Further, Fz and the slip ratio between vehicle and wheel
determine the magnitude of Fx, while the current chopping controller adjusts the voltage
(on/off) of the IWM. The control signal of the IWM is adjusted according to the difference
between the vehicle and the set speed, which is the input to the vibration model and wt,
closing the loop.

Figure 8. The Multi-field coupling model of IVES.

3. The IVES Optimization Control

In this section, the UEMF effects on the suspension system were analyzed, and the
outcomes were improved by developing a delay-dependent H∞ controller for the ASS.

3.1. The UEMF Influence on the Dynamic Performances of the Vehicle

Based on the above-mentioned mathematical models, a simulation platform for the
vehicle multi-field coupling dynamics can be developed using MatLab/Simulink. Test
vehicle specifications are listed in Table 1. The DVAS “tire” type [11] and air spring active
suspension [51] were selected as actuators in this paper. The tire used in this paper is a
passenger car summer tire designated as 205/55R16 [52].

Table 1. Test vehicle specifications.

Parameters Value Parameters Value

DVAS-ASS Integrated Model Passive Suspension System

ks 3.2 × 104 N/m mams 34.5 kg
cs 1.8 × 103 N·s/m Driving conditions

kb 2.08 × 107 N/m Rt 0.3160 m
kd 5.3 × 104 N/m μ 0.0066
cd 1.9 × 103 N·s/m It 0.546 kg·m2

kt 1.8 × 106 N/m FTC model

ct 510 × N·s/m qV1 8.5352 × 10−8 m s2

ms 332 kg qV2 8.81 × 104 s
max 25 kg qFz1 1.4389 × 105 N/m
mms 9.5 kg qFz2 4.5090 × 106 N/m2

mmr 22.5 kg
mt 6.15 kg
Σm 389 kg
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The dynamic coupling relationships were investigated assuming the ISO-B road at a
speed of 40 m/s. The drive lasted for 3 s and the Fast Fourier Transform (FFT) was used
to derive spectral features. For observation, 1–2 s data points were selected for further
statistical analysis. The responses of sprung mass acceleration (SMA) and eccentricity
(ECC) with and without the UEMF under the pavement excitation are shown in Figure 9.

Figure 9. Coupling effects between the SMA, the ECC, and the UEMF: (a) the SMA time response;
(b) the SMA frequency response; (c) the ECC time response; (d) the ECC frequency response.

The time-response results have shown that the SMA and ECC are larger when consid-
ering the UEMF effects. The same trend can be deduced from the frequency response—the
effect of UEMF on the ECC at high frequencies is particularly pronounced.

The eccentricity between the stator and rotor was further exacerbated by the UEMF
generated by the multi-field coupling effect. Such eccentricity, in turn, furthers the UEMF,
which is complementary to it. This vicious cycle exacerbates motor vibration, shortening
the IWM service life and reducing vehicle comfort. Therefore, it is worthwhile to investigate
the issue of how to restrict the multi-field coupling effects.

3.2. Active Suspension Control

An H∞ control scheme with strong robustness was used to design the active sus-
pension controllers. The controllers were needed to ensure excellent control effect of
the suspension system when given complicated electromagnetic force excitation and un-
modeled dynamic perturbation. According to Equation (21), the following set of state
variables was selected:

x(t) =
[żs(t) żmr(t) żms(t) żax(t) żt(t)...
zax(t)− zs(t) zms(t)− zmr(t) zax(t)− zms(t) zax(t)− zt(t)T ]

(22)
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The dynamic equations of the ASS with the DVAS system can be written using the
following state-space form:

ẋ(t) = Ax(t) + Bww(t) + Buu(t) (23)

where:

A =⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−csm−1
s 0 0 csm−1

s 0 ksm−1
s 0 0 0

0 0 0 0 0 0 kbmmr
−1 0 0

0 0 −cdmms
−1 cdmms

−1 0 0 −kbmms
−1 kdmms

−1 0
csm−1

ax 0 cdmax
−1 −(cd + cs + ct)m−1

ax ctm−1
ax −ksm−1

ax 0 −kdm−1
ax −ktm−1

ax
0 0 0 ctm−1

t ctm−1
t 0 0 0 ktm−1

t
−1 0 0 1 0 0 0 0 0
0 −1 1 0 0 0 0 0 0
0 0 −1 1 0 0 0 0 0
0 0 0 1 −1 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Bw =

[
0 0 0 0 −m−1

t 0 0 0 0
0 −m−1

mr m−1
ms 0 0 0 0 0 0

]T

Bu =
[ −m−1

s 0 0 m−1
ax 0 0 0 0 0

]T

u(t) =
[

u(t)
]
w =

[
Ftz Fu

]T

Generally, the suspension performance is evaluated based on key factors such as
ride comfort, suspension working space, and road-holding ability. Additionally, as for
the IWMD EVs, the IWM UEMF is an essential performance factor. Thus, four system
responses are investigated: SMA: z̈s, rattle space (RS): (zs − zax), tire deformation (TD):
(zax − zt), and ECC: (zms − zmr). Among these, the first three are used for evaluating the
suspension performance, whereas the last one reflects the IWM vibration level.

Focusing on ride comfort improvement and the IWM working environment, the SMA
and eccentricity should be minimized, while the other two factors are strict constraints that
must be satisfied. Therefore, minimizing the disturbance transfer function norm (Fu and
Ftz) to the control output (z̈s and (zms − zmr)) is our main goal. The constraints as follows:

|zax − zs| ≤ z1 max
|zax − zt| ≤ z2 max
|u(t)| ≤ umax

(24)

where z1max and z2max are the maximum suspension and tire deflection, respectively. umax
is the maximum possible actuator output force.

Based on the above-presented conditions, the performance control output and con-
strained control output are defined next:

z1 =
[

z̈s zms − zmr
]T (25)

z2 =
[

zax(t)−zs(t)
z1 max

zax(t)−zt(t)
z2 max

u(t)
umax

]T
(26)

The state-space equations of the ASS and DVAS for the IWMD EVs can be
described using:

ẋ(t) = Ax(t) + Bww(t) + Buu(t)
z1 = C1x(t) + D1u(t)
z2 = C2x(t) + D2u(t)

(27)

where:
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C1 =

[ −csm−1
s 0 0 csm−1

s 0 ksm−1
s 0 0 0

0 0 0 0 0 0 1 0 0

]
D1 =

[ −m−1
s 0

]T

C2 =

⎡
⎣ 0 0 0 0 0 z−1

1 max 0 0 0
0 0 0 0 0 0 0 0 z−1

2 max
0 0 0 0 0 0 0 0 0

⎤
⎦

D2 =
[

0 0 u−1
max

]T

The ASS inevitably has operating time delays, with the majority being the response
time delay of the actuator. Hence, time delay should not be neglected when designing the
active suspension system.

Assuming that the time-varying delay τ(t) in a closed-loop controlled suspension
system satisfies the condition:

0 < τ(t) < τmax (28)

where τmax represents the upper bound of the delay time. Considering the delay time, the
output feedback controller can be described as:

u(t) = u(t − τ) = Ktx(t − τ) (29)

where Kt is the output controller gain. Next, the ASS that considers the time delay in the
control system can be expressed via:

ẋ(t) = Ax(t) + Bww(t) + BuKtx(t − τ)
z1 = C1x(t) + D1Ktx(t − τ)
z2 = C2x(t) + D2Ktx(t − τ)

(30)

In this paper, the aim is to design a state feedback controller u(t) = Ktx(t − τ) that
will meet the following conditions:

(1) Without external perturbations, the closed-loop system shown in Equation (30) is
asymptotically stable.

(2) The performance ‖z1(t)‖∞ ≤ γw(t)∞ is minimized subject to Equation (30), where γ
is the bounded H∞ parametrization.

(3) The time-domain constraint |z2(t)| ≤ 1 must be satisfied.

Considering the time delay, the H∞ controller was designed through the follow-
ing steps:

Given positive scalars γ > 0, η > 0, and ρ > 0, for any time delay t satisfying
0 < τ(t) < τmax, the system shown in Equation (26) with the controller from Equation (29)
is asymptotically stable with w(t) = 0. In that case, it also satisfies the performance described
in Equations (25) and (26) for w(t) ∈ [0, ∞), given that symmetric matrices P > 0, Q > 0,
and R > 0 exist, and a general matrix Kt satisfying the following linear matrix equations
(LMIs) is: ⎡

⎢⎢⎢⎢⎢⎢⎢⎣

Ω PBuKt 0 PBw
√

τmaxATP CT
1

∗ −τmax
−1Q 0 0

√
τmax(BuKt)

TP (D1Kt)
T

∗ ∗ −R 0 0 0

∗ ∗ ∗ −γ2I
√

τmaxBw
TP 0

∗ ∗ ∗ ∗ −2ηP + η2Q 0

∗ ∗ ∗ ∗ ∗ −I

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
< 0 (31)

[
−P (C2 + D2Kt)

T

∗ − 1
ρ I

]
< 0 (32)

where: Ω = sys[P(A + BwKt)] + R

For comparison, the H∞ controller without considering time delay is obtained as fol-
lows:
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For a given scalar ρc > 0, if γc > 0 and a positive definite symmetric matrix X exists,
making the following inequalities feasible under LMIs:

⎡
⎣ (AX + B2W)T + (AX + B2W) B1 (C1X + D1W)T

B1
TP −γcI 0

C1X + D1W 0 −γcI

⎤
⎦ < 0 (33)

[
−X C2X + D2W

∗ − 1
ρc

I

]
< 0 (34)

The state feedback gain Kt can be given by Kt = WX−1

Proof. Lemma 1 [53]: For any matrix X > 0, matrices (or scalars) M and N with compatible
dimensions, the following inequality holds:

−2MTN ≤ MTX−1M + NTXN (35)

Since x(t)− x(t − τ)− ∫ t
t−τ(t) ẋ(α)dα = 0, by adding it to Equation (30):

ẋ(t) = (A + B2K)x(t) + B1w(t)− B2Kt

∫ t

t−τ(t)
ẋ(t)dt (36)

Selecting the Lyapunov function shown below to analyze the system stability
we obtain:

V(t) = V1(t) + V2(t) + V3(t) (37)

where:

V1(t) = xT(t)Px(t)V2(t) =
∫ t

t−τmax
xT(s)Rx(s)dsV3(t) =

∫ 0

−τmax

∫ t

t+θ
xT(s)Qx(s)dsdθ (38)

with P, Q, and R being symmetric positive definite matrices. The derivative of V1(t) is
shown next:

V̇1(t) = xT(t)
{

P[A + B2Kt ] + [A + B2Kt ]
TP
}

x(t)

+xT(t)PB1w(t) + wT(t)BT
1 Px(t)− 2xT(t)PB2Kt

∫ t
t−τmax

ẋ(t)dt
(39)

Using Lemma 1, that gets:

V̇1(t) ≤ xT(t)
{

P[A + B2Kt ] + [A + B2Kt ]
TP
}

x(t)
+xT(t)PB1w(t) + wT(t)BT

1 Px(t)+
τmaxxT(t)PB2KtQ

−1(PB2Kt)
Tx(t) +

∫ t
t−τmax

ẋ(t)TQẋ(t)dt
(40)

Similarly, derivatives of V2(t) and V3(t) are expressed as:

V̇2(t) = xT(t)Rx(t)− xT(t − τmax)Rx(t − τmax)

V̇3(t) = τxT(t)Qẋ(t)− ∫ t
t−τmax

ẋ(s)TQẋ(s)ds
(41)

Further, the V(t) derivative is shown as follows:

V̇(t) = V̇1(t) + V̇2(t) + V̇3(t)

≤ xT(t)
{

P[A + B2Kt] + [A + B2Kt]
TP + τmax(t)PB2KtQ

−1(PB2K)T + R
}

x(t)

+ xT(t)PBP1w(t) + wT(t)BT
1 Px(t)− xT(t − τmax)Rx(t − τmax) + τmaxẋ(t)TQẋ(t)

(42)
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Defining ξT(t) =
[
xT(t), xT(t − τ), xT(t − τmax), wT(t)

]
, thus

V̇(t) ≤ ξT(t)Ξξ(t) + τmaxẋ(t)TQẋ(t) (43)

where:

Ξ =

⎡
⎢⎢⎣

Θ 0 0 PB1
∗ 0 0 0
∗ ∗ −R 0
∗ ∗ ∗ 0

⎤
⎥⎥⎦

Θ = sys[P(A + B2Kt)] + R+τmaxPB2KtQ−1(PB2Kt)
T

The system H∞ performance can be described as:

z1
T(t)z1(t) ≤ γ2wT(t)w(t) (44)

By adding to Equation (43), it is possible to obtain:

V̇(t) + zT
1 (t)z1(t)− γ2wT(t)w(t)}ξT(t)Π1ξ(t) (45)

where:

Π1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Ω PB2Kt 0 PB1
√

τmax
TATP CT

1
∗ −τmax

−1Q 0 0
√

τmax(B2Kt)
TP (D1Kt)

T

∗ ∗ −R 0 0 0
∗ ∗ ∗ −γ2I

√
τmaxB1

TP 0
∗ ∗ ∗ ∗ PR−1P 0
∗ ∗ ∗ ∗ ∗ −I

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

For any positive scalar η, the following expression is true:

PR−1P ≤ −2ηP + η2R (46)

By replacing the item PR−1P in ∏1 with −2ηP + η2R, we get ∏2. Moreover, it is true
that ∏1 ≤ ∏2, where:

∏2 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Ω PB2Kt 0 PB1
√

τmaxATP CT
1

∗ −τmax
−1Q 0 0

√
τmax(B2Kt)

TP (D1Kt)
T

∗ ∗ −R 0 0 0
∗ ∗ ∗ −γ2I

√
τmaxB1

TP 0
∗ ∗ ∗ ∗ −2ηP + η2Q 0
∗ ∗ ∗ ∗ ∗ −I

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

If the matrix inequality ∏2 < 0, that z1
T(t)z1(t) ≤ γ2wT(t)w(t).

From inequality Equation (45), it can be derived that V̇(t)+ zT
1 (t)z1(t)−γ2wT(t)w(t) ≤

0. Integrating both sides of the inequality above from zero to any t > 0, the following
is obtained:

V(t)− V(0) +
∫ t

0
‖z1(t)‖2

2dt − γ2
∫ t

0
‖w(t)‖2

2dt ≤ 0 (47)

Considering the existence of
∫ t

0 w(t)2
2dt ≤ wmax, the above inequality can be

further rewritten:

V(t) +
∫ t

0
‖z1(t)‖2

2dt ≤ γ2wmax + V(0) (48)

Definition γ2wmax + V(0) = ρ, where wmax is upper perturbation energy bound, can
be introduced with a value equal to wmax = [ρ − V(0)]/γ2, Therefore, it can be introduced
under t = 0 and within a given perturbation suppression regime γ. In combination with∫ t

0 ‖z1(t)‖2
2dt > 0, synthetically, the following inequalities hold:

ρxT [C2 + D2Kt]
T [C2 + D2Kt]x

= ρ[C2x + D2u]T [C2x + D2u] < xTPx < ρ
(49)
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This causes matrix inequality −P + ρ[C2 + D2Kt]
T [C2 + D2Kt] < 0. Using the Schur

complementary theorem [54], the equation is converted into:[
−P (C2 + D2Kt)

T

∗ − 1
ρ I

]
< 0 (50)

For a case without a time delay controller, the proof can be found in [55].
The proof is completed.

4. Simulation and Analyses

In this section, the influence of the ASS and DVAS on the IWMD EVs performance,
as well as the effectiveness of the delay-dependent H∞ active suspension controller is
illustrated.

4.1. Performance Comparison of Different Structures

Four system responses, the SMA, the RS, the TD, and the ECC were investigated in
Section 3. For the maximum time-delay τmax= 40 ms, Equations (31) and (32) are LMIs of
variables P, Q, and R. Thus, the program can be solved via the solver-mincx within the
LMI toolbox. Through LMI algorithms, the control gain matrix Kt of the ASS controller
(considering the time delay) is obtained with the minimum guaranteed closed-loop H∞
performance index γt = 8.82. Such output implies that for any time-delay satisfying
0 ≤ τ ≤ 40 ms, the controller can stabilize the system with the H∞ performance.

Kt = [−18480.29 −1392.86 −587.89 −1687.74 −261.17 39039.25 12710.53 6087.22 −88442.36]

Similarly, a conventional H∞ controller without considering the control time delay can
be derived. The gain matrix Kc of the Controller with the minimum guaranteed closed-loop
H∞ performance index γc = 6.28 is obtained as:

Kc = [−19081.62 −1443.61 −609.36 −1746.70 −276.04 40139.99 13055.35 6380.52 −92866.90]

After the method proposed in this study to solve the multi-objective control problem
of the ASS, its effectiveness is illustrated through four different cases:

1. Case 1—equipped with the IWM and passive suspension;
2. Case 2—equipped with the DVAS in IWM and passive suspension;
3. Case 3—equipped with the DVAS in IWM and the ASS using the control gain

matrix Kc;
4. Case 4—equipped with the DVAS in IWM and the ASS using the control gain

matrix Kt.

Figure 10 shows the controller forces applied on the ASS in cases 3 and 4. Both
controller forces are less than umax. Further, the controller force in Case 4 is smaller than
that in Case 3.

Figure 10. Controller forces in Case 3 and Case 4.
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The response comparisons of the two-output time and frequency domains of the SMA
and ECC are depicted in Figure 11.

Figure 11. Responses of four cases under the road excitation: (a) SMA time response; (b) SMA
frequency response; (c) ECC time response; (d) ECC frequency response.

The detailed simulation results are available in Figure 11. The responses of the SMA
in time and frequency domains are shown in Figure 11a,b, respectively. As shown in
Figure 11a, the SMA is significantly smaller in cases 3 and 4 compared to cases 1 and 2,
mostly due to the introduction of the ASS. Figure 11b shows that Case 2 can reduce the
amplitude of high-frequency compared to Case 1; however, there is no optimization effect
at the human-sensitive frequency of 4–8 Hz. Cases 3 and 4 can significantly reduce the
amplitude in both high and low frequencies (especially compared to Case 1), especially in
the 4–8 Hz range.

The ECC responses in time and frequency domains are shown in Figure 11c,d, respec-
tively. As shown in Figure 11c, in contrast with the SMA optimization effect, all three cases
had reduced amplitude in the wide frequency domain concerning Case 1. The proposed
control methods of the active suspension are effective for the IWM vibration. The SMA is
smaller in cases 3 and 4 compared to in Case 2 in the frequencies between 3 Hz and 12 Hz,
indicating that the proposed control method for the ASS can further reduce the impulse
force acting on the IWM.

Simulation results for all four cases are provided in Table 2.
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Table 2. Root Mean Square (RMS) optimization results.

RMS
SMA (m/s2)-
Decrement (%)

ECC (10−5 m)-
Decrement (%)

RS (10−3 m)-
Decrement (%)

TD (10−4 m)-
Decrement (%)

Case 1 0.9941- 2.365- 4.229- 4.328-
Case 2 0.8001-↓19.5% 1.673-↓29.2% 4.221-↓0.2% 4.325-↓0.07%
Case 3 0.4148-↓58.2% 1.625-↓31.2% 4.223-↓0.1% 4.322-↓0.1%
Case 4 0.3217-↓67.6% 1.444-↓38.9% 4.222-↓0.2% 4.318-↓0.2%

As can be seen from Table 2, both the DVAS and the ASS can reduce the four-parameter
indices, while having different roles in improving comfort and handling. The DVAS has
an important role in reducing eccentricity, while the ASS has a decisive effect on spring
acceleration. For the RS and TD, the optimization effect is not significant compared to
the conventional suspension since they are not optimized in a targeted way. At the same
time, the H-infinity algorithm, which considers the time delay, displayed a performance
improvement compared to the algorithm not considering it.

Table 3 compares control methods in terms of simulation results considering the
presence of time delay in the active suspension actuator. It also indicates that, with the
increase in time delay, both Case 3 evaluation indexes deteriorated to different degrees;
the SMA deterioration is obvious. In contrast, Case 4 adapted easier and the degree of
deterioration was not significant—it was within acceptable limits.

Table 3. The RMS optimization results for both cases.

Case Time Delay
SMA (m/s2)
-Deteriorate

ECC (10−5 m)
-Deteriorate

Case 3

controller

τ = 0 ms 0.4848 1.625
τ = 15 ms 0.6279-↑29.5% 1.667-↑2.5%
τ = 30 ms 0.7634-↑57.5% 1.694-↑4.4%

Case 4

controller

τ = 0 ms 0.3217 1.444
τ = 15 ms 0.3467-↑7.7% 1.449-↑0.3%
τ = 30 ms 0.3545-↑10.1% 1.447-↑0.2%

4.2. Virtual Prototype Validation for the IVES

A virtual prototype (VP) enabled the proof testing before assembling the hardware,
reducing both the manufacturing cost and time. The design possibilities of the IVES can
be explored through the VP, and the study of tradeoffs between IVES component sizes
becomes feasible. In this part, an VP, combining CATIA, ADAMS, and MatLab/Simulink
environment was constructed to establish a high-fidelity multi-body model for the IVES.

The build process used to create the VP model is shown in Figure 12. Firstly, a
complete vehicle model was parametrically modeled in CATIA, using the vehicle model
parameters obtained from an actual IWMD EV. Then, the IVES model was imported
into the ADAMS and the constraints of each component were established. The collision
model of each component was established, the corresponding material was defined, and
the loads and drives were added. Finally, the driving torque and controller force of the
ASS was taken from the IWM system modules and ASS controller modules available in
MATLAB/Simulink, respectively. For the UEMF, the vertical force Fu was applied to the
IWM rotor and stator surfaces.
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Figure 12. The VP building process.

As shown in Figure 12, using a connector, the DVAS is linked to the steering knuckle
at the upper end and the IWM stator at the lower end. Since the axle is kept in steering
synchronization with the IWM, there is only relative vertical motion between the two. The
lower ASS end is fixed to the lower cross arm of the double cross arm; the control force is
output through the ASS sensor. The proposed IVES structure only requires original chassis
changes to the steering knuckle, while the springs and damping in the DVAS are integrated
into one component. In other words, the structure requires minimal modification cost and
is easy to integrate. Moreover, the built tire model is non-linear and can generate tangential
forces and moments in the plane of the contact patch, as well as transient effects.

The mathematical model (MM) was validated using the VP model under ISO-B at
40 km/h.The proposed model was validated by comparing the four system responses. The
responses of the MM model and the VP model of IVES are compared in Figure 13. Error
statistics of the response variables is obtained to compare the two models, which is listed
in Table 4. The modeling error is defined as:

η =

∣∣∣∣ (RMSVP − RMSMM )

RMSVP

∣∣∣∣× 100% (51)
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Figure 13. Responses of the MM and the VP: (a) time response of the SMA; (b) frequency response of
the SMA; (c) time response of the ECC; (d) frequency response of the ECC.

Table 4. Modeling errors between the mathematical model and the VP model.

RMS SMA (m/s2) ECC (10−5 m) RS (10−3 m) TD (10−3 mm)

MM 0.3217 1.444 4.222 4.318
VP 0.3089 1.323 4.142 4.039
Error η 4.12% 9.12% 1.9% 6.9%

In the time domain, the VP model response is smaller than that of the MM for both
the SMA and the ECC, with the feature being more obvious in SMA. Regarding the FFT
comparison, the difference is noticeable at lower frequencies. When considering differences
in the time and frequency domains, those might be caused by the tire rubber properties
and the nonlinearity of the DVAS connector and the double cross arm.

Comparative results shown in Table 4 indicate that responses used in both models
have an error lower than 10%. Since the error is within the permitted range [56], it was
concluded that the proposed model is valid.

5. Conclusions

In this paper, an IVES was developed aiming to improve the vertical dynamics perfor-
mance of the IWMD EVs in both sprung and unsprung conditions while also considering
the UEMF effects. The mathematical model of the IVES was established, containing the
DVAS-ASS integrated model and the novel FCT model. Moreover, the UEMF model during
the driving maneuvers was also considered in the IVES model and was based on the theoret-
ically analyzed UEMF effects. A delay-dependent H∞ controller was developed to improve
the IVES performance by improving the ASS robustness to time delay. Finally, CATIA,
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ADAMS, and MATLAB/Simulink were used to create a virtual prototype environment
needed to validate the accuracy and the practicability of the IVES.

Regarding the IVES performance, the numerical results obtained from the proposed
mathematical model are consistent with the simulation results obtained from the virtual
prototype. Compared to the passive suspension conditions, the RMS of sprung mass
acceleration and the eccentricity are reduced via the IVES coordinated with the delay-
dependent H∞ controller by up to 67.6% and 38.9%, respectively. The ride comfort is
improved and the IWM vibration is suppressed, compensating for the adverse effects
of UEMF on the vehicle vertical dynamics. In future work, the real time experimental
validation of the IVES applied to the IWMD EVs will be conducted.
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Abstract: In the production process of strip tandem cold rolling mills, the flatness control system
is important for improving the flatness quality. The control efficiency of actuators is a pivotal
factor affecting the flatness control accuracy. At present, the data-driven methods to intelligently
identify the flatness control efficiency have become a research hotspot. In this paper, a wavelet
transform longitudinal denoising method, combined with a genetic algorithm (GA-WT), is proposed
to handle the big noise of the measured data from each signal channel of the flatness meter, and
Legendre orthogonal polynomial fitting is employed to extract the effective flatness features. Based
on the preprocessed actual production data, the adaptive moment estimation (Adam) optimization
algorithm is applied, to intelligently identify the flatness control efficiency. This paper takes the actual
production data of a 1420 mm tandem cold mill as an example, to verify the performance of the new
method. Compared with the control efficiency determined by the empirical method, the flatness
residual MSE 0.035 is 5.4% lower. The test results indicate that the GA-WT-Legendre-Adam method
can effectively reduce the noise, extract the flatness features, and achieve the intelligent determination
of the flatness control efficiency.

Keywords: control efficiency; data noise reduction; Adam optimization; data-driven

1. Introduction

Cold-rolled strips are widely used in the fields of automobile manufacturing, aerospace,
household appliance panels, and so on [1], because of their high geometric accuracy and
great mechanical properties. With the development of technology, cold-rolled strips have
become thinner and thinner, and the geometric shape and dimensional accuracy require-
ments are becoming higher and higher [2,3]. In order to improve the quality of the strips,
modern rolling mills adopt an automatic gauge control system (AGC) to solve the gauge
problem, and an automatic flatness control system (AFC) to solve the flatness problem. At
present, the gauge control basically meets the requirements, but the flatness problem is
becoming more and more complicated [4]. Due to the large number of actuators required
for flatness control, and the strong coupling and hysteresis between the actuators [5], flat-
ness control is still a great challenge in practice. The cold tandem rolling mill contains
multi-stand flatness controls, and the final stand is a closed-loop feedback control. The
control efficiency reflects the adjustment ability of the actuators to the flatness in a closed-
loop feedback control. Distributing the flatness deviation to each actuator reasonably can
improve the flatness control accuracy [6]. In actual production, the control efficiency of
each actuator varies with different process parameters, especially, when the ratio of the
width to thickness is larger, it is more unstable. The control efficiency is often obtained by
an empirical method which has been used since setting up the factory. However, there are
errors, inevitably, for specific working conditions, and the update speed is slow. Therefore,
obtaining an accurate control efficiency is significant in the research on flatness control.

To the best of our knowledge, there are two main methods used to obtain the control
efficiency: the experimental method and the finite element method [7]. The experimental
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method obtains the control efficiency by changing the setting value of the actuator one by
one to obtain the change of the flatness. Although it is more accurate, the high cost and the
limited working conditions make it infeasible. Compared with the experimental method,
the finite element simulation has the advantage of being more economical, having a wider
application, and more flexible simulation of various rolling conditions [8]. However, the
finite element method needs many assumptions in the analysis of the rolling process, which
leads to errors between the calculation results and the actual situations. Meanwhile, the
calculation process is slow, so it is not suitable for the requirements of online real-time
control [9]. Thanks to a large amount of rolling process data stored by steel companies, a
lot of information related to the production process can be revealed with the development
of big data and sensor technology [10]. However, the use of the rolling process data is
not sufficient. Therefore, based on the rolling process data, mining the information with
the goal of analyzing the relationship between the flatness and the process, provides not
only a new way to improve the flatness control accuracy but also a new approach for the
intelligent recognition of the flatness control efficiency.

The actual rolling production data has the characteristics of noise, outliers, deviations,
and so on. In order to calculate the control efficiency, it is necessary to analyze and process
the data. Thus, it is extremely important to reduce the noise of the production data. Wavelet
transform, a key noise reduction method at home and abroad, has the advantages of multi-
resolution, fast operation speed and small storage space. In addition, it has been widely
used in the fields of image compression, data denoising, and edge detection.

Y. Kim et al. proposed cepstrum-assisted empirical wavelet transform (CEWT) to
decompose the signal in the fault diagnosis of planetary gear trains. The CEWT solved the
problem of empirical wavelet transform (EWT), which required physical understanding to
isolate fault-related signals and improve performance of fault diagnosis [11]. F. Dengand et al.
proposed a new peak detection algorithm based on continuous wavelet transform and
image segmentation, which has made progress in identifying weak peaks, overlapping
peaks, and removing false peaks [12].

M. Zolfaghari found that the electricity production data in the prediction is non-
stationary and non-linear, and traditional forecasting methods display a poor robustness.
Therefore, they proposed an AWT-LSTM-RF hybrid model, combining adaptive wavelet
transform (AWT), long short-term memory network (LSTM), and random forest (RF)
algorithms for the prediction. The results showed that the hybrid model of AWT-LSTM-RF
is better than the benchmark model. At the same time, the wavelet transform algorithm
for the treatment of the input data can improve the predictive ability of RF [13]. Denoising
the actual data under the wavelet transform alone leads to signal distortion, therefore,
the threshold of wavelet coefficients can be optimized in combination with the genetic
algorithm, to remove noise as much as possible while retaining the characteristics of the
signal. The flatness meter has dozens of sensor channels and these sensor channels can
measure the flatness along the width direction at the same time. Figure 1 shows the
measurement signal of the strip flatness coil. Because of the noise interference in the actual
signal, the characteristics of the flatness cannot be expressed directly. Therefore, data
processing is required. Simply denoising each signal channel can only solve the noise
problem of a single sensor channel, and the strip flatness represented by the width direction
sensor still has no obvious strip flatness features. So it is necessary to fit in the width
direction with a Legendre orthogonal polynomial to obtain the strip flatness represented
by the width direction sensor signal. Based on the strip flatness features extracted after
denoising, Legendre fitting, and the corresponding actual production process data, an
optimized algorithm is used to intelligently identify the strip flatness control effect. The
Adam optimization algorithm is an extension of the stochastic gradient descent method. It
has the advantages of simplicity, directness, high efficiency, small memory, and handling
sparse gradients in solving non-convex optimization problems.
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Figure 1. Three−dimensional strip flatness.

This work chooses the Adam optimization method to identify the flatness control
efficiency. Based on the actual production process data of a tandem cold rolling mill, the
influence of the different actuators on the flatness is analyzed. The GA-WT-Legendre-Adam
intelligent identification method for flatness adjustment and control effects is proposed and
compared with the control efficiency determined by the empirical method. The analysis
results show that the method proposed in this paper can effectively reduce the influence of
noise, and the flatness residual MSE calculated by the recognized flatness control efficiency
is reduced by 5.4% compared with the empirical method. This noise reduction method
can use the industrial data of online production to realize the online identification of the
flatness control efficiency.

2. Flatness Closed-Loop Control System

A cold tandem rolling mill consists of a five-stands six-high UCM (Universal Crown
Mill). Among them, the first four stands use a preset model to make preliminary adjust-
ments to the thickness and flatness of the strip. The fifth stand uses a closed-loop feedback
control strategy to adjust the flatness, which is the most critical part in the flatness control
system. The flatness control system is shown in Figure 2. The flatness closed-loop feedback
control system is established in the rolling stabilization stage. The closed-loop feedback
control model calculates the adjustment of the actuator through the deviation between the
measured flatness and the target flatness. Then a control signal is sent to the actuator and
the new flatness deviation is detected at the same time. Continuous dynamic adjustments
for the actuator in real time are essential for obtaining a stable and good flatness [14,15]. At
present, the five-stands cold tandem rolling mill includes intermediate roll bending (IRB),
intermediate roll shifting (IRS), work roll bending (WRB), tilting and segment cooling, and
other actuators [16,17]. Among them, tilting can eliminate the first order flatness deviation.
WRB, IRB, and IRS can eliminate the secondary and the fourth order flatness deviations.
Elimination of the higher order flatness deviation requires segmented cooling [18]. The
control performance of each type of actuator can be reflected on the control efficiency
curve. The general segmented cooling of work rolls cannot be solved by formulas, and the
response speed is slow. It is often used to eliminate the remaining flatness deviation after
the adjustment of other actuators. Therefore, this paper only takes the influence of tilting,
WRB, IRB, and IRS into account.
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Figure 2. Flatness control system.

The basis of the flatness control is the control efficiency, which can effectively reflect
the control performance of the actuators on the flatness. Because of its simplicity and fast
calculation process, it can play a key role in a unit with a variety of control methods. The
control efficiency can be optimized by making full use of the rolling production process
data to obtain a more precise flatness control [19]. The control efficiency, described by the
following Formula (1), means the change of the flatness deviation caused by the change of
each unit of the actuator:

eff ij =
Δ f latij

ΔActj
(1)

where eff ij is the actuator efficiency of the jth actuator in the ith segment of the width
direction, ΔActj is the adjustment of the jth actuator and Δ f latij is the flatness change
caused by the jth actuator in the ith segment of the width direction.

The multi-variable optimal flatness control algorithm, based on control efficiency,
studies the effect of the actuator on the flatness deviation of each measurement section
in the width direction. The control amount of each actuator can be solved in connection
with the flatness deviation of each measurement section to get the optimal control for the
entire system. Therefore, as long as the control efficiency of the flatness is obtained, the
adjustment of each actuator under the optimal flatness control can be calculated using
Formula (2), to guarantee the minimum value of the performance index J.

J =
n

∑
i=1

[
Tar f lati −

(
m

∑
j=1

eff ij · ΔActj

)]2

(2)

Tar f lati is the target flatness deviation in the ith segment of the width direction, m is
the number of flatness control technologies, and n is the number of flatness measurement
channels in the width direction.

Among the required actuators, the response speed of the tilting is the fastest, which
mainly eliminates the asymmetric flatness deviation, so the control strategy mainly refers
to the control of the roll bending and roll shifting. Due to the large number of different
control methods, various control goals and the coupling effects of them, choosing either
the sequential or parallel calculation needs to be considered for adjustment in the flatness
control. The cold tandem rolling mill that provides the data source for this paper adopts
a sequential solution strategy, also known as a relay solution, which is based on the least
squares principle of the priority sequence table. The execution mechanism is calculated
hierarchically based on the sequence in the priority sequence table. The objective function
of an executive agency can be expressed as

Jj = (R f latij − ΔActj × eff ij)
2 (3)
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where Jj is the objective function of the jth actuator; R f latij is the remaining flatness
deviation after the adjustment of the first j − 1 actuators.

In order to minimize the objective function Jj, the partial derivative of the objective
function is calculated, as in Equation (4), to obtain the adjustment of the jth actuator.

∂Jj

∂eff j(x)
= 0 (4)

The priority is determined by the sensitivity of the actuator. Generally, it has the
sequence of WRB, IRB, and IRS. The sequential solution strategy makes the best use of the
actuators to eliminate the flatness deviation. When the front actuator cannot completely
eliminate the flatness deviation, the remaining flatness deviation is eliminated by the
latter actuator. Because this kind of control strategy calculates the control quantity of each
actuator in sequence, according to the artificially prescribed sequence, there is no unsolvable
situation. It successfully avoids the matrix solving process and the limit problem of the
actuator, which are not suitable for online and real-time use. From the above calculation
formula, it is obvious that accurate control efficiency is the core content of the flatness
closed-loop control system, which is different from the empirical method that has a long
update cycle and is not suitable for specific working conditions. The data-driven method
can dynamically obtain the flatness control functions of different steel specifications from
the data more accurately and with a greater flexibility, thereby the accuracy of the closed-
loop feedback control of the current steel specifications can be improved.

3. Establishment and Test of Noise Reduction Model

Using actual production data to establish a data-driven model for the intelligent
recognition of the flatness control efficiency can reflect the real performance of the flatness
control mechanism, and realize the adjustment of the control efficiency with the change of
working conditions. However, the data actually collected at the production site contains
noise, has a wide range of fluctuations, and thus the true situation of the data is obscured. It
is necessary first to extract meaningful flatness features to establish a data-driven intelligent
identification model of flatness control efficiency.

Wavelet transform is a time-frequency localization analysis method, in which the
wavelet window area is constant and the time and frequency domain window ranges are
variable. It solves the shortcoming of the short-time Fourier transform, which adopts a fixed
sliding window function and cannot change the time resolution. Wavelet transform uses a
short-time window when analyzing high-frequency signals and a long-time window when
analyzing low-frequency signals. This achieves the adaptive change of the time-frequency
window and has the abilities of local analysis and refinement.

The wavelet of continuous wavelet transform is a short-duration time function. Sup-
pose that ψ(t) is an integrable function and ψ(t) ∈ H2(R). ψ(t) is a basic wavelet or
wavelet mother function, if the Fourier transform satisfies:

Cψ =
∫ +∞

−∞

∣∣∣∣∧ψ(ω)

∣∣∣∣
2
w−1dω < ∞ (5)

By shifting and scaling the wavelet ψ(t), a set of wavelet basis functions
{

ψa,b(t)
}

can
be obtained:

ψa,b(t) = |a|− 1
2 ψ

(
t − b

a

)
(6)

where a, b ∈ R and a > 0. b is the translation factor indicating the position where the
function is translated along the t axis and a is the scale factor of a wavelet basis function.

For a signal f (t) ∈ L2(R), its continuous wavelet transform is:

Wf (a, b) =
〈

f , ψa,b
〉
= |a|− 1

2

∫
R

f (t)ψ
(

t − b
a

)
dt (7)
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where Wf (a, b) is the coefficient after wavelet transform of the signal f (t). Through the
inverse transform of Wf (a, b), we can obtain:

f (t) =
1

Cψ

∫
R+

∫
R

1
a2 Wf (a, b)ψ

t − b
a

dadb (8)

In practical applications, the wavelet transform needs to be discretized. Generally, the
scale factor and translation factor of the continuous wavelet transform are discretized. The
scale factor is a = aj

0 and the translation factor is b = kb0aj
0, j, k ∈ Z. The step value is a

fixed value other than 1, and usually a0 > 1, then the function can be written as

ψj,k(t) = a−
j
2

0 ψ

(
t − kb0aj

0

aj
0

)
= a−

j
2

0 ψ

⎛
⎝ +∞∫
−∞

a−j
0 t − kb0

⎞
⎠ (9)

The corresponding discrete wavelet transform can be written as

(
Wψ f

)
(a, b) =

〈
f , ψa,b

〉
= a−

j
2

+∞∫
−∞

f (t)ψ
(

a−j
0 t − kb0

)
dt (10)

Because the wavelet transform has the characteristics of multi-resolution, it can ef-
fectively remove the noise while preserving the characteristic information of the original
signal as much as possible. The formula for wavelet denoising is as follows:

s(n) = f (n) + σe(n) (11)

where s(n) is the actual noisy signal, f (n) is the effective signal, n is the sampling time, σ is
the noise intensity and e(n) is the noise component.

Wavelet denoising requires processes such as multi-layer decomposition of noisy
signals, threshold processing of wavelet coefficients, and reconstruction of the wavelet
inverse transform. The more decomposition layers of a noisy signal there are, the easier
it is to eliminate the noise signal, but the error is greater after reconstruction. So it is very
important to choose an appropriate number of decomposition layers. The appropriate
number of decomposition layers can be calculated using Formula (12):

max_level = log2

(
ldata/l f ilter

)
(12)

where max_level is the number of decomposition levels, ldata is the length of the data, and
l f ilter is the length of the filter.

The processing of the wavelet coefficient threshold is a key factor to improve the effect
of wavelet denoising. Common threshold functions include the hard threshold and the
soft threshold. Since the soft threshold function can shrink large coefficients, it can reduce
the discontinuity problems in the hard threshold noise reduction process. At the same
time, it has a good adaptability and an excellent noise reduction effect. Therefore, the soft
threshold function is selected in this paper as follows:

wλ =

{
[sgn(w)](|w| − λ) |w| ≥ λ

0 |w| < λ
(13)

where w is the wavelet coefficient, λ is the threshold, and wλ is the wavelet coefficient after
threshold processing.

From (13), it can be found that, how to choose an appropriate threshold is the key to
wavelet denoising. In order to obtain the optimal wavelet coefficients, this paper combines a
genetic algorithm to optimize the threshold. After the wavelet coefficients are decomposed
by the wavelet transform, the genetic algorithm is used to select an appropriate threshold,
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remove the noise in the high frequency, and retain the useful information. Then the wavelet
inverse transform is reconstructed to obtain the noise-reduced data. Figure 3 shows the
noise reduction process of GA-WT (Genetic Algorithm-Wavelet).

 

Figure 3. GA-WT noise reduction process.

To establish the GA-WT model, it is necessary to select an appropriate wavelet basis
function. In this paper, the db8 basis function is selected, and the number of decomposition
layers calculated by Formula (12) is six. The low-frequency wavelet coefficients are reserved,
and the optimal threshold is selected by the genetic algorithm for high-frequency wavelet
coefficients. The initial population of the genetic algorithm is 200, the crossover probability
is 0.8, the number of iterations is 50, and the mutation probability is 0.003.

In order to verify the performance of the model, a standard data set is established.
White noise is added to obtain simulation data. The commonly used EEMD (Ensemble
Empirical Mode Decomposition) noise reduction method, and the wavelet transform
method without genetic algorithm optimization, are compared with the GA-WT method
proposed in this paper. The Signal to Noise Ratio (SNR) and Root Mean Square Error
(RMSE) are used to measure the noise reduction performances of these three methods.
The SNR is defined as the ratio of the effective component of the reconstructed signal to
the noise. A larger ratio indicates a better noise reduction performance. The calculation
formula is:

SNR = 10lg

⎛
⎜⎜⎜⎝

N
∑

n=1
x2(n)

N
∑

n=1
[x(n)− y(n)]

2

⎞
⎟⎟⎟⎠ (14)

where y(n) is the original signal, x(n) is the signal after denoising, and N is the signal length.
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The RMSE reflects the similarity between the reconstructed signal and the original
signal. A smaller value of RMSE indicates that the reconstructed signal is closer to the
original signal. It is defined as:

RMSE =

√√√√√ N
∑

n=1
[x(n)− y(n)]

2

N
(15)

According to the GA-WT model, the appropriate wavelet basis function needs to be
selected firstly. This paper chooses the db8 basis function, and the number of decomposition
layers is 6, from Formula (12). The low frequency part is retained, and the genetic algorithm
is used to select the optimal soft threshold for the high frequency part. Figure 4 shows the
comparison of these three methods before and after denoising. It is obvious that these three
methods can basically restore the signal trend. In detail, the wavelet transform based on the
genetic algorithm performs better and reconstructs the original data more precisely. The
unoptimized wavelet transform and EEMD fluctuate greatly, and the noise is not removed
as much as possible. Even some valid information is deleted at the same time.

 

Figure 4. Comparison of the three methods.

The SNR comparison of these three methods is shown in Table 1. The SNR of GA-WT
is 18.98 db, which is higher than the 14.41 db of the unoptimized wavelet transform and
12.42 db of EEMD. At the same time, the RMSE of GA-WT is 0.39 IU. This is lower than
0.67 IU of the wavelet transform without optimization and 0.87 IU of EEMD. It shows that
the noise reduction performance of GA-WT is the best, so the GA-WT method is chosen in
this paper to reduce the noise of the measured flatness data.

Table 1. Comparison of the three methods.

Method SNR/db RMSE/IU

GA-WT 18.98 0.39
WT 14.41 0.67

EEMD 12.42 0.87
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4. Intelligent Recognition of Flatness Control Efficiency Based on Data-Driven Model

4.1. Data Preprocessing

Modern rolling mills are equipped with a variety of actuators with different control
capabilities. This paper mainly studies the control effects of tilting, WRB, IRB, and IRS. The
experimental data is the actual data produced by a 1420 mm UCM cold tandem rolling mill.
The steel grade is AQ0510B1, the strip width is 1150 mm, and the exit thickness is 0.8 mm. A
total of 1514 sampling points are selected in the stable stage of the rolling process, and each
sampling point includes variables such as 40 sections of flatness measurement data, rolling
force, tilting, roll bending force, and roll shifting, etc. After a preliminary observation of the
data, it is found that the width direction of the flatness fluctuates sharply, so it is difficult
to extract the effective flatness features. There exists noise in the rolling direction of each
signal channel, so GA-WT is adopted for each signal channel in the rolling direction of the
strip to obtain the flatness after noise reduction. The denoising flatness data of some certain
signal channels, such as the 29th channel, which is near the strip edge channel, and the
12th channel, which is near the strip center channel, are shown in Figure 5.

(a) Denoising effect of the 29th channel 

(b) Denoising effect of the 12th channel 

Figure 5. Denoising effect of certain signal channels.

After the noise reduction, the fluctuation of the flatness composed of all signal channels
in the width direction at the same time, is reduced. However, the flatness features are
still not obvious. In general, Legendre polynomials or Chebyshev polynomials are used
to describe the shape defects. The integral value of the even-degree polynomial of the
Chebyshev polynomial is not zero along the strip width direction, which cannot satisfy the
self-equilibrium condition of the residual stress of the strip [20]. The Legendre polynomial
can satisfy the self-equilibrium condition of the residual stress in the plate width direction.
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Therefore, it is necessary to perform Legendre orthogonal polynomial fitting on the flatness
in the width direction, which can be effective to extract the flatness features of the strip. Due
to the limitation of the control ability of the actuator, the fourth-order Legendre orthogonal
polynomial is used for fitting, which can remove the influence of higher-order terms. The
Legendre orthogonal polynomial is shown as:

y1 = ±x (16)

y2 = ±
(

3
2

x2 − 1
2

)
(17)

y3 = ±1
2

(
5x3 − 3x

)
(18)

y4 = ±1
8

(
35x4 − 30x2 + 3

)
(19)

where x is the sampling points in the width direction of the strip, y1 is the first order
flatness, y2 is the second order flatness, y3 is the third order flatness, and y4 is the fourth
order flatness.

Figure 6 shows that the original signal width direction is severely oscillating, which
masks the characteristics of the flatness shape. After longitudinal denoising, the oscil-
lation amplitude is weakened, but there are still fluctuations. Then after the Legendre
orthogonal polynomial fitting, the data transition is smoother, in line with the current
control performance of the actuator. At the same time, the influence of the high-order shape
deviation is excluded, so the flatness control efficiency can be calculated by a Legendre
orthogonal polynomial.

Figure 6. Comparison of the three flatnesses.

4.2. Optimization Method

Gradient descent is one of the most commonly used methods to optimize model
parameters, and Adam is an optimization method that can be used to improve the gradient
descent method. The Adam algorithm has a fast calculation speed, uses the momentum
method to select the optimization direction, and uses the RMSProp algorithm to select the
learning rate [21]. With the idea of moment estimation, the Adam optimization algorithm
dynamically adjusts the learning rate by modifying the first-order and second-order mo-
ment estimation of the gradient. The Adam algorithm calculates the current time gradient
as follows:

gt = ∇J(w) (20)

where J(w) is the objective function to be optimized.
The first moment estimation at the current moment is shown as follows:

Mt = β1 · Mt−1 + (1 − β1) · gt (21)
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where t is the time step, Mt−1 is the first moment estimate at the previous moment, and
β1 ∈ [0, 1) is the hyperparameter, which is the exponential decay rate of the instanta-
neous estimation.

The second moment at the current moment is estimated as follows:

Vt = β2 · Vt−1 + (1 − β2) · gt
2 (22)

where Vt−1 is the second moment estimate at the previous moment and β2 ∈ [0, 1) is the
hyperparameter, which is the exponential decay rate of the instantaneous estimation.

The second-order moment estimation is actually calculated according to the average
value of the exponential movement. The second-order moment estimation is initialized
to a 0 vector, that is, at the beginning of the iteration, Vt is close to 0, which requires the
estimation of the second-order moment. The moment uses the exponentially averaged
original moment of the gradient squared at the decay rate β2, that is, the centerless variance.
Let g1, g2 . . . , gt be the gradient of the subsequent time steps, then Equation (22) can be
written as:

Vt = (1 − β2)
t

∑
i=1

βt−i
2 · gi

2 (23)

Then the relationship between the expected value E[Vt] of the second-order moment
estimation at the time step and the expected value of the second-order moment E

[
g2

t
]

is
the expectation on both sides of Equation (23):

E[Vt] = E

[
(1 − β2)

t
∑

i=1
βt−i

2 · gi
2
]

= E
[
g2

t
] · (1 − β2)

t
∑

i=1
βt−i

2 + ζ

= E
[
g2

t
] · (1 − β2

t) + ζ

(24)

When the true second-order moment E
[
g2

t
]

is a constant value, ζ is 0. Otherwise, the
exponential decay rate β2 is usually selected by adding the past moment to the current
moment gradient with a small weight, so ζ is a minimum value. In the case of sparse
gradients, in order to reliably estimate the second moment, it is necessary to choose a
smaller β2 to average many gradients. Since β2 is small, the lack of an initialization bias
correction will lead to a much larger initial step size.

Then the deviation correction of the second-order moment estimation Vt is shown
as follows:

V̂t =
Vt

1 − βt
2

(25)

In the same way, the deviation correction of the first-order moment estimation Mt is
shown in Equation (26):

M̂t =
Mt

1 − βt
1

(26)

Update the control amount by Formula (27):

wt = wt−1 − η
M̂t

sqr(V̂t) + ε
(27)

where η ∈ (0, 1] is the learning rate and ε is a very small constant to avoid the situation
where the second moment estimation Vt is zero during the calculation process.

93



Electronics 2023, 12, 875

4.3. Intelligent Recognition of Flatness Control Efficiency

The objective function that defines the intelligent recognition of the flatness control
efficiency is shown in Equation (28):

J(w) =

n
∑

i=1
(Tar f lati −

4
∑

j=1
ΔActj · effij)

2

2n
(28)

In order to minimize the objective function J(w), calculate its gradient at the current position:

gt =
∂J(w)

∂ΔAct
= −

⎡
⎢⎢⎣

w1
w2
w3
w4

⎤
⎥⎥⎦ · (Tar f lat − 4

∑
j=1

ΔActj · effj)
T

n
(29)

where w1, w2, w3, w4 are respectively the adjustment amounts of tilting, WRB, IRB, and IRS.
Figure 7 shows the results using the Adam algorithm and the empirical method. The

results of the two methods both show that the tilting has the adjustment ability of the
asymmetric term; and the work roll bending roll, the middle roll bending roll, and the
middle roll shifting roll have the adjustment ability of the symmetric term.

 

(a) Control efficiency of tilting (b) Control efficiency of WRB 

 

(c) Control efficiency of IRB (d) Control efficiency of IRS 

Figure 7. Comparison of the two control efficiencies.

Substituting the control efficiency of the two methods into the control system, calculate
the flatness residual after flatness control and defines the MSE of the flatness residual as
shown in Equation (30):

MSE =

m
∑

k=1

⎛
⎜⎜⎝

n
∑

i=1

(
Tar f lati−

4
∑

j=1
wj ·effij

)2

n

⎞
⎟⎟⎠

m
(30)
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where m is the number of sampling points with length, n is the number of flatness meter
sensors in the width direction, and the other parameters remain unchanged.

The flatness residuals obtained by the two methods are shown in Figure 8. It can be
seen that the flatness residuals calculated by the two methods are very small, especially,
the control efficiency of Adam’s method has smaller flatness residuals at certain sampling
points. The MSEs of the flatness residuals are shown in Table 2. It can be seen that the MSE
of the flatness deviation calculated by the control efficiency of the Adam algorithm is 0.035,
and the MSE of the flatness deviation calculated by the control efficiency of the empirical
method is 0.037. The MSE of the proposed method is reduced by 5.4% compared to the
empirical method, so the regulation effect based on the Adam algorithm is more accurate.

(a) Error under Adam method 

(b) Error under the empirical method 

Figure 8. Error under the two methods.

Table 2. MSE under the two methods.

Method MSE

Adam 0.035
Empirical 0.037

5. Conclusions

(1) This paper employs a GA-WT denoising method to deal with the large measure-
ment noise in each signal channel of the flatness meter. Compared with the unprocessed
wavelet transform, the SNR of GA-WT is increased by 31.7% and the RMSE is reduced by
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41.8%. Compared with EEMD, the SNR of GA-WT is increased by 52.8% and the RMSE is
reduced by 55.2%.

(2) GA-WT is used to perform longitudinal denoising in the strip length direction for
each signal channel of the flatness meter. Legendre orthogonal polynomial fitting is used
on all the flatness signal channels in the width direction, after longitudinal denoising. The
method proposed can extract the flatness features, and reflect the real flatness, which can
be controlled by the flatness control actuators.

(3) Based on the processed flatness data and the adjustment of the actuator, compared
with the empirical method, the control efficiency calculated by the Adam algorithm is
0.035. This is 5.4% lower than the empirical method, which indicates that the GA-WT-
Legendre-Adam method can effectively extract flatness features and obtain a more accurate
control efficiency.

(4) Production data is characterized by high noise and low quality. In the future, noise
reduction and calculation accuracies will be improved further by improving the quality of
the actual production data.
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Abstract: The battery thermal management system plays an important role in the safe operation
of a lithium-ion battery system. In this paper, a novel liquid cooling plate with mini-channels is
proposed and is improved with disturbance structures. First, an accurate battery heat generation
model is established and verified by experiments. The error is less than 4%, indicating the heat
generation power is reliable. Then, five designs are proposed first to determine the suitable number
of disturbance structures, and plan 3 with five disturbance structures shows a satisfying performance
in heat dissipation and flow field. Moreover, four layout plans are proposed, namely uniform,
interlaced, thinning, and gradually denser distribution. Results show that plan 5 (uniform) achieves
the best performance: the maximum average temperature is 36.33 ◦C and the maximum average
temperature difference is 0.16 ◦C. At last, the orthogonal experiment and range analysis are adopted
to optimize the structure parameters. Results show that the best combination is space between
adjacent disturbance structures d1 = 20 mm, length d2 = 5 mm, width d3 = 1.5 mm, and tilt angle
β = 60◦.

Keywords: lithium-ion battery; thermal management; liquid cooling; mini-channel; disturbance structure

1. Introduction

With the rapid development of transportation electrification, lithium-ion batteries are
considered an ideal power source because of their high energy density, low self-discharge
rate, and long life [1]. However, lithium-ion batteries have unavoidable defects and need
to be operated in a suitable but narrow temperature interval [2]. The best temperature
range for lithium-ion batteries is 25–40 ◦C [3]. During the charging and discharging process,
lithium-ion batteries generate a lot of heat, the available energy will be limited, and the
battery life will decrease more quickly if the temperature is beyond the range [4]. In
addition, hundreds and even thousands of batteries are connected in parallel and series to
form the battery systems in practical electric vehicles [5]. According to existing research
and engineering experience, the temperature difference of all the batteries in the system
should be kept below 5 ◦C to maintain a stable and safe operation [6]. Therefore, an efficient
battery thermal management system (BTMS) is necessary for the battery system to maintain
the temperature in the suitable range.

There are many different ways to classify the battery thermal management systems.
According to whether external energy is consumed, the BTMSs can be divided into three
categories, namely active, passive, and hybrid [7–9]. Another common way is based on
the type of cooling medium, and the BTMSs can be divided into five categories, namely air
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cooling, liquid cooling, phase change material (PCM), heat pipe, and hybrid cooling [10–14].
A structural ventilation path or a few fans are used in air cooling and the design is simple.
This cooling way is widely used in the early time and small battery systems for its energy
efficiency, low cost, and long-lasting reliability and durability [15]. Saw et al. [16] utilized
the CFD method to analyze the air cooling of a battery pack comprising 38,120 cells. The
simulation results demonstrate that an increase in the cooling airflow rate will increase
the heat transfer coefficient and pressure drop. Chen et al. [17] proposed an improved air
cooling design with Z-type flow and adjustable battery pacing. Results show that the new
design achieved better heat dissipation. Although air cooling has many advantages, it
cannot meet the increasing demand for heat dissipation due to the low thermal conductivity
of air [18]. The BTMS based on PCM dissipates heat by storing the energy with the latent
heat. When the temperature increases, the PCM receives heat, and the state changes. When
the temperature decreases to the phase change point, heat is released again and the material
returns to the original state again [19,20]. In recent years, PCM cooling has been of great
interest due to its significant cooling performance. Huang et al. [21] proposed a novel
composite PCM to serve BTMSs. Results show that the material can reduce the contact
thermal resistance and improve the cooling performance. Luo et al. [22] proposed a new
PCM consisting of paraffin with dual-phase transition ranges, expanded graphite, and
epoxy resin. Results show that the PCM can achieve great cooling performance under
a 4C discharging rate. However, a significant problem is that a large amount of PCM is
needed to achieve the ideal heat dissipation performance, which adds too much weight to
the battery system and makes the energy density drop a lot. In addition, leakage cannot be
avoided when the PCM changes to the liquid state. Heat pipes essentially use the phase
change of materials to dissipate heat as well [23,24]. Due to the outstanding heat transfer
performance, heat pipes with PCM are commonly studied for BTMSs, and this combination
provides better heat dissipation performance than the above several ways [25]. However,
the complex structure, high cost, and low energy density are still inevitable problems
limiting its application in electric vehicles.

Compared to the above several cooling ways, liquid cooling has many advantages,
such as high heat dissipation performance, high engineering applicability, and high energy
density [26]. By adding tubes or cooling plates around the batteries, the coolant is driven
by pumps and flows along the paths to dissipate the heat [27,28]. In addition, another form
of liquid cooling is submerging the batteries directly in the coolant, and this way can signif-
icantly improve power consumption and temperature uniformity [29,30]. However, direct
liquid cooling needs complex sealing structures, and its reliability is hard to maintain in real
applications. Therefore, much attention is paid to indirect liquid cooling. Zhou et al. [31]
designed a cold plate with half-helical ducts and compared its performance with the jacket
liquid cooling. Results show that half-helical ducts are more efficient. Rao et al. [32] pro-
posed a novel form of liquid cooling in which the contact surface is variable. Results show
that the maximum temperature of the battery can be efficiently controlled under 40 ◦C.
Shang et al. [33] proposed a novel liquid-cooled BTMS with changing contact surface to
improve the heat dissipation performance. Results show that the battery temperature
is proportional to the inlet temperature. Under the requirement of the increased energy
density of the battery system, more attention has been paid to liquid cooling plates with
mini-channels due to their tight size, high heat transfer efficiency, and low weight [34,35].
S. Panchala et al. [36,37] developed a new CFD model to research the heat flow field of a
mini-channel liquid cooling plate; they investigated the temperature and velocity distribu-
tion of liquid-cooled LiFePO4 thermal management and revealed that increasing the battery
charge–discharge rate will cause the battery temperature to rise rapidly. Huang et al. [38]
applied the streamlined concept to the design of the micro-channels, and they found
that the streamlined structure can reduce flow resistance and strengthen heat dissipation.
Liu et al. [39] researched the effect of different types of coolant on the cooling efficiency
of a micro-channel liquid cooling plate, and the results showed that water achieved the
best cooling effect; then, nanofluids were added to the water, and the authors found that

100



Electronics 2023, 12, 832

nanoparticle addition can relieve the temperature rise of the battery. According to the
existing research, improving the flow field of the mini-channel is an effective way, but
most research focuses on the channel shape design. Improving the flow state within the
original channel is still an effective way. Contributions of this paper can be shown in the
following aspects:

1. Novel mini-channel design with disturbance structure: A novel mini-channel liquid
cooling plate with is proposed with improved disturbance structures. High heat
dissipation and temperature uniformity are achieved based on the BTMS.

2. Efficient mini-channel structure optimization method: Orthogonal experiment de-
sign especially for the disturbance structure is proposed to improve the designing
process significantly.

2. Battery Heating Generation Power Experiment

2.1. Battery Property

In this paper, a commercial 40 Ah lithium-ion battery is selected. The heating genera-
tion power of the battery is obtained based on the simulation first, and then experiments
are conducted to verify the simulation results. The battery properties are provided by the
manufacturer, as shown in Table 1.

Table 1. Battery properties.

Content Parameter

Battery type NCM
Nominal capacity 40 Ah
Nominal voltage 3.6 V

Weight 825 g ± 10 g
Size 28 mm× 148 mm × 93 mm

DC internal resistance ≤2.0 mΩ
AC internal resistance ≤1.0 mΩ

Density 2140 kg/m3

Thermal conductivity
λx = 1.5 W/(m·K)
λy = 20.6 W/(m·K)
λz = 20.6 W/(m·K)

Heat capacity 1030 J/(kg·K)

2.2. Battery Model and Verification

In the charging and discharging process of lithium-ion batteries, heat is generated
along with the internal electrochemical reactions. The heat can be divided into four parts,
namely reaction heat, polarization heat, Joule heat, and heat of side reaction [17]. The
expression is shown as Equation (1).

Q = Qr + Qp + Qj + Qs (1)

where Qr means reaction heat, Qp means polarization heat, Qj means Joule heat, and
Qz means the heat of side reaction. In addition, the battery temperature will not exceed
50 ◦C, so the reaction heat takes a very small part and side reactions will not happen
under the temperature. Therefore, the heating generation expression can be simplified as
Equation (2).

Q = Qj + Qp = I2R = I2(Rj + Rp)t (2)

where Rj means Joule resistance, Rp means polarization resistance, t means reaction time,
and I means current.

101



Electronics 2023, 12, 832

Based on the above analysis, the Bernardi battery model is adopted in the simulation,
and its expression is shown in Equation (3) [29].

P = I
[
(Uoc − U) + T

∂Uoc

∂T

]
(3)

where P means the battery heating generation power, Uoc means the battery open circuit
voltage, U means the terminal voltage, T is the battery temperature, and I is the charging
and discharging current.

To verify the accuracy of the battery model, the temperature rise experiment was
conducted. Two PT100 temperature sensors were mounted on the side faces of the battery
as shown in Figure 1. The battery temperature during the discharging process at 1 C,
2 C, and 3 C is assumed as the average value of the two sensors. Figure 2 shows the
simulation and experiment results; it can be seen that the temperature rising rate and the
maximum temperature increase obviously with the increase in the discharging rate. In
addition, the simulation temperature is a little higher than that in the experiment because
the heat exchange between the battery and ambient air cannot be avoided completely in
the experiment like the setup in the simulation. The maximum temperature difference
between the simulation and experiment is 0.38 ◦C, 0.95 ◦C, and 2.08 ◦C at 1 C, 2 C, and 3 C,
respectively. The error is less than 4%, indicating that the model is accurate. In addition, the
heating generation power is calculated according to Equation (4) based on the experimental
results, as shown in Table 2.

P =
Qt

t
=

cmΔT
t

(4)

where Qt means the heat generated by the battery, c means the heat capacity of the battery,
m means battery weight, ΔT means temperature rise in the discharging process, and t
means the discharging time.

Table 2. Heating generation power of 40 Ah battery at different discharge rates.

Discharging Rate 1 C 2 C 3 C

Time (s) 3600 1800 1200
Heating generation power (W) 3.24 11.48 22.18

 
Figure 1. Experiment setup.
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Figure 2. Battery model verification.

2.3. System Model

In practice, battery packs usually contain batteries, heat dissipation components,
mechanical components, and control modules. However, the heat exchange mainly occurs
between the heat dissipation components and the battery, and the influence of the remaining
components is small. In order to optimize the computational performance, a battery module
model consisting of 12 batteries and 6 mini-channel liquid cooling plates was built for
analysis in this study, as shown in Figure 3. The batteries are numbered from 1 to 12. In
addition, thermal conductive sheets are set between adjective batteries and mini-channel
liquid cooling plates to decrease the contact thermal resistance. The thickness is 2 mm and
the thermal conductivity is 2 W × K−1 × m−1. In the primary design, 2 parallel 3 tandem
flow channels are used; the width is 7.6 mm and the height is 2 mm for one flow channel.
In addition, the material of the plate is set as aluminum in all the simulations, and the
properties are the defaults in the software. The other structural parameters are shown in
Figure 3 as well.

In practical engineering applications, adding disturbance design to change the original
velocity field of the fluid to make a sudden change in the flow direction and produce
secondary flow, or adding fins, manifolds, and other microstructures on the flow channel
to change the fluid boundary layer and flow state, can improve the heat dissipation perfor-
mance without generating additional energy consumption. In this paper, the disturbance
structure is applied to the design of the mini-channel liquid cooling plate, as shown in
Figure 4. The structure parameters include the number of the disturbance structure within
a single channel N, the spacing between two adjacent disturbance structures d1, the length
of one disturbance structure d2, the width of one disturbance structure as well as the depth
of the cavity d3, and the tilt angle of the cavity β.
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Figure 3. Design of the mini-channel liquid-cooling battery module.

Figure 4. Design of the disturbance structure.

2.4. Computational Fluid Control Model

For the proposed mini-channel liquid cooling battery module, the flow and heat
transfer process meet the conservation of mass, momentum, and energy equations [21].
The detailed expressions are as follows:

Mass conservation equation:

∂ρ

∂t
+ div(ρu) = 0 (5)

where ρ means density, u means velocity vector, and t means time.
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Momentum conservation equation:

∂(ρux)

∂t
+ div(ρuxu) = div(μgradux)− ∂p

∂x
+ Rx (6)

∂(ρuy)

∂t
+ div(ρuyu) = div(μgraduy)− ∂p

∂y
+ Ry (7)

∂(ρuz)

∂t
+ div(ρuzu) = div(μgraduz)− ∂p

∂z
+ Rz (8)

where μ denotes dynamic viscosity; ux, uy, and uz denote the components of u in x, y,
and z directions; p denotes pressure on the computational domain; Rx, Ry, and Rz denote
generalized source terms.

Energy conservation equation:

∂(ρT)
∂t

+ div(ρuT) = div(
λ

C
gradT) + RT (9)

where λ denotes thermal conductivity, C denotes specific heat capacity, and RT denotes
heat source.

Mathematical formula of battery temperature field:

ρc
∂T
∂t

= λx
∂2T
∂x2 + λy

∂2T
∂y2 + λz

∂2T
∂z2 + q (10)

where q means heat generation per unit volume of battery and λx, λy, and λz denote the
thermal conductivity in x, y, and z directions, respectively.

Turbulence equation:
Turbulent flow phenomena exist in nature and in various engineering fields. Convec-

tive heat transfer during turbulent flow is a common method of heat transfer in engineering.
Applying the standard model is currently the main method for solving the flow and heat
transfer [26,27]. In this paper, the turbulence is considered according to Equation (11).

ρ
∂k
∂t

+ ρuj
∂k
∂xj

=
∂

∂xj

[(
η +

ηt

σk

)
∂k
∂xj

]
+ ηt

∂ui
∂xj

(
∂ui
∂xj

+
∂uj

∂xi

)
− ρε (11)

where ε is the dissipation rate, and its control equation is shown as follows:

ρ
∂ε

∂t
+ ρuk

∂ε

∂xk
=

∂

∂xk

[(
η +

ηt

σε

)
∂ε

∂xk

]
+

c1

k
ηt

∂ui
∂xj

(
∂ui
∂xj

+
∂uj

∂xi

)
− c2ρ

ε2

k
(12)

2.5. Boundary Condition

The flow of the coolant fluid in the entire computational domain is set as a steady-
state, steady incompressible turbulent flow; all walls are considered hydraulically smooth.
K-epsilon standard turbulence equation and standard wall function are used in simulation
calculation; the non-coupling implicit algorithm, second-order solution accuracy, and the
energy equation are selected as well. Stop criteria are the maximum number of internal
iteration steps and maximum physical time.

In addition, the heating generation power of batteries at different discharging rates has
been determined by experiments. The volume flow inlet boundary condition is considered,
and the value is set as 6 L/min; the pressure outlet boundary condition is considered,
and the pressure value is standard atmospheric pressure. The ambient temperature is set
as 27 ◦C. The heat exchange between the batteries and the air is considered according to
Newton’s law of cooling, and the expression is shown in Equation (13).
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Qe = hA(Tb − Ta) (13)

where Qe means the exchanged heat, h is the heat transfer coefficient, A means the surface
area of the batteries, Tb means the battery temperature, and Ta means ambient temperature.

2.6. Grid independence Validation

In this paper, the hexahedral mesh is used for mesh construction in the simulation.
To ensure computation accuracy, mesh densification is used for the fluid area, and the
basic size is 0.2 mm. Shapes of the cooling plate and thermal conductive sheets are simple
and regular, which have low requirements for the density of the grid, so larger grids can
be used. The basic size is 1 mm. In order to ensure the accuracy of the calculation, the
grid independence validation of the numerical model is conducted. Figure 5 shows the
simulation results of the highest temperature and maximum temperature difference of the
battery module under a 1 C discharging rate with different grid numbers. It can be seen
that when the number of grids exceeds 8.4 × 105, the calculation results tend to be stable,
which means that the simulation results are not affected by the number of grids. Therefore,
the mesh number of 8.4 × 105 is adopted.

 
Figure 5. Grid dependency test.

3. The Influence of Disturbance Structure Arrangement on Enhanced Heat
Transfer Performance

3.1. Influence of Disturbance Structure Number

In the liquid-cooled battery thermal management system, the coolant needs to be
driven by an onboard water pump to circulate the flow, which requires additional system
energy consumption and has an impact on the range of the whole vehicle. The pressure drop
and friction factor in the flow channel are the main factors affecting energy consumption,
and a larger pressure drop and friction factor indicate a higher pump power required The
friction factor is the group of uncaused times when the fluid flows in the flow channel, and
its expression is given in Equation (14).

f =
ΔP

ρu2

2 ∗ L
dH

(14)
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where f means the friction factor; ΔP is the pressure drop of the fluid in the channel, Pa; u is
the fluid flow rate, m/s; L is the length of the channel, m; and dH is the hydraulic diameter
of the flow section, m.

According to the heat transfer theory, it is known that the increase in heat transfer
area can enhance heat transfer efficiency. Adding the disturbance structure inside the
mini-channel can change the flow state and increase the contact area with the coolant,
which promotes the rapid heat transfer between the coolant and the mini-channel cooling
plate. However, the disturbance structure also causes external pressure loss and frictional
resistance. In order to study the influence of disturbance structure number, five design
plans are compared, as shown in Figure 6. The plans include one, three, five, and seven
disturbance structures. The original plan has none. The structure parameters of the
disturbance in different plans are all length (mm) × width (mm) × height (mm) × tilt
angle = 4 × 2 × 2 × 45◦. In addition, the simulation conditions are all set as discharging
at 3 C.

Figure 6. Different numbers of disturbance structures.

The average temperature distribution of the 12 batteries in the module at a 3 C
discharge rate is shown in Figure 7. The average temperature of each battery decreases after
disturbance structures are added to the mini-channel, and the decreasing trend increases
when the disturbance structure number increases. When there are seven disturbance
structures, the highest battery temperature is 36.18 ◦C, which is 0.63 ◦C lower than the
initial plan, and the most obvious improvement in heat dissipation is achieved at this
time. In addition, the addition of disturbance structures obviously changes the average
temperature distribution of the batteries in the module. In the initial plan (no disturbance
structure), the highest temperature occurs at the #4 battery, and the module temperature
distribution shows the pattern of the temperature of the front batteries being higher than
that of the back batteries. However, the temperature difference trend decreases a little when
disturbance structures are added, and the temperature of all batteries decreases obviously
when the number increases.

In addition to the average temperature of each battery, the maximum temperature of
each battery is also monitored in the simulation. Figure 8 shows the maximum temperature
and temperature difference of the battery module under different numbers of disturbances.
With the addition of the disturbance structure, the maximum temperature and temperature
difference both show a significant decrease compared to the initial plan. The lowest value
appears when there are seven disturbance structures: the maximum temperature is 39.51 ◦C
and the maximum temperature difference is 11.38 ◦C. Compared to the initial plan, the
two values decrease by 0.75 ◦C and 0.41 ◦C, respectively. The phenomenon indicates that
the flow field inside the mini-channel changes and the heat transfer is enhanced obviously,
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which further improves the temperature rise and uniformity. Figure 9 shows the effect
of different numbers of disturbance structures on the performance of the flow channel.
It can be seen that disturbance structures increase the pressure drop and friction factor.
The increase is small when the number of the disturbance structures increases from zero
to five, but when the number of disturbance structures increases from five to seven, the
pressure drop and friction factor are 7445.76 Pa and 1.25, which increase 14% and 31%,
respectively, which indicates that the energy consumption is obvious. Considering the heat
dissipation performance and energy consumption, plan 3 (five disturbance structures in
the mini-channel) is adopted in the following analysis.

 
Figure 7. Battery temperature under different numbers of disturbance structures.

 

Figure 8. Module temperature under different numbers of disturbance structures.
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Figure 9. Channel performance under different numbers of disturbance structures.

3.2. Influence of Disturbance Structure Layout

Different distributions of the disturbance structures within the flow channel also affect
the flow field of the coolant, which may improve the heat dissipation and the flow channel
performance. Based on plan 3, four different distribution plans, numbered 5 to 8, are
designed as shown in Figure 10. Plan 5 means the uniform distribution, plan 6 means the
interlaced distribution, plan 7 means the gradually thinning distribution, and plan 8 means
the gradually denser distribution. The structure parameters of the disturbance struc-
ture are the same as the initial value, and the simulation condition is still under the 3 C
discharging rate.

Figure 10. Different distributions of disturbance structures.

The effect of different distributions of the disturbance structures in the mini-channel
on the average temperature of each battery is shown in Figure 11. The average temperature
distribution of each battery is basically the same in the four plans, in which the average
temperature of each battery is almost the lowest in plan 5 and is the highest in plan 8,
which indicates the best and worst heat dissipation performance. In plan 5, the average
temperature of battery #7 is the highest at 36.33 ◦C, and that of battery #4 is the lowest at
36.17 ◦C. The maximum average temperature difference is 0.16 ◦C, which indicates that the
thermal balance performance is significant.
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Figure 11. Average cell temperature under different distributions.

Figure 12 shows the maximum temperature and the maximum temperature differ-
ence under different distributions of disturbance structures. From the figure, it can be
seen that the maximum temperature of the battery module in plan 5 is 36.68 ◦C, and the
maximum temperature difference of the module in the remaining three plans is smaller
but significantly higher than that of plan 5 (11.44 ◦C), which indicates that plan 5 has
a greater advantage in temperature control. Figure 13 shows the influences of different
distribution plans on the channel performance. The pressure drop and friction factor
inside the mini-channel of plan 6 are the largest among the four plans, reaching 6743.98 Pa
and 0.98, respectively, which indicates that the flow resistance is large and the operating
power consumption of the pump is high. The difference in pressure drop between plan 5
and plan 7 is small; both are significantly lower than the remaining two plans, and while
comparing the friction factors of the two plans, it can be seen that the friction factor of
the mini-channel in the form of uniform distribution is 0.95, which is a larger decrease
compared to plan 7. Therefore, the best performance of enhanced heat transfer within the
mini-channel is achieved when five pieces of disturbance structures are uniformly dis-
tributed in each flow channel, and the following analysis of disturbance structure parameter
optimization is carried out on this basis.

 

Figure 12. Module temperature under different distribution plans.
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Figure 13. Channel performance under different distribution plans.

The coolant flow traces inside the mini-channel in the form of uniform distribution
in plan 5 are shown in Figure 14. The coolant flow rate is relatively evenly distributed,
with an average flow rate of about 0.8 m/s. As can be seen from the figure, the existence
of the disturbance structure changes the original uniform flow field distribution. The
flow velocity is relatively stable before the disturbance structure. However, after flowing
through the disturbance structure, the growth of the fluid boundary layer is promoted,
a new boundary layer is continuously generated in the middle region of the fluid, and
even low-speed secondary flow and reflux will appear in the local region; the coolant is
continuously disturbed and guided to the cavities on both sides, and the flow state of the
fluid is abruptly changed so that its flow is constantly close to the wall of the flow chan-
nel, which increases the turbulence and accordingly enhances convective heat transfer in
the mini-channel.

Figure 14. Fluid trace inside mini-channel in plan 5.

Figure 15 shows the change in the velocity vector of the coolant before and after
flowing through the disturbance structure. When approaching the disturbance structure,
the middle region of the fluid already starts to flow to both sides of the flow channel and
creates a new boundary layer in the middle region. When reaching the middle region
of the disturbance structure, the flow of fluid to both sides becomes more intense, and
there is even backflow and secondary flow on both sides of the wall of the disturbed fluid.
After passing through the disturbance structure, the fluids on both sides converge to the
middle region again, and the boundary layer in the middle region gradually disappears.
The process repeats at each disturbance structure, which promotes heat exchange with the
wall during the lateral flow, thus enhancing the heat dissipation performance.
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Figure 15. Cross-sectional view of flow velocity at different locations.

4. Parameter Optimization of the Disturbance Structure

4.1. Orthogonal Experiment Design

Changing the parameters of the disturbance structure will directly affect the heat
dissipation performance of the mini-channel liquid cooling plate, and the processes of
reconstructing the finite element model and conducting numerical simulation will be re-
peated many times if the parameters are changed one by one. This way may be overly
demanding in terms of computation resources and time. In order to improve computa-
tional efficiency, the orthogonal test method is used to design the parameter optimization
process [30]. Based on plan 5, the design parameters of the disturbance structure include
space between adjacent disturbance structures d1, length d2, width d3, and tilt angle β.
The factors and levels for this orthogonal experiment are shown in Table 3.

Table 3. Experimental factors and levels.

Level
Factor

d1 (mm) d2 (mm) d3 (mm) β (◦)

L1 14 3 1.5 15
L2 16 4 2 30
L3 18 5 2.5 45
L4 20 6 3 60

According to the test factors and levels in Table 3, the L16 (44) orthogonal test table was
designed to carry out the orthogonal analysis. Adjacent disturbance structures d1, length
d2, width d3, and tilt angle β were selected as the factors. The maximum temperature
Tmax, maximum temperature difference Tdiff, and friction factor f were selected as the
evaluation indexes of the heat dissipation performance. Numerical simulations were
conducted for each scheme under the same conditions: 3 C discharging rate, 25 ◦C the
coolant inlet temperature, and 400 L/h coolant flow rate. The detailed scheme of the
orthogonal experiment and results are shown in Table 4.
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Table 4. Orthogonal test and simulation results.

Number
Factor Evaluation Index

d1 (mm) d2 (mm) d3 (mm) β (◦) Tmax (◦C) Tdiff (◦C) f

1 L1 (14) L1 (3) L1 (1.5) L1 (15) 39.8433 11.4737 1.0430

2 L1 (14) L2 (4) L2 (2) L2 (30) 39.8168 11.5788 1.1270

3 L1 (14) L3 (5) L3 (2.5) L3 (45) 39.7650 11.5139 1.0949

4 L1 (14) L4 (6) L4 (3) L4 (60) 39.7281 11.5574 0.9870

5 L2 (16) L1 (3) L2 (2) L3 (45) 39.8034 11.4672 1.0533

6 L2 (16) L2 (4) L1 (1.5) L4 (60) 39.7154 11.4105 0.9154

7 L2 (16) L3 (5) L4 (3) L1 (15) 39.6499 11.5349 1.6825

8 L2 (16) L4 (6) L3 (2.5) L2 (30) 39.7101 11.5225 1.2705

9 L3 (18) L1 (3) L3 (2.5) L4 (60) 39.6481 11.4087 0.9787

10 L3 (18) L2 (4) L4 (3) L3 (45) 39.7109 11.4318 1.1623

11 L3 (18) L3 (5) L1 (1.5) L2 (30) 39.7883 11.4652 1.0405

12 L3 (18) L4 (6) L2 (2) L1 (15) 39.7728 11.4790 1.2455

13 L4 (20) L1 (3) L4 (3) L2 (30) 39.6904 11.4237 1.4371

14 L4 (20) L2 (4) L3 (2.5) L1 (15) 39.7117 11.4396 1.3585

15 L4 (20) L3 (5) L2 (2) L4 (60) 39.6155 11.3776 0.9546

16 L4 (20) L4 (6) L1 (1.5) L3 (45) 39.6868 11.4347 0.9958

4.2. Range Analysis of Orthogonal Experiment Results

The range analysis method includes two steps of calculation and judgment. From the
orthogonal test simulation results in Table 4, the sum of the factors Ki in each column can
be calculated, and thus the average value ki of Ki can be calculated as well. Based on the
average value ki, the range value of each factor for the evaluation indexes can be obtained
according to Equation (15).

Rj = max{k1, k2, k3, k4} − min{k1, k2, k3, k4} (15)

Therefore, the sensitivity of each structural parameter of the disturbance structure
to different evaluation indexes can be visualized by the range value R derived from the
orthogonal experiment. A larger R value indicates a greater sensitivity, i.e., a greater
influence of the factor on the evaluation index. The results of the range analysis are shown
in Table 5.

According to the results in Table 5, the sensitivity of each structural parameter of the
disturbance structure is in the order of d1 > β > d3 > d2 for the evaluation index maximum
temperature, and the detailed values are d1 = 20 mm, d2 = 5 mm, d3 = 3 mm, and β = 60◦;
for the maximum temperature difference, the order is d1 > β > d2 > d3, and the detailed
values are d1 = 20 mm, d2 = 3 mm, d3 = 1.5 mm, and β = 60◦; for the friction factor, the
order is β > d3 > d1 > d2, and the detailed values are d1 = 14 mm, d2 = 6 mm, d3 = 1.5 mm,
and β = 60◦.

With d1 as the horizontal coordinate and k as the vertical coordinate, the trend of the
influence of the disturbance structure spacing on each evaluation index can be obtained,
as shown in Figure 16. The maximum temperature difference of the battery module
gradually decreases as the spacing of the disturbance structure increases, because the larger
spacing indicates that the disturbance structure is more uniformly distributed inside the
mini-channel, and the plate can evenly dissipate the heat to improve the temperature
uniformity. In addition, the maximum temperature and the friction factor show an opposite
trend, which indicates that the two indexes are negatively correlated. In this section, the
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maximum temperature and the maximum temperature difference achieve the best value
when d1 = 20 mm, and this value is selected as the final parameter, although the friction
factor is not optimal. Here, the heat dissipation performance is considered first.

Table 5. Range analysis results.

Index Parameter
Factor

d1 (mm) d2 (mm) d3 (mm) β (◦)

Tmax

k1 39.7883 39.7463 39.7585 39.7444
k2 39.7197 39.7387 39.7521 39.7514
k3 39.7323 39.7047 39.7101 39.7415
k4 39.6761 39.7245 39.6948 39.6768

R 0.1122 0.0416 0.0637 0.0746

Sensitivity d1 > β > d3 > d2

Best solution d1 = 20 mm, d2 = 5 mm, d3 = 3 mm, β = 60◦

Tdiff

k1 11.5310 11.4433 11.4427 11.4818
k2 11.4838 11.4652 11.4757 11.4976
k3 11.4462 11.4729 11.4712 11.4619
k4 11.4189 11.4984 11.4878 11.4386

R 0.1121 0.0551 0.0451 0.059

Sensitivity d1 > β > d2 > d3

Best solution d1 = 20 mm, d2 = 3 mm, d3 = 1.5 mm, β = 60◦

f

k1 1.0630 1.1280 0.9987 1.3324
k2 1.2304 1.1408 1.0951 1.2188
k3 1.1068 1.1931 1.2323 1.0766
k4 1.1865 1.1247 1.3172 0.9589

R 0.1674 0.0684 0.3185 0.3735

Sensitivity β > d3 > d1 > d2

Best solution d1 = 14 mm, d2 = 6 mm, d3 = 1.5 mm, β = 60◦

 
Figure 16. Influence of d1 on evaluation indexes.

With d2 as the horizontal coordinate and k as the vertical coordinate, the trend of the
influence of the disturbance structure length on each evaluation index can be obtained,
as shown in Figure 17. As d2 increases, the maximum temperature difference gradually
increases, which indicates that increasing the length is not conducive to temperature
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uniformity. Actually, increasing d2 means the distance between adjacent disturbance
structures decreases, which is not conducive to the uniform distribution of the fluid, and
the heat dissipation is better in the area where the disturbance structure exists. In addition,
the maximum temperature and the friction factor show an opposite trend. On the one hand,
increasing the length will cause the area of convective heat transfer inside the mini-channel
to increase, thus improving the heat dissipation performance; on the other hand, increasing
the length will disturb the original flow traces of the coolant, the velocity and pressure
fields inside the mini-channel will change, and the coolant will diverge when it is close
to the disturbance structure, so the frictional resistance inside the flow channel will also
increase. However, when the length reaches 5 mm, increasing the length will cause the
maximum temperature to rise, which indicates that when the disturbance structure is too
long, the spacing will become too short, and the coolant will only flow from both sides
of the disturbance structure. There will be a dead zone between the adjacent disturbance
structures, and the friction factor will become smaller, but at the same time, the heat
dissipation performance will be affected, and when the length is 5 mm, the enhanced heat
transfer performance of the mini-channel liquid cooling plate is the best.

 
Figure 17. Influence of d2 on evaluation indexes.

With d3 as the horizontal coordinate and k as the vertical coordinate, the trend of the
influence of the disturbance structure width on each evaluation index can be obtained,
as shown in Figure 18. As d3 increases, the maximum temperature decreases, but the
friction factor gradually increases. On the one hand, increasing the width of the disturbance
structure causes an increase in the convective heat transfer area inside the mini-channel;
on the other hand, the disturbing effect on the fluid is enhanced, the stable flow field is
abruptly changed, the boundary layer is generated in the middle region of the fluid, and
the turbulence is enhanced. In addition, the overall trend of the maximum temperature
difference is increasing, which indicates that increasing the width will cause the coolant to
divert to both sides of the disturbance structure, and the coolant flow rate is lower in the
area between adjacent disturbance structures, resulting in uneven distribution of coolant
flow and preventing the battery surface from being uniformly dissipated, thus causing
poor temperature uniformity.
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Figure 18. Influence of d3 on evaluation indexes.

With β as the horizontal coordinate and k as the vertical coordinate, the trend of the
influence of the disturbance structure width on each evaluation index can be obtained, as
shown in Figure 19. The friction factor gradually decreases as β increases, which indicates
that the coolant in the cavity is subject to less frictional resistance when flowing out of the
cavity, which is more conducive to the natural flow of the fluid. However, the maximum
temperature and the maximum temperature difference increase slightly and then decrease
significantly when β increases to 30◦, which indicates that the heat dissipation is the worst
at this value. At this value, the coolant flow velocity is low at the opening angle of the
cavity, and there is even a dead zone, so the coolant cannot flow evenly to dissipate heat.
In addition, as shown in Table 5, the sensitivity of the friction factor to each evaluation
index is the lowest among all factors, which indicates that it has the least influence on the
enhanced heat transfer performance, and the thermal characteristics of the battery module
and the performance of the flow channel are the best when the cavity opening angle is 60◦.

 
Figure 19. Influence of β on evaluation indexes.

Based on the determined parameters, a comparison between the BTMS in this paper
and a BTMS with passive air cooling is performed. In the air-cooling system, the module is
the same as that in this paper without cooling plates and thermal conductive sheets. All
batteries are in contact with each other. The environmental conditions and discharging
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rate are the same. In addition, the computation domain is 20 mm larger than each side of
the module, considering that the battery pack is compact in real-world applications. The
results are shown in Table 6. It can be seen that the maximum average temperature cannot
be controlled with a compact module structure under passive air cooling, and it reaches
49.06 ◦C. The maximum average temperature difference reaches 6.41 ◦C, 5.48 ◦C higher
than before.

Table 6. Comparison with passive air cooling.

Cooling Type Mini-Channel Passive Air Cooling

Max average temperature (◦C) 35.83 49.06
Max average temperature

difference (◦C) 0.93 6.41

Discharging rate 3 C 3 C

5. Conclusions

An efficient battery thermal management system plays an important role in electric
vehicle operation. In this paper, a novel liquid-cooling system based on mini-channel plates
with disturbance structures is proposed. In order to design the cooling system, the battery
model is established first. Verified by heat generation experiments, the model achieves
high accuracy with an error of less than 4%. Then, the battery module model consisting
of 12 batteries and 6 cooling plates is established. Five plate designs are proposed first
with zero, one, three, five, and seven disturbance structures, respectively. Plan 3 (five
disturbance structures) is determined by considering the heat dissipation performance
and flow channel performance. Then, four layout plans of the disturbance structures are
proposed. Results show that plan 5 (disturbance structures distributed evenly) achieves the
best performance both in the heat dissipation performance and flow channel performance.
Under a 3 C discharging rate, the highest average temperature is 36.33 ◦C and the maximum
average temperature difference is 0.16 ◦C. Based on plan 5, the orthogonal experiment and
range analysis are adopted especially for the optimization of the disturbance structures.
The factors include the space between adjacent disturbance structures d1, length d2, width
d3, and tilt angle β. The evaluation indexes include the maximum temperature, maximum
temperature difference, and friction factor. Results of the range analysis show that the best
combination of the four parameters is d1 = 20 mm, d2 = 5 mm, d3 = 1.5 mm, and β = 60◦.
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Abstract: The snake-like robot is a limbless bionic robot widely used in unstructured environments
to perform tasks with substantial functional flexibility and environmental adaptability in complex
environments. In this paper, the spiral climbing motion of a snake-like robot on the outer surface
of a cylindrical object was studied based on the three-dimensional motion of a biological snake,
and we carried out the analysis and optimization of the motion-influencing factors. First, the spiral
climbing motion of the snake-like robot was implemented by the angle control method, and the
target motion was studied and analyzed by combining numerical and environmental simulations.
We integrated the influence of kinematics and dynamics factors on the spiral climbing motion. Based
on this, we established a multi-objective optimization function that utilized the influence factors to
optimize the joint module. In addition, through dynamics simulation analysis, the change of the
general clamping force of the snake-like robot’s spiral climbing motion was transformed into the
analysis of the contact force between the joint module and the cylinder. On the basis of the results,
the effect of the control strategy adopted in this paper on the motion and change rule of the spiral
climbing motion was analyzed. This paper presents the analysis of the spiral climbing motion, which
is of great theoretical significance and engineering value for the realization of the three-dimensional
motion of the snake-like robot.

Keywords: snake-like robot; spiral climbing; influencing factors; optimization design; locomotion analysis

1. Introduction

The snake-like robot is bionic, with two free ends and multiple joints in tandem.
Compared with the traditional legged mobile robots with a single or a few degrees of
freedom, the snake-like robot has unique advantages and functional characteristics of
multiple redundant degrees. It is, accordingly, extensively used in many fields, such as
disaster rescue, work-state inspection, aerospace exploration, med-science research, and
military reconnaissance [1–6].

Depending on the natural environment, snakes are capable of achieving a variety of
locomotor gaits [7]. In particular, serpentine, rectilinear, and concertina locomotion are
the most typical planar gaits. Moreover, these can accomplish many forward locomotor
goals in planar environments. Three-dimensional gaits are developed to adapt to atypical
environments and consist of sidewinding movements, intimidating movements when
facing predators, and spiral climbing movements on tree trunks or the outer walls of pipes.
Three-dimensional gaits are a complex gait of the snake that combines environmental
factors and its characteristics with extreme functionality and adaptability. Among these, the
spiral climbing motion extends the forward movement capabilities of the snake in planar
motion to three-dimensional space, enriching the survival space of the snake in nature.
Thus, studying the spiral climbing motion of snake-like robots is conducive to improving
biomimicry and environmental interaction.

Generally, researchers have conducted studies related to the 3D motions of snake-like
robots from different perspectives.
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Hatton proposed a tread-based model for sidewinding. The new interpretation of
the gait further admits a symmetry-based model reduction, and the behavior of an eclipse
between the snake-like robot and the sloped surface in rolling contact was comprehensively
analyzed [8]. Gong proposed a new and geometrically intuitive method to study the
snake-like robot’s steering strategy and turn rates of sidewinding gait by tapering the core
cylinder into a cone [9]. Qi combined the hyperbolic curve with the helical curve in space to
propose a new motion of helical wave propagation. By changing the hyperbolic function’s
parameters, the composite curve’s stable propagation was achieved [10]. Yaqub developed
a spiral curve gait whose joint angles are calculated by a Bellows model based on the
curvature and torsion of the backbone curve, in which the rolling motion of the snake-like
robot adapting to the variable diameter of the climbing pole was studied [11]. Rollinson
found that the periodic gait of the snake-like robot was characterized by symmetry in form.
They used the virtual chassis method to separate the different gaits of the snake-like robot
into internal motion and external motion [12]. Zhou proposed a spring-like type of robot
climbing pipe gait to solve the problem that the existing climbing pipe has a high demand of
continuity of the pipe, employing variable curvature and variable torque discretization [13].

We divide the method that researchers in the current study on the 3D gait of snake-like
robots into two main categories: curve approximation method [14] and curve discretiza-
tion [13]. The former achieves the target curve’s fitting by controlling the form of the
snake-like robot. At the same time, the latter discretizes the ideal curve into nodes and
controls the nodes’ higher-order physical parameters to realize the snake-like robot’s con-
trol. Although researchers can adopt both curve analysis and higher-order parameters to
achieve 3D motion gait control, the correlation and influence between motion gait and the
spatial shapes of snake-like robots still need to be improved in the current research.

Therefore, we studied the spiral climbing motion of the snake-like robot in this paper.
The main contents are as follows: in Section 2, we realize the control of the spiral climbing
motion of the snake-like robot, and the influencing factors affecting the motion state are
obtained by combining kinematic and dynamic analysis methods. In Section 3, the cost
function of each factor is established. Based on this, we create a multi-objective optimization
function towards the robot’s joint module, and thus, we complete the optimization analysis
of the joint module design parameters. In Section 4, this paper shows a prototype of the
snake-like robot, and the spiral climbing effect of the robot is verified and analyzed by
simulation experiments. In the last chapter, we present the conclusion and discussion.

2. Analysis of Locomotion Patterns

There are two main types of spiral climbing motions of snakes [7,15], which are referred
to as “folds and stretches” and “spirals and laterals” according to the different motion
features. As shown in Figure 1A, the former type of movement is “head extension—head
wrapping—tail contraction—tail wrapping”. The snake achieves its entire spiral climbing
through periodic changes of partial movements. In the latter case, as shown in Figure 1B,
only part of the snake’s body forms a spiral, while the other part forms a bend in the
cylindrical surface and moves upward laterally, and this bend can alternate from side to
side frequently.

The spiral climbing motion in nature is undoubtedly the most logical and efficient
way to move [16], but it is too difficult to achieve for snake robots. The fundamental reason
is that the joint module of the robots is less miniature and quantitative than a snake bone.
Thus, researchers have modified this technically limited motion into a spiral rolling system.
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Figure 1. Different types of spiral climbing movement by a snake: (A) “Folds and Stretches”—
wrapping helically and moving forward; and (B) “Spirals and Laterals”—Gripping during
lateral undulation.

2.1. Method for Locomotion

In the current research, there are three main types of motion control methods for
snake-like robots: the continuum method, the central pattern generator (CPG) method, and
the function control method.

The Frenet–Serret expansion equation is the crucial point to the continuum model.
Yamada first proposed the continuous model of active cord mechanism (ACM) and specifi-
cally classified it into the planar, Frenet–Serret, Bellows, and complete models according to
the characteristics, and provided a method to deal with ACM’s 3D shape [17]. Kamegawa
realized cylinder locomotion with helical form by a snake-like robot using Yamada’s
ACM theory, and then the results were applied to a mechanical discrete snake-like robot
model [18]. Qi developed a discrete control model for the joints of a snake-like robot
using a continuous curve model and proposed a novel obstacle avoidance strategy for
the robot wraps around the outside of a pipe [10,18]. Zhou’s general parameter-based
method discretized the spatial curve into the model with variable curvature and torque
and applied the model of motion for gait by dividing functional areas to complete climbing
over a stepped shaft and a discontinuous pipe [13]. Yaqub solved and calculated the joint
angle of the snake-like robot based on the Bellows model utilizing a curvature integration
algorithm [11]. Manzoor proposed a new algorithm for generating different rhythmic
motions based on CPG, such as serpentine, sidewinding, two-step concertina, and four-
step concertina [19]. Chirikjian presented an efficient kinematic modeling method for a
snake-like robot based on the backbone curve, which reduces the inverse kinematics to the
time-varying relative to the reference coordinate system of the backbone curve to describe
the macroscopic geometric properties of the snake-like robot [20]. Lipkin described two cat-
egories of differential gaits: differentiable gaits; and segmented differentiable gaits. Based
on the high redundancy characteristics of the snake-like robot, they established the function
of the differentiable gaits and verified the feasibility of the gaits through experiments [21].
Choset proposed the CMU control model, which numbers the orthogonally connected joint
modules of snake-like robots and outputs sinusoidal function control waves to the odd and
even joint modules, respectively. Therefore the CMU control function is also known as a
compound serpenoid curve [8,9,12,22]. Through the study of the spiral climbing gait of the
snake-like robot, Sun proposed the angle control function model based on isometric spiral
trajectory, which established the functional relationship between the form spiral trajectory
angle and the joint angle. They analyzed the mechanical equilibrium performance of the
snake-like robot’s climbing gait [23]. Based on the serpentine curve proposed by Hirose,
Wei compounded the motion model with the cylindrical helix equation to present a new
simplified control function model, which established the relationship between the joint
angle and time for the robot, and verified that it could accomplish a variety of motion gaits
through experiments [24].

This paper focuses on the implementation and analysis of the spiral climbing motion
developed by the snake-like robot, which requires both accurate output and control of the
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joint modules. In addition, it is significant that a robust motion control method is the key to
the spiral climbing state of the snake robot. Consequently, this paper is unique due to the
comprehensive analysis and optimization of the influencing factors on the robot’s spiral
climbing motion.

2.2. Control of Spiral Climbing Locomotion

The flexibility of the snake is derived from its multi-joint structure of physiological
characteristics. Hence in this paper, we simplified the snake to a multi-link mechanism,
as shown in Figure 2, assuming that no lateral sliding occurs during the spiral climbing
motion [18,24–26].

 
Figure 2. The Multi-link model of the snake-like robot.

Hirose first introduced the serpentine curve, which allows the serpentine gait of
the snake-like robot by controlling the change of joint angle, and its control equation is
described as:

ϕi = A sin(ωt + (i − 1)β) + λ (1)

The serpentine motion is a planar gait, but the spiral climbing motion is a 3D gait,
for which a simplified cylindrical helix equation is introduced. As a result, we obtain the
expression by compounding it with the angle control equation of the serpentine motion
as follows: ⎧⎨

⎩
x = A sin(ωt)
y = A cos(ωt)
z = t

(2)

ϕ(i, t) =
{

Aeven sin(ωt + (i − 1)βeven) + λeven
Aodd sin(ωt + (i − 1)βodd) + λodd

(3)

According to the connection order, we sort the joints of the snake-like robot into two
categories, odd and even. A is the amplitude, which controls the rotational direction of the
snake-like robot in the spiral climbing motion. ω is the frequency controlling the execution
rate of the actuator (time part). λ is the compensation angle relative to the spiral centerline,
and it controls the motion direction of the snake-like robot (space part). And β is the phase
difference. According to the experiment, it is learned that the snake-like robot moves in
rectilinear or inward climbing gait when β = 0, while spiral climbing gait when β 
= 0.
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This paper presents the control parameters Aodd = Aeven = A, βodd = βeven = β 
=
[0 π/2], and λodd = λeven = λ. The joint angle control function for the spiral climbing
motion of the snake robot is as follows:

ϕ(i, t) = A sin(ωt + βi) + λ (4)

Figure 3 shows that we can obtain the change in the snake-like robot’s spiral climbing
gait by adjusting the control parameters A, β, and λ, respectively. We can learn that the
parameter A affects the pitch of the spiral climbing gait, and the more significant A is, the
more extensive the output range of the joint angle becomes. Accordingly, the complete
spatial pattern of the robot shows a more twisted state at this time. Parameter β determines
the radius of the robot’s spiral, and the radius decreases with increasing β. In this case,
the variation of the adjacent joint angle becomes more prominent, which in turn decreases
the pitch of the spiral climbing gait. Thus, the robot shows a compressed state as a result.
Parameter λ has no significant effect on the motion itself, except that it changes the direction
of the robot’s spiral at the global level. Thereby the effect of λ is not considered in the
subsequent studies.

Figure 3. Different spiral climbing gaits when changing the parameters: (A,D) the effect of A on spiral
climbing gait; (B,E) the effect of β on spiral climbing gait; (C,F) the effect of λ on spiral climbing gait.

2.3. Influencing Factors
2.3.1. Radius of Spiral Climbing Gaits

From the analysis of Section 2.2, we find that both A and β have a determinative effect
on the spiral climbing gait, as reflected in that by changing a single parameter, the radius
and pitch of the form spiral of the snake-like robot will change. As shown in Figure 4,
there exists any one joint module in contact with the surface of the cylindrical object when
the snake robot wraps its body around the surface of the cylinder. We describe the two
ends of the module are described as pi =

[
xi yi zi

]T and pi+1 =
[
xi+1 yi+1 zi+1

]T,
respectively, using the improved D-H parameter method, at which the distance between
the joint module and the centerline of the cylindrical object can be expressed as:

di+1
i = (yi+1xi − yixi+1)

(
(xi+1 − xi)

2 + (yi+1 − yi)
2
)−1/2

(5)
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Figure 4. The single joint module in contact with the surface of a cylinder.

Ideally, the midpoint of the joint module should coincide with the generatrix of the
cylinder, as described by the following equation:

x − x0

q1
=

y − y0

q2
=

z − z0

q3
(6)

Consequently, we equate the distance between the joint and the centerline of the
cylinder to the radius of the form spiral of the robot’s gait:

Rd = di+1
i

=

∣∣∣∣∣∣∣∣
xi − x0 yi − y0 zi − z0
xi+1 − xi yi+1 − yi zi+1 − zi
q1 q2 q3

∣∣∣∣∣∣∣∣⎛
⎝
∣∣∣∣∣ yi+1 − yi zi+1 − zi

q2 q3

∣∣∣∣∣
2

+

∣∣∣∣∣ zi − z0 xi − x0
q3 q1

∣∣∣∣∣
2

+

∣∣∣∣∣ xi − x0 yi − y0
q1 q2

∣∣∣∣∣
2⎞⎠

(7)

The spatial spiral radius of the snake-like robot is associated with six parameters,
including x0, y0, z0, q1, q2, and q3. In order to establish the relationship among these
parameters, this paper uses the particle swarm optimization algorithm (PSO) to optimize it.
We use 31 sets of data from 30 joint modules as samples, with the minimum mean square
deviation of Rd as the optimization objective, set the number of examples of optimization
n = 31, the maximum number of iterations of optimization tger = 5000, and the learning
factor c1 = c2 = 2.05. Since there is uniqueness in the parameters obtained after optimiza-
tion, this paper randomly selects one set of solutions, and Table 1 shows the data obtained
by optimization:

Table 1. The radius of spiral climbing gaits by PSO.

1 2 3 4 5 6 7 8 9 10

A 0.40 0.40 0.50 0.50 0.60 0.66 0.80 0.80 1.00 1.00
λ 1.00 1.30 0.90 1.35 1.30 0.70 1.00 1.20 1.20 1.35

Rd/cm 5.19 17.27 4.53 21.86 9.78 3.34 7.40 12.49 6.46 8.78

The fitting equation between the control parameters and the spatial spiral radius
obtained based on the PSO establishment is as follows:

Rd =
c1 + c2 A + c3 A2 + c4λ

1 + c5 A + c6 A2 + c7λ + c8λ2 (8)

Table 2 shows the 8 optimal values of Equation (8).
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Table 2. The optimal values of the fitting equation.

c1 c2 c3 c4 c5 c6 c7 c8

Optimal
value −0.0812 2.2446 −0.5158 0.0149 0.0187 0.0756 −1.2878 0.4128

2.3.2. Contact Point

During the ideal spiral climbing motion, the contact mode between the joint module of
a snake-like robot and the surface of a cylindrical object can be classified into two categories,
central point contact and non-central point contact [25], as shown in Figure 5. Since the
snake robot is a tandem multi-joint robot, the contact mode of the first joint determines the
general contact mode. Hence, the contact between the joint modules and the cylindrical
surface is usually non-center point contact in the practical motion which is highly random.

Figure 5. The contact models of a snake-like robot with the cylinder: (A) Central point contact model.
(B) Non-central point contact model.

For further analysis of the contact circumstances, we simplify the adjacent joint mod-
ules into a shuttle-like structure with connected heads and tails, as shown in Figure 6.

 

Figure 6. The contact geometry between the adjacent joint module and cylinder.

Taking δi = S∗Gi/l ∈ [0, 1] represents the coefficient of contact point position, and
δi = 0.5 means the central point contact. For non-central point contact, the larger δi is, the
closer the contact point is to the backward joint. For t calculation, we determine that the
coefficient of contact point position of the odd-joint module and the even-joint are to satisfy
the requirement:

δodd = 1 − δeven (9)

The cylindrical coordinate system is established based on the cylinder, and then the
contact point position matrix of the snake robot joint module is as follows:

Si =
(
rp, ϑ, zSi

)
(10)
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ϑ =
n

∑
i=0

φi (11)

ϕi = 2arctan
(
(1 − δi l cos εi)

rp + rm

)
(12)

zSi = (i − δ0 + δi)l sin εi (13)

The end position of the joint module Gi is represented in the cylindrical coordinate
system as:

Gi =
(
rGi , φGi , zGi

)
(14)

φGi =
n

∑
i=0

φi+φi/2 (15)

rGi =
√
(rm + rp)

2 + ((1 − δi)l cos εi)
2 (16)

zGi = (1 − c0)l cos εi (17)

Figure 7 shows the projection of the two adjacent joint modules in contact with the
cylinder in the z = 0 plane.

 

Figure 7. The contact between two adjacent modules and the cylinder.

The projected location of the contact point position on the joint centerline is expressed
as follows:

S∗
i = Si + rm (18)

rm = (rm, 0, 0) (19)

ϕi = π− arccos((ai·bi)/‖ai‖·‖bi‖) (20)

ai = S∗
i − Gi+1 (21)

bi = Gi+1 − S∗
i+1 (22)

ai·bi = ‖ai‖ · ‖bi‖ cos(π− ϕi) (23)

In the theoretical analysis, the spiral inclination angle of the robot’s joint is 0 ≤ ε < π/2.
Simultaneously, in this paper, we consider that l and rp, the length of the joint module
of the snake-like robot and the radius of the cylinder, are satisfied to exist in a designing
proportion. Due to the limitation of the mechanical structure, ϕi ≤ ϕmax < π/2. We assume
that l ≥ 2rp (ε = 0), in this case there will be a problem that the joint angle of the snake-like
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robot is all equal to π/2. Apparently, it does not meet the design requirements. Thus, we
establish the design portion of the joints in this paper as follows:

lmax < 2(rp + rm) cos ε (24)

Figure 8 shows the parameters of the joint module. The angle of the joint module’s
shuttle part is the same as the range of the rotation angle of the joint, which is [0,π/2].
Therefore, we consider that the maximum rotation angle of the joint and the inclination
angle of the shuttle part are identical, both of which are ϕmax. The parameters of the joint
module should meet the requirements as follows:

max(rm) = tan ϕmaxl(1 − δmax) (25)

Figure 8. The parameters of a single joint module.

3. Analysis of Optimization

In the spiral climbing motion of the snake-like robot, influencing factors from kine-
matics and mechanics can disturb the motion itself. However, after the motion becomes
stable, three critical factors are identified, including the number of joint modules of the
snake-like robot, the forward velocity of the spiral climbing motion, and the output torque
of the joints. As a result, this paper analyzes and optimizes the spiral climbing motion of
the snake-like robot based on these three influencing factors.

3.1. Cost Function Based on Factors
3.1.1. The Number of Joint Modules

We learn that the number of joint modules impacts the state of the snake-like robot
wrapping around the surface of the cylindrical object. Theoretically, the more joint modules
connected by a snake-like robot, the larger the radius of the cylindrical object for the snake-
like robot to wrap around, but the control cost will also increase. We can calculate the
number of joint modules required to wrap spirally around the cylinder surface for one
cycle by deriving the maximum angle between adjacent joint modules, and the cost of the
spiral wrap based on the central point contact is expressed as follows:

costn =
2π

max(ϕodd)
=

2π
max(ϕeven)

(26)

In the case of non-central point contact, ϕodd and ϕeven change with codd and ceven.
Therefore, the cost of spiral wrapping is as follows:

costn = 2 × 2π
ϕodd + ϕeven

(27)

3.1.2. The Forward Velocity of Spiral Climbing

The forward velocity of the snake-like robot’s spiral climbing motion is related to the
radius rm of the joint module and the spiral inclination angle ε. As shown in Figure 9,
the joint module with a larger radius has a faster forward velocity within the same spiral
inclination angle ε.
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Figure 9. Comparison of modules with different radii: (A) joint module with radius of rm1; and
(B) joint module with radius of rm2.

The forward velocity of the snake-like robot on the surface of the cylindrical object is
the vertical component of the global velocity. Since the horizontal component of the global
velocity causes the interaction between the robot itself and the cylinder, the cost function of
the climbing velocity is as follows:

costv =
cos ε

rm
(28)

3.1.3. The Output Torque of Joints

The output torque of the joint is the critical parameter to ensure the motion of snake-
like robots. As shown in Figure 10, we simplify the joint module of the snake-like robot in
contact with the surface of the cylindrical object to a single cantilever module for analysis.
We also neglect the anterior module reaction force to the analyzed joint. Moreover, the
reaction force to the joint module cancels off with the normal force and the horizontal
component of the friction force. Meanwhile, considering that the analyzed joint module is
an ideal linkage without thickness, the vertical component of the friction force cancels off
with the gravitational force of the linkage, expressed as follows:

f f = W = μ fN (29)

 
Figure 10. The forces of a single joint.

Since it is an ideal linkage without thickness, we can calculate the gravity of the joint
module approximately as the volume of the module:

W = lr2
m (30)

τx = 0.5l cos εW − f f lδmax (31)

τz = fNlδmax (32)

Thus, the cost of the torque to the joint module is as follows:

costτ =
√

τ2
x + τ2

y (33)
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3.2. Optimization Design

From Section 3.1, we analyze that different factors affect the spiral climbing motion
from different perspectives. Therefore, this paper adopts a linear combination to consider
the cost of these factors comprehensively. In order to take the weights and sensitivities of
different factors into account, the weight coefficients w = [w1 w2 w3] and sensitivity fac-
tors σ =

[
σ1 σ2 σ3

]
are introduced, respectively. Hence the multi-objective optimization

function of the spiral climbing motion is created by the cost function as follows:

cost = σ1w1costn + σ2w2costv + σ3w3costτ (34)

where Equation (34) uses the sensitivity factor to normalize the three influencing factors
and make it possible to calculate them in the same order of magnitude, and it uses the
sensitivity factor by sensitivity analysis.

σj =
1

Maxj
(35)

There are restrictions on the parameters of the joints in the individual cost functions.
δmax = 0.5 means that we choose the central contact model for calculation. Moreover,
we define l ∈ [0.2, 2] and rm ∈ [0.2, 2], both of which limit the joint module’s size of the
design to no larger than the cylinder’s radius. Furthermore, ε ∈ [0,π/2] requires that the
snake-like robot can’t be vertical relative to the ground. We calculate the sensitivity factor
as σ =

[
0.0819 0.3788 1.01

]
. Each weight in the multi-objective optimization function

has to be positive, representing the importance of the corresponding influencing factor
compared to the other two factors. Also, the three need to be content with w1 +w2 +w3 = 1.
Consequently, we can obtain the optimization parameters of a single joint module according
to different cylinder and spiral climbing. Table 3 shows the optimization input parameters
and the optimized outputs.

Table 3. The optimal design parameters of joint module when different cases.

Symbol Meaning Case 1 Case 2 Case 3 Case 4

rp Radius of Cylinder 20 20 20 20
μ Friction Coefficient 0.4 0.4 0.4 0.4
ε Helical Pitch 10 10 10 10

ϕmax/◦ Maximum Rotation Angle 75 75 75 75
δi Coefficient of Contact Point 0.5 0.5 0.5 0.5

lmin/cm Minimum Length of Module 5 5 5 5
rm|max/cm Maximum Length of Module 5 5 5 5

w1 Weight of costn 0.15 0.15 0.70 0.33
w2 Weight of costv 0.15 0.70 0.15 0.33
w3 Weight of costτ 0.70 0.15 0.15 0.33

l/cm Length of Module 9.2326 11.2376 8.0152 12.1638
rm/cm Radius of Module 4.2781 4.5013 3.0201 4.1032

According to Equation (34) and the constraints mentioned above, we get four cases
based on weights for the snake-like robot’s joint module parameters. The data in Table 3
clearly show the optimized length and radius of the joint module. Moreover, Due to
the linear combination among the weights, the sensitivity factors, and the cost functions,
different weights have a magnification effect on different influence factors. Therefore, these
four cases form a comparison and reference to each other, and the optimization results are
compelling. Figure 11 shows the snake-like robot whose joint module is designed based on
the specific case.
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Figure 11. The snake-like robot whose joint module is designed based on the optimization cases:
(A) case 1; (B) case 2; (C) case 3; and (D) case 4.

4. Simulation

In order to evaluate the performance of the snake-like robot with the optimized joint
module. We design a snake-like robot with joint parameters l = 12.16 cm and rm = 4 cm
with a cylinder of rp = 20 cm as the climbing target object, and the mechanical performance
of this model is undertaken.

4.1. Modeling of the Snake-like Robot

Figure 12 illustrates the snake-like robot we designed, which has 20 joint modules
connected orthogonally. A servo controls a single joint, and the rotation axes between two
adjacent joints are perpendicular, making the snake-like robot have both ten pitch and ten
yaw degrees of freedom, correspondingly.

Figure 12. The snake-like robot with orthogonal joints: (A)the joint modules are connected orthogo-
nally; and (B) the snake-like robot is modeled by 20 modules which can be divided into head, tail,
and central modules.

We analyze the contact mode between the joint module and the cylinder in the process
of climbing in Section 2.3. A reasonable contact state is an essential guarantee of the grip
force required for the snake-like robot to wrap around the surface of the cylinder. Theoreti-
cally, the grip force is the sum of the frictional forces on all joint modules. However, the
measurement and acquisition of the frictional forces are incredibly challenging to achieve
in practice. Thus, this paper defines the contact force generated when the joint module
is in contact with the cylinder as a collision. It can be obtained by dynamics simulation,
which can transform the analysis of the grip force applied to the snake-like robot into that
of contact force. Table 4 shows the setting parameters of the contact force constraint.
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Table 4. The parameters of the contact force constraint.

Parameter Value Parameter Value

Stiffness (N/ mm) 2855.00 Dynamic Friction Coeff. 0.25
Damping ((N · s)/mm) 0.57 Static Friction Vel. (mm/s) 0.10

Exponent 1.10 Dynamic Friction Vel. (mm/s) 10.00
Penetration Depth (mm) 0.10 Coefficient of Restitution 0.80

Static Friction Coeff. 0.30 - -

The spiral climbing motion of the snake-like robot is shown in Figure 13.

 

Figure 13. The Spiral climbing motion of the snake-like robot.

4.2. Simulations and Results
4.2.1. Vibration at Startup

The simulation indicates that in the moment of motion initiation, as the snake-like
robot changes from the zero-moment state to the state of spiral climbing motion, the robot
needs to break the original equilibrium state to another. Thereby, a shaking exists. Taking
the head joint as an example, as shown in Figure 14, because of the contact between the
head joint and the cylinder surface at the moment of the startup, the instantaneous contact
force appears to change drastically, resulting in a vibration trend in the displacement of
the head module. Furthermore, as the snake robot’s posture gradually gets balanced, the
joint module’s displacement and contact force begin to change smoothly. Therefore, the
first 0.5 s of the startup moment were ignored in the subsequent analysis to obtain a better
analysis of the spiral climbing motion.

Figure 14. The vibration of the head module at startup.
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4.2.2. Periodic Variation

Due to the tandem characteristics of the snake-like robot, there are interactions between
adjacent joints. We select the central joint as the object of analysis in this paper.

The output torque and energy consumption of the 10th and 11th joints are analyzed
as shown in Figure 15A. The output torque of the joints has the characteristic of periodic
variation. However, there are multiple spikes in a single cycle, which is attributed to
the gravity, friction, and inertia forces functioning simultaneously on the anterior and
posterior joints at this time. This complicated force situation makes the combined force
of the joint modules vary widely. Therefore, there are small fluctuations in the output
within a single cycle, although the overall range of variation in output torque remains
small. With the similarity between the joint module’s instantaneous energy consumption
and the variation of the output torque, that is, the cycle variation pattern and the energy
consumption variation within a single cycle are not smooth curves.

Figure 15. The mechanic characteristics of adjacent modules: (A) velocity and acceleration relative to
time; and (B) joint torque and consumption relative to time.

Figure 15B shows the velocity and acceleration analysis of the 10th and 11th joints. The
velocity variation of these joints maintains a good periodic pattern with a small scale. Due
to the influence of the output torque fluctuation, acceleration is characteristic of periodic
variation, but there are multiple spike bursts in a single cycle. However, the overall
fluctuation of acceleration varies slightly, which verifies that the snake-like robot completes
a smooth climbing motion on the cylinder after the changes from the starting vibration to
the stable.

4.2.3. Contact Force

The snake-like robot continuously updates the state of contact with the cylinder surface
through the change of joint output angle, as shown in Figure 16B, where the direction of
the red arrow indicates the direction of the current joint contact force, and the length of
the red line segment represents the magnitude. Figure 16A shows that the adjacent joints
alternately have contact with the cylinder after being stable, and the contact force has a
periodic characteristic. At the same time, multiple spikes of a sudden increase appear in the
contact force within a single cycle but maintain a stable limit overall. The contact force in
the two adjacent joints has a “delay” effect due to the phase difference between the output
angle of the anterior and posterior joints.
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Figure 16. The output angle and contact force of two adjacent joints: (A) the output angle and contact
force of joint modules; and (B) the contact force is applied to modules at different time points.

Figure 17 shows the pattern of output rotation angle and contact force variation of four
successive adjacent central joints. In addition to the similar periodic regularity of contact
force variation with two adjacent joints, not all the joints are in contact with the cylinder
surface simultaneously. As illustrated in Figure 17B, only the 9th and 11th joints among the
inspected joints are in contact with the cylinder surface when t = 1.35s. While t = 1.95s,
only the 10th and 12th joints are in contact with the surface of the cylinder. Figure 17A
clearly shows the delay effect between the contact cycles of the different joints. Different
joints’ contact forces will effectively cover the time axis to provide enough contact force for
the snake-like robot to climb upwards stably within the same time frame.

Figure 17. The output angle and contact force of four adjacent joints: (A) the output angle and contact
force of joint modules; and (B) the contact force is applied to modules at different time points.

Figure 18 shows the joint output angles (JOA) and joint contact forces (JCF) of six
successive adjacent joints. We consider the six successive adjacent joints of the snake-like
robot we analyze as an integral unit, and that the output angles of different joints have a
sinusoidal output pattern in one cycle. At any point under the cycle, the integral unit of the
snake-like robot is in contact with the cylinder surface, which is necessary for generating
sufficient grip force.
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Figure 18. The output angle and contact force of six adjacent joints.

4.2.4. Non-Contact Zone

In the analysis mentioned above, we find that there are specific output angles with
corresponding contact forces of joint modules at the same time. As shown in Figure 19, the
joint module of the snake-like robot only makes contact with the surface of the cylinder in
a particular range of angles during the spiral climbing motion, and the joint angles in the
current state are not in contact with the surface of the cylinder in the range of ±30◦.

Figure 19. Non-contact zone: (A) JCF of the 9th module; (B) JCF of the 10th module; (C) JCF of the
11th module; and (D) JCF of the 12th module.

The non-contact zone is inevitable when the joint angle control method is applied to
achieve spiral climbing motion. However, if the non-contact zone is too large, the contact
between the joint modules and the cylindrical object will be reduced, which influences the
climbing effect, while on the contrary, if the non-contact zone is too small, the joints will be
in contact with the cylindrical object at all times, indirectly influencing the radius of the
form spiral of the snake-like robot, which makes it incompatible for the robot to adapt to
the cylinder of a larger diameter. Also, it still affects the climbing effect.

5. Conclusions

In this paper, we analyze the factors influencing the spiral climbing motion of a snake-
like robot on the outer surface of a cylinder and its optimal design. Although many studies
have been conducted on the spiral climbing motion, few have conducted analyses from the
perspective of kinematics and dynamics-influencing factors.

First, the angle control method was used in this paper to realize the spiral climbing
motion control of the snake-like robot. We analyzed the effect of control parameters A,
β, and γ on the motion utilizing MATLAB R2022a and WEBOTS 2021a. Moreover, we
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establish a formulation of form spiral radius based on A and β to realize the directional
control of the snake-like robot’s spiral climbing motion. Then, a contact point location
analysis determined the contact range of the joint module and the cylinder surface. A
multi-objective optimization function with three principles was established based on the
number of joint modules, the forward velocity of motion, and the output torque of the
joint, to carry out a practical analysis and optimization of the design parameters of the
joint module. In the final analysis, we transferred the grip force when the snake-like robot
wrapped around the outer surface of the cylinder into the joint module’s contact force. We
clarified that the pattern of the grip force when taking the six consecutive adjacent joints
as an integral unit shows that it is always in contact with the cylinder. Furthermore, the
generation and influence of the non-contact zone were analyzed.

The work of the spiral climbing motion from kinematic and dynamic influences carried
out in this paper is unique and instructive for analyzing the spatial motion of snake-like
robots. In the subsequent research, we will focus on the spiral climbing motion of snake-like
robots on the surface of cylinders with variable diameters.
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Abstract: Carbon fiber reinforced thermoplastic polymer (CFRTP) laminates can be used in packaging
electronics components to reduce weight and shield external disturbance. The CFRTP structures
in operation are inevitably to suffer dynamic loading conditions such as falling rocks, tools and
impacts. In this study, a strain rate dependent material model for accurately evaluating the dynamic
response of CFRTP laminates with different stacking sequence was proposed. The model was
composed of three components: a strain rate dependent constitute model, a strain rate related
damage initiation model and an energy-based damage evolution model. The strain rate effect
of modulus and strength was described by a stacking sequence related matrix, and the damage
initiation model could describe the matrix, fiber and delamination damage of CFRTP laminates
without introducing cohesive elements. The material model was implemented into finite element
software ABAQUS by user defines subroutine VUMAT. The low velocity impact tests of CFRTP
laminates with quasi-isotropic and angle-ply stacking sequence were used to provide validation
data. The dynamic response of CFRTP laminates from numerical results were highly consistent with
the experimental results. The mechanical response of CFRTP laminates were affected by stacking
sequence and impact energy, and the numerical error of proposed material model significantly
decreased with the increasing impact energy especially for the laminae with damage occur.

Keywords: CFRTP; strain rate; stacking sequence; damage model; finite element simulation

1. Introduction

Carbon fiber reinforced thermoplastic (CFRTP) laminates have considerable poten-
tial for lightweight use in electronic shields, aerospace, automotive, wind energy and
marine due to their high specific stiffness and strength, corrosion resistance, fatigue
performance and recyclability [1–3]. In structural applications, CFRTP laminates are
inevitably exposed to the low velocity dynamic loading condition such as tool dropping,
debris impact, and bird impact [4]. The dynamic loading issues cause barely visible
impact damage (BVID), and should be crucially considered for strength assessment of
composite structures.

To thoroughly investigate the dynamic response of composite laminates, many nu-
merical investigations have been conducted in the past several decades, but few of them
considered strain rate effects. Actually, due to the viscose-plastic of thermoplastic matrix,
the strain rate sensitivity of CFRTP laminates cannot be neglected even if in the low strain
rate loading condition. For example, Massaq et al. [5] claimed that the failure stress and
failure energy of PA6/Glass showed obvious strain rate sensitivity in the strain rate range
from 10−5 s−1 to 1 s−1 and 100 s−1 to 2500 s−1, respectively. Chen et al. [6] showed the
failure strain of PEEK composites increased apparently with the strain rate increasing from
0.001 s−1 to 1000 s−1. Ou et al. [7] investigated the effect of strain rate on the mechanical
properties and failure patterns of GFRP and reported that tensile strength, maximum strain
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and toughness increase with increasing strain rates from 1/600 s−1 to 160 s−1. The authors
previous research also revealed that the strain rate sensitivity of CFRTP laminates was
obvious from strain rate 2 × 10−4 s−1 to 2200 s−1 [8]. The strain rate sensitivity was one of
the key factors an accurate assessment of composite tensile strength and fracture toughness
under dynamic loadings [9,10].

The phase field initiated in 1990s, has received a significant development in the
recent years [11–13]. It is widely used for composite laminates and the progressive fail-
ure [14,15]. The implementation of traditional damage model could be more easier as
only the material properties on the integration points of the elements are required to be
modified [16]. Thus, a material model involving strain rate effects based on continuum
mechanics was proposed in this study. Normally, the constitute behaviour of composite
laminate is assumed to be linear deformation and the non-linear mechanical response
is mainly due to the damage formation and expansion. Thus, damage imitation and
evolution model are the research focus in the past decades. Typical failure modes in
composite laminates include matrix damage, fiber damage and delamination dam-
age. Some widely used failure criteria such as Tai-Wu criterion [17], Hashin [18] and
Hou [19,20] criteria can predict fiber and matrix damage, but none of them considered
the effect of strain rate. Yen and Caiazoo [21,22] proposed a model to determine the
stiffness and strength of composite materials at various strain rate levels [23,24]. Based
on Y-C function, Wang et al. [25] proposed a three-dimensional strain-rate-dependent
damage model which can predict the strain rate dependent contact force curve and
damage modes. However, the aforementioned failure criteria cannot directly predict
delamination damage of composite laminates. They additionally introduced cohesive
zone elements to predict the mechanical behaviour of interface, which significantly
increased the computation cost and may lead to the distortion of adjacent elements.

Additional, the dynamic behaviour of CFRTP laminates were affected by not only
strain rate but also stacking sequence [26,27]. The strain rate sensitivity in matrix dominant
direction was normally more obvious than fiber dominant direction. Hence, the effect of
stacking sequence on the strain rate needed to be considered in the finite element modelling
analysis of dynamic mechanical properties of CCFRT laminates.

The objective of this study is to present a strain rate related material model for
accurately evaluating the dynamic response of CFRTP laminates with different stacking
sequence. The established model included a strain rate related constitute model, a strain
rate related damage initiation model, and an energy based damage evolution model.
The strain rate related modulus and strength were evaluated by introducing a matrix for
describing stacking sequence effect. The damage initiation model was established based
on Hou criteria including fiber damage, matrix damage and delamination criteria. The
material model was implemented in the ABAQUS/Explicit by user subroutine codes.
Low velocity impact tests of CFRTP laminate plates with quasi-isotropic and angle-ply
stacking sequence were used to validate the proposed model. Detailed strength and
failure mode comparisons between the numerical predictions and experimental results
were discussed.

2. Strain Rate Relate Dependent Material Model

To model the constitute behavior of CFRTP lamina, fiber direction, in-plane perpendic-
ular to the fiber direction, out-of-plane perpendicular to the fiber direction were respectively
defined as Direction 1, Direction 2 and Direction 3, as is shown in Figure 1.
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Figure 1. Material direction of composite lamina.

2.1. Constitute Model

A three dimensional constitute model for orthotropic composite can be expressed as:

σ = C × ε (1)

where σ, C and ε are stress matrix, stiffness matrix and strain matrix, respectively.
σ = [σ11 σ22 σ33 τ12 τ23 τ31]

T, ε = [ε11 ε22 ε33 γ12 γ23 γ31]
T.

In the static condition, the stiffness matrix of CFRTP laminate can be expressed as:

C =

⎡
⎢⎢⎢⎢⎢⎢⎣

C11 C12 C13
C22 C23

C33
C44

C55
C66

⎤
⎥⎥⎥⎥⎥⎥⎦

(2)

where C11 = 1−υ23υ32
E22E33Δ , C12 = υ21+υ23υ31

E11E33Δ , C22 = 1−υ13υ31
E11E33Δ , C13 = υ31+υ21υ32

E11E22Δ , C23 = υ32+υ12υ31
E11E22Δ ,

C33 = 1−υ12υ21
E11E22Δ , C44 = E12, C55 = E13, C66 = E23,

υij
Eii

=
υji
Ejj

, Δ = 1−υ13υ31−υ12υ21−υ23υ32−2υ12υ32υ31
E11E22E33

;

Eij and υij (i, j = 1, 2, 3) are the elastic modulus and poisson’s ratio, respectively.
According to the logarithmic function established by Yen and Caiazzo [22], a matrix

was introduced to describe the strain rate related modulus as:

DIFe
ij = 1 + me

ij × ln
( .
ε/

.
ε0
)
, E∗

ij = Eij × DIFe
ij(i, j = 1, 2, 3) (3)

where me
ij(i, j = 1, 2, 3) was the component in the matrix.

.
ε was the loading strain rate.

.
ε0

was the reference strain rate, which was 2 × 10−4 s−1 in this study. E∗
ij and Eij were the

strain rate related modulus and reference modulus, respectively.

2.2. Damage Initiation Model

Hou failure criteria including fiber damage and matrix damage were used to predict
material damage initiation, and a traction separation model was introduced to predict
delamination damage as [19,28,29]:
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Fiber damage:

f 2
1 =

⎧⎪⎪⎨
⎪⎪⎩

(
σ11

σ
f ,t
11

)2
σ11 ≥ 0(

σ11

σ
f ,c
11

)2
σ11 < 0

(4)

Matrix damage:

f 2
2 =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(
σ22

σ
f ,t
22

)2
+

(
σ12

σ
f
12

)2
+

(
σ23

σ
f
23

)2
σ22 ≥ 0(

σ22+σ33

2σ
f
23

)2
+

σ
f ,c
22 σ22(
2σ

f
12

)2 − σ12

σ
f
12

+

(
σ12

σ
f
12

)2
σ22 < 0

(5)

Delamination damage:

f 2
3 =

⎧⎪⎪⎨
⎪⎪⎩

(
σ33

σ
f ,t
33

)2
+

(
σ13

σ
f
13

)2
+

(
σ23

σ
f
23

)2
σ33 ≥ 0(

σ13

σ
f
13

)2
+

(
σ23

σ
f
23

)2
σ33 ≥ 0

(6)

where σ
f ,t
ii and σ

f ,c
ii (i = 1, 2, 3) represented the tensile and compression strength in direction

i. σ
f
12 is the in plane shear strength. σ

f
13 and σ

f
23 are the out of plane shear strength.

fi (i = 1, 2, 3) represents the damage state: fi < 1 represents undamaged state, and fi ≥ 1
represents damaged state.

A dynamic increased factor matrix is introduced to describe the strain rate related
strength of CFRTP laminates as:

DIFs
ij = 1 + ms

ij × ln
( .
ε/

.
ε0
)
, S∗

ij = Sij × DIFs
ij(i, j = 1, 2, 3) (7)

where ms
ij is the strain rate constants for describing the material strength strain rate sensi-

tivity.
.
ε is the loading strain rate.

.
ε0 is the reference strain rate, which is 2 × 10−4 s−1 in this

study. S∗
ij and Sij are the strain rate related strength and reference strength, respectively.

2.3. Damage Evolution Model

To described the damage evolution of CFRTP laminate, di(i = 1, 2, 3) was defined to
characterize the damage state of in material. d1 represents the damage in direction 1, which
can be quantified as the in-plane damage distribution density perpendicular to the fiber
(Figure 2a). d2 represents the damage in direction 2, which can be quantified as the in-plane
damage distribution density along the fiber direction (Figure 2b). d3 represents the damage
in direction 3, which can be quantified as the out of plane damage distribution density
(Figure 2c). The value of di is between 0 and 1. di = 0 represents the material is no damage
in direction i; di = 1 represents the material fails in direction i [30].

Figure 2. Damagedirection in CFRTP laminate (a) direction 1; (b) direction 2; (c) dirfection 3.
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An energy-based criterion is used to describe the nonlinear damage evolution as [31]:

di = 1 − exp
(
−σ

f
ii δ

f
eq,ii( fi − 1)/Gi

)
/ fi (8)

where Gi represents the fracture energy in direction i; δ
f
eq,ii represents the equivalent

displacement in relative direction and can be expressed as [32]:

δ
f
eq,ii =

⎧⎨
⎩

σ
f ,t
ii LC

Cii
σii ≥ 0, i = 1, 2

σ
f ,c
ii LC

Cii
σii < 0, i = 1, 2

(9)

in which LC is the feature length of element.
Once the damage initiation criterion is satisfied, the constitute model of composite

laminate is defined as:
σ = Cd × ε (10)

the damaged stiffness matrix Cd can be expressed as:

Cd =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Cd
11 Cd

12 Cd
13

Cd
22 Cd

23
Cd

33
Cd

44
Cd

55
Cd

66

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(11)

Cd
11 = (1 − d1)C11, Cd

22 = (1 − d2)C22, Cd
33 = (1 − d3)C33, Cd

12 = (1 − d1)(1 − d2)C12,
Cd

23 = (1 − d2)(1 − d3)C23, Cd
13 = (1 − d1)(1 − d3)C13, Cd

44 = (1 − d1)(1−
d2)C44, Cd

55 = (1 − d1)(1 − d3)C55, Cd
66 = (1 − d2)(1 − d3)C12

2.4. Model Implementation

The strain rate related constitute model, strain rate related damage initiation model
and energy based damage evolution model were implemented in finite element software
ABAQUS by user subroutine VUMAT. The simulation flowchart is shown in Figure 3. Firstly,
the mechanical parameters including material modulus and strength at the reference strain
rate and the state variables in the previous increment were imported in the established
finite element model. Secondly, the strain rate, as well as the strain rate related modulus
and strength of the material in the current increment, were calculated according to the
strain increment and time increment. Thirdly, the damage state is examined according
to the intra-laminar and inter-laminar damage model. If the damage occurs, the stiffness
degradation or delamination is conducted. Otherwise, status variable is updated and the
model goes to the next incremental step. Finally, the time increment is calculated and the
model goes to the next incremental step.
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Figure 3. The simulation flowchart.

3. Experimental Method

The LVI experiments of CFRTP laminates was conducted with INSTRON CEAST
9350 impact test system in accordance with ASTM D7136 (Manufacture: American Society
of Testing Materials; City: PA; Country: American) [33]. The rectangular specimens with
length of 150 mm, width of 100 mm and thickness of 2.6 mm for quasi-isotropic and
thickness 3.0 mm for angle-ply stacking sequence (Figure 4). The LVI specimens were
fixed on the rigid support by four clamps to prevent the longitudinal vibration of the
specimen. The fixture has 125 mm × 75 mm rectangular cut, and the impact point located
at the center of rectangular cut. The steel hemispherical impactor was 5.5 kg weigh and
12.7 diameter. The LVI experiments were conducted at room temperature, and there is
no obvious electromagnetic and vibration. For quasi-isotropic (QI) laminate, the matrix
was PA and the reinforced component was carbon fiber; the impact energy was 10 J; For
angle-ply (AP) laminate, the matrix was PC and the reinforced component was carbon fiber;
the impact energy was 3 J and 6 J. The impact speed is determined by the impact energy
and the initial height of the punch along the impact direction according to Formula (12)

Eimp = mgh =
1
2

mv2
imp (12)
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where Eimp is the impact energy; m is the impactor mass; h is the initial impactor height,
and vimp is the initial impactor velocity; The contact force history was recorded by a sensor
in the test system.

 

Figure 4. Low velocity impact experiment system.

4. Model Validation

Figure 5 showed the finite element model of LVI experiments of CFRTP laminates. The
model included three components: a support, a sample and an impactor. The support and
impactor were modeled by rigid bodies, and the composite laminate sample were modeled
by C3D8R solid elements with a minimum element size of 0.8 mm × 0.8 mm. One element
was used for each layer in the thickness direction. Rigid supports was constrained all the
freedom in the transition and rotation direction. Four pressure heads on the specimen
were simplified as constraint in the impact direction. The impactor was applied an initial
impact speed according to experiments. The surface contact between the impactor and the
CFRTP specimen was adopted. The material parameter of QI and AP laminate were listed
in Tables 1 and 2, respectively.

 

Figure 5. Finite element model of LVI experiments.
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Table 1. Material parameter for QI laminate.

Elastic Parameter Strength Parameter Fracture Energy Strain Rate
Parameter(GPa) (MPa) (N/mm)

E11 42.9 σ
f ,t
11

850 σ
f
12

105 G1 0.3 me
1 0.005

E22 4.5 σ
f ,c
11

350 σ
f
23

105 G2 0.2 me
2 0.064

E33 4.5 σ
f ,t
22

260 σ
f
13

105 G3 0.2 me
3 0.032

E12 1.2 σ
f ,c
22

275 ms
1 0.003

E23 1.2 σ
f ,t
33

260 ms
2 0.042

E31 1.2 σ
f ,c
33

275 ms
3 0.027

Table 2. Material parameter for AP laminate.

Elastic Parameter Strength Parameter Fracture Energy Strain Rate
Parameter(GPa) (MPa) (N/mm)

E11 115 σ
f ,t
11

1524 σ
f
12

210 G1 0.9 me
1 0.001

E22 10.5 σ
f ,c
11

945 σ
f
23

210 G2 0.6 me
2 0.018

E33 10.5 σ
f ,t
22

615 σ
f
13

210 G3 0.6 me
3 0.024

E12 6.2 σ
f ,c
22

425 ms
1 0.001

E23 6.2 σ
f ,t
33

615 ms
2 0.012

E31 6.2 σ
f ,c
33

425 ms
3 0.014

Normally the modulus and strength of CFRTP in Direction 2 and Direction 3 were
assumed to be equivalent as material properties in these two directions were affected by
matrix. Thus, the strain rate parameter m22 and m33 was unified expressed by m2, and m12,
m23 and m13 was unified expressed by m3. The material parameters of QI and AP laminate
were listed in Tables 1 and 2, respectively.

The contact force history of QI laminate under 10 J impact from experiment and
simulation results were compared in Figure 6a. It can be seen that the contact force history
curves from three simulation models and test have similar trends. Firstly, the contact
force increased with impact propagation, and the growth rate decreased when the damage
threshold was reached. With the damage propagation, the contact force continued to
increase with a slow rate until reaching the peak value. Then, the impactor starts to
rebound and the contact force gradually decreases to zero. The failure pattern of QI
laminate under 10 J impact from experimental and simulation results were compared in
Figure 6b–e. There were obvious cracks caused by fiber fracture on the laminated plate,
and the cracks extend linearly along the 45◦ direction (the red circle). The damage area
from SSD and SRD model was larger than that from the other two models as the failure
evolution process were evidently accelerated according to the proposed criteria.

The contact force history of AP laminate under 3 J impact from experiment and
simulation results were compared in Figure 7a. The contact force from experimental
results, SSD and SRD, SSI and SRD, SSI and SRI simulation results were similar. The curve
firstly increased with the increasing contact time, and then decreased after reaching the
maximum value. The failure pattern of AP laminate under 3 J impact from experimental
and simulation results were compared in Figure 6b–e. There were no obvious damage on
the composite surface, which was reflected by all the three simulation results.
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Figure 6. Comparison of experimental results and simulation results (a) contact force; (b) experimen-
tal failure pattern; (c) SSD and SRD (d) SSI and SRD (e) SSI and SRI simulation result.

 

Figure 7. Comparison of experimental results and simulation results (a) contact force; (b) experimen-
tal failure pattern; (c) SSD and SRD (d) SSI and SRD (e) SSI and SRI simulation result.

The contact force history of AP laminate under 6 J impact from experiment and simula-
tion results were compared in Figure 8a. Similarly, the contact force from experiments, SSD
and SRD, SSI and SRD, SSI and SRI numerical models were quadratic function type. The
failure pattern of AP laminate under 6 J impact from experimental and simulation results
were compared in Figure 6b–e. The cracks from simulation results were on the impact point
and along the fiber direction, which was similar to the experimental results. Moreover, the
crack in SSD and SRD model was more continuity than other two models. It indicated that
the failure evolution process were evidently in SSD and SRD model.

The detailed maximum contact force from experiment and simulation models were
listed in Table 3. It can be seen that the simulation error decreased significantly in the SSD
and SRD material model compared to the other two material model for both QI and AP
laminate. Moreover, the simulation error for AP laminate under 3 J energy impact was
decreased by 21.6% (from 2.9% to 3.7%), and the value was 40.5% (from 8.4% to 5%) for
AP laminate under 6 J. The simulation error was decreased with the increasing strain rate
especially for the laminae with damage occur.
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Figure 8. Comparison of experimental results and simulation results (a) contact force; (b) experimen-
tal failure pattern; (c) SSD and SRD (d) SSI and SRD (e) SSI and SRI simulation result.

Table 3. Maximum contact force comparison of the experimental and numerical results.

Impact
Energy (J)

Experiment
(N)

SSD and
SRD (N)

Error
(%)

SSI and
SRD (N)

Error
(%)

SSI and
SRI (N)

Error
(%)

QI 10 3203 3200 0.1% 3581 11.8% 3408 6.4%

AP
3 3525 3423 2.9% 3412 3.2% 3396 3.7%
6 5158 5416 5% 4759 7.7% 4727 8.4%

5. Conclusions

This paper proposed a strain rate dependent damage model for evaluating the dynamic
response of CFRTP laminates with different stacking sequence. In this model, a strain-
stress relationship as well as matrix damage, fiber damage and delamination damage
criteria considering strain rate effect were established and implemented into finite element
software ABAQUS by user defined subroutine. The low velocity impact experiments at
different impact energies on quasi-isotropic laminate and angle-ply laminae were also used
to validate the model. It was found that the contact force curves of LVI tests from numerical
results were coincidence well with the experimental results. The simulation error was
decreased with the increasing strain rate especially for the laminae with damage occur.
The effect of stacking sequence on the strain rate sensitivity should be considered when
analyzing the dynamic response of CFRTP laminates.
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Abstract: Intelligence is a direction of development for vehicles and transportation. Accurate vehicle
positioning plays a vital role in intelligent driving and transportation. In the case of obstruction or
too few satellites, the positioning capability of the Global navigation satellite system (GNSS) will
be significantly reduced. To eliminate the effect of unlocalization due to missing GNSS signals, a
collaborative multi-vehicle localization scheme based on GNSS and vehicle networks is proposed.
The vehicle first estimates the location based on GNSS positioning information and then shares this
information with the environmental vehicles through vehicle network communication. The vehicle
further integrates the relative position of the ambient vehicle observed by the radar with the ambient
vehicle position information obtained by communication. A smaller error estimate of the position
of self-vehicle and environmental vehicles is obtained by correcting the positioning of self-vehicle
and environmental vehicles. The proposed method is validated by simulating multi-vehicle motion
scenarios in both lane change and straight-ahead scenarios. The root-mean-square error of the
co-location method is below 0.5 m. The results demonstrate that the combined vehicle network
communication approach has higher accuracy than single GNSS positioning in both scenarios.

Keywords: intelligent vehicles; vehicle positioning; global navigation satellite system; vehicle
network communication; multi-vehicle collaboration

1. Introduction

In recent years, the degree of automation of intelligent vehicles has gradually in-
creased [1,2]. Intelligent vehicles can primarily reduce the influence of human factors and
decrease the occurrence of traffic accidents [3]. Highly accurate positioning is the basis
for intelligent vehicles to achieve path planning and motion trajectory tracking. In the
development of in-vehicle navigation, driver assistance, autonomous driving, intelligent
transportation and other technologies [4], the location of the vehicle is a critical type of in-
formation. GNSS is currently an essential method in vehicle positioning [5,6]. However, the
positioning can be inaccurate or even impossible if there are tunnels and other occlusions.
This single positioning method cannot fully meet the needs of the growing automotive
intelligence in terms of accuracy and reliability. Therefore, it is important to explore new
vehicle localization methods to develop intelligent driving and intelligent transportation.

Researchers made many efforts in vehicle positioning, which contains methods of
multi-sensor fusion, vehicle network communication and artificial intelligence. In fusing
information from multiple sensors, Pankaj et al. [7] proposed an optical camera-based
mobile vehicle localization scheme. Using the street light and camera as transmitter and
receiver, respectively, it is able to achieve a positioning accuracy of less than 1 m. Ioannis
et al. [8] used distance and velocity measurements to deal with localization and target
tracking problems. This approach enabled localization despite the absence of GNSS signals.
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Patrick et al. [9] performed position estimation by installing fixed points on the road and
detecting body bumps and road surface imperfections. Hossain et al. [10] matched and
fused the position information obtained from GNSS, vehicle network communication and
radar. The simulation results showed a significant improvement in positioning accuracy.
Wang et al. [11] proposed an auxiliary vehicle location system. The system consists of three
base stations equipped with multiple inputs and multiple outputs. Accurate localization
can be achieved based on the results of three cross-locations. Tao et al. [12] proposed a
multi-sensor fusion localization strategy for intelligent vehicles using global pose map
optimization and validated it on the ROS platform. Zhang et al. [13,14] proposed a collabo-
rative positioning method based on 3D mapping-assisted GNSS. The technique utilized
measurements from surrounding available GNSS receivers, eliminating systematic errors
while also mitigating random errors. The multi-sensor fusion approach makes the vehicle
more costly, and the sensors are more affected by the environment.

If only the vehicles are individually positioned by sensors, autonomous vehicle po-
sitioning may not be possible in the absence of signals. The development of Telematics
technology allows the use of location data from nearby vehicles to improve or replace
self-location. Nam et al. [15] proposed a cooperative adjacent vehicle localization sys-
tem. The system quickly identifies the location of neighboring vehicles and communicates
that information with neighboring vehicles. Zhu et al. [16] established a GNSS/dead
reckoning/ultra-wide band fusion positioning algorithm with adaptive information allo-
cation coefficients using the Kalman filter, which can improve positioning accuracy and
reliability. Mahmoud et al. [17] used dedicated short-range communications to share data
between vehicles, enabling the positioning of vehicles during GNSS signal outages. Hou
et al. [18] proposed a displacement-based selection method that can reduce the effect of
measurement errors in nearby vehicle information. The status information of nearby vehi-
cles can be used to locate the target vehicle. Buehrer et al. [19] considered the application of
IoT and 5G to co-location, demonstrating its superior coverage and accuracy. Ma et al. [20]
proposed a BeiDou-based joint vehicle-road positioning method using the volumetric
Kalman model to further improve the positioning accuracy. Ansari et al. [21] investigated
the supplementation of dedicated short-range communication and V2V by terrestrial com-
munication systems to examine the positioning performance of vehicles. Tong et al. [22]
used information collection platforms to obtain driving status and roadside information to
obtain the vehicle’s location. The current method still has room for improvement in the
integration of GNSS, vehicle network communication, and vehicle sensors. Positioning
accuracy still needs to be improved.

With the advancement of computer technology, artificial intelligence methods are
increasingly used in vehicle positioning. Kim et al. [23] developed an indoor vehicle
location system using surveillance cameras. Such a system determines the location of a
vehicle by extracting vehicle information from image information. Wan et al. [24] combined
machine learning and edge computing and could obtain high accuracy in vehicle location
estimation. Lee et al. [25] developed a machine learning method applicable to location
prediction using the data generated by the localization algorithm, which improved the
accuracy of location prediction by 10%. Kong et al. [26] proposed a vehicle localization
system based on federated learning. The system makes full use of edge computing and can
provide high-accuracy positioning correction. Gao et al. [27] proposed an error-weighting-
based vehicle localization fusion algorithm. Distance and positioning compound errors are
taken into account for single-vehicle positioning and trilateral positioning. Wang et al. [28]
studied the effects of vehicle location potential features and vehicle association potential
features. A routing algorithm based on vehicle location analysis is proposed to obtain
more accurate vehicle location prediction. Watta et al. [29] proposed an intelligent system
incorporating neural networks and geometric modeling. A neural network trained on V2V
signals to obtain the location of remote vehicles. Figure 1 shows the different methods
of vehicle positioning. Machine learning methods are considered to be black-box models.
There is no way to know the direction of learning inside the model, and the application
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of such methods is still open to question. The collaborative localization method proposed
in this study combines GNSS, vehicle network communication and in-vehicle sensors to
achieve more accurate vehicle positioning.

Figure 1. Different methods of vehicle positioning.

A collaborative vehicle positioning method using GNSS and vehicle network commu-
nication is proposed in order to overcome the shortcomings of GNSS positioning in terms
of accuracy and reliability. Contributions of this paper are shown in the following aspects:

(1) GNSS and vehicle network communication: Combined positioning using GNSS
and vehicle network communication to improve positioning accuracy and reliability.

(2) Multi-vehicle scenario validation: A multi-vehicle motion scenario was built, and
the positioning was verified under straight-ahead and lane change conditions.

(3) Impact of communication interruption: Verification of positioning accuracy during
communication interruption to check the effectiveness of vehicle network communication
for positioning.

The remainder of this paper is structured as follows: Section 2 describes the vehicle
model and the multi-vehicle motion scenario used for simulation. Section 3 compares the
positioning accuracy in different positioning scenarios, and Section 4 gives the conclusion
of the study.

2. Research Methodology

The proposed methodology uses GNSS and vehicle network communication. To verify
the method’s effectiveness, kinematic modeling of the vehicle is performed. A motion scene
is created in the simulation environment and the positioning error is calculated.

2.1. Component Modules

The proposed multi-vehicle cooperative positioning system consists of three modules:
GNSS, millimeter wave radar and vehicle network communication.
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2.1.1. GNSS

GNSS is a navigation and positioning system that uses radio. It refers to all satellite
navigation systems, such as GPS of the United States, Glonass of Russia, Galileo of Europe
and BeiDou of China. It can provide 3D coordinates, velocity and time information at any
of Earth’s surfaces or near-Earth space. These three types of information are called PVT
(Position Velocity and Time). In this study, absolute position information of the vehicle
can be obtained using GNSS. The received coordinates are earth latitude and longitude
coordinates, which can be converted to local area plane coordinates by calculation.

As shown in Figure 2, any location on the Earth’s surface has a three-dimensional
coordinate. GNSS satellites also have a coordinate. The distance between the satellite and
the positioning target can be expressed in coordinates as

L =
√
(x − x′)2 + (y − y′)2 + (z − z′)2 (1)

where the coordinates of the satellite are known and the target point coordinates are
unknown.

Figure 2. Satellite positioning principle.

The speed of signal transmission between the satellite and the target point can be
regarded as the light speed. Then the distance between the satellite and the target point
can be expressed as

L =
(
t − t′

)·c (2)

where t is the satellite time and t′ is the time at the target point. Combining the two
equations, we get

(
t − t′

)·c = √
(x − x′)2 + (y − y′)2 + (z − z′)2 (3)

At this point, the coordinate values of the other three satellites are needed to solve the
equation. It takes at least four satellites to determine the location of a target point on Earth.
Depending on the number of signal receivers, positioning can also be divided into absolute
positioning and differential positioning.

2.1.2. Millimeter Wave Radar

The use of millimeter wave radar can obtain the relative position information of nearby
environmental vehicles to the present vehicle. This includes the distance and angle of the
ambient vehicle relative to the vehicle, that is, the position of the ambient vehicle in the
local coordinate system.

Sensors commonly used for environmental awareness in smart vehicles include cam-
eras, Light Detection and Ranging (LIDAR), millimeter-wave radar and ultrasonic radar.
The camera is a component based on the optical principle [30]. When the light passes
through the lens, it is captured by the light sensor and then forms an image. LIDAR
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performs object detection and ranging by emitting laser pulses externally [31]. The laser
will reflect when it reaches the surface of the target to be measured. LIDAR can acquire
parameters such as the reflected signal’s return time and signal strength. The information
allows us to determine the target’s distance, orientation, motion status and other character-
istics. Millimeter wave radar is similar to LIDAR in principle. The difference is that the
signal it emits is changed from laser to electromagnetic wave [32]. It calculates the distance
from the time difference of electromagnetic wave returns and calculates the relative velocity
of the measured target based on the Doppler effect. The principle of ultrasonic radar is
also similar. The signal it generates is ultrasonic [33]. Due to the different principles of the
above sensors, the application scenarios are different. Figure 3 illustrates the characteristics
of several sensors and their application scenarios.

Figure 3. The characteristics of several sensors.

2.1.3. Vehicle Network Communication

Vehicle network refers to a system network for wireless communication and informa-
tion exchange among vehicles, roads, pedestrians and the Internet based on intra-vehicle
network, inter-vehicle network and in-vehicle mobile Internet, in accordance with agreed
communication protocols and data interaction standards. Vehicle network is an intelligent
three-dimensional architecture, including the data sensing layer, network transmission
layer and platform application layer. The data sensing layer uses sensors to perceive
information and obtain comprehensive information on road conditions. The network trans-
mission layer connects the infrastructure to the platform application layer. It enables the
transfer of information between various subjects. The platform application layer has the
function of management and operation. It is capable of performing tasks such as traffic
management and safety control.

The main units in the vehicle network communication are shown in Figure 4. Vehicle
network communication can be based on dedicated short-range communication (DSRC) or
5G networks to enable the transfer of information between vehicles. This also represents
the two main technical routes of the current vehicle network communication standards,
namely DSRC and cellular vehicle to everything (C-V2X). DSRC has the technical char-
acteristics of exclusive bandwidth and short-range communication. C-V2X highlights
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the advantages in capacity, latency, manageability and anti-interference algorithms. In
collaborative positioning, when the GNSS signal is missing, the vehicle with the missing
signal can establish communication with other vehicles with a normal signal through the
vehicle network. Thus, the position of the signal-less vehicle can be determined by the
position of the surrounding vehicles with normal signals.

Figure 4. Vehicle network communication architecture.

2.2. Overall Flow of the Method

The overall workflow of multi-vehicle cooperative positioning is shown in Figure 5.

Figure 5. Multi-vehicle cooperative positioning process.

The GNSS module obtains absolute vehicle position information with noise [34]. By
designing filters to process the signals, coarse position estimation based on self-vehicle
observation information can be achieved. Vehicle network communication sends this coarse
estimate of position to other vehicles in the vicinity. Combined with the relative position
information detected by millimeter wave radar, multi-vehicle cooperative localization
is enabled.

Four vehicles (A, B, C and D) are connected by a vehicle network. Each vehicle can
position itself via GNSS. Vehicles can communicate with each other via vehicle networks to
share location information with other vehicles. The vehicle can sense the relative position
within a certain distance by millimeter wave radar. Combined with the information, the
vehicle can estimate its own position as well as the position of other vehicles around it. The
interrelationship between the vehicles is shown in Figure 6a.
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(a) (b) 

Figure 6. (a) Interrelationship between the vehicles; (b) Vehicle motion model.

2.3. Vehicle Modeling Based on Velocity Motion Model

The velocity motion model contains linear and angular velocities [35]. The control
vector for vehicle motion is:

ut =

(
vt
wt

)
(4)

where vt represents the linear velocity of the vehicle and wt represents the angular velocity
at the moment t. When vt is positive, the vehicle moves forward. When wt is positive, the
vehicle turns counterclockwise.

The state vector of the velocity motion model is:

xt =

⎛
⎝xt

yt
θt

⎞
⎠ (5)

where xt and yt are the position coordinates in the right-angle coordinate system [36], θt is
the velocity direction. The motion of the vehicle is shown in Figure 6b.

Noise can interfere with signal transmission and cause deviations in the state vector
and control vector. The location information obtained will be inaccurate. In the ideal case
(no noise influence), assume that the initial state vector is (x, y, θ)T , the control vector is
(v, w)T and the state vector after Δt time is (x′, y′, θ′)T . The state vector can be expressed as

⎛
⎝x′

y′
θ′

⎞
⎠ =

⎛
⎝xc +

v
ω sin(θ + ωΔt)

yc − v
ω cos(θ + ωΔt)
θ + ωΔt

⎞
⎠ =

⎛
⎝x

y
θ

⎞
⎠+

⎛
⎝− v

ω sin θ + v
ω sin(θ + ωΔt)

v
ω cos θ − v

ω cos(θ + ωΔt)
ωΔt

⎞
⎠ (6)

where xc = x − v
ω sin θ, yc = y + v

ω cos θ. (xc, yc)
T is the center of the circle for the motion

in time Δt. Considering the error between the real motion and ideal motion of the vehicle
and the effect of noise, the real motion model of the vehicle can be expressed as

⎛
⎝x′

y′
θ′

⎞
⎠ =

⎛
⎝x

y
θ

⎞
⎠+

⎛
⎝− v̌

ω̌ sin θ + v̌
ω̌ sin(θ + ω̌Δt)

v̌
ω̌ cos θ − v̌

ω̌ cos(θ + ω̌Δt)
ω̌Δt + γ̌Δt

⎞
⎠ (7)

v̌, ω̌ should be the filtered value.

2.4. Estimation of Vehicle Location by Relative Positioning

When there are multiple vehicles in the environment for cooperative localization, one
of the vehicles is selected as the target vehicle for ease of study and accuracy in presentation.
The GNSS signal is filtered to obtain the position estimation result of this vehicle [37]. The
results are sent to nearby vehicles via the vehicle network. At the same time, the vehicle
can detect the position of nearby environmental vehicles relative to the vehicle through
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millimeter wave radar. Through the correspondence between the radar target and the
ambient vehicle, the position of the ambient vehicle can be used to solve for the position of
this vehicle.

The position of this vehicle is obtained from the position and relative distance of the
environment vehicle as

μr
i
t =

(
μi

t,x − di
t cos ϕi

t, μi
t,y − di

t sin ϕi
t

)T
(8)

where μi
t,x and μi

t,y are the coordinates of the environment vehicle and di
t is the distance be-

tween this vehicle and the ambient vehicle. Assume that the error of the radar measurement
at the moment t is

εt,r =
(
εt,rx, εt,ry

)T (9)

The two follow a normal distribution and are uncorrelated with each other. Then
there are

εt,rx ∼ N
(

0,σ2
rx

)
, εt,ry ∼ N

(
0,σ2

ry

)
(10)

The covariance matrix of the radar range can be obtained as

P =

(
σ2

rx 0
0 σ2

ry

)
(11)

2.5. Simulation Contents

To verify the effectiveness of the method, the simulation is performed by building a
multi-vehicle motion scenario. The time duration of each simulation is set to 30 s, and the
step size is 0.1 s.

2.5.1. Linear Motion Simulation

The motion scenario contains two lanes. The width of the lanes is 3.75 m, and there
are five vehicles in each lane. Vehicles travel along the centerline of their respective lanes.
Vehicles located in the fast lane have an initial speed of 50 km/h and a vehicle spacing of 80
m. Vehicles located in the slow lane have an initial speed of 30 km/h and a vehicle spacing
of 50 m, as shown in Figure 7a. After the simulation starts, at 0 < t < 10 s, the first car in
both lanes moves according to the acceleration curve shown in Figure 7b. At t > 10 s, the
first car in both lanes maintains uniform linear motion.

 
 

(a) (b) 

Figure 7. (a) Straight line simulation scenario; (b) Acceleration variation curve.

The eight cars after the first car respond to the speed fluctuations of the preceding car
according to the linear-following model.

..
xr(t + T) = λ

( .
x f (t)− .

xr(t)
)

(12)
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where
.
xr(t) and

.
x f (t) are the distance between the rear car and the front car along the

direction of the lane to the origin at time t. Take λ = 0.3, T = 1 s. The motion simulation
takes into account the fluctuation of vehicle speed under linear motion and the change of
surrounding environment vehicles with time.

2.5.2. Lane Change Motion Simulation

The motion scenario contains two lanes. The width of the lanes is 3.75 m, and there
are five vehicles in each lane. Vehicles travel along the centerline of their respective lanes.
The initial speed of both lanes is 30 km/h, and the distance between cars No.4 and No.5
and between cars No.6 and No.7 is 100 m. The distance between the front and rear of other
vehicles is 50 m, as shown in Figure 8a.

 

 

 

(b) 

 

(a) (c) (d) 

Figure 8. (a) Lane change simulation scenario; (b) Lane change steering angle model; (c) Lateral
position curve for lane change motion; (d) Car 2 and Car 9 for lane change simulation.

After starting the simulation, cars 2 and 9 perform the lane change operation at
3 s < t < 8 s, while the other vehicles maintain uniform linear motion. The lane change
steering angle is shown in Figure 8b. δ(t) is the steering angle at time t. Assuming a
linear two-degree-of-freedom model for the vehicle, with constant longitudinal velocity
and small angular offset in the heading. Then δ(t) function satisfies that the transverse
pendulum angular velocity, lateral velocity and heading angular deflection are zero at the
beginning and end of steering. Simplifying the velocity motion model assumes a zero
lateral deflection angle. Therefore, the angular velocity of the vehicle transverse pendulum
is proportional to the steering angle, and δ(t) can be replaced by ω(t).

To determine the parameters K, Δt1, Δt2 in this channel change model, the constraints
are listed. The lateral displacement, maximum lateral acceleration and maximum lateral
sharpness are constrained, respectively

yl
u

= lim
t→∞

∫ t

0

∫ τ

0
ω(α)dα dt (13)
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|alateral(t)| < 0.2 g (14)

∣∣ .
alateral(t)

∣∣ < 0.1 g
s

(15)

where yl is the target lateral displacement, u is the vehicle longitudinal velocity,v is the lateral
velocity of the vehicle, g is the acceleration of gravity and alateral is the lateral acceleration

alateral =
.
v − uω ≈ −uω (16)

Substituting into the channel change model, we get

K
(

2Δt1
2 + 3 Δt1Δt2 + Δt2

2
)
=

yl
u

(17)

Ku < 0.2 g (18)

Ku
Δt1

<
0.1 g

s
(19)

where yl = 3.75 m, u = 30 km/h, The value of the parameter satisfying the above constraint
is solved as K = 0.12 rad/s, Δt1 = 1 s, Δt2 = 0.5 s. The corresponding lane change curve is
shown in Figure 8c. Figure 8d displays Car 2 and Car 9 for lane change simulation.

At 9 s < t < 19 s, the first car in both lanes moves in the same way as Figure 7b:
“uniform speed—uniform deceleration—uniform speed—uniform acceleration—uniform
speed”. The rear eight vehicles move according to a linear heel-chase model.

2.5.3. Module Parameter Setting

General millimeter-wave radar for longitudinal position detection accuracy than lateral
position detection accuracy, the detection range of about 100 to 200 m. This simulation
environment assumes that the radar can detect environmental vehicles within a radius of
100 m, with the vehicle’s location as the center of the circle. The lateral and longitudinal
errors of relative positions satisfy normal distribution with a standard deviation σrx = 0.2 m
and σry = 0.1 m. Data is updated every 0.1 s.

The accuracy of position information provided by satellite positioning is generally
around 10 m, while speed detection accuracy is much higher. The simulation assumes
that GNSS positioning can provide absolute position as well as velocity information of the
vehicle. The lateral, longitudinal and heading angular errors all satisfy normal distribution.
The standard deviations are σzx = σzy = 3.33 m, σzθ = π/180, σzv = 1 m/s. Data is
updated every 0.1 s.

The simulation assumes that the vehicle can receive location information sent from
ambient vehicles within a radius of 100 m, with the vehicle’s location as the center of
the circle. To test the performance of the co-location method in the presence of unstable
communication, it is assumed that the communication fails in the time 20 s < t < 25 s.
Absolute location information of environmental vehicles is not available to all vehicles. At
other times, all vehicles send and receive communication messages every 0.1 s.

3. Results and Discussion

The cooperative positioning and single vehicle positioning are simulated in the lin-
ear motion scenario and lane change motion scenario, respectively. Each scenario was
simulated 100 times. The results of 100 simulations are averaged to eliminate the chance.

Figure 9a,b display the root-mean-square error of the co-location method. The meaning
of the vertical coordinate of the curve is the root mean square of the positioning error of all
vehicles in all simulations at a given time.
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(a) (b) 

 
(c) 

Figure 9. (a) Multi-vehicle cooperative positioning errors in lane change scenarios; (b) Multi-vehicle
cooperative positioning error in straight-ahead scenario; (c) Individual vehicle positioning error.

Figure 9c demonstrates the root-mean-square error when a vehicle is positioned
individually. Comparing the two methods shows that the error of cooperative positioning
is significantly smaller than that of single-vehicle positioning. In addition, comparing the
positioning error of the environmental vehicle with the positioning error of this vehicle, it
is significantly larger in the x direction than in the y direction. This can be explained by the
fact that radar has a more significant measurement error in the lateral direction than in the
vertical direction.

Figure 10 shows the root-mean-square error of the two positioning methods during
one lane change simulation (The simulation results for the straight-ahead scenario are
very similar). The vertical coordinate of the curve means the root mean square of the
positioning error of all vehicles at the same time in one simulation. It can be seen that the
co-location is less error-prone and more stable than the individual positioning in the same
lane change simulation.

Table 1 shows the comparison of the positioning error after averaging the two posi-
tioning methods in the time domain. It can be found that co-location has higher positioning
accuracy in the case of communication failure, which is consistent with the results shown
in Figure 9. The co-location error level is kept below 0.5 m overall. The current positioning
accuracy of GNSS for civilian use is basically within 10 m. It can be seen that the collabora-
tive positioning method can significantly improve the positioning accuracy. However, at
the same time, the collaborative approach uses vehicle networks and in-vehicle sensors. In
terms of future real-world applications, more comprehensive considerations are needed.
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(a) (b) 

Figure 10. Error variation in a particular channel change simulation: (a) Multi-vehicle cooperative
positioning error; (b) Individual vehicle positioning error.

Table 1. The average value of the error in the time domain for the two positioning methods.

Method Lane Change Scenario Straight Ahead Scenario

Error (m) Co-Positioning Single Positioning Co-Positioning Single Positioning

Root mean square error in the x-direction 0.20 0.36 0.27 0.38

Root mean square error in y-direction 0.36 0.61 0.34 0.62

Total root mean square error 0.42 0.73 0.44 0.74

4. Conclusions

This paper proposes a collaborative positioning method based on GNSS and vehicle
network communication. The target vehicle first obtains its location information through
GNSS and then transmits the information to the nearby environment vehicles through
vehicle network communication. The target vehicle can correct its position with the envi-
ronmental vehicle information. A multi-vehicle motion scenario was established to verify
this method’s effectiveness. The results show that the multi-vehicle cooperative localization
method is more accurate than the single localization by GNSS. The root-mean-square error
of positioning can be controlled to less than 0.5 m. This study was conducted in a simulation
environment, and the effectiveness of the method was verified by the simulation results.
The limitation of the study is that it still lacks the verification of real vehicles, which is the
direction of our future efforts. With the continuous development of intelligent vehicles,
vehicle position information is an important parameter in the vehicle’s driving status. This
paper explores the role of vehicle network communications in vehicle location. In the near
future, this approach can be further applied to the precise positioning of actual vehicles.
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Abstract: This study investigated the fatigue fracture of bilateral drive drum shafts in casting bridge
cranes including its fracture morphology and factors, such as materials, manufacturing processes,
and loads. Seven conditions were designed to test the effects of changes in the speed and torque of
the drum shafts during startup, commissioning and braking under different loads. A dynamic model
was developed for the structure and control system of the hoisting mechanism. Changes in the speed
and torque of the motor and drum shafts were simulated under common operating conditions such
as speed and load changes of the motor, control asynchrony and single-motor towing. The results
showed that asynchronous motor starting and braking, motor dragging and other behaviors led the
left and right drum shafts undergo oscillated torque with a value reached 2 × 105 N·m in a period
of approximately 13 s, and a residual torque about 3 × 104 N·m was retained after braking. The
torques on the drum shafts changed suddenly during the processes of starting, shifting and braking.
Dynamic loading was the root cause of fatigue fracture of the drum shafts.

Keywords: crane; drum shaft; fatigue; fracture

1. Introduction

Fatigue fracture, which accounts for more than 50% of the fractures of mechanical
parts [1], has long been the focus of fracture failure research. Recent studies have consid-
ered many factors that contribute to fatigue fracture [2–11], such as materials, structure,
manufacturing processes, service conditions, and dynamic behavior.

Fatigue fracture of the core components used for the transmission of rotation and
torque in the drive shaft is very dangerous to machines and humans. The motor shaft was
the object of the world’s first fatigue testing machine [12]. Currently, research on fatigue
fracture of drive shafts has been conducted for various machinery and equipment, such as
automobiles, construction machinery, rail vehicles, and air compressors. [13–18] However,
the causes of fatigue have not been related to the differences in materials, structure, and
manufacturing processes, leading to continuous research effort focusing on different service
conditions and equipment.

Casting bridge cranes, which are mainly used to lift molten iron and molten steel,
have the characteristics of large lifting capacity, high operation rate and harsh working
conditions. Once fatigue fracture occurs hereby, it will result extremely dangerous accidents.
After an accident, in which a ladle of molten steel overturned at Qinghe Special Steel Co.,
Ltd. in 2007, casting bridge cranes were required to use a bilateral main hoisting mechanism
for greater safety [19].

The bilateral propelled hoisting mechanism contains two load drums with shafts at
their ends. One load drum shaft is connected to the output shaft of the reducer through
a coupling, and the other load drum shaft is connected to the other load drum through a
coupling too. The load drum, as a component in the hoisting mechanism that experiences
very complex forces, carries the dynamic load produced not only by the lifting and dropping
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of the workpiece but also by the operation, control and behavior of the motor, transmission
system, braking system and other components. Thus, failure of load drums is responsible
for approximately 25% [20], the largest proportion, of crane accidents. The load drum shaft
is the part of the load drum that is most likely to fail. More importantly, once the load drum
shaft breaks, it causes downtime and even serious accidents due to falling objects. For
example, at Hebei Tangshan Steel Co., Ltd., a serious accident occurred in which the load
drum shaft broke when the casting crane was lifting a ladle of molten iron. The coupling
that connected the load drum and the reducer tore, and the load drum fell off the frame;
accordingly, the ladle was inclined and molten iron overflowed, and consequently, the
production line burned [21]. Although the failure of load drum shafts has always been a
concern of the crane industry, current research into load drum shaft failure is still mainly
based on qualitative analysis [22–26].

Taking the failure of a 50/10 t casting bridge crane load drum shaft as an example, a
testing and analysis of dynamic factors in the fatigue fracture of the load drum shaft in
the hoisting mechanism are carried out after a failure factor investigation and qualitative
analysis considering typical working conditions. The sources of the loads are clarified,
and their dynamic responses are quantified. As a result, design accuracy and operational
control must be improved.

2. Investigation of the Reasons for Fractures

Fracture failure usually involves a combination of multiple factors. To determine
the causes of a fracture, the possible factors are investigated, such as fracture appearance,
materials, manufacturing processes, loads, etc.

2.1. Fracture Appearance Analysis

A fracture of a load drum shaft is shown in Figure 1. Unfortunately, the fracture
features were not completely preserved because of friction. However, the cracks nearer to
the shaft surface are smoother, and the cross-section does not have obvious necking, and
the cracks are inclined in one direction with a large depth inside. In addition, as shown
in Figure 1b, the source of the crack in the drum shaft is near the surface of the shaft,
the final crack area is located inside the shaft, and scallops are located between the two
areas. Therefore, the fracture was caused by rotational bending fatigue; the load drum shaft
experienced a large torsional force prior to fractured.

  
(a) (b) 

Figure 1. Appearance of the fracture of a load drum shaft: (a) cross-section of the left load drum
shaft; (b) cross-section of the right load drum shaft.

The load drum shaft broke at the neck journal root with diameter Φ220 mm, and a
magnified image of the transition fillet is shown in Figure 2. According to the standards in
Parts Rounding and Chamfering, when the shaft shoulder diameter difference is more than
40 mm, the fillet radius should be 4 mm. However, the actual fillet radius of this shaft
shoulder was approximately 1.5 mm, which may have led to a high stress concentration.
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Figure 2. Transition fillets of the drum shaft, 20X.

2.2. Material Analysis

According to the design requirements, the material of the failed load drum shaft
should be #35 steel, and it must be normalized and tempered, so that its hardness reaches
137–163 HBW. After testing, the hardness of this load drum shaft was distributed in
the range of 153–161 HBW, and the core hardness was lower than the surface hardness,
satisfying the technical requirements.

Samples were drilled respectively at the spaces of near the surface, 1/2 radius and
core of the shaft for analysis of the chemical composition. As shown in Table 1, the material
composition met the requirements for #35 steel in manufacturing standard GB/T699. From
the metallographic structure shown in Figure 3, the structure of the shaft was normalized
pearlite and ferrite with few inclusions, which also meeting the performance requirements
of the spool shaft material.

Table 1. Chemical Composition of the Drum Shaft, w%.

Elements

Location
Surface 1/2R Core Required

C 0.37 0.34 0.35 0.32–0.39
Mn 0.59 0.58 0.59 0.50–0.80
Si 0.22 0.22 0.22 0.17–0.37
P 0.018 0.017 0.017 ≤0.035
S 0.002 0.002 0.002 ≤0.035

Cr 0.01 0.01 0.01 ≤0.10
Ni 0.01 0.01 0.01 ≤0.30

Figure 3. Microstructure of a cross-section, 100X.

2.3. Manufacturing Process Analysis

In the processing of the load drum and the load drum shaft, manufacturing and
acceptance were carried out according to the manufacturing standard DHQ. JS001, cir-
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cumferential and longitudinal welds were 100% UT inspected, and the quality reached BI
grade and BII grade in manufacturing standard GB/T11345. Short shaft and plate welds
were 100% MT inspected 48 h after welding, and the quality reached level 2 according
to manufacturing standard JB/T6061–2007. In addition, a total annealing treatment after
welding was carried out to improve the tissue defects and residual stress of the load drum.
Therefore, the influence of the manufacturing process on the fracture failure can be ignored.

2.4. Service Condition Analysis

Table 2 shows the working level of the crane and its hoisting mechanism with a broken
load drum shaft. The working level means that the crane frequently withstands cyclic loads
when it is operated, which may lead to fatigue.

Table 2. Working rank of the crane and its lifting mechanism.

Items Work Level Use Level Loads Level

Crane A7 U5 Q4
Hoisting mechanism M8 T7 L4

2.5. Static Analysis of the Load Drum Group

As shown in Figure 4, the load drum group of the bilateral propelled hoisting mech-
anism contained two load drums. Both ends of the two load drums were load drum
shafts, one load drum shaft was connected to the output shaft of the reducer, and the other
load drum shaft was connected to the other load drum through a GIICL type drum gear
coupling. The load drum group had four supports. The left and right ends were supported
by the reducer box, and the load drum shafts (in addition to the coupling) were supported
by the bearing pedestal.

 
Figure 4. Bilateral drive drum.

The simplified static model of the bilateral drive load drum is shown in Figure 5.
The values and meanings of the codes in Figure 5 are shown in Table 3. The following
assumptions were made:

1. The coupling connecting the left and right load drum shafts can transmit torque
without loss, and it was simplified to a hinged connection.

2. The axial movement of the load drum group was ignored, and the bearing pedestal of
the two load drum shafts was converted into a hinge support.

3. The weight of the load drum and the coupling were uniform loads, the wire rope
tension was the concentrated force acting on the center of the load drum, and the
quality of the load drum shaft was ignored.

P G L F

l

P G LFP G L

l L2
x

Figure 5. Simplified static model of the bilateral drive drum.
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Table 3. Values and meanings of the codes in Figure 5.

Codes Values

Load drum length L/mm 1331
Load drum shaft length L1/mm 220

Coupling length L2/mm 838
Load drum group quality G1/kN 44

Coupling quality G2/kN 8
Unilateral lifting weight G3/kN 250

Pulley set magnification N 2
Single load drum load F/kN 125

Considering the above assumptions and the symmetrical structure of the couplings,
the force and flexural moment of the equivalent hinge of the coupling were both 0, and
the static model in Figure 5 was simplified to the beam structure shown in Figure 6a. The
gear engagement of coupling generated a bending moment Ma in the axial direction due to
friction. According to JB/T 8854.2-2001, Ma = 0.1Tmax, where Tmax is the maximum torque
acting on the coupling. Obtained by calculations using the mechanics theory of materials
science, the shearing force diagram and bending moment diagram are shown in Figure 6b,c,
and the maximum absolute value of the shearing force and bending moment for the load
drum and load drum shaft were calculated using Equations (1)–(3).

∣∣Fq
∣∣
max1 =

∣∣Fq
∣∣
max2 =

∣∣∣−FBy +
G2
2

∣∣∣
=
∣∣∣− F+G1

2 − 1
l

(
Ma +

G2L2
8

)∣∣∣ (1)

|M|max1 = M+
max =

FAyl
2 − G1L1

8

= (F+G1)l
4 − 1

2

(
Ma +

G1L1
4 + G2L2

8

) (2)

|M|max2 = M−
max =

∣∣∣∣−
(

Ma +
G2L2

8

)∣∣∣∣ (3)
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( )G F
F

+
−

GF− +

G

F
l G L−

M G L− +
M−

( )l L
F

− GF l L

M G L

− −

− +
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Figure 6. The force and flexural moment analysis of drum: (a) static model of the bilateral drive
drum; (b) the shear force diagram; (c) bending moment diagram.
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After calculations using Hooke’s law and the moment deformation equation of the
simply supported beams, the maximum normal bending stress of the load drum body
section and load drum shaft section were written respectively as follows.

σmax1 =
|M|max1

W1
=

Mmax1D
2I1

(4)

σmax2 =
|M|max2

W2
=

Mmax2d2

2I2
(5)

where σmax1 is the maximum normal bending stress of the load drum body section, σmax2 is
the maximum normal bending stress of the load drum shaft section, I1 is the cross-sectional
moment of inertia of the load drum body, D is the outside diameter of the load drum body,
d1 is the inside diameter of the load drum body, d2 is the diameter of the load drum shaft,
and I2 is the cross-sectional moment of inertia of the load drum shaft.

If the cross-sectional maximum shearing stress of the load drum body and load drum
shaft are both distributed on the neutral axis, then the maximum bending shear stress of
the load drum body and load drum shaft can be written as:

τmax1 = 16
|Fq|max1

π(D2 − d22)
(6)

τmax2 =
16
3
|Fq|max2

πd1
2 (7)

Because Tmax is small in the load drum group of the bilateral propelled hoisting
mechanism, Ma can be ignored. After calculation, the values of σmax1, τmax1, σmax2, τmax2
are 1.7 MPa, 2.2 MPa, 5.2 MPa, 7.75 MPa, respectively. All of these values are far less
than the ultimate strength of the load drum and load drum shaft, which are 235 MPa and
315 MPa, respectively.

2.6. Dynamic Load Analysis of the Hoisting Mechanism

As shown in Figure 7, when the hoisting mechanism operating, the motor drives the
transmission components, such as the reducer, the load drum, and the wire rope, to lift
heavy objects. The hoisting mechanism bears dynamic loads that include the dynamic
electromagnetic torque generated by the motor under the speed control system, and the
loads, which are the forces generated by the structure with friction, assembly tolerance,
interstice and damping behavior, and the forces generated by weight while lifting, lowering
and braking. Particularly for the bilateral propelled lifting mechanism, high dynamic loads
are carried for the asymmetric structure, and the nonsynchronous control system changes
the force distribution in its driving system.

Figure 7. Structural layout diagram of the lifting mechanism.
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3. Dynamic Test of the Lifting Mechanism

3.1. Test System Setup

To study the dynamic behavior of the hoisting mechanism, a test system was con-
structed on a cast bridge crane with a broken drum shaft, as shown in Figure 8. The test
system included a strain-torque telemetry equipment, strain acquisition sensor, data acqui-
sition equipment and other modules. Table 4 summarizes the performance parameters of
the cast bridge crane, and Table 5 summarizes the types of main instruments for the test.

 
Figure 8. Composition of the dynamic test system for the lifting mechanism.

Table 4. Main parameters of a casting bridge crane.

Properties Lifting Capacity Length Beam Weight Trolley Weight Motor Power Rated Speed

Units t m t t kW rpm
Values 50 22.5 183 29 75 750

Table 5. Main instruments for testing.

No. Instrument Model Application

1 KFW-2-120-D16-11 L1M2S Strain test
2 TQ201 No. 2126 Torque and speed test
3 BS903 Wireless receiving gateway

4 BeeData Software for signal acquisition
and processing

To compare the dynamic behavior under different working conditions, 7 kinds of
working conditions, listed in Table 6, were tested. The speeds in four gears of the crane
during test are listed in Table 7. In each working condition, the rotational speed and stator
current of the motor and the torque of the load drum shaft were measured; the detection
positions were named positions 1, 2, 3 and 4, as shown in Figure 8.
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Table 6. Working conditions for the tests and simulations.

Type Object Weight Speed and Direction Operation Method

Type 1 None Static The hook is static without weights, and the sensor is set
to zero

Type 2
None

4th gear and dropping
After the hook falls a certain vertical distance, quickly
decelerate from the 4th gear to the 1st gear and finally
stop in the air

Type 3 4th gear and lifting
After the hook lifts a certain vertical distance, quickly
decelerate from the 4th gear to the 1st gear and finally
stop in the air

Type 4
40.44 t

4th gear and lifting
After the object is lifted a certain vertical distance, quickly
decelerate from the 4th gear to the 1st gear and finally
stop in the air

Type 5 4th gear and dropping
After the object falls a certain vertical distance, quickly
decelerate from the 4th gear to the 1st gear and finally
stop in the air

Type 6 ≤40.44 t 4th gear and dropping or lifting
The heavy object is always placed on the ground, and the
hoisting mechanism repeatedly lifts and descends in
1 block

Type 7 40.44 t 4th gear and dropping
After the object falls a certain vertical distance, quickly
decelerate from the 4th gear to the 1st gear and finally
stop on the ground

Table 7. Gears and speeds.

Gear
Percentage of

Maximum Speed
Motor Speed Load Drum Speed

Units % r/min r/min
4 100 745 4.3
3 30 223.5 1.29
2 20 149 0.86
1 10 74.5 0.43

3.2. Test Results Analysis

Since working condition 6 is most frequently used, and the dynamic behavior of the
crane in this condition is most representative for it involves operations such as lifting,
dropping, braking and direction adjustment, working condition 6 was taken as an example
for analysis. The motor speed, gear position and torque of the load drum shaft for 30 s are
shown in Figure 9.

Figure 9a illustrates the motor speed and gear of the hoisting mechanism when it
repeatedly lifts, drops and brakes with objects on the ground. Figure 9b illustrates the
torques in positions 2 and 3. It can be concluded that the torque on the load drum shaft
changed suddenly due to the change in the hoisting weight when the gear changed from
the zero point and the motor accelerated the lifting object. Additionally, the torque on the
load drum shaft changed suddenly during braking and then stabilized at a constant value,
just like it was affected by the step signal. It is clear that frequent starting and braking
brought periodic reciprocating vibrations and load changes for the transmission system.
Otherwise, as shown in Figure 9a, the motor speed lagged behind the gear change, and
the motor first reversed and then rotated forward due to insufficient lifting torque at low
gear—that is, it was dragged by heavy objects and in a state of power generation.
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(a) (b) 

Figure 9. Crane lifting weight fast and frequent starting-braking test: (a) The motor speed and gear
of the hoisting mechanism; (b) frequent starting-braking drum shaft torque change.

The dynamic behavior of the crane under other working conditions was similar
to that under working condition 6. Once the gear position changed, lifting, falling or
braking would consequently occur, and vibrations and impacts would occur in the hoisting
mechanism. When objects rose or fell, there was a certain phase difference between the
torques on the two load drum shafts, as shown in Figure 10.

 

 

(a) (b) 

Figure 10. Torque change of the drum shaft before and after braking of the bilateral drive lifting
mechanism: (a) lifting brake in 1st gear when lifting 40.44 t; (b) lowering brake in 1st gear when
lifting 40.44 t.

Figure 10a,b show the torques measured at points 2 and 3 when the crane worked in
the 1st gear, and the object weight was 40.44 t. All braking started at 20 s. Prior to braking,
when the object was being lifted or dropped, the torques on the load drum shafts vibrated
with a high amplitude and low frequency, and there was a phase difference between
them. After braking, the torques on the load drum shafts remained stable after short-term
vibrations at high frequency.

The test results showed that the service conditions strongly influenced the dynamic
performance of the hoisting mechanism, and the torque on both load drum shafts of the
hoisting mechanism changed periodically; the period was approximately 13 s. Otherwise,
after braking, the torque values of the two load drum shafts changed abruptly, but the

173



Electronics 2022, 11, 3043

changes were in opposite directions. The analysis showed that this may be related to motor
drag and asynchronous brake holding in the bilateral drive hoisting mechanism.

For an in-depth explanation of the behavior observed in the above-described test and
improve the design of the spool shaft, a dynamic model was constructed and the hoisting
mechanism was simulated.

4. Electromechanical Coupling Dynamics Model of the Bilateral Propelled
Hoisting Mechanism

4.1. Dynamic Simulation Process

As shown in Figure 11, the hoisting mechanism is divided into three modules: the
motor and its control, the mechanical transmission system and hoisting weight. Each mod-
ules contain its own structural parameters, control parameters, and working parameters,
and there are dynamic loads, motion parameters, and control parameters to realize data
transmission and feedback between them. Therefore, it is necessary to build an electrome-
chanical coupling dynamics model of the motor, its control system and the mechanical
transmission system, in order to analyze the dynamic response of the hoisting mechanism.

 

Figure 11. Structural layout diagram of the hoisting mechanism.

However, it is difficult to carry out a dynamic simulation if the electromechani-
cal model is too complex. Therefore, the following assumptions are made to simplify
the model.

1. The vibration of the system in the horizontal plane and the swing of the weight are
ignored, and only the vertical motion and the torsion of the structure are considered.

2. The friction between the wire rope and the drum, and the rigid resistance of the wire
rope as well are ignored.

3. The contact stiffness at the connection for the reducer and the drum, which are rigidly
connected, is ignored. That is, only the torque stiffness and torsional damping of the
connecting shaft are considered.

4. The torsional deformation of the reducer, drum and coupling are ignored.

Based on the above assumptions, considering the electromechanical coupling effect
and simplifying the transmission components into a mechanical equivalent model com-
posed of mass, stiffness, and damping, as shown in Figure 12, the motor, its control system
and transmission mechanicals are also considered. The relevant parameters in the vertical
translation-torsion dynamic equivalent model are shown in Table 8.
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Figure 12. Vertical translational-torsional dynamic model of the bilaterally driven lifting mechanism.

Table 8. The parameters for the bilateral driven crane mechanisms and their meanings are shown
in Figure 12.

Parameters Object Weight Parameters Operation Method

m1
Equivalent weight of the
hoisting mechanism m2 + m3, m5 + m6 Weight of the hooks

m4, m7 Weight of the objects m8 Weight of the crane girder
J1, J6 Moment of the motor J2, J7 Moment of the brake
J3, J8 Moment of the reducer J4, J9 Moment of the load drum

J5 Moment of the coupling J10∼ J15 Moment of the pulley block
ki

i = 1,10,11,12 . . . 20 Translational stiffness coefficient ki
i = 2,3, . . . 9 Rotational stiffness coefficient

ci
i = 1,10,11,12 . . . 20 Translation damping coefficient ci

i = 2,3, . . . 9
Rotational
damping coefficient

r4, r9 Radius of the load drum ri
i = 10,11, . . . 15 Radius of the pulley

yi
i = 1,2 . . . 8 Displacement of the crane masses θi

i = 1,2,3 . . . 15
Rotation angle of the
crane parts

Since this research mainly focuses on the influence of the bilateral driving arrangement
on the dynamic load distribution in the hoisting mechanism, it is assumed that the structure
is symmetrical. That is, the motors, brakes, reducers, drum sets, pulley sets and hook sets
on both sides are considered to be identical, and the manufacturing errors and assembly
errors of individual components are ignored. In addition, it is assumed that the stiffness
and damping of each wire rope in the unilateral pulley block are the same. The relationship
between the parameters in Figure 12 are given in Table 9.

Table 9. Relationship between the parameters in Table 7.

Number Name Relationship

1 Weight m2 = m3 = m5 = m6 = mh, m2 + m3= m5 + m6= mj
2 Displacement y2 = y3 = yl, y5 = y6 = yr
3 Radius r10 = r11 = r12 = r13 = r14 = r15 = rh
4 Moment J1 = J6, J2 = J7, J3 = J8, J4 = J9
5 Stiffness J10 = J11 = J12 = J13 = J14 = J15 = Jh
6 Damping k2 = k6, k3 = k7, k4 = k8, k5 = k9, k18 = k19
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4.2. Motor and Control System

The hoisting mechanism use a YZR-type wound three-phase asynchronous motor. As
to solve the voltage equation, flux equation, torque equation and motion equation of the
motor, the motor model is usually converted from the three-phase stationary A, B, and C
coordinate systems to the two-phase synchronous rotating coordinate system, as shown in
Equations (8)–(10) [27], through Clarke coordinates and a Park transformation.

Voltage equation:

⎧⎪⎪⎨
⎪⎪⎩

usd = Rsisd + pψsd − ψsqω1
usq = Rsisq + pψsq + ψsdω1
urd = Rrird + pψrd − ψrq(ω1 − ωs)
urq = Rrirq + pψrq − ψrd(ω1 − ωs)

(8)

Flux equation: ⎧⎪⎪⎨
⎪⎪⎩

ψsd = Lsisd + Lmird
ψsq = Lsisq + Lmirq
ψrd = Lmisd + Lrird
ψq2 = Lmisq + Lrirq

(9)

Torque equation:
Te = npLm

(
isqird − irqisd

)
(10)

Motion equation:

Te = Tm +
Je

np
· dω

dt
(11)

where usd, usq, urd, and urq are the components of the stator voltage and rotor voltage
on the d and q coordinate axes, respectively. isd, isq, ird and irq are the components of the
stator current and rotor current on the d and q coordinate axes, respectively. Rs and Rr are
the winding resistances of the stator and rotor, respectively. ψsd, ψsq, ψrd and ψrq are the
components of the stator and rotor flux linkages in the d and q coordinate axes, respectively.
Ls, Lr and Lm are the inductance of stator and rotor and the mutual inductance between the
stator and rotor. ω1 is the rotational angular velocity of the d, q coordinate axis system, and,
where f is the AC power frequency for the motor. ωs is the slip velocity, and ωs = (ω1 − ω),
where ω is the rotor speed. Je is the rotational inertia of the unit. np is the polar number of
the motor. Tm is the motor load resistance torque.

To realize the stable operation of the hoisting mechanism, it is necessary to control
the motor by the AC speed control system. A crane is a special equipment, and its motor
control system typically uses a stable and reliable thyristor stator regulating voltage to
achieve speed regulation. The torque equation [28] of the rotor is:

Te =
3npU2

s R′
r/s

ω1

[
(Rs + R′

r/s)2 + ω1
2(Lls + Llr

′)2
] (12)

where np is the pole pair of the motor, Us and ω1 are the stator phase voltage and supply
angular frequency of the motor, s is the slip ratio, Rs and Rr’ are the resistance of each phase
of the stator and the resistance of each phase of the rotor is converted to the stator side, Lls
and Llr’ are the leakage inductance of each phase of the stator and the leakage inductance
of each phase of the rotor is converted to the stator side.

4.3. Mass-Stiffness-Damping a Model of Transmission Mechanisms

Usually, the dynamic equation of transmission mechanisms can be written as the
differential equation in the form matrix shown in Equation (13).

M
..
q + C

.
q + Kq = Q

(
q,

.
q, t

)
(13)
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where M, C and K are the mass matrix, damping matrix and stiffness matrix of the system,
respectively; q,

.
q and

..
q are the displacement matrix, velocity matrix and acceleration matrix

of the system in generalized coordinates, respectively; and Q(q,
.
q, t) is the generalized

force matrix of the system, which is composed of the gravity and external moment of each
equivalent mass unit of the crane.

According to the kinetic model and parameters in Figure 12, the components of
Equation (13) can be expressed in matrix form as follows.

q, the generalized coordinate displacement matrix, can be expressed as:

q21×1 = [y1, yl , yr, y4, y7, y8, φ1, φ2, · · · , φ15]
T (14)

M, the mass matrix, is a 21×21 diagonal matrix that can be expressed as:

M =

[
m6×6 0

0 J15×15

]
(15)

where m6×6 is a diagonal matrix of equivalent masses, as shown in Formula (16). J15×15 is
the matrix of the rotational inertia, as shown in Formula (17), and Jh is a 6 × 6 rotational
inertia matrix, as shown in Formula (18).

m6×6 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

m1 0 . . . 0
0 mj

mj
. . .

...
...

. . . m4
m7 0

0 . . . 0 m8

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(16)

J15×15 =

⎡
⎢⎢⎢⎢⎢⎣

J1 0 · · · 0
0 J2
...

. . .
...

J9 0
0 · · · 0 Jh

⎤
⎥⎥⎥⎥⎥⎦ (17)

Jh = diag(Jh, Jh, Jh, Jh, Jh, Jh) (18)

C, the damping matrix is a 21×21 symmetric matrix that can be expressed by Equation (19),
and C = CT .

C =

⎡
⎢⎢⎣

C11 C12 C13 0
C21 C22 C23 C24
C31 C32 C33 C34
0 C42 C43 C44

⎤
⎥⎥⎦ (19)

where C11, C21, C22, C31, C32, C33, C42, C43, and C44 can be expressed by Equations (20)–(28).

C11 =

⎡
⎢⎢⎢⎢⎢⎢⎣

(c1 + 4cl + 4cr) −4cl −4cr 0 0 −c1
−4cl (4cl + c18) 0 −c18 0 0
−4cr 0 (4cr + c19) 0 −c19 0

0 −c18 0 c18 0 0
0 0 −c19 0 c19 0

−c1 0 0 0 0 (c20 + c1)

⎤
⎥⎥⎥⎥⎥⎥⎦

6×6

(20)
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C21 =

⎡
⎢⎢⎢⎢⎢⎣

0 · · · 0
0

0
. . .

...
2clr4 2clr4

0 0 0 · · · 0

⎤
⎥⎥⎥⎥⎥⎦

5×6

(21)

C22 =

⎡
⎢⎢⎢⎢⎢⎣

c2 −c2 0 0 0
−c2 (c2 + c3) −c3 0 0

0 −c3

(
c3 +

1
n2 c4

)
− c4

n 0
0 0 − c4

n
(
c4 + c5 + 2clr4

2) −c5
0 0 0 −c5 (c5 + c9)

⎤
⎥⎥⎥⎥⎥⎦

5×5

(22)

C31 =

⎡
⎢⎢⎢⎣

0 0 · · · · · · 0

0 0
...

...
0 0 · · · · · · 0

2crr9 0 −2crr9 0 0 0

⎤
⎥⎥⎥⎦

4×6

(23)

C32 =

⎡
⎢⎢⎢⎢⎣

0 · · · 0 0
...

. . . 0
. . .

... 0
0 · · · 0 −c9

⎤
⎥⎥⎥⎥⎦

4×5

(24)

C33 =

⎡
⎢⎢⎢⎣

c6 −c6 0 0
−c6 (c6 + c7) −c7 0

0 −c7

(
c7 +

1
n2 c8

)
− c8

n

0 0 − c8
n

(
c8 + c9 + 2crr9

2)

⎤
⎥⎥⎥⎦

4×4

(25)

C42 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0 · · · 0 clrhr4 0
. . . 0 −clrhr4 0

... 0 0 0
. . .

...
0 · · · 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

6×5

(26)

C43 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 · · · 0 0
. . .

... 0
... 0 crrhr9
0 0 −crrhr9

. . .
... 0

0 · · · 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

6×4

(27)

C44 =

⎡
⎢⎢⎢⎢⎢⎢⎣

2clrh
2 0 0 0 0 clrh

2

0 2clrh
2 0 0 0 clrh

2

0 0 2crrh
2 0 crrh

2 0
0 0 0 2crrh

2 crrh
2 0

0 0 crrh
2 crrh

2 2crrh
2 0

clrh
2 clrh

2 0 0 0 2clrh
2

⎤
⎥⎥⎥⎥⎥⎥⎦

6×6

(28)

Because, C, the damping matrix, is a symmetric matrix; thus, C12 = C21
T , C13 = C31

T ,
C23 = C32

T , C24 = C42
T , and C34 = C43

T .
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K, the stiffness matrix is a 21×21 symmetric matrix that can be expressed by Equation (29),
and K = KT .

CK =

⎡
⎢⎢⎣

K11 K12 K13 0
K21 K22 K23 K24
K31 K32 K33 K34

0 K42 K43 K44

⎤
⎥⎥⎦ (29)

where K11, K21, K22, K31, K32, K33, K42, K43, and K44 can be expressed by Equations (30)–(38).

K11 =

⎡
⎢⎢⎢⎢⎢⎢⎣

(k1 + 4kl + 4kr) −4kl −4kr 0 0 −k1
−4kl (4kl + k18) 0 −k18 0 0
−4kr 0 (4kr + k19) 0 −k19 0

0 −k18 0 k18 0 0
0 0 −k19 0 k19 0

−k1 0 0 0 0 (k20 + k1)

⎤
⎥⎥⎥⎥⎥⎥⎦

6×6

(30)

K21 =

⎡
⎢⎢⎢⎢⎢⎣

0 · · · 0
0

0
. . .

...
2klr4 2klr4

0 0 0 · · · 0

⎤
⎥⎥⎥⎥⎥⎦

5×6

(31)

K22 =

⎡
⎢⎢⎢⎢⎢⎣

k2 −k2 0 0 0
−k2 (k2 + k3) −k3 0 0

0 −k3

(
k3 +

1
n2 k4

)
− k4

n 0

0 0 − k4
n

(
k4 + k5 + 2klr4

2) −k5
0 0 0 −k5 (k5 + k9)

⎤
⎥⎥⎥⎥⎥⎦

5×5

(32)

K31 =

⎡
⎢⎢⎢⎣

0 0 · · · · · · 0

0 0
...

...
0 0 · · · · · · 0

2krr9 0 −2krr9 0 0 0

⎤
⎥⎥⎥⎦

4×6

(33)

K32 =

⎡
⎢⎢⎢⎢⎣

0 · · · 0 0
...

. . . 0
. . .

... 0
0 · · · 0 −k9

⎤
⎥⎥⎥⎥⎦

4×5

(34)

K33 =

⎡
⎢⎢⎢⎣

k6 −k6 0 0
−k6 (k6 + k7) −k7 0

0 −k7

(
k7 +

1
n2 k8

)
− k8

n

0 0 − k8
n

(
k8 + k9 + 2krr9

2)

⎤
⎥⎥⎥⎦

4×4

(35)

K42 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0 · · · 0 klrhr4 0
. . . 0 −klrhr4 0

... 0 0 0
. . .

...
0 · · · 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

6×5

(36)
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K43 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 · · · 0 0
. . .

... 0
... 0 krrhr9
0 0 −krrhr9

. . .
... 0

0 · · · 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

6×4

(37)

K44 =

⎡
⎢⎢⎢⎢⎢⎢⎣

2klrh
2 0 0 0 0 klrh

2

0 2klrh
2 0 0 0 klrh

2

0 0 2krrh
2 0 krrh

2 0
0 0 0 2krrh

2 krrh
2 0

0 0 krrh
2 krrh

2 2krrh
2 0

klrh
2 klrh

2 0 0 0 2klrh
2

⎤
⎥⎥⎥⎥⎥⎥⎦

6×6

(38)

Since K is a symmetric matrix. Thus K12 = K21
T , K13 = K31

T , K23 = K32
T , K24 = K42

T ,
K34 = K43

T .
Q, the generalized force matrix, is defined in Equation (39).

Q =
[

O1×3 −m4g −m7g 0 Te1 −T2 O1×3 Te6 −T7 O1×8
]T (39)

where Te1 and Te6 are the driving torque of motors 1 and 6, respectively, and T2 and T7 are
the braking torque of brakes 2 and 7, respectively.

According to the dynamic model of the hoisting mechanism, the load torque of the
motor can be obtained as follows:

Tm1 = c
( .

θ1 −
.
θ2

)
+ k(θ1 − θ2) (40)

Tm6 = c
( .

θ6 −
.
θ7

)
+ k(θ6 − θ7) (41)

where c is the damping coefficient, θ and
.
θ are the rotation angle and the rotational

speed of the rotor, respectively, and Tm1 and Tm6 are the load torque of the motor 1 and
motor 6, respectively.

According to the coupling relationship between the motor control model and the
mass-stiffness-damping model of the hoisting mechanism, the following equations can be
obtained as:

ωr1 =
.
θ1 (42)

ωr6 =
.
θ6 (43)

Since both the motor driving torque and the brake braking torque are the result
of the coupling between the motor and the mechanical structure, they are not constant
values. It is difficult to describe these torques by a single time-varying function. The
motor driving torque is the real time output signal of the motor, and the brake braking
torque is the real time resistance torque after the brake start to act. Therefore, as to
accurately reflect the dynamic response of the hoisting mechanism under various working
conditions, it is necessary to simultaneously solve for the motor driving torque and the
brake braking torque.

4.4. Calculation of the Structural Parameters of the Hoisting Mechanism

To solve the abovementioned dynamic Equations, it is necessary to first solve for the
parameters in Table 8, such as the equivalent mass, equivalent moment, damping and
stiffness of the main beam.
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4.4.1. Calculation of Equivalent Mass of the Main Girder

Because of the long length of the main girder, the mass distributed in the direction of
the length of the main beam is equivalent to the position of the lifting trolley. When the
lifting trolley is at a certain distance from the left end of the main girder, the mass of the
main beam is equivalent to:

m8 =
3L4m

π4a2(L − a)2 (44)

where a is the distance between the hoisting trolley and the left end of the main girder, L is
the length of the main girder, and m is the total mass of the main beam steel structure.

4.4.2. Calculation of the Equivalent Moment of Inertia

When the hoisting mechanism is running, the rotating shafts of brakes, motors, reduc-
ers, drums and other structural parts were not on the same axis. Therefore, it is necessary
to convert the inertia moment of each component to the power takeoff shaft.

The kinetic energy of the moving parts in the transmission system is:

E1 =
1
2

m

∑
i=1

Jiωi
2 +

1
2

n

∑
j=1

mjvj
2 (45)

Assuming that the equivalent inertia moment of load is JL, the equivalent kinetic
energy on the motor shaft is:

E2 =
1
2

JLωL
2 (46)

From the law of energy conservation law, E1 = E2, the equivalent inertia moment of
load is:

JL =
m

∑
i=1

Ji

(
ωi
ωL

)2
+

n

∑
j=1

mj

( vj

ωL

)2
(47)

4.4.3. Calculation of the Damping Coefficient

According to viscous damping theory, the damping force is proportional to the moving
speed, and the absolute value of the ratio of the damping force to the speed is the damping
coefficient. Additionally, the damping factor is usually calculated by multiplying the
damping ratio and the critical damping factor. That is, the damping coefficient of the part
can be obtained as:

ci = ζcci = ζ × 2
√

kimi(i = 1, 2 . . . 20) (48)

where ci, ζ, cci, ki and mi are the actual damping coefficient, damping ratio, critical damping
coefficient, stiffness and mass of the part, respectively. The damping ratio ζ is taken as 0.1.

4.4.4. Calculation of Stiffness Coefficient

In the hoisting mechanism, the calculation of stiffness mainly involves the main girder,
the rotating shaft and the wire rope.

The stiffness of main girder is calculated by using the equivalent calculation method.
When the lifting trolley is at a certain distance from the left end of the main girder, the
stiffness of the main girder can be obtained as:

k8 =
3EIL

a2(L − a)2 (49)

where E is the elastic modulus of the main girder and I is the inertia moment of cross-sectional.
The rotational stiffness of the rotating shaft is calculated using Equation (50):

kt =
T
ϕ
=

GIp

l
(50)
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where T is the torque acting on the rotating shaft, ϕ is the torsion angle of the rotating
shaft, G is the shear modulus of elasticity of the torsion shaft, and Ip is the length of the
torsion shaft.

The stiffness of the wire rope is related to its length, and the stiffness of a single wire
rope can be calculated using Equation (51).

ki =
Ez A

L0 − ∑ yi
(51)

where Ez is the elastic coefficient of the wire rope, Ez = 110 × 109 N2/m, A is the area of
the wire rope cross-section, A = 6.154 × 10−4 m2, L0 is the initial length of the wire rope,
L0 = 6 m, and ∑ yi is the displacement of the shortened length of the unilateral wire rope.

According to the above method, the values of the parameters in Table 7 were calculated,
as shown in Table 10.

Table 10. The values of the parameters in Table 7.

Parameters Value Unit Parameters Value Unit

m1 44,800 kg mj 3500 kg
m4 25,000 kg m7 25,000 kg
m8 90,000 kg J2,J7 0.049 kg·m2

J1,J6 7.22 kg·m2 J4,J9 2158 kg·m2

J3,J8 0.1633 kg·m2 J10~J15 0.04 kg·m2

J5 26.45 kg·m2 k1 8 × 106 N/m
k20 9 × 106 N/m k3,k7 4.26 × 104 N/m

k2,k6 1.26 × 104 N/m k4,k8 2 × 105 N/m
kr,kl 4.1 × 105 N/m k5,k9 2 × 105 N/m

k18,k19 2.5 × 105 N/m c1 80,000 N·s/m
c20 90,000 N·s/m c3,c7 5000 N·s/m

c2,c6 5000 N·s/m c4,c8 5000 N·s/m
cr,cl 4080 N·s/m c5,c9 2000 N·s/m
r4,r9 0.7 m c18,c19 6.5 × 104 N·s/m

ri (i = 10,11, . . . ,15) 0.09 m N 173.03

Thus, by substituting the system parameters into the mathematical model of the motor
system and transmission mechanisms, the dynamic load distribution of the bilaterally
driven hoisting mechanism can be solved.

4.5. Comparison of Dynamic Simulation and Experiment

According to the procedure shown in Figure 11, the dynamic simulation of the hoisting
mechanism under different working conditions was conducted.

Taking the test condition shown in Figure 10a as an example, when the hoisting weight
(40.44 t) of the hoisting mechanism was in the process of hoisting and braking in the 1st
gear, the torque at measuring point 2 on the load drum shaft was tested and simulated. The
simulation and test torques are shown in Figure 13.

Figure 13 shows the torque at point 2 on the spool shaft before or after braking. The
vibration amplitude of the simulated torque was larger than it in test, the mean value of
the simulated torque was smaller than the tested torque, and the residual torque after
braking in simulation was also smaller than it in test. These results may have been related
to the assumptions such as ignoring friction in dynamic modeling, and further quantitative
analysis was needed.

However, the tested torque and simulated torque periodic oscillated with a period of
13 s during the stable lifting process. Additionally, the tested torque and simulated torque
at the measuring point vibrated during braking and retained stable residual torque after
braking. These meant that the dynamic responses obtained by the simulation and test were
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basically the same. Thus, using the dynamic model to further analyze the fatigue fracture
failure of the load drum shaft was credible.

Figure 13. Comparison of simulation and experimental data for the torque at test point 2.

5. Simulation Results and Application Analysis

5.1. Effects of the Motor and Its Controls

According to the mathematical model, the simulation model of the three-phase asyn-
chronous motor and its speed control system was built in the MATLAB/Simulink, as
shown in Figure 14. The motor model mainly included the stator module, rotor mod-
ule, flux linkage module and torque module. The motor speed control module mainly
included the thyristor stator speed regulation module with voltage regulation, the rotor
speed regulation module with connecting resistance, and the braking control module with
energy consumption.

 

Figure 14. Three-phase asynchronous motor and its speed control model.
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As to analyze the electromechanical coupling effect more clearly, the load was directly
connected to the motor in Section 4.1. The parameters used in the simulation are shown
in Table 11.

Table 11. Motor performance and its values.

Performance Value Performance Value

Phase voltage/V 380 Rotor resistance/Ω 0.027
Power frequency/Hz 50 Rotor leakage inductance/H 0.000462

DC voltage/V 15 Mutual inductance/H 3.6
Rotor resistance at startup/Ω 0.873 Pole pairs 4

Rotor resistance at steady state/Ω 0.209 Rotor moment/kg·m2 7.22
Stator resistance/Ω 0.042 Friction coefficient 0.0

Stator leakage inductance/H 0.0000296

The given motor speed and load torque during the simulation are shown as solid
lines in Figures 15 and 16, and the total simulation time was 12 s. When starting, the given
motor speed was 15 rad/s, and the load was 300 N m. At 3 s and 5 s, the given speed was
increased to 30 rad/s and 75 rad/s, respectively. At 8 s, the speed remained unchanged,
and the load was increased to 500 N m. At 10 s, the brake was turned on until the rotor
speed dropped to zero, that is, the motor load became zero. The dotted line in Figure 15
shows the rotational speed obtained by the simulation.

 
Figure 15. Motor given speed and actual speed.

 
Figure 16. The given load torque of motor.

Figure 15 shows that the actual speed of the motor tracked the change in the given
speed, and it decreased slightly and stabilized quickly when the load increased. In addition,
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when the motor started to brake, the rotate speeds decreased rapidly, and there was a
sudden change in acceleration for the electric braking torque was not stable.

Under the given speed and load, as shown in Figures 15 and 16, the current and
electromagnetic torque of motor are shown in Figures 17 and 18. A comparison showed
that the changes in currents of stator and rotor were synchronous with the changes in
electromagnetic torque. Additionally, the three-phase current of the rotor followed the
change in the three-phase current of the stator, and due to the load, there was a slip rate
between them. The frequency of three-phase current in the rotor was lower than it in
the stator.

  
(a) (b) 

Figure 17. Current curves of motor: (a) three-phase current of stator; (b) three-phase current of rotor.

Figure 18. Electromagnetic torque of motor.

It is well known that the electromagnetic torque of motor depends on its stator current,
which is generated by the stator voltage in the stator winding. In reality, the loads also
had influences on the induced electromotive force and induced current on the rotor, which
finally affected the stator current. This was the principle of coupling between the motor and
the mechanical load, which made the electromagnetic torque of motor undergo complex
dynamic changes.

Figure 18 shows that in the processes of starting, regulating the speed, braking and
changing the load, the motor ensured a relatively stable speed, but the output torque
obviously underwent overshoots and fluctuations. This inevitably resulted in large dynamic
forces on the mechanical transmission and result in its fatigue fracture, including the load
drum shaft.

5.2. Effects of Nonsynchronous Control

According to design requirements, the structures of the bilateral drive hoisting mech-
anism should be symmetrical, and the control should be synchronized. However, the
asynchronous start of the motor and the asynchronous braking of the brakes often hap-
pened, which could result in the motor towing.
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5.2.1. Single-motor Towing

If the right motor (motor 6) in Figure 12 was damaged, then, only the left motor
(motor 1) would drive the entire hoisting mechanism at 1st gear speed to raise the object,
and the operation time would be 20 s. The variations in the parameters of the hoisting
mechanism from the simulation are shown in Figures 19–22.

Figure 19. Speed of the motor shaft when driving a single motor.

Figure 20. Electromagnetic torque comparison.

 
(a) (b) 

Figure 21. Drum speed and lifting speed when a single motor is driving: (a) left and right drum
speeds; (b) lifting speed.
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Figure 22. Torque of drum shaft when a single motor is driving.

As shown in Figure 19, under the motor speed control system, the speed of the left
motor changed smoothly. However, the right motor 6 was towed, and its rotational speed
oscillated with a period of 13 s. Additionally, the average speed of right motor was equal
to that of the left motor.

As shown in Figure 20, the electromagnetic torque of the left motor exhibited overshoot
behavior that was basically consistent with the oscillation of the electromagnetic torque
during synchronous driving. Additionally, the electromagnetic torque of the left motor was
twice the average when the hoisting mechanism was in synchronous drive. In addition,
comparison of Figures 19 and 20 shows that the electromagnetic torque of left motor
oscillated periodically, with a 90-degree out-of-phase difference from the rotational speed.

As shown in Figures 21 and 22, single-motor towing also affected the dynamic behavior
of the two load drums. Figure 21a shows that the rotational speed amplitude of the left load
drum, 5 r/min, was less than that of the right load drum, 15 r/min, but their oscillation
tendencies were basically the same. The speeds of the two load drums decreased rapidly
after braking and stopped after short-term oscillation. It can be concluded from Figure 21b
that the rotational speeds of the two load drums oscillated with a period of 13 s after 5 s,
and the average values were both 4 r/min, which ensured that the lifting speeds of the left
and right sides were basically the same.

As shown in Figure 22, when the left motor towed the right motor, the torque was
significantly larger on the input shaft of the left load drum than the input shaft of the right
load drum after startup. After 5 s, the torques of the shafts of the left and right drums both
fluctuated with a period of 13 s. Additionally, after braking, there were constant residual
torques on the shafts of the left and right drums, and the torques on the left and right drum
shafts had equal absolute values and opposite directions. Therefore, when a single motor
was towed in the bilateral propelled hoisting mechanism, it generated a large alternating
load on the drum shaft during starting, stable operation and braking. This was another
load source for fatigue fracture of the spool shaft.

However, in actual operation, there is usually no damage to a single motor for a
long time. More working conditions lead to motor drag caused by unsynchronized motor
startup or brake braking.

5.2.2. Motor startup Time Difference

When the hoisting mechanism lifted a heavy object in 1st gear and the startup time
difference Δt of the two motors was 0.05 s, 0.1 s, 0.3 s, and 0.5 s, the torque of the left and
right drum shafts changed, as shown in Figure 23. According to Figure 23, the asynchronous
start of the motor generated a large torque on the load drum shaft, and the torque was
positively correlated with the time difference, Δt. When Δt decreased from 0.5 s to 0.05 s,
the absolute value of the torque decreased from 2.7 × 104 N·m to 2.5 × 103 N·m. The torque
decreased slowly with running time increased.
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Figure 23. Torque on the left and right drum shafts under different power-on time.

5.2.3. Brake starting Time Difference

In the design condition, the two motors of the hoisting mechanism were powered
on at the same time, heavy objects were lifted in 1st gear for 12 s and then the motors
were braked at different times. When the brake starting time difference was 0.05 s, 0.1 s,
0.3 s, and 0.5 s, the torques on the output shafts of the left and right drums are shown in
Figure 24. According to Figure 24, when the braking times of the left and right brakes
differed, the torque on the output shaft of the load drum suddenly changed and a large
residual torque was retained after braking. In addition, the absolute value was equal for the
residual torques on the left and right load drum shafts, and both were positively correlated
with the brake time difference. When Δt’ is 0.5 s, the absolute value of the moment reached
a maximum of 1.25 × 104 N·m.

 
Figure 24. Torques on the left and right drum shafts under different brake closing time.

From the above analysis, it can be concluded that although coupling realized the syn-
chronous lifting of hoisting weights, asynchronous control of motors and brakes changed
the force distribution in the hoisting mechanism and generated periodic vibrations or con-
stant dynamic loads on the left and right load drum shafts. The instantaneous torque value
reached 2 × 105 N·m, causing shock and fatigue damage to the structure and reducing the
service life of the spool shaft.
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6. Conclusions

Considering fracture morphology and failure factors such as material structure, manu-
facturing process, and load, the fatigue fracture of the load drum shaft of the bilateral drive
casting bridge crane was investigated. According to the test results, dynamic modeling
and simulations, the dynamic loading of the crane during operation was a key factor in the
fatigue fracture of load drum shafts. The main conclusions are as follows:

(1) The dynamic characteristics testing showed that starting the motor, braking and
motor dragging caused by service conditions and control behavior caused the left and right
load drum bearings to undergo oscillating torques with the cycles of approximately 13 s.
Additionally, starting, shifting, and braking caused sudden changes in the torque on the
load drum shaft, affecting the dynamic performance of the hoisting mechanism.

(2) The dynamic simulation results of the hoisting mechanism quantified the influence
of the motor speed and load changes on the motor output electromagnetic torque and
current changes and the influence of asynchronous control on the torque of the load drum
shaft. The results showed that although the coupling can realize synchronous lifting of
the left and right hoisting weights, the asynchrony of the left and right speed controls
changed the load distribution in the hoisting mechanism and generated additional periodic
or constant torques on the left and right load drum shafts. The torque value reached
2 × 105 N·m, giving rise to impact and fatigue damage to the structure and reducing the
service life of the load drum shaft.

(3) Because several assumptions were made in the formulation of the dynamic simu-
lation model, the simulation results and the test results differed in amplitude, but other
dynamic responses were basically the same. Therefore, this dynamic simulation can be used
to explain the origins of the fatigue fracture of spool shafts. However, further refinement of
the model is required for applications in fatigue-resistant design.
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Abstract: In this paper, we design a new three-dimensional honeycomb with a negative Poisson’s
ratio. A honeycomb cell was first designed by out-of-plane stretching a re-entrant honeycomb
and the honeycomb is built by spatially combining the cells. The in-plane response and energy
absorption characteristics of the honeycomb are studied through the finite element method (FEM).
Some important characteristics are studied and listed as follows: (1) The effects of cell angle and
impact velocity on the dynamic response are tested. The results show that the honeycomb exhibits an
obvious negative Poisson’s ratio and unique platform stress enhancement effect under the conditions
of low and medium velocity. An obvious necking phenomenon appears when the cell angle parameter
is 75◦. (2) Based on the one-dimensional shock wave theory, the empirical formula of the platform
stress is proposed to predict the dynamic bearing capacity of the honeycomb. (3) The energy
absorption in different conditions are investigated. Results show that as the impact velocity increases,
the energy absorption efficiency gradually decreases. In addition, with the increase of cell angle, the
energy absorption efficiency is gradually improved. The above study shows that the honeycomb has
good potential in using in vehicle industry as an energy absorption material. It also provides a new
strategy for multi-objective optimization of mechanical structure design.

Keywords: negative Poisson’s ratio; impact response; deformation mode; energy absorption;
platform stress

1. Introduction

Re-entrant honeycombs have attracted considerable attention due to their excellent
mechanical properties, including high stiffness and specific strength [1,2] and superior
heat dissipation capabilities [3]. Because of their distinctive energy absorption abilities,
they are associated with lightweight material [4–6]. Thus they are extensively used in the
field of transportation [7], aerospace and construction [8]. Many studies have recently
been published that seek to investigate the in-plane compressing properties [9,10] and
out-of-plane compressing properties [2,11] of honeycombs.

Meanwhile, some scholars have used experimental, numerical and theoretical meth-
ods [12] to research the compression properties of the re-entrant honeycombs [13–16]. They
found that adding ribs in the cell of re-entrant honeycomb can improve Young’s modulus
and the energy absorption capacity [17,18]. Some researchers have investigated the defor-
mation modes under different compress velocities and found that the re-entrant honeycomb
has greater impact resistance than hexagonal honeycomb [5]. Some researchers also intro-
duce a hierarchy into re-entrant honeycombs to investigate the in-plane crashworthiness
performance [19]. In recent years, gradient honeycomb has also attracted the attention of
many scholars. Studies have found that this honeycomb has better ability by changing
the parameters to enhance energy absorption capacity [20–22]. There are many studies
on the cell configuration of re-entrant honeycomb and the cell configuration at different
compression speeds. Most re-entrant honeycomb is designed by directly stretching 2D
configuration to 3D configuration and such design commonly has limited abilities.
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In this study, a three-dimensional re-entrant honeycomb is proposed and its in-plane
compress performance is investigated. The deformation of the honeycomb under different
conditions is calculated by the finite element method, and then the stress formula of the
platform is fitted according to the stress–strain curve. Finally, the energy absorption abilities
of the honeycomb under different conditions are discussed.

2. Finite Element Model and Parameters

2.1. Digital Model

The new three-dimensional re-entrant honeycomb is formed by the rotation shown
in Figure 1. The cell of traditional re-entrant honeycomb in an out-of-plane tensile is
shown in Figure 1a, the representative structural cell (RSC) of the three-dimensional
re-entrant honeycomb in orthogonal space is shown in Figure 1b and the array of the
re-entrant honeycomb in orthogonal space is shown in Figure 1c. The dimensions of the
RSC are shown in Figure 2, where the length of upper and lower cell walls of the re-entrant
honeycomb structure is 2L, the length of the ligament connecting the adjacent honeycomb
structure is L, t represents the thickness of cell wall of the honeycomb, d represents the
width outside the cell wall and α represents the angle between the oblique edge of the
re-entrant honeycomb and the horizontal plane (i.e., the cell angle). For the traditional
re-entrant honeycomb, the range of α is from 0◦ to 90◦. The internal edges of the traditional
re-entrant honeycomb structure are overlapped when α is 0◦, and when α is 90◦, the
re-entrant honeycomb structure becomes a square honeycomb structure.

  
(a) (b) (c) 

Figure 1. Evolution of three-dimensional re-entrant honeycomb structure. (a) Traditional re-entrant
honeycomb; (b) Representative structural cell (RSC); (c) Array of the RSC.

 

Figure 2. Structural parameters of the traditional re-entrant honeycomb (2L is the length of upper
and lower cell walls, L is the length of the ligament, α is the angle between the cell walls and t is the
thickness of cell wall.).

According to the theory of porous materials [1], the relative density of honeycomb
materials can be calculated by the ratio of the volume of RSC in Figure 1b to the total
volume of three-dimensional space. Therefore, the relative density of three-dimensional
honeycomb materials, Δρ, can be written as Formula (1)

Δρ =
VRVE
VTotal

=
td(16L − d)

8(L sin α + t
2 )(2L − L cos α)2 (1)

192



Electronics 2022, 11, 2725

where VRVE is the volume of three-dimensional honeycomb structure, and VTotal is the total
volume of representative structural cells in three-dimensional space in Formula (1).

2.2. Model Parameters and Constraints

The schematic diagram of the three-dimensional honeycomb calculation model is
illustrated in Figure 3, where the direction setting in the simulation model is shown. The
specimen formed by the three-dimensional honeycomb is placed between the upper and
lower plate. In the test, the lower plate is fixed and the upper plate is driven by the external
velocity, and it compresses the honeycomb specimen along the negative direction of the
y-axis. The cell wall length (L) is 5 mm, the thickness (t) is 0.3 mm and the cell wall
width (d) is 1 mm. By changing the cell angle and impact velocity, the dynamic response
characteristics of the model in y-axis direction are calculated by Abaqus/Explicit dynamic
finite element method. The matrix material of honeycomb is selected to be aluminum,
assuming that the material is an ideal elastic–plastic material model, which conforms to the
Mises yield criterion. The material parameters are given in Table 1. In order to facilitate the
calculation of the simulation model, the upper compressed and the lower fixed plate are
both regarded as a rigid plate.

 
Figure 3. The model of simulation.

Table 1. Mechanical properties of the aluminum.

Material ρ/(Kg·m−3) E/GPa σs/MPa v

Aluminum 2700 69 76 0.3

The Abaqus software is used. In order to ensure the convergence of the calculation
process, each cell wall of the three-dimensional honeycomb is discretized by S4R shell
element, and five integral points are taken along the direction of cell wall thickness. The
general contact of each element of the simulation model is set as an automatic contact and
rigid plate, and this can greatly reduce the workload of defining different contact pairs.
Therefore, multiple contacts are defined in the calculation, such as the general contact
between the rigid plates and the honeycomb specimen and the self-contact between the
internal elements of the specimen. Since the contact surfaces cannot be completely smooth,
the friction coefficient is set to 0.02 for calculation accuracy [23]. In order to verify the model
accuracy, we set simulation parameters as the same as the ones in article [24] and make a
comparison. The results show that the deformation is completely consistent in Figure 4,
which proves the simulation model is correct. In addition, this article also compares the
performances in convergence with different mesh sizes. The force over calculation time is
shown in Figure 5. Considering the calculation time and the accuracy of the results, the
mesh size is set to 0.5.
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Figure 4. Comparison of deformation at speed of 100 m/s. Reprinted with permission from ref. [24].
Copyright 2022 Elsevier.

 
Figure 5. Comparison the results of different mesh sizes.

According to the calculation results in [23], the dynamic response of honeycomb
specimens can be stabilized when the number of cells in each axial direction exceed 10.
Therefore, the specimen has 10 structural cells in the x-axis and z-axis directions, and the
number of cells in the y-axis direction change according to the cell angle. The number of
cells set in each axis direction are marked in Figure 6. In order to facilitate the comparison
of energy absorption efficiency, the height of specimen in y-axis is maintained at about
95 mm.

  

  

Figure 6. Number of different structural cells.
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2.3. Calculation Critical Velocity

The impact velocity is a significant index affecting the dynamic response characteristics
of materials. The dynamic response process is discussed under three conditions:

1. When the impact velocity is lower than the first critical impact velocity (i.e., the notch
wave velocity), the whole specimen is slowly compressed, and the force is relatively
uniform during the impact process. The material undergoes quasi-static deformation.

2. When the impact velocity exceeds the first critical impact velocity (i.e., notch wave
velocity), the impact process transits from the overall deformation to the local defor-
mation and the local deformation band is formed. With the increase of impact velocity,
the local deformation of the upper end of the specimen is more obvious.

3. When the impact velocity is higher than the second critical impact velocity, the local
deformation zone will propagate from the upper end to the lower end of the specimen
in the mode of a shock wave.

The impact velocity of honeycomb material with local deformation zone during impact
is called the first critical impact velocity, and its calculation formula is as follows:

vc1 =
∫ ε1

0

√
σ(ε)

ΔρρA
dε (2)

In Formula (2), ε1 is defined as the corresponding nominal strain (i.e., initial strain)
when the stress reaches the stress peak for the first time in the process of impact fluctuation.
σ(ε) represents the elastic modulus of honeycomb material in the online elastic stage, and Δρ
is the relative density of honeycomb material. ρA is the density of the honeycomb material.

The shock velocity when honeycomb material deformation is compressed with shock
wave deformation characteristics is known as the second critical shock velocity. The
calculation formula is as follows:

vc2 =

√
2σpε3

ΔρρA
(3)

σp is the plateau stress of honeycomb materials under quasi-static compression in
Formula (3), and ε3 is the locking strain, that is, the strain value at the beginning of the
densification stage of honeycomb materials.

According to the above Formulas (2) and (3), when the cell parameters are as follows:
t = 0.3 mm, d = 1 mm, α = 45◦ and L = 5 mm, the first critical impact velocity Vc1 ≈ 11 m/s
and the second critical impact velocity Vr2 ≈ 62 m/s are calculated. This paper selects the
impact velocity V1 = 3 m/s (V1 < Vcr1), V2 = 20 m/s (Vcr1 < V2 < Vcr2) and V3 = 200 m/s
(Vcr2 < V3) to study the impact deformation in order to observe the influence of different
impact velocities on the dynamic response of three-dimensional re-entrant honeycombs.

3. The Result of Simulation and Discussion

3.1. Deformation Mode

Under different impact velocities, the deformation of model is an important charac-
teristic of the dynamic response of honeycomb. The reason for the deformation is that the
wall of cell inside the specimen is rotation and buckling under external loads.

When the angle α is 45◦, the deformation of the three-dimensional honeycomb under
three different impact velocities of low speed (V1 = 3 m/s), medium speed (V2 = 20 m/s)
and high speed (V3 = 200 m/s) are shown in Figures 7–9, respectively. The nominal strain
(ε) in the Figures is the ratio of the displacement of the specimen in y-axis direction to the
initial height.
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 = 0.096  = 0.277  = 0.470  = 0.782 

Figure 7. Deformation of specimen at low speed (3 m/s and α = 45◦).

    
 = 0.096  = 0.277  = 0.470  = 0.782 

Figure 8. Deformation of specimen at medium speed (20 m/s and α = 45◦).

    
 = 0.096  = 0.277  = 0.470  = 0.782 

Figure 9. Deformation of specimen at high speed (200 m/s and α = 45◦).

In the case of low velocity (V1 = 3 m/s), the deformation process of three-dimensional
honeycomb can be roughly divided into four stages. Phase I (ε = 0.096) is mainly the
rotation of the inclined cell wall inside the three-dimensional honeycomb. The results
show that the more the impact velocity is close to the velocity of quasi-static compression,
the more uniform the stress is in the compression process. The specimen is uniformly
deformed all the time in this stage and the upper and lower ends are close to the middle
under the action of the x-axis force generated by the rotation of the cell wall, which shows
that the specimen has a specific negative Poisson’s ratio. The middle part of the specimen
in the y-axis direction has little force and almost no deformation, so the middle part of
the specimen is convex during compression. In Phase II (ε = 0.277), the deformation is
mainly caused by the continuous rotation of the inclined cell wall in the upper structure of
the specimen in order to withstand the compression deformation in the y-axis direction.
Therefore, under the action of the cohesion in the x-axis direction, the upper end of the
specimen has obvious concave phenomenon. When the upper end is compressed to a
certain extent, it enters Phase III (ε = 0.470). The internal inclined cell wall of the upper end
of the specimen will maintain a certain angle in the process. The pressure is transferred
from the upper end of the specimen to the lower end, which leads to the rotation of the
internal inclined cell wall of the lower end of the specimen. The cohesive force begins to
contract to the middle, and the concave shape appears to bear the impact force transmitted
from the upper end. When the upper and lower ends are basically symmetrical and the
upper and lower ends of the specimen are concave and the middle part is convex, forming
a ‘barreling’ state, this stage is completed. Then the deformation enters Phase IV (ε = 0.782),
the specimen continues compressing in the y-axis direction. Because the upper and lower
ends of the specimen have been compressed to a certain extent, the inclined cell wall of
the middle part of the specimen in the y-axis direction will rotate. Under the action of
transverse force in the x-axis direction, the inclined cell wall begins to converge to the
middle vertical plane. When the inner cell wall of the structure basically parallel, the
adjacent cell walls reach full contact density, and the compression is stopped.
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In the case of medium velocity (V2 = 20 m/s), the deformation can be divided into
two stages. The first stage includes the deformations where the strain is between 0 to
0.47. When ε = 0.096, the impact energy cannot be transmitted to the lower end of the
specimen, resulting in the compression of the upper end of the specimen. The inclined cell
wall begins to rotate inside the specimen. Because the impact velocity is higher than the
one at low speed, the horizontal cell wall will produce buckling and the external impact
energy is absorbed. Due to the rotation and buckling of the inner cell wall of the specimen
structure, the upper part of the specimen will produce an obvious concave deformation,
where negative Poisson’s ratio characteristics are shown. When ε = 0.277 and ε = 0.470, the
deformation still presents in the first stage. The specimen is compressed layer by layer from
top to bottom. In the second stage (ε = 0.782), the compression of the specimen is passed
layer by layer to the lower of the specimen, and the internal cell walls begin to contact
each other and produce dense compression. At this stage, the bottom layer of the specimen
cannot bear the force in the x-axis direction due to the lessened friction force, so there is a
slight rollover phenomenon.

At high speeds (V3 = 200 m/s), the compression deformation can be seen as one stage.
The inertia effect plays a leading role due to the fast impact speed. The inclined cell wall in
the specimen structure cannot produce rotation and only buckling deformation occurs. The
specimen is compressed layer by layer from upper to lower, until the compression reaches
to the bottom and the inner cell wall of the structure is fully contacted and dense. Negative
Poisson’s ratio can be hardly shown in this process.

It can be concluded that when the speed is low, the whole specimen is more evenly
deformed from top to bottom. Due to the effect of friction, when the speed is low, the
specimen presents ’barreling’. With the speed increases, this phenomenon gradually
disappears, inertial force plays a major role, the specimen deforms from the upper end and
the bottom deformation becomes smaller.

The above research discusses the influence of different impact velocities on the defor-
mation of specimen at the same cell angle. The deformations of specimen with different
cell angles under the same impact velocity is discussed next. In the test, the cell wall length
L = 5 mm is unchanged, the impact velocity is 3 m/s and the compression deformation is
set as ε = 0.186. The deformation of specimens with different cell angles α = 30◦, 45◦, 60◦
and 70◦ are shown in Figure 10a–d, respectively.

    
(a)  = 30° (b)  = 45° (c)  = 60° (d)  = 75° 

Figure 10. Deformation at different angles at speed of 3 m/s (ε = 0.186).

When the cell angle α = 30◦, the impact energy is first transferred from the upper of
the specimen to the lower. Shrinkage deformations in the vertical direction are produced in
the middle part. The shrinkage deformation of the lower part of the specimen is greater
than that of the upper part of the specimen. The deformation mode of this case is that the
deformation is small near the upper end and the deformation is great next to the lower end.

When the cell angle is α = 45◦, the impact energy is also transferred from the upper to
the lower of the specimen. In the process of the compression deformation of the specimen,
due to the rotation of the inclined cell wall inside the specimen, the transverse deformation
in the x-axis direction is produced. Both ends of the specimen shrink and the middle
position of the y-axis direction is relatively small, so it finally presents the ‘barreling’ mode.

When the cell angle is α = 60◦, the impact energy is transferred from the upper to the
lower parts of the specimen. In the process of compression deformation, the situation is ba-
sically the same as that of α = 45◦, so it finally presents the ‘barreling’ state. Compared with
α = 45◦, the deformation at the lower part of the specimen is smaller, and the deformation
is mainly concentrated in the upper part of the specimen.
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When the cell angle α = 75◦, the internal cell wall of the specimen is sparser due
to the larger angle of α. When the impact begins from the upper part of the specimen,
it shows that the upper part of the specimen is prone to deformation, while the lower
part does not produce deformation. A specific position at the upper part of the speci-
men shows the necking phenomenon, and the specimen has obvious negative Poisson’s
ratio characteristics.

By studying the impact deformation of different cell angles under the same impact
velocity, it is found that when the cell angle α = 30◦, the deformation of the negative
Poisson’s ratio mainly occurs at the lower part of the specimen, and the deformation
morphology is different from that with other angles where the lower shrinkage is larger
than the upper shrinkage. When the cell angle is α = 45◦ and α = 60◦, the deformation
modes are basically the same, showing the shape of ‘barreling’. Besides the phenomenon of
negative Poisson’s ratio still exists at the upper and lower ends of the specimen. However,
with the increase of the cell angle, the deformation at the lower part of the specimen
gradually weakens and mainly concentrates on the upper part of the specimen. When
the cell angle is α = 75◦, the upper end of the specimen displays an obvious ‘necking’
phenomenon, and the lower end almost has no deformation. It can be concluded that
under the same impact velocity, with the increase of the cell angle, the deformation position
gradually transits from the lower of the specimen to the upper end and shows different
deformation modes.

When the impact velocity is low (V1 = 3 m/s), the nominal stress–strain curve of
the specimen is shown in Figure 11. When the three-dimensional honeycomb parameters
are α = 45◦, L = 5 mm and t = 0.3 mm, the ε represents the nominal strain in the hori-
zontal coordinate, that is, the ratio of the compression reaction of the upper rigid plate
to the initial contact area of the specimen, and the σ represents the nominal stress in the
vertical coordinate.

 

σ

ε
ε1 ε2 ε3

Figure 11. Nominal stress–strain curve of specimen under in-plane impact.

When honeycomb is subjected to in-plane compression, it is studied according to [25].
The compression process of traditional honeycomb is generally divided into three regions,
as shown in Figure 11, which are the linear elastic region, platform region and dense
region. However, compared with the traditional honeycomb, the compression process of
the three-dimensional re-entrant honeycomb is divided into four regions, namely, the linear
elastic region, platform region, platform enhancement region and dense region.

The linear elastic region is a process, where the compression stress of the upper rigid
plate suddenly increases and reaches the initial stress peak in a very short time. After that
(ε = ε1), the stress begins to fluctuate and finally tends to be stable. In the platform region,
the compressive stress of the specimen after reaching the initial strain ε1 fluctuates around
a certain value and remains relatively stable. The specimen undergoes great compressive
deformation in this stage, so it is the main stage of energy absorption. After the end of the
platform stage, it enters the platform enhancement region. With the continuous increase
of the compressive strain of the specimen, the stress no longer remains relatively stable,
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but gradually increases with a specific slope and exceeds the platform stress value to a
certain extent. After the strain at the end of the enhancement stage reaches ε3, the cells in
the specimen begin to contact with each other in dense region. At this region, the stress
value of the specimen rises sharply in a small strain stage until the inner wall of the cells in
the specimen is completely bonded together and the dense stage ends.

3.2. Platform Stress

When the stress remains in a relatively stable region from ε1 to ε2, the stress in this
region is called the platform stress (σp). It is an important indicator for describing the
dynamic response characteristics of the honeycomb and can be calculated by the following
Formulas (4) and (5):

σP =

∫ ε3
ε1

σ(ε)d(ε)

ε1 − ε3
(4)

σ(ε) =
F(ε)

Lx × Lz
(5)

In Formula (4), ε1 is the initial strain, that is, the corresponding strain value when the
initial stress is just stable and reaches the platform stress, so the value of ε1 is very small. In
order to achieve a high calculation accuracy, the value of ε1 in this paper is set as 0.013. ε3
is dense strain, that is, the strain corresponding to the contact between adjacent cell walls
within the specimen. In Formula (5), the value of F(ε) is derived from the average value of
the force of the upper rigid plate in the platform area obtained by the simulation. Lx is the
length of the specimen in the x-axis direction, and Lz is the length of the specimen in the
z-axis direction.

According to the one-dimensional shock wave theory [1,25], the formula of platform
stress is obtained as follows:

σP = mσsΔρ2 +
Δρρsν2

1 − nΔρ
(6)

where σs represents the yield stress of the matrix material, Δρ represents the relative density
of the designed honeycomb material, ρs represents the density of the matrix material and m
and n are the coefficients to be calculated or fitted.

The stress over different velocities are calculated using the FEM method and listed in
Table 2. According to Formula (6) and the data points in Table 2, three curves are fitted and
plotted in Figure 12, and the formula of the three curves are obtained by linear regression,
so as to solve the parameters m and n in the formula. By verifying the results, it has been
found that the value of n is too large, mainly because the value of ρs in the formula leads
to the inapplicability of the formula. It is found that the value of n conforms to the linear
distribution by observation, so the calculation formula of platform stress is modified by
fitting the value of n again. The modified formula is as follows:

σp = 2.188σsΔρ2 +
(

0.0023Δρ + 6.948e−9
)

ν2 (7)

The comparison between the results of the three-dimensional honeycomb platform
stress under different densities by FEM and the curves of the formula are shown in the
Figure 12 as well. It can be seen that the fitting of the result is better, and the smaller the
relative density is, the higher the fitting degree is. Therefore, the rationality of the correction
formula is verified.
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Table 2. Platform stress in different condition.

v/(m/s) σp/(MPa)

Δρ = 0.037 Δρ = 0.02 Δρ = 0.012 Δρ = 0.008

3 0.037 0.026 0.023 0.019

7 0.038 0.031 0.028 0.022

20 0.081 0.053 0.039 0.035

35 0.167 0.109 0.058 0.055

70 0.623 0.303 0.192 0.171

100 1.450 0.615 0.378 0.314

200 3.778 2.158 1.403 1.079

Δρ
Δρ
Δρ

Δρ
Δρ
Δρ

σ

Figure 12. Comparison of accuracy under different densities.

3.3. Energy Absorption

The effects of the impact velocity and cell angle on the stress and strain of specimen
during impact are studied below. Firstly, under the condition of the constant cell angle
(relative density), the nominal stress and strain curves of three-dimensional re-entrant
honeycomb are obtained by simulation. It can be concluded from Figure 13a that under this
condition, the stress increases with the increase of velocity. In addition, the stress and strain
of different cell angles (different densities) under the same impact velocity can be obtained
in Figure 13b. It can be seen from Figure 13b, the stress decreases with the increase of the
cell structure angle.

  
(a) (b) 

ε

σ

ν
ν
ν
ν
ν
ν

σ

ε

α=30
α=45

 α=60
α=75

Figure 13. The relationship between nominal stress and strain of specimen. (a) The stress and strain
of different velocities. (b) The stress and strain of different cell angles.

Energy follows the first principle of thermodynamics under external loads, which can
be expressed by Formula (8). Ignoring the energy of friction loss and the energy of the
damping dissipation of surrounding media in Formula (8), the external work is mainly
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converted into kinetic energy and the internal energy absorbed by the impact object, so the
sum of the two is regarded as the total energy absorbed by the material.

Ew + Eqb = Eu + Ek + Ef (8)

where Eu is the internal energy of the material, Ek is the kinetic energy of the material, Ef is
the energy of the contact friction loss, Ew is the work done by the external load and Eqb is
the energy dissipated by the surrounding medium damping.

The curve of total energy over strain is shown in Figure 14. Figure 14a shows that
when the cell angle (relative density) unchanged, the ability to absorb energy during
compression increases with the increase of velocity. In addition, when the velocity is
constant (V1 = 3 m/s), the ability to absorb energy increases with the increase of cell
angle shown Figure 14b. Therefore, the energy absorption ability of three-dimensional
honeycomb can be improved by changing the impact velocity and cell angle.

  
(a) (b) 

ε

ν=7
ν=20
ν=35
ν=70
ν=100
ν=200

ε

α=30°
α=45°
α=60°
α=75°

Figure 14. Relationship between energy absorption and strain of specimens. (a) E (total energy) with
different velocities. (b) E (total energy) with different angles.

In order to investigate the energy absorption distribution of three-dimensional hon-
eycomb structure under in-plane impact, the internal energy distribution coefficient Φ
(the proportion of internal energy in total absorbed energy) is defined. The formula is
as follows:

Φ =
Eu

Ek + Eu
(9)

The influence of impact velocity and cell angle on the internal energy distribution
coefficient Φ during the impact of specimen is studied below. The variation of the internal
energy distribution coefficient Φ with the nominal strain is shown in Figure 15. The
condition that relative density (cell angle) of the honeycomb is constant and the impact
velocity is different in Figure 15a. The result show that the impact velocity has a great
influence on the internal energy distribution coefficient Φ. With the increase of the impact
velocity, the internal energy distribution coefficient Φ decreases accordingly, and its value
gradually decreases from 0.95 at a low speed impact (V = 7 m/s) to 0.45 at a high speed
impact (V = 200 m/s). It can be concluded that when the impact velocity is lower than the
second critical impact velocity, the honeycomb absorbs most of the internal energy. With
the increase of impact velocity, the proportion of internal energy distribution decreases
due to the increase of inertial effect. In addition, when the impact velocity (V = 3 m/s)
is constant and the relative density (cell angle) changes, the internal energy distribution
coefficient Φ also depends on the cell angle, as shown in Figure 15b. Under the same impact
velocity, the internal energy distribution coefficient Φ increases slightly with the increase of
cell angle. It can be concluded that the effect of impact velocity on the absorption of impact
energy is greater than the cell angle.
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(a) (b) 

Φ

ε

ν=7
ν=20
ν=35
ν=70
ν=100
ν=200

Φ

ε

α=30°
α=45°
α=60°
α=75°

Figure 15. Relationship between energy distribution coefficient and strain. (a) Φ (internal energy
distribution coefficient) with different velocities. (b) Φ (internal energy distribution coefficient) with
different cell angles).

4. Conclusions

Based on the traditional re-entrant honeycomb, a 3D honeycomb through a spatial
combination is designed in this paper. Then, the dynamic response characteristics of three-
dimensional re-entrant honeycomb are numerically analyzed by the explicit dynamic finite
element method, and the following conclusions are drawn.

Three-dimensional honeycomb with different cell angles exhibits different deformation
modes at the same speed. When the cell angle is 30◦, it presents the different compression
deformation morphology where the shrinkage of the lower part is larger than that of
the upper part. When the cell angles were 45◦ and 60◦, the compressive deformation
pattern of ‘barreling’ was presented. When the cell angle is 75◦, the specimen shows the
necking phenomenon, which conform to the negative Poisson’s ratio material under axial
compression. The rotation and bending deformation of the cell wall are the main reasons
for the negative Poisson’s ratio of the honeycomb. With the increase of impact velocity,
the deformation localization is obvious, the inertial effect is gradually enhanced and the
negative Poisson’s ratio characteristic is weakened. In addition, the stress–strain curve of
three-dimensional re-entrant honeycomb adds the platform enhancement region compared
with the traditional honeycomb.

Based on the one-dimensional shock wave theory, the empirical formula of the plat-
form stress of three-dimensional re-entrant honeycomb is given, which is proved to be
in good agreement with the FEM calculation results. In addition, it can be seen from the
fitting results that the smaller the relative density, the higher the fitting degree.

The impact velocity has a great influence on the internal energy distribution coefficient
Φ. With the increase of the impact velocity, the internal energy distribution coefficient Φ
accordingly decreases, and its value gradually decreases from 0.95 at low speed (V = 7 m/s)
to 0.45 at high speed (V = 200 m/s). Therefore, it can be concluded that when the impact
velocity is lower than the second critical impact velocity, the material in this paper mainly
absorbs internal energy. With the increase of impact velocity, the proportion of internal
energy distribution will decrease due to the increase of the inertial effect.
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Abstract: Background: Ultrasonography is the main examination method for breast diseases. Ultra-
sound imaging is currently relied upon by doctors to form statements of characteristics and locations
of lesions, which severely limits the completeness and effectiveness of ultrasound image informa-
tion. Moreover, analyzing ultrasonography requires experienced ultrasound doctors, which are not
common in hospitals. Thus, this work proposes a 3D-based breast ultrasound system, which can
automatically diagnose ultrasound images of the breasts and generate a representative 3D breast
lesion model through typical ultrasonography. Methods: In this system, we use a weighted ensemble
method to combine three different neural networks and explore different combinations of the neural
networks. On this basis, a breast locator was designed to measure and transform the spatial position
of lesions. The breast ultrasound software generates a 3D visualization report through the selection
and geometric transformation of the nodular model. Results: The ensemble neural network improved
in all metrics compared with the classical neural network (DenseNet, AlexNet, GoogLeNet, etc.).
It proved that the ensemble neural network proposed in this work can be used for intelligent diag-
nosis of breast ultrasound images. For 3D visualization, magnetic resonance imaging (MRI) scans
were performed to achieve their 3D reconstructions. By comparing two types of visualized results
(MRI and our 3D model), we determined that models generated by the 3D-based breast ultrasound
system have similar nodule characteristics and spatial relationships with the MRI. Conclusions: In
summary, this system implements automatic diagnosis of ultrasound images and presents lesions
through 3D models, which can obtain complete and accurate ultrasound image information. Thus, it
has clinical potential.

Keywords: ultrasonography; breast lesions; neural network; system design; diagnosis; visualization

1. Introduction

As female sex organs, breasts have both internal function and external beauty, which
are pivotal to women [1–5]. Usually, breasts are continuously undergoing developmental
changes, and the structure of their glands is complex. Thus, treatment of breast nodules
is always confusing for doctors [6–8]. At present, doctors mainly rely on the observation
of breast images to find the developmental law of lesions. This can not only correctly
recognize diseases and treat them reasonably, but also improve the understanding of breast
nodule growth.

Ultrasonography has the characteristics of a real-time observation, low cost and high
diagnostic level, and it has become the most important method of breast examination [9–13].
Hospitals generate many ultrasound images of the breast every day, which requires ex-
perienced ultrasound doctors to analyze the ultrasound images. However, most breast
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ultrasound images are tumor-free, so ultrasound doctors spend a lot of time every day
analyzing tumor-free ultrasound images, which is a waste of ultrasound doctor resources.
At the same time, the ultrasound image results of tumor patients mainly depend on the
doctor’s statement of the image characteristics, which depends largely on the doctor’s
professional level and expression ability. In addition, the subjective will of the patient
is often the main factor in determining the treatment plan. Therefore, how to diagnose
ultrasound images efficiently and quickly, and how to more accurately express the lesion
structure, are urgent problems to be solved. It is of great scientific significance for patients to
understand the results of breast ultrasound and explore the potential for breast disease [14]
more intuitively.

Researchers have proposed several medical image nodule diagnosis algorithms based
on convolutional neural networks, such as DenseNet [15], GoogLeNet [16], and ResNet [17]
used in this paper. Due to the low resolution of the breast ultrasound image and the
diversity of shape and texture features of lesions, a single network model is not generally
effective for benign and malignant diagnosis of lesions, and has the disadvantage of poor
generalization.

In addition, 3D models of breasts obtained by reconstruction allow patients to have
more intuitive understanding and communication with doctors. The current methods for
obtaining 3D breast structure include computed tomography (CT) and MRI imaging. Due
to space limitations of the scanning machine, patients can only adopt a lying-down position
when acquiring CT and MRI, which is different from the reclining posture on the operating
table, resulting in greater deformation of the breast. Therefore, reconstructed 3D models
cannot correctly realize surgical navigation. Although there are already some methods
that enable doctors to collect 3D ultrasound data of patients, they require cumbersome
positioning and take a long time [18].

In this work, we proposed a breast ultrasound system, which can simultaneously
diagnose and visualize breast ultrasound nodules. The remainder of this paper is organized
as follows: In Section 2, we introduce the method of neural network ensemble and 3D breast
model generation. In Section 3, the experimental results and discussion of the ensemble
network and 3D breast nodule model are presented. Section 4 provides a conclusion about
the investigated methods, challenges, and future directions for the employment of the
system in clinical applications.

2. Methods

2.1. 3D-Based Breast Ultrasound System

The breast ultrasound system consists of two parts, as shown in Figure 1. The first
part is the intelligent diagnosis of breast ultrasound image by ensemble neural network.
The ensemble method of neural network is shown in Figure 1a. The second part is the 3D
visualization of breast locator, which is designed based on the structural characteristics of
female breasts to realize the positioning of female breast nodules. It includes ultrasound
scanning equipment, workstation (Figure 1b), and locator (Figures 1c and 2). GE LOGIQ E9
Ultrasound Machine is adopted as ultrasound scanning equipment provided by Ultrasound
Supply. The workstation environment is Microsoft Workstation, Python 3.6. Operating
software is 3D-based Breast Ultrasound Software, which is mainly developed based on
The Visualization Toolkit (VTK) official application programming interface (version 7.1.1).
Locator is designed based on the structural characteristics of female breasts to realize the
positioning of female breast nodules.

The flowchart of breast ultrasound system proposed in this work is shown in Figure 3,
which is divided into intelligent diagnosis and 3D visualization. In the intelligent diagnosis
part, the breast ultrasound images are input into a pre-trained network, and the prediction
results of the ensemble neural network are obtained by weighted ensemble, to realize the
automatic benign and malignant diagnosis of breast ultrasound images and save medical
resources. In the 3D visualization part, the ultrasound doctor firstly analyzes the ultrasound
image and obtains the spatial position and geometric characteristics of breast nodules. After
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the analysis, the corresponding parameters are input into the 3D visualization software,
and the software automatically generates the 3D breast nodule model.

Figure 1. 3D-based breast ultrasound system. (a) Weighted ensemble network architecture. (b) Ultra-
sound scanning equipment workstation. (c) Locator proposed in this work.

Figure 2. Locator and its schematic.
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Figure 3. Flowchart showing the breast ultrasound system for intelligent diagnosis and 3D
visualization.

2.2. Ensemble Neural Network

Neural networks usually require a large amount of data to train the network. However,
the amount of ultrasound image data in the breast is generally low. To achieve good
performance in a small dataset, we select three networks from widely recognized network:
DenseNet [15], GoogLeNet [16], ResNet [17], VGG16 [19], ResNeXt [20], AlexNet [21],
MobileNet [22], and NasNet [23]. Then, we combine them via the weighted ensemble
method. In our work, we use a public breast ultrasound image dataset [24] (647 in total) to
train these three neural networks and test the performance of a single neural network and
ensemble neural network.

The dataset is divided into 80% training set and 20% testing set. After training the three
neural networks, the trained model is obtained. To take advantage of different models, we
use a weighted ensemble strategy (Figure 4) to combine their results. It is assumed that the
benign probability values of the neural network outputs are P1, P2 and P3, respectively. By
multiplying these three results by their respective weights (W1, W2 and W3) and summing
them up, the sum result is then mapped to the range 0–1 by Sigmoid function to make sure
the ensemble result is a probability distribution. The benign and malignant probability
value of the ensemble neural network is shown in the following formula:

Pbenign= Sigmoid(W1 × P1 + W2 × P2 + W3 × P3) (1)

Pmalignant= 1 − Pbenign (2)

In our work, W1 = W2 = W3 = 0.33. The parameters above are evaluated by experienced
breast ultrasound doctors according to the performance of a single neural network.

208



Electronics 2022, 11, 2116

Figure 4. Weighted ensemble strategy we proposed in this work. Choosing three pre-trained models,
the ensemble result is obtained via the strategy.

2.3. Locator

Locator is mainly worn on the patient’s breast. Its schematic is displayed in Figure 2.
It is designed as a spherical structure that matches the shape of a human breast. The center
of the inner side of the locator is equipped with a round hole-shaped groove that matches
the position of the nipple, and the outer side is marked with a plurality of first- and second-
measurement lines for measuring the breast of the wearer. The first-measurement lines
with 15 degrees unit distance are used to obtain the angle of the breast, and the second-
measurement lines with 0.1 mm unit distance measure the length of the breast. Each
first-measurement line, respectively, extends from the center to the edge of the spherical
structure. They are equal in length, and each is marked with an angle. Each second-
measurement line is an annular line with the center of the spherical structure as the circle
center. Second-measurement lines are parallel to each other, and each one is marked with a
distance. Thus, locator can realize the structured measurement of patient’s breast, including
measuring the height of the breast axis and the diameter of the breast base.

Conversion method of spatial information is as follows: Firstly, a straight line to
connect origin and nodule center is made. Arc length from intersection of the straight line
and skin to center of the nipple is defined as l, measured by locator’s second-measurement
lines. Angle of nodule center on horizontal plane is θ, measured by the first-measurement
lines of locator. It ranges from 0 to 360 degrees, increasing in counterclockwise direction. In
addition, vertical distance between nodule center and skin is defined as d, which can be
measured by an ultrasound scanner. Then, sphere center of locator is taken as origin, and
surface of locator is sphere. Thus, a coordinate system is established and its z-axis is from
the center of the sphere to the nipple. Horizontal direction from right to left side of the
chest is uniformly defined as x-axis, which satisfies the left-hand coordinate system. θ = 0
is satisfied on x-axis. Therefore, the ball radius is radius of curvature of nipple horizontal
section.

Assuming that breast height is H and width is 2W, (R − H)2 + W2 = R2 is satisfied
and R = H2+W2

2H is obtained (Figure 5a). H and W can be measured by doctors.

Figure 5. Spatial transformation of the locator. (a) Calculate the radius of the breast sphere. (b) Obtain
the nodule z-axis coordinates (c) Obtain the nodule x-axis and y-axis coordinates.
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To obtain z-axis coordinates of the nodule position, α and d1 are defined as shown
in Figure 5b, where red area represents the nodule, which satisfies α = l

R . Because of
d1 = R − d, the nodule z coordinate can be expressed as:

z = d1 × cosα

= (R − d)× cos
(

l
R

) (3)

Calculation of the x-axis and y-axis coordinates is as follows: projection length on the
XOY plane of the line from the nipple center to the origin is defined as d2 (Figure 5c), which
satisfies:

d2 = d1 × cos(90◦ − α)
= (R − d)× sinα

= (R − d)× sin
(

l
R

) (4)

Therefore, x and y coordinates of the nodule are:⎧⎨
⎩

x = d2cosθ = (R − d)sin
(

l
R

)
cosθ

y = d2sinθ = (R − d)sin
(

l
R

)
sinθ

(5)

Since z > 0 and the range of θ are 0–360 degrees, positive and negative changes of
x and y coordinates are consistent with Equation (3). Therefore, (x, y, z) of the breast nodule
in the 3D coordinate system can be converted through actual measurement parameters.

2.4. Model Preparation and Report Generation

Preparation of the models is mainly based on signs of breast ultrasonography. Refer-
ring to ultrasound images, four basic nodule models of smooth, burr, horned, and lobed
cases are established. Dealing with nodules of different sizes, horizontal and vertical length,
and height of nodules measured by ultrasound scanner correspond to the size in x-, y-, and
z-axis. Thus, through size transformation of models, they are contracted or expanded. For
a smoothing effect, noise and subdivision are performed on the basic geometric model.
Some textures realize calcification (microcalcification, arc-shaped calcification, etc.) and
blood flow (poor blood supply, rich blood supply) through basic geometric combinations.
In addition, the setting of outer cover establishes a fuzzy high-echo halo feature. Some
models need to be provided with materials. Cinema 4D model materials are applied to
control color and transparency. According to input information, size transformation and
morphological combination of models are carried out. Finally, three typical body types are
established.

Generating module is composed of three parts, including 3D space positioning in-
formation of lesions, internal information of 3D lesions, and external information of 3D
lesions. The 3D space positioning information marks the center position of the nodules, in-
ternal information shows textures and characteristics of nodules, and external information
expresses the relative position of nodules in the breast. Thus, a 3D ultrasound diagnosis
report is generated, which has the patients’ name and number, 3D models of the nodules,
and diagnosis information. The 3D model is adjusted to appropriate angle, viewed through
manual interaction of visualization module, and obtained through real-time screenshots.
Finally, it is output according to the current report format commonly applied in hospitals
and printed by the writing function.

3. Experiment Results and Discussion

3.1. Ensemble Network

To evaluate the performance of the network, we use the accuracy, recall, F1 score and
the AUC (area under curve) of ROC (receiver operating characteristic curve) metrics [25,26].
Results of different neural networks and ensemble networks are shown in Table 1. We
first train all individual neural networks and calculate the metrics, then select the model

210



Electronics 2022, 11, 2116

with higher F1 score and combine the models through weighted ensemble strategy. Finally,
we determine four groups of neural network combinations. They are (NasNet, AlexNet,
DenseNet), (NasNet, GoogLeNet, AlexNet), (VGG16, GoogLeNet, NasNet), (VGG16, Nas-
Net, DenseNet). By using the weighted ensemble strategy, the ensemble neural network is
obviously improved compared with that of a single network. The performance and metrics
of these networks have listed in the Table 1, Figures 6 and 7.

Table 1. Results of different neural and ensemble networks on a testing set.

Neural Network Accuracy Recall F1 Score AUC

DenseNet 0.7752 0.5952 0.6329 0.8328
GoogLeNet 0.8294 0.7381 0.7381 0.8760

AlexNet 0.7984 0.7143 0.6977 0.8410
ResNet 0.7597 0.5238 0.5867 0.8240

MobileNet 0.7287 0.4524 0.5205 0.7466
NasNet 0.8062 0.6190 0.6753 0.8481
ResNeXt 0.7829 0.5952 0.6410 0.8106
VGG16 0.8372 0.6905 0.7342 0.8547

(NasNet, AlexNet, DenseNet) 0.8295 0.6667 0.7179 0.8719
(NasNet, GoogLeNet, AlexNet) 0.8450 0.7381 0.7561 0.8790
(VGG16, GoogLeNet, NasNet) 0.8527 0.6905 0.7532 0.8831
(VGG16, NasNet, DenseNet) 0.8992 0.7619 0.8312 0.8711

The bold numbers indicate that the network performs best on this metric.

Figure 6. ROC of classical neural networks on a testing dataset.

Among combination groups, the (VGG16, NasNet, DenseNet) group achieved the best
result, with acc of 0.8992 and F1 score of 0.8312. Compared with the best single neural
network, VGG16, accuracy increased by 6.2%, and F1 score increased by 9.7%. All of the
above indicate that the ensemble network obtained by the weighted ensemble method
has better performance and is more suitable for benign and malignant diagnosis of breast
ultrasound images.
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Figure 7. ROC of different ensemble neural networks on a testing dataset.

3.2. Breast Lesion 3D Visualization

Two senior sonographers (both with over 25 years of experience) conducted exper-
iments on three subjects. First, lesion space information of three patients was obtained
through the locator. Then, 3D-based Breast Ultrasound Software realized the generation of
models and reports. Information representation of the three patients is shown in Table 2.
In addition, three subjects underwent MRI scans at the same time, and the acquired MRI
volume data were analyzed by the operating imaging physician in Mimics Research 19.0 to
complete segmentation of the skin layer, lesion, and pectoralis major in sequence.

Table 2. Characterization information of three ultrasound volume data.

Data Characterization Information Description

Subject 1
Medium breast shape; upper right half, 5 × 15 × 23 mm, smooth, lengthwise, clear
and complete, and position (51 mm, 80◦, 10 mm). Upper left half, 46 × 35 × 63 mm,
burr, horizontal length, rich blood supply, position (0 mm, 0◦, 30 mm).

Subject 2

Medium breast shape, upper right side, 42 × 31 × 44 mm, burr, horizontal and long,
clear and complete border, lack of blood supply, position (0 mm, 0◦, 27 mm). The
upper left half, 50 × 58 × 60 mm, burr, rich blood supply, clear and complete border,
position (0 mm, 0◦, 35 mm).

Subject 3 Medium breast shape, upper right side, 41 × 30 × 39 mm, burr, lengthwise, clear
and complete, rich blood supply, location (26 mm, 340◦, 20 mm).

To unify the structure, all models used green nodules. Pectoralis major muscle tissues
were shown as dark red with a certain degree of transparency, and white with high trans-
parency were used as skin tissue. In the ultrasound reports of the first group, the most
typical patient feature was that the size of the left thoracic nodule was 46 × 35 × 63 mm
(Figure 8a), which was about 58.8 times larger than that of the right thoracic nodule
(Figure 8b). Therefore, there were obvious differences in individual size between the
two lesions, which are clearly shown in the green nodules in Figure 8c,d. Using the 3D-
based breast ultrasound system, a basic burr nodule model was established on the left side
of the chest, and the size was transformed according to the horizontal length and size. Basic
geometry was added to show the state of rich blood supply (Figure 8e). On the right side
of the chest, a smooth basic nodule model was established, and the size was transformed
according to length and size (Figure 8f). Finally, all positionings were completed by the spa-
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tial information. Comparing the reconstruction results from MRI and models generated by
the 3D-based breast ultrasound system, shape, size, and spatial location basically matched,
meeting the clinical requirements of the doctor–patient information guidance.

 

Figure 8. Result of Subject 1. (a,b) Representation of the MRI imaging parts of the left and right breast
of Subject 1. (c,d) Reconstruction structure based on the MRI. (e,f) Generative models of 3D-based
breast ultrasound system.

Figure 9a,b reveal MRI imaging parts of the second patient, which are different from the
first patient. Through a 3D model reconstructed by the MRI, it can be observed that nodules
on the left and right sides of the chest are large and have obvious burr characteristics
(Figure 9c,d). In the 3D-based breast ultrasound system, the left and right sides of the chest
were both imported with the burr nodule model, and transformation was computed from
the actual size. A basic geometric model to the left thoracic nodule was added to simulate
the state of a rich blood supply (Figure 9e). In the end, the generated model basically
matched the size and the spatial location of the reconstructed model’s structural features
(Figure 9e,f).

 

Figure 9. Result of Subject 2. (a,b) MRI imaging parts of the left and right breast of Subject 2.
(c,d) Reconstruction structure based on the MRI. (e,f) Generative models of the 3D-based breast
ultrasound system.
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Figure 10a introduces parts of the MRI imaging of the third group of cases. Based on the
reconstruction structure, only the right side of the chest contained medium-sized nodules,
showing burrs and a rich blood supply (Figure 10b). The 3D-based breast ultrasound
system imported the burr nodule model and added basic geometric structure as blood
structure. Finally, it was stretched according to scale. The generated model was basically
the same as the reconstructed result (Figure 10c). It is worth mentioning that muscle fiber
length characteristics of the third group of cases are obvious. However, the model generated
in the 3D-based breast ultrasound system cannot reflect this feature. This is because the
3D-based breast ultrasound system only contains a small, medium, and large chest that can
be contracted in proportion, so it cannot reflect the patient’s weight, chest width, and chest
length. This will bring an error to the relative position of nodules and thoraxes.

 

Figure 10. Result of Subject 3. (a) Parts of the MRI imaging of the right breast of Subject 3. (b) Recon-
struction structure based on the MRI. (c) Generative model of the 3D-based breast ultrasound system.

3.3. Discussion

In breast nodule diagnosis, compared with the neural network models used in this
paper (DenseNet, GooGleNet and AlexNet), the model generated by the weighted ensemble
method improved in accuracy, recall and F1 score metrics to varying degrees. Among the
experiments, the combination of VGG16, NasNet and DenseNet, with accuracy of 0.8992,
recall of 0.7619 and F1 score of 0.8312, obtained the best score and verified that the ensemble
neural network generated by the weighted ensemble method can effectively improve the
performance of the neural network and better diagnose breast ultrasound images.

In breast nodule visualization, the size and location of nodules generated by the 3D
breast ultrasound system basically matched the reconstructed structure. This is because
the ultrasound probe and locator can accurately measure the size and position of the
nodule. The error mainly comes from three aspects: (1) the measurement error of the
ultrasonic breast nodule size may be due to human error; (2) when locating breast nodules
on ultrasound, the selection of reference points (usually the area near the center of the
nodules) may lead to localization errors; (3) structural errors, including calcification, blood
supply and hyperechoic halo, may occur when the simulated edge shapes of basic nodules
are different. It is worth mentioning that the 3D visualization of the breast ultrasound
system aims to provide instructive 3D ultrasound reports to help doctors construct surgical
navigation and facilitate communication with patients. Therefore, the 3D visualization of
the breast ultrasound system does not need to establish a high-precision model system.
However, how to more accurately simulate the patient’s body shape, simulate more accurate
characterization methods, and enrich the basic model of nodules are still problems worth
exploring. This not only deals with common nodule representations, but also generates a
guiding model structure for complex situations. This also provides a direction for the next
generation of 3D-based breast ultrasound systems.

4. Conclusions

This paper proposes an intelligent diagnosis and 3D visualization system based on
ultrasonic breast images. The main work includes: first, through training widely recognized
classical networks, the ultrasonic image experts evaluate the network performance and
give the weight for the following ensemble. The ensemble neural network is obtained by
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the weight. Second, based on the texture characteristics of ultrasonic images, the basic
model and geometric combination rules of breast nodules were used to construct a three-
dimensional model of typical breast nodules. Third, a locater-based method for locating
breast nodules was proposed to achieve spatial calibration of nodular information in
ultrasound images. Fourthly, the performance of the network was evaluated on the test set
with 129 samples on three separate networks and on the ensemble neural network. Lastly,
to verify the 3D visualization performance of the system, three groups of clinical patients
were tested. After comparison, the model generated based on the 3D breast ultrasound
system was basically consistent with the reconstructed 3D nodular structure. Therefore, the
3D-based breast ultrasound system proposed in this paper can realize automatic diagnosis
of breast ultrasound images, meet certain clinical needs, and solve the serious problems
existing in doctor–patient communication and preoperative breast navigation. It has clinical
benefits.
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Abstract: With the development of high-frequency, miniaturized, and lightweight power electronic
devices, third-generation semiconductor devices are more and more used in the main circuits of
power electronic converters. The electromagnetic interference (EMI) generated by their fast switching
can affect the performance of power electronic converters. Therefore, it is necessary to investigate
the modeling and suppression methods of conducted noise in power electronic converters of third-
generation semiconductor devices. This paper describes the EMI sources and coupling paths of
EMI in third-generation semiconductor devices used in power electronic converters. The modeling
methods of EMI are summarized from the perspectives of power devices and coupling paths. The
suppression methods of conducted noise are summarized by suppressing EMI sources and improving
coupling path characteristics. This paper provides a reference for the electromagnetic compatibility
design of power electronic converters for third-generation semiconductor devices.

Keywords: electromagnetic interference; EMI source; coupling path; EMI model; EMI suppression

1. Introduction

Traditional power electronic converters use semiconductor devices represented by
silicon to realize energy conversion, but such devices have issues such as large loss, large
volume, slow switching speed, and poor voltage and current resistance [1]. Therefore,
power electronic devices composed of first-generation semiconductor devices have the
issues of low conversion efficiency, large volume, and low operating frequency [2].

The third-generation semiconductor devices composed of silicon carbide (SiC) and
gallium nitride (GaN) have higher blocking voltages, higher operating temperatures, and
higher switching speeds than Si-based power electronic devices [3]. Taking a standard SiC
device as an example, it is noteworthy that its blocking voltage is one order of magnitude
higher than that of a Si device, its drift layer is thinner, its on-resistance is lower, there is
no bipolar charge storage mechanism in it, and its switching dynamic behavior is greatly
improved [4]. Compared with Si devices, SiC devices can reduce switching losses by 70% at
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the same switching voltage change rate. When third-generation semiconductor devices are
used in new energy systems, their low loss characteristics can reduce the volume and weight
of heat dissipation systems, and their high switching frequency characteristics can reduce
the volumes and weights of passive devices. Therefore, third-generation semiconductor
devices further promote the trend of high frequency usage and miniaturization in power
electronics, and further improve the performance of power converters, which are considered
to be the key driving forces for “carbon peak and carbon neutralization”.

The third generation of semiconductors can greatly improve operating frequency,
reduce the volumes of devices and radiators, and increase power density in converters [5].
However, it must be noted that the high-frequency switching device is the main high-
frequency noise source in a converter. The switching device generates electromagnetic
interference (EMI) through the capacitive loop formed between the insulating sheet, the
radiator, and the ground, bringing threats to the stable operation of the new energy sys-
tem [6]. Therefore, the questions of how to improve the performance of third-generation
semiconductor devices, reduce EMI caused by high switching frequency, and improve the
electromagnetic compatibility of these systems have become the focuses of recent research.

This paper analyzes the EMI sources and coupling paths used in the third-generation
semiconductor devices within power electronic devices. The EMI measurement and model-
ing methods used on third-generation semiconductor devices are reviewed. On this basis,
the methods of suppressing EMI are summarized.

The structure of this paper is as follows. Section 2 analyzes the EMI mechanism
and testing and analysis methods used on third-generation semiconductor devices in
power electronic devices. Section 3 summarizes the methods of EMI modeling. Section 4
summarizes the EMI suppression methods. In Section 5, the electromagnetic compatibility
research on power electronic devices is explored.

2. EMI Mechanism and Testing and Analysis Methods Used on Third-Generation
Semiconductor Devices

2.1. The Generation Mechanism and Coupling Path of EMI

The EMI caused by third-generation semiconductor devices is mainly concentrated in
two aspects, noise sources and coupling paths, as shown in Figure 1.

Figure 1. Main EMI sources.

2.1.1. The Generation Mechanism of EMI Source

The high dv/dt caused by the high-frequency switching of a third-generation semi-
conductor device is the main source of EMI in a power electronic device. In addition, the
parasitic capacitors between the ports and the loop stray inductors during the switching
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can cause the high-frequency oscillation of the gate source at high/low levels, as shown in
Figure 2 [7].In these capacitors, the high-frequency oscillation accounts for a small propor-
tion when the gate-source is at high or low level, and the dv/dt of the switching device is
the main source of EMI.

Figure 2. Measured voltage waveform between drain and source. (Pink circles indicate that parasitic
capacitance during switching causes high-frequency oscillations of the gate source at high/low levels).

In their study on EMI sources, Zhang et al. [8] pointed out that the fast-switching
speed, high switching frequency, and ringing of SiC devices will increase the spectrum
of EMI sources. Because SiC devices have a higher switching speed, higher switching
frequency, and higher ringing than Si devices, the EMI noise generated by SiC devices will
be higher than that generated by Si devices. Han et al. [9] analyzed the influence of third-
generation semiconductor devices on the conducted noise characteristics of a system when
applied in three-phase inverters. It was found that the high switching speed characteristic
mainly affected the conducted noise in the high-frequency band of the system, and that the
high switching frequency characteristic would improve the EMI in the whole conducted
noise band. Wen and Dalal et al. [10,11] pointed out that the displacement current may be
increased by several orders of magnitude due to the fast-switching transient and increased
voltage amplitude of SiC MOSFET. When the displacement current is equivalent to the
rated current of SiC MOSFET, the EMI and switching loss performance of the converter
will be seriously deteriorated.

2.1.2. Propagation Characteristics and Coupling Path Analysis

The EMI of third-generation semiconductor devices is not only related to the switching
behavior of power devices, but is also related to the parasitic coupling paths of power
electronic devices. The peak of the EMI test spectrum usually comes from coupling path
impedance resonance. The impedance characteristics of the coupling path are related to
the circuit topology, grounding mode, and impedance characteristics of the system devices.
Third-generation semiconductor devices do not change the EMI coupling path impedance
characteristics of converter systems. Therefore, the analysis of the converter coupling path
is still based on the analysis method used on first-generation semiconductors in power
electronic devices. Based on the different EMI coupling channels, EMI is usually divided
into common mode (CM) noise and differential mode (DM) noise, which correspond to the
CM EMI coupling path and DM EMI coupling path, respectively.

CM noise is mainly formed by the interaction between the instantaneous dv/dt during
the switching process and the parasitic capacitance inside a system. The parasitic capacitors
in the system are mainly composed of the power source, the cable from the new energy
system to the ground, and the radiator from the power electronic device to the ground. At
the moment the switch turns on or turns off, dv/dt will act on the parasitic capacitors in
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the system to generate a large charge and discharge current, forming a CM current, and its
flow path will flow through the ground and ground capacitors. A schematic diagram of
this process is shown in Figure 3.
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Figure 3. CM noise coupling path of an electric drive system.

The DM noise of a power electronic device is formed by the interaction between the
di/dt generated during the turn-on and turn-off processes and the stray inductors in the
system. The stray inductors in the system mainly include the parasitic inductors of the pin,
the inductors of the cable, etc. A diagram of the coupling path is shown in Figure 4.
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Figure 4. The DM noise coupling path of an electric drive system.

As part of the research on coupling paths in power electronic devices that use third-
generation semiconductors, Xie and Han [12,13] analyzed the coupling path impedance
characteristics of SiC devices in Buck and Boost converters by using the transfer function
method. The transfer function analysis method does not need to simplify a coupling
path into CM and DM equivalent circuits. Instead, the node current equation and loop
voltage equation are used on the equivalent circuit of the coupling path to analyze the
impact of the transfer function characteristics of the EMI noise source of the converter
system on CM and DM noise. Marlier et al. [14] used two equivalent models and a defined
switching function to analyze the EMI coupling path in a system. The final results could be
obtained by calculating the convolution of the switching function and the discrete results
of each equivalent model. However, these studies were carried out at the system level,
and the influence of the parasitic parameters of wide-bandgap devices on EMI cannot be
analyzed from the perspective of packaging. Jia et al. [15] studied the influence of switching
frequency, switching speed, and switching ringing on the conducted CM noise of a SiC
electric vehicle powertrain. In the low-frequency band, the CM noise of the studied system
increased significantly with an increase in the switching frequency. The switch ringing
mainly affected the CM noise spectrum in the high-frequency band.

2.2. Analysis Method of Conducted Noise Characteristics of Third-Generation Semiconductor Devices

The noises of third-generation semiconductor devices mainly include conduction
noise and radiation noise. This paper mainly discusses conduction noise. Conductive noise
research focuses on two aspects of test methods and analysis, as shown in Figure 5.
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Figure 5. Conducted noise analysis and test methods.

2.2.1. Conducted Noise Test Methods

A typical conduction test platform mainly includes the following: a Line Impedance
Stabilization Network (Line Impedance Stabilization Network, LISN), spectrum analyzer,
impedance analyzer, and EMI voltage/current probe. The test platform structure of a
typical electric drive system is shown in Figure 6.
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Figure 6. Test platform for a typical electric drive system.

Within research on the EMI test platform and methods, Adamowicz et al. [16] proposed
a test technology to characterize and extract parameters of ferrite EMI suppressors by using
vector network analyzers and micro-strip test fixtures. The extracted EMI suppressor parame-
ters in their study were compared with the data table values. Bandara et al. [17] investigated
CM- and DM-conducted emissions without using a LISN. Using the switching power source
as the device under test, the CM and DM impedances of the actual measurement device, with
and without a LISN, were extracted; the study results better illustrated the influence of LISNs.
Li. et al. [18] extracted the online impedance of an electrical system by treating their induc-
tively coupled probe and the monitored electrical system as three cascaded two-port networks.
Their method simplified the setting and calibration process, and could monitor the real-time
impedance of the key electrical system in the study without interrupting the normal operation
of the system, providing convenience for EMI research. Aiello et al. [19] studied the EMI
sensitivity of a Hall effect current sensor, and compared the EMI stability of this non-contact
device with that of the resistive current sensing method. The measurement results showed
that the Hall effect current sensor was more affected by EMI than the resistive current sensing
method. Lemmon et al. [20] created a specially designed hardware platform for evaluating
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the EMI behaviors of high-power systems based on third-generation semiconductor devices
using custom metrics, providing a reference for the development of peripheral structures and
the design of EMI mitigation components in future research.

2.2.2. Conducted Noise Analysis Methods

Conducted noise analysis methods for power electronic devices are mainly divided
into two types: the time domain analysis method and the frequency domain analysis
method. Conducted noise modeling can be done in PSpice and Saber. Both analysis meth-
ods require the modeling of EMI interference sources and EMI coupling paths, with the
main difference between the two being in the modeling of EMI interference sources. The
time domain analysis method focuses on using a detailed physical model and conducting
the time domain waveform analysis of all devices [21]. Li et al. [22] compared the experi-
mental results of time domain analysis and frequency domain analysis. The results showed
that both methods were effective as long as the modeling was appropriate. However, with
the increasing demand for computing resources and simulation time, the frequency domain
analysis method is recommended as the preferred method for EMI analysis. The specific
discussion of this topic is covered in Section 3.2.

2.3. The Effect of Temperature on EMI

Among wide-bandgap semiconductor materials, SiC has a much wider bandgap
than Si and can handle higher voltages and faster switching speeds and show better
efficiency [23]. On the other hand, GaN is particularly attractive for high-pressure, high-
temperature, and high-pressure applications due to its higher electric field breakdown
capability, good thermal conductivity, and high electron mobility [24]. The performances of
wide-bandgap materials with Si are compared in Table 1 [25].

Table 1. Comparison of wide-bandgap materials properties with Si.

Properties Si 6H-SiC 4H-SiC GaN

Thermal conductivity (W/cm K) 1.5 4.9 4.9 1.3
Band gap (eV) 1.12 3.03 3.26 3.45

Breakdown field (MV/cm) 0.3 2.5 2.2 3.3
Dielectric constant 11.9 9.66 9.7 8.5–10.4

Electron mobility (cm2/Vs) 1500 400 800 2000

With the diversification of the working environment, researchers have been consider-
ing the influence of environmental factors on the circuit. The concept of electromagnetic
robustness of chips was proposed by Ben in 2009 [26]. This researcher combined the
problem of electromagnetic capacitance with the problem of semiconductor reliability. A
microprocessor chip was subjected to experiments on high and low temperature aging and
hot carrier injection. The relationships between negative bias, temperature instability, and
hot carrier injection, caused by aging and the electromagnetic compatibility performance
of the chip, were studied. Fernandez et al. [27] concluded that the electromagnetic sen-
sitivity of CMOS was affected by negative-bias temperature instability. The mechanism
by which electromagnetic interference and thermal stress affect semiconductor devices
was explained in their paper. Dienot et al. [28] tested the PWM generation circuit and
verified the effect of the combined stress of electromagnetism and heat on the function of
the circuit. Wang et al. [29] proposed an efficient finite-difference time-domain (FDTD)
algorithm for studying the frequency- and temperature-dependent characteristics of some
graphene-based structures, with the auxiliary differential equation FDTD method and its
conformal modification technique integrated together for handling atomically thin and
electrically dispersive periodic geometries.
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3. EMI Modeling Method

3.1. EMI Modeling Process

The basic process of conducting EMI modeling is as follows. (1) The circuit topology
principle of the converter is clarified and the function of the converter is analyzed. (2) The
high-frequency model of the component is established and the corresponding parameters
are extracted. (3) The converter model is simulated in the simulation software. (4) The
simulated EMI voltage and current spectrum are obtained via mathematical analysis. A flow
chart of the modeling is shown in Figure 7. The flow chart mainly focuses on the modeling
of the EMI source and the modeling of the coupling path of the parasitic parameter. On
this basis, an equivalent circuit model is established. The technical difficulty of modeling
lies in the extraction of the parameters of each component in the model.

Figure 7. Flow of conducted noise modeling process.

3.2. Research Status of EMI Modeling

The high-frequency switching of third-generation semiconductor devices is the main
factor required to generate switching EMI, and so the high-frequency modeling of the
switching device must accurately simulate its transient characteristics [30]. The method
used to model a switching device creates a circuit behavior model and a physical model.
The physical model needs to partition the device according to the structure and function
of the device. Depending on the carrier motion characteristics inside each sub-region, the
device is described by physical equations. After that, under certain boundary conditions,
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the description equations are combined according to the current path to form a complete
physical model of the device. An accurate physical model is helpful in order to describe
the mechanism of the device [31,32]. The circuit model is modeled from the physical level
of the device, and the parameters required for modeling here are mostly extracted via
mathematical fitting. The relevant model parameters have no direct physical meanings.
The circuit model can model a certain state of the device switching process, and can also
model the whole device switching process. The circuit modeling method is relatively
simple, and its modeling accuracy depends on the accuracy of parameter extraction. If the
working conditions are inconsistent with the parameter-fitting conditions, the accuracy of
the model will be significantly reduced. Willemen and Hsu [33,34] proposed an analytical
model of MOSFET that used the parameters obtained from the device data tables and
the parasitic parameters of the external circuit to simulate the high-frequency behavior
of MOSFET. Y Yuan [35] proposed a MOSFET segmented behavior model that prioritizes
runtime performance and convergence behavior, and is thus suitable for computer-based
simulation analysis.

3.2.1. SiC Power Device Modeling

Device layer modeling is the basis of, and key to, SiC MOSFET research. Roccaforte and
Smith [36,37] established the behavior model of SiC MOSFET, which is shown in Figure 8.
The model consists of a drain-source resistance and three fixed parasitic inductors, and
considers the influence of the parasitic inductors of the package on the model characteristics,
but does not accurately simulate the SiC MOSFET switching process.

Figure 8. SiC MOSFET behavior model [38,39].

Merkert et al. [38] improved the behavior model of SiC devices by calculating the
device loss, but their model did not consider the working mechanisms of the devices.
Some scholars have tried to build a physical model of SiC MOSFET to clarify the working
mechanism of these devices. The two described modeling methods are shown in Table 2.

Based on the theory of semiconductor physics, Wang et al. [40] used mathematical
methods to express the internal mechanism of SiC MOSFET and constructed the device
physical model. However, this model is complex, and its simulation takes a long time.
Adamowicz and Johannesson [16,41] proposed a circuit-level model of SiC MOSFET based
on the PSpice software by adjusting the parameters and modifying the model on the
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basis of the software’s own MOSFET core. The modeling focus changed from the internal
mechanism of the device to the external characteristics of the device, but the model did not
consider the influence of temperature and power loss. Xin et al. [42] proposed a variable-
temperature SiC MOSFET model. The model uses a temperature-controlled voltage source
and a current source to compensate the static characteristics of SiC MOSFET, and analyzes
the operating characteristics of the device at different temperatures, but does not consider
real-time power loss.

Table 2. Comparison of power switch modeling methods [39].

Power Switch
Modeling Method

Physical Model Equivalent Circuit Model

Basic ideas
A method of semiconductor physics
used to describe the internal structure
of a device.

The circuit equivalent method is used to
describe the circuit switching process.

Advantages
• Parasitic parameters can be

explained.
• The model is more accurate.

• The model is simple.
• The model is suitable for the field

of power electronics.

Disadvantages
• The model is more complex.
• It involves a large amount of

calculation.

• There are errors in parameter
extraction.

• The accuracy of the model is low.

Wang et al. [43] proposed a behavior-level modeling method. Their model is shown in
Figure 9, and the device behavior model was established by using temperature compen-
sation fitting. In the cited paper, the Miller capacitor between the gate and drain, which
was modeled by the complex Siemens model with parameter extraction, required a large
number of parameters, bringing difficulties to modeling. Sun et al. [44] added a conduction
model under gate negative pressure and negative temperature based on reference [43].

Figure 9. Temperature compensation behavior model [43].

3.2.2. GaN Power Device Modeling

The device equivalent circuit, which uses GaN, is shown in Figure 10 [45]. As emerging
devices, there have been relatively few studies on high-frequency models involving GaN
power devices.
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Figure 10. GaN equivalent circuit [45].

The high-frequency equivalent model that uses GaN is shown in Figure 11.
Huang et al. [46] analyzed the steady-state parameters of the device in their study and
compared them with Si MOSFETs at similar voltage and current levels. Pajnic et al. [47]
analyzed the output characteristics of GaN devices. Their analysis results showed that GaN
devices had the characteristics of high voltage, high switching frequency and low switching
loss, and were thus suitable for high-voltage and high-current converters. Xie et al. [48,49]
made a lot of simplifications in the switching process of the common gate-source structure
device, and believed that the parasitic inductors between the low-voltage Si MOSFET and
the high-voltage GaN HEMT were key to affect the switching characteristics of the device.
Carrasco et al. [50] applied GaN HEMT to single-phase inverters. The switching process of
the device in application was analyzed in their paper, but the expression of voltage/current
and switching loss were not further analyzed. Garsed et al. [51] proposed a simplified
analytical model of the switching process in GaN devices. However, the influence of stray
parameters and reverse recovery—which are quite different from the actual current and
voltage stress and switching loss— on the switching process were not considered.

 

Figure 11. High-frequency equivalent circuit for GaN HEMT [46].

Liu et al. [52] established a loss analysis model for high-voltage GaN devices. Their
model can accurately describe the switching process of a GaN device and can accurately
analyze its output characteristics, transfer characteristics, and driving characteristics. The
simulation and experiment in the paper were in good agreement. Huang et al. [53,54]
analyzed the parasitic parameters inside the cascaded high-voltage GaN device in de-
tail. By changing the installation position of the internal low-voltage Si MOSFET and
the high-voltage depletion GaN device, the parasitic parameters inside the device were
effectively reduced and the reliability of the device was improved in this study. Parikh and
Chen [55,56] applied high-voltage GaN devices to Buck and LLC converters to evaluate
their performance advantages. However, the influence of the differential packaging of GaN
devices on the driving circuit was not analyzed in the paper, and the advantages of high
voltage GaN devices and Si MOSFET in LLC resonant converters were not explained.
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3.3. Conducted Noise Coupling Path Model

Conducted EMI propagates in the circuit in two modes: DM and CM. The coupling
path includes not only the circuit composed of power devices, but also the circuit composed
of parasitic elements and distributed elements [57].

The experimental results of a conducted EMI test are the sum of DM noise and CM
noise. Due to the fact that EMI sources and coupling paths are different in DM noise and
CM noise, it is necessary to analyze these two kinds of noise separately, and establish the
DM and CM noise models of power converters. Since the modeling of the coupling path
needs to be analyzed according to different circuit topologies, only the general modeling
method is described here.

When modeling the conductive electromagnetic coupling loop, it is required to ac-
curately find out the CM and DM noise coupling paths in the topology. When the con-
verter contains multiple EMI sources and coupling paths, a multi-channel parallel analysis
method should be adopted, as shown in Figure 12. Then, the circuit simulation software
will be used to simulate the time domain, the time domain waveform of the noise voltage
will be decomposed by Fourier, and finally, the spectrum of the conducted EMI will be
obtained [58].

Figure 12. Schematic diagram of EMI conduction multi-channel parallel modeling.

The main models created via conduction coupling path modeling include the time
domain model and frequency domain model. The aim of the time domain model is to put
a high-frequency model of all devices into the circuit in order to simulate the transient
waveform, and the obtained model is relatively complex. Since the time domain model
does not deeply analyze the mechanism underlying the generation and propagation of
conducted EMI, it is impossible to judge which parasitic devices are the main ones, and
instead, the parasitic parameters of all devices are blindly extracted [59]. Therefore, the
model accuracy of the time domain model is poor. Frequency domain modeling is a
modeling method used to obtain the EMI spectrum via frequency domain calculation
involving the EMI source. When the frequency domain model is simulated, the high-
frequency model of the EMI source should be established, and then the coupling path of the
EMI should be analyzed [47]. Considering that the parasitic parameters of passive devices
have a great influence on the results of frequency domain prediction, the coupling path
model [60] should be established based on the high-frequency model of passive devices.
Then, according to the EMI source model and the coupling path model, the EMI value
of the whole loop will be obtained. Finally, the obtained DM EMI and CM noise will be
superimposed, yielding the EMI spectrum of the system.
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3.3.1. Time Domain Model

The time domain analysis method is based on using the physical structure or behavior
model of third-generation semiconductor devices to characterize EMI sources. In this
method, circuit simulation software is used to simulate a whole converter system, and the
EMI spectrum distribution of the system is obtained by using discrete Fourier transform.
The accuracy of the time-domain simulation model mainly depends on the accuracy of the
power device model. At present, a lot of research has been carried out on the simulation
model of third-generation semiconductor devices. The mainstream method involves ob-
taining the behavioral-level circuit simulation model by fitting a manual chart of the device
data or experimentally measured parameters by using software tools. However, circuit
design engineers may not be able to obtain all the experimental test parameters required
to establish this model for third-generation semiconductor devices, and the stability and
convergence of the current device simulation model still need to be verified when the model
is applied to the simulation of EMI in power electronic devices. Due to the fast-switching
speeds of third-generation semiconductor devices, the time-domain-simulation step is
usually set in a few nanoseconds to simulate the transient process of switching, and so, the
time-domain simulation method still has the problem of long simulation time. In summary,
the time-domain simulation analysis method has the disadvantages of non-convergence
and long simulation time, and so it is difficult to use it for the parametric analysis of EMI
characteristics and suppression measures in power electronic devices. Within research on
the time domain analysis of power electronic devices, Duan and Dillan [61,62] proposed a
simple modified SiC MOSFET behavior model using the SPICE language. In their paper,
the key parameters of the model were analyzed and determined in detail, and the main
parameters of the switch dynamic characteristic in the model were compared with the
measured results. The results showed that the modified model had higher accuracy than
the actual measurement results. Duan et al. [63] modeled the EMI source and coupling
path of the conducted noise of a full SiC three-phase inverter, and predicted the conducted
noise at the power port by using time-domain simulation and fast Fourier transform. In the
frequency range of 10 kHz–30 MHz, the simulation results were basically consistent with
the measured results. On the basis of establishing a system-level conducted electromag-
netic interference model for an entire SiC-based electric vehicle powertrain, Jia et al. [64].
analyzed the influence of AC cable length, AC cable type, DC cable type, and other system
layout characteristics on common-mode electromagnetic interference noise through the
time-domain simulation of the system-level conducted electromagnetic interference model.
Zhang et al. [65]. established a conducted noise model using the measured output voltage
and the model of passive devices. This model used a time-domain approach. The measured
output voltage of one of the Zhangbei projects was used as the excitation source for the
simulation. The model of the inductor and transformer is depicted in Figure 13, where
the conducted noise amplitude on the AC side is seen to be reduced by approximately
44 dBμV/Hz.

Figure 13. Wideband models of the passive devices: (a) transformer; (b) capacitor.
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3.3.2. Frequency Domain Analysis

The frequency domain analysis method applies the superposition principle to linearize
the nonlinear power electronic circuit. The time-domain switching waveforms of the power
device are obtained by conducting simple experimental tests, and the spectrum description
of the EMI source is obtained via discrete Fourier transform. The frequency domain
modeling method, which has the advantage of fast simulation speed, can be used to
analyze the EMI characteristics of a system and optimize the design of its EMI filter. The
disadvantage of this modeling method is that it allows only one EMI source to be analyzed
at a time.

As part of the research on the frequency domain analysis of power electronic devices,
Revol et al. [66] replaced the switches of an inverter with current or voltage sources defined
in the frequency domain. Their method considered all passive devices and achieved fast
and stable simulation. Their experimental results showed that the calculation results
of the model were in good agreement with the experimental results in the bandwidth
range of 150 kHz–30 MHz, and that the frequency domain analysis method significantly
shortened the simulation time. Li et al. [67] proposed a hybrid packaging structure SiC
half-bridge power module with ultra-low parasitic inductors and low parasitic capacitors
to ground. The low parasitic inductors could improve the switching speed, and the low
parasitic capacitors could suppress the grounding current. Liu et al. [68] proposed a new
frequency-domain method to predict conducted EMI in DC-AC converters with varying
switching conditions during operation. Their method was based on the equivalent module
terminal behavior frequency domain EMI source model of a switching cycle at a given
operating point, and the module terminal behavior models of different operating regions
were superimposed in the frequency domain to predict the conducted EMI of the entire
operating cycle. Duan et al. [69] proposed a frequency-domain method for predicting the
DM EMI of three-phase SiC inverters. Their calculation and experimental results showed
that the proposed frequency domain calculation results were in good agreement with the
experimental results in the switching frequency range and the resonant frequency range.
Zhou et al. [70] proposed a new frequency-domain EMI modeling technique. In their paper,
based on the frequency domain model, a three-terminal behavior model for analyzing
mixed model EMI was derived. Differing from the traditional behavior model, the DM and
CM EMI sources were independent of each other, and this helped readers to intuitively
understand the mixed model phenomenon.

3.4. Comparison of Time-Domain and Frequency-Domain Modeling Methods

The two modeling methods are shown in Table 3.

Table 3. Comparison of conducted EMI modeling methods [71,72].

Modeling Method Time Domain Modeling Frequency Domain Modeling

Modeling approach The high-frequency model of the EMI source is put into
the circuit to simulate the transient waveform.

The superposition principle is used to linearize the
circuit, and the spectrum description of the EMI source is
obtained by using discrete Fourier transform.

Advantages • It performs the simultaneous analysis of multiple
EMI sources.

• The model is simple.
• Only one EMI source can be analyzed by the model.

Disadvantages
• The model is complex.
• Parameter extraction is difficult.
• The simulation time is long.

• The simulation speed is fast.
• Multiple EMI sources need to be equivalently

processed.
• The model accuracy is low.

Elrayyah et al. [73] studied the EMI paths of conducted EMI in DC/AC inverters, using
fast Fourier transform (FFT) to simulate the EMI spectra. However, when analyzing CM
noise, the error between the high-frequency band and measurement result was large, and
there was a convergence problem. Hedayati et al. [74] directly used the frequency domain
analytical method to establish a prediction model: that is, the circuit equation of the EMI
source and the coupling path was obtained in the paper, and this equation was converted into
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a transfer function by using the mathematical method. However, for more complex circuit
topologies, it would be difficult to directly obtain the transfer function of EMI, and so this
method is only suitable for simple topology. Tang et al. [75] proposed a prediction model
of conducted EMI based on Thevenin’s theorem for a three-phase motor drive circuit and
constructed the equivalent circuit of the CM conduction path and DM conduction path. The
frequency domain analysis results from their study show that their method had high accuracy
in predicting conducted EMI. Han et al. [9] used the spectral analysis method to analyze the
CM noise of a motor drive system. A frequency domain prediction model in the range of
10 KHz–30 MHz was established. It simultaneously solved the convergence problem in the
time-domain simulation and shortened the simulation time.

4. Study on EMI Suppression Methods for Power Electronic Devices

The existence of high dv/dt EMI sources and couplings in the conduction paths are
the root causes of EMI in power electronic devices [76]. Therefore, the research on EMI
suppression methods is mainly divided into two categories: one aims to suppress EMI
sources, and the other aims to improve coupling path characteristics. The main measures
to suppress an EMI source are the use of soft-switching technology, the optimization of
the modulation mode, and the optimization of converter topology. The main measures to
improve a coupling path involve active filtering technology, passive filtering technology,
packaging optimization layout, and bridge balancing technology. These EMI suppression
methods are classified as shown in Figure 14 [77].

Figure 14. Classification of EMI suppression methods.

4.1. EMI Suppression Strategy for Suppressing EMI Sources
4.1.1. Soft-Switching Technology

Soft switching improves EMI noise by reducing the dv/dt and di/dt generated by
system power devices. Soft-switching technology requires a corresponding soft-switching
scheme according to the circuit topology of the application. Some soft-switching character-
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istics in power conversion systems are susceptible to perturbations by system parameters,
which can affect EMI suppression [78] Third-generation semiconductor devices work at
high frequencies. Their turn-on will have higher voltage and current overshoot and os-
cillation than Si-based semiconductor devices. Soft-switching technology can suppress
the amplitude of voltage and current overshoot and oscillation, and effectively reduce the
DM noise in the high-frequency bands of power electronic devices, but it has no obvious
effect on the DM noise in low-frequency bands. Kim et al. [79] proposed a closed-loop gate
driver to control di/dt and dv/dt that reduces the amplitude of high-frequency conducted
EMI. Xie et al. [12] proposed a soft-switching circuit to suppress conducted EMI: that is,
parallel RLC circuits were added at both ends of switches to reduce the switching loss in
order to achieve the purpose of suppressing EMI. It was concluded that the amplitude of
low-frequency current noise under CCM was small, but the amplitude of high-frequency
current noise was higher than that under DCM.

4.1.2. Optimization of Modulation

Pulse width modulation is the main factor that determines power electronic noise.
Modulation technology can improve the output voltage waveform quality of the inverter
and suppress the conduction noise in a system. The optimization of the modulation
method aims to directly adjust the generation process of the EMI source and thereby
reduce the noise in the low-frequency band. Xiang et al. [80] proposed that EMI current
can be suppressed by using CCM and TCM. By comparing the influences of the two
methods on EMI, it was concluded that the current noise amplitude of CCM was smaller in
the low-frequency range, but the current amplitude was higher than that of TCM in the
high-frequency range. Xie et al. [81] used the RPWM strategy instead of the traditional
SVPWM strategy. In their study, the volume of the filter inductor was effectively reduced
by combining the passive filter. Therefore, the EMI current of the whole frequency band
of the controller met the requirements. Omar et al. [82] proposed the use of different
pulse random modulation techniques to increase the power spectral density in order
to suppress conducted EMI. Natarajan et al. [83] derived a formula for calculating the
power spectral density to predict EMI. Mihalic et al. [84] compared the effects of four
methods—random pulse position modulation, random pulse width modulation, fixed
duty cycle random carrier frequency modulation, and variable duty cycle random carrier
frequency modulation—on the power spectral density and EMI of a DC-DC synchronous
rectifier. It was concluded that random pulse width modulation and fixed duty cycle
random carrier frequency modulation had the best effects in terms of suppressing the
DC-DC converter. Dove et al. [85] transferred harmonic power with high amplitude to
other frequencies by utilizing random pulse width modulation technology, and reduced
the power of the previous harmonics. According to the probability distribution function,
the switching behavior of the DC-DC converter was designed to eliminate EMI optimally.
Hasan et al. [86] proposed a hybrid pulse modulation technique that modulated pulse
width and pulse position in each pulse modulation period. EMI was effectively suppressed
in a quasi-Z source converter composed of an impedance source network and a GaN device.
Vedet et al. [87] proposed a pulse width modulation strategy to eliminate the CM voltage of
the three-phase AC-DC-AC converter. In this strategy, the inverter and the rectifier worked
at the same switching frequency, and the inverter and the rectifier switched synchronously
to offset the CM voltages of the two converters.

Compared with the filter method, the pulse width modulation method has the ad-
vantages of not increasing system cost and design difficulty, and has high versatility for
systems with different power levels. Due to the change in control mode that it incorporates,
this method will adversely affect inverter output voltage.

4.1.3. Converter Structure Optimization

In a converter, the PCB layout, and device structure optimization, suppress EMI by
varying the noise transmission path and system impedance, respectively. By optimizing
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the main circuit topology of the power electronic converter, the CM EMI source of dv/dt
can be offset, thereby reducing the conduction EMI. The method of counteracting the EMI
source fundamentally suppresses EMI, and its EMI suppression effect is more significant
than those of other methods. Based on the existing research on DAB converters, a parallel
dual DAB structure based on active neutral point clamping was proposed by Xie et al. [84].
The dv/dt in their paper was offset by controlling the on-off setting of the switch to reduce
the EMI caused by the CM current. However, this increased the cost and reduced the
power density of the system. Kumar et al. [88] adopted a split-winding structure. The
inductance windings were redistributed at the input and output terminals to optimize the
potential of the nodes in the circuit. The inverse dv/dt node was established to eliminate
CM noise. Xie et al. [89] proposed a CM voltage offset method that eliminated the CM
voltage of the converter by inserting a compensation voltage source into the input power
cable of the converter. Li et al. [90] analyzed and determined that the parasitic capacitance
of power devices to the ground was the main factor affecting common-mode interference.
They increased the thickness of the thermal grease between the thermal conductive sheet
of the power device and the heat sink, thereby increasing the parasitic impedance of the
switching device to the ground and effectively reducing the low-frequency conduction
noise of the converter system. Their method can reduce the volume of the converter, and
its implementation cost is low; thus, it has engineering application value.

4.2. EMI Suppression Strategy to Improve Coupling Path Characteristics
4.2.1. Active Filtering Technology

Active filtering technology detects CM current in real time. The emitter follower is
used to generate reverse CM voltage or CM current. The reverse CM current is injected into
the converter to suppress the conducted EMI. There are three main parts of an AEF circuit.
These are the noise-sensing circuit, noise-processing active circuit, and noise-injection
circuit. Conventionally, the noise-processing active circuit involves an amplifier stage that
is capable of driving the injection stage. Zhang et al. [91] proposed an active common
noise canceller. Their method first detected the CM voltage or current from the coupling
path, then used the amplifier circuit to generate reverse voltage or current. Finally, the
reverse signal was injected into the circuit. The suppression of CM noise was realized. Fan
and Bendicks [92,93] solved the problem of signal path delay in an active filter system by
using a synthetic cancellation signal. Their experimental results showed that the synthetic
cancellation signal had an obvious suppression effect on EMI in a specific frequency range.
Adapa and Mueller [94,95] proposed an active filter technology, based on the generalized
predictive pulse compensation method, wherein the EMI generated by a DC-DC converter
was suppressed by the half-bridge gate drive circuit. The effectiveness of the method was
verified on a Buck converter with a simulated output controller.

A combination of different noise-sensing and noise-cancellation methodologies yields
the conventional AEF as shown in Figure 15 [76]. In addition, according to whether noise
detection is completed on the source side or on the load side, the control scheme can
use feedforward or feedback. AEF itself is a single-order filter. Due to the bandwidth
limitations of the Detection, Processing, and Elimination stages, AEF is designed to provide
noise attenuation from the EMI frequency range (150 kHz, according to the International
Radio Interference Standards Special Committee) to several MHz. In order to provide
noise attenuation in a higher frequency range, another passive component must be used.
This passive element is combined with AEF to form HEF. The higher the attenuation and
bandwidth provided by AEF are, the smaller the additional passive components required to
form HEF become. The choice of specific AEF topology depends on the source impedance
and load impedance [96].
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Figure 15. AEF topologies: (a) feedforward voltage-sense voltage-cancellation, (b) feedforward
current-sense current-cancellation, (c) feedback voltage-sense voltage-cancellation, (d) feedback
voltage-sense current-cancellation, (e) feedback current-sense current-cancellation, and (f) feedback
current-sense voltage cancellation.

4.2.2. Passive Filtering Technology

Passive filtering technology is the most widely used EMI suppression technology in
existing power electronic devices. It eliminates the resonance point of a converter by changing
the impedance characteristics of the coupling path to suppress EMI conduction noise. The
research on passive filters mainly focuses on three aspects: reducing filter sizes, increasing the
number of DM inductors, and reducing the external leakage flux of the filters.

Fan et al. [92] proposed a method of adding a passive device absorption circuit. This
method used ferrite magnetic beads and an improved gate driver to minimize EMI sources.
Zhang et al. [4] proposed that the parasitic parameters of EMI filters seriously deteriorated
the high-frequency performance of the filters. A method of introducing resistors into
the CM coupling path to improve filter performance and reduce EMI was proposed. A
conducted CM EMI suppression method based on an independent floating radiator was
proposed. It suppressed high-frequency CM EMI by improving the electromagnetic source
and coupling path in the central mode. Chu et al. [97] compared the EMI spectrum before
and after adding the CM inductor. It is proposed here that adding CM inductance between
LISN and the converter can effectively suppress the CM current. The implementation
plan is shown in Figure 16. Dai et al. [98] proposed a new integrated multi-function CM
choke based on an EMI filter. It combined a current transformer and a common choke
into one element. This versatile CM choke eliminated the need for current transformers to
optimize the topologies of hybrid EMI filters. Han et al. [9] paralleled the X-type capacitor
on the input DC filter capacitor and added a pair of Y-type capacitors between the high-
voltage positive and negative buses on the PCB board and the ground to suppress EMI.
Their results showed that this method could effectively suppress the conducted EMI in
the range of 150 kHz–108 MHz. Tanim et al. [99] suppressed CM EMI by adding a CM
choke to the Wheatstone bridge. Their experimental results showed that this method
had the characteristics of reducing EMI noise and having easy-to-realize soft switching.
Dai et al. [100] proposed two methods to suppress CM EMI in AC-DC-AC converters. In
the first, a CM choke was added. A three-phase CM choke could be installed on the grid
side or on the load side, and a two-phase CM choke could be installed on the DC side. In
the second method, the Y-type filter capacitor was added, and the filter capacitor CapN
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connected the neutral points of the filter capacitor on the rectifier side and the inverter side.
The Y-type filter capacitor was connected in series with the line-equivalent inductance to
form a path to reduce the CM current and suppress EMI. Hedayati et al. [101] designed
CM filters based on LCL filters. Filter inductors and filter capacitors were inserted at the
AC three-phase input in the study. At the same time, capacitors Cy1 and Cy2 were inserted
at the middle bus of the rectifier and the inverter of the AC-DC-AC converter for filtering.
In addition, the connection point of the two capacitors in the CM filter was connected with
the three-phase filter capacitor of the LCL filter. The capacitor CMg was introduced between
the connection point and the ground to make it as close as possible to the ground potential,
thereby improving the filtering efficiency.

a
b c

 
Figure 16. Schematic of EMI suppression with CM inductors.

4.2.3. Optimization of Package Layout

The package parasitic inductors have a great influence on the EMI sources in convert-
ers. Reducing the package parasitic inductors can not only suppress the switching voltage
ringing, but also improve the switching speed of power electronic devices [102]. In addi-
tion, the parasitic CM capacitors of the package determine the impedance characteristics of
the CM EMI coupling path. Reducing the parasitic CM capacitance of the package is an
effective means by which to reduce system EMI. Through improved thermal management
and packaging material processes, higher power densities and wider temperature ranges
(i.e., operating temperatures above 200 ◦C) can be supported. Ultra-low inductance pack-
aging can protect components from voltage transients and suppress EMI.

Bendicks et al. [103] proposed a hybrid half-bridge SiC power module and a hybrid half-
bridge for TO-247 packaged SiC devices. Their proposal effectively reduced the total number
of parasitic inductors and achieved the purpose of reducing EMI. Pahlevaninezhad et al. [93]
proposed a high-frequency planar transformer for DAB converters. Its embedded EMI filter
could effectively eliminate CM EMI in a DAB converter. Kumar et al. [104] proposed a low-
inductance bus design method for discrete devices. This method could effectively reduce the
coupling inductance in the loop, and in turn, high-frequency EMI could be better suppressed.

4.2.4. Bridge Balancing Technology

Bridge balancing technology uses the Wheatstone bridge balancing principle to con-
struct the converter as a Wheatstone bridge. The impedance of the converter is matched to
meet the bridge balance conditions, thereby eliminating the CM current of the converter
and suppressing conducted EMI. Bridge balancing techniques require the adjusting of
impedance parameters multiple times in order to achieve bridge balancing. In addition,
for occasions in which a converter is required to be common ground, bridge balancing
technology will destroy the common-ground characteristics of the converter. Additionally,
its actual suppression effect is debatable.

Narayanasamy et al. [105] derived two CM noise sources and their characteristics and
proposed a CM noise reduction technology with a large impedance ratio balanced bridge to
achieve EMI suppression. Chen et al. [106] proposed a neutral-point clamp topology with
bridge balancing technology that could achieve large EMI attenuation and reduce filter
parameters to reduce size and weight. Yang et al. [107] proposed a CM equivalent circuit
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model of a multi-unit AC/DC traction system in which two series balanced capacitors
CB were incorporated at the input end, and the midpoint of the balanced capacitor was
connected to the midpoint of the two DC buses to suppress EMI. Yang et al. [108] grounded
the inverter casing with the inverter and the motor at the same time, and decoupled the
inductor LG in series to reduce the influence of the inverter on the CM noise of the rectifier,
so as to reduce the CM noise of the system. Li et al. [109] changed the traditional three-phase
hexagonal AC chopper bridge arm to multiple chopper AC voltage regulation circuits and
inductors in series, as shown in Figure 17. A multistage AC hexagonal chopper, which
reduced the dv/dt generated by the switching device, was formed so as to effectively
reduce EMI.

Figure 17. Schematic diagram of two AC choppers: (a) three-phase hexagonal AC chopper;
(b) multistage AC hexagonal chopper.

Table 4 summarizes the advantages, disadvantages, and use cases of several EMI
suppression methods.

Table 4. Comparison of EMI suppression strategies.

Classification
Suppression

Strategy
Advantages Disadvantages

Application
Scenarios

Inhibition Effect Cost

Suppress sources
of EMI

Soft-switching
technology

• It has a simple
structure.

• It has an easy
design.

• It has a low cost.

• Its EMI suppression
is not good.

Scenarios where
EMI suppression

is low

It has an
insufficient

inhibition effect.
Low

Optimization of
the modulation

method

• It improves power
density.

• It limits
narrowband
power.

• It uses DM EMI
suppression.

• It has limited
effectiveness in
limiting wide bands.

• It is not applicable
with resonant
converters.

• It is limited by
specific topologies or
control methods.

• The effects of
suppressing CM
EMI are limited.

Scenarios where
EMI suppression

is low

Its inhibition
effect is limited. Relatively Low

Optimization of
the transformer

structure

• It uses
fundamental EMI
suppression.

• It is easy to
implement.

• It needs complex
modeling and
calculation.

• It is mainly used to
suppress CM EMI.

Scenarios where
EMI suppression

is low

Its inhibition
effect is

significant.
Middle
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Table 4. Cont.

Classification
Suppression

Strategy
Advantages Disadvantages

Application
Scenarios

Inhibition Effect Cost

Change the
coupling path

Active filtering
technology

• It has a low cost.
• It uses fewer

devices used.
• Its operation is

simple.

• Operation and
calculation are
complex.

• Its suppression effect
is not as good as that
of passive filters.

• New EMI will be
introduced.

Scenarios where
EMI suppression

is low

It has an
insufficient

inhibition effect.
Low

Passive filtering
technology

• It has a simple
structure

• It has a good
inhibition effect.

• The weight of the
equipment is large.

• It has a high cost.
• It has a large size.
• It has a limited

ability to suppress
high-frequency EMI.

Scenarios with
high suppression

standards

Its suppression
effect is good. High

Optimized
package

placement

• It effectively
suppresses
high-frequency
EMI.

• Its equipment
structure is complex.

• Its operation is
difficult.

Scenarios with
high suppression

standards

Its inhibition
effect is good. Relatively High

Bridge balancing
technology

• It effectively
suppresses CM
noise.

• Its design is difficult.
• Its operation is

difficult.
• It involves complex

modeling and
calculation.

Suppresses CM
EMI

It has a good
inhibition effect. Relatively Low

5. Future Prospects

In this paper, the EMI generation mechanisms, coupling paths, modeling methods,
and suppression strategies of power electronic converters using third-generation semi-
conductors devices have been investigated and analyzed. The direction of research on
EMI in power electronic converters in the future is speculated upon. This paper aims to
further promote the development and application of power electronics technology under
new energy structures. The questions of how to fully optimize the layouts and selection of
power electronic devices based on the requirements of power electronic converters, and
how to design a power electronic converter that considers high efficiency, high frequency,
high power density, and low EMI, pose serious challenges when applying third-generation
semiconductor power electronic devices. Research on EMI in power electronics using
third-generation semiconductors can be carried out from the following perspectives.

(1) Modeling method

EMI modeling is mostly based on the ideal circuit model of the converter. However, in
practice, the control loop of the power electronic system, the layout of the PCB board, and
the selection and placement of a power electronic device will change EMI. These factors
will make the constructed model deviate greatly from the actual measurement results,
and it is difficult to simulate its actual working conditions. Therefore, the question of
how to construct accurate device and circuit models in complex backgrounds and obtain
analytical waveforms with a high degree of fitting to actual measurement results is worthy
of further study. The coupling path of EMI above 10 MHz is very complex. In practice,
there are various non-ideal factors that pose challenges to EMI modeling in medium- and
high-frequency bands. Therefore, by optimizing electromagnetic numerical simulation
technologies and test schemes, one may overcome a technical bottleneck to establish a
complete and accurate electromagnetic compatibility model including nonlinearity, time
delay, broadband, and coupling sensitivity.

(2) Analysis of EMI model under non-ideal conditions

In the process of model idealization, some secondary factors are usually ignored, such as
the relative smallness of some EMI sources and the influence of temperature on EMI model
parameters. Although the distribution of EMI after the idealization of a model can be obtained
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relatively easily, the ignored factors will further lead to large errors between the model and
the actual measurement results, resulting in inadequate simulation and experimental fitting.
Therefore, it is of practical significance to study the EMI model under non-ideal conditions and
discuss the direction of the influence of secondary factors on the EMI model. As the supporter
of electronic components in the system, the PCB plays the role of electrically connecting
electronic components. Due to the existence of parasitic effects, when the system is actually
working, its PCB will show some non-ideal states. In particular, when a high-speed signal
flows through the PCB trace, the PCB becomes the main path of high-frequency noise due
to the aggravation of parasitic effects. The EMI characteristics of a PCB can be studied by
following these three instructions: extract PCB parasitic parameters and establish a system
EMI model, use this model to analyze the relationship between the structure and the EMI
noise, and optimize the PCB structure according to the results of the analysis.

(3) Coupling path analysis and model simplification scheme

With the increasing demand for the miniaturization of power electronic devices, the
operating frequencies of these devices is increasing, and the EMI caused by higher dv/dt is
becoming more and more serious. EMI coupling path analysis and model simplification
schemes under specific EMI sources will reduce the difficulty of EMI analysis and provide
new ideas for EMI prediction. The interference model that has now been established has a
large number of parasitic parameters. On the one hand, the values of these parasitic param-
eters are difficult to measure accurately. On the other hand, the influence of these parasitic
parameters on interference is also very small. If all parasitic parameters are considered, the
established model becomes too complicated. Therefore, model simplification is important.
However, an oversimplified EMI model will affect the accuracy of the model. Therefore,
conceptualizing an EMI coupling path simplification scheme with low complexity and high
accuracy is the key issue of future EMI research.

(4) A comparative study of EMI between the converter using Si-based and third-generation
semiconductors.

Third-generation semiconductor devices have the advantages of fast switching speed,
low loss, and high voltage and current stress, which are increasingly favored by designers
of power electronic devices. However, due to the high switching speed of third-generation
semiconductor devices, their dv/dt will be higher than that of Si-based devices, and the
resulting EMI will be more complicated. Therefore, addressing the question of how to
flexibly use the frequency-domain method and the time-domain method to study the
specific problems of third-generation semiconductor devices and compare them with
Si-based devices to clarify the influencing factors and modes of action of EMI will be a
direction for future EMI research.

(5) EMI research combined with the actual working conditions

The working states of power electronic devices are diverse. The runtime contains a
variety of operating conditions. Studying the conducted noise under a certain working
condition cannot explain the EMC characteristics of the drive system. It is necessary
to study the conducted noise under various working conditions and establish its noise
prediction simulation model. An EMI design method for the whole stage of hardware
design should be developed. As for the design, the following measures are recommended:
(a) the area of the power circuit should be as small as possible, and (b) the switching
speed and loss in the power semiconductor device need to be balanced. For valve tower
and system design, it is recommended to select the appropriate grounding, filtering, and
shielding methods according to the operating conditions. It is recommended to combine
the reduction of EMI sources with the weakening of EMI propagation paths. Therefore, it is
of great significance in engineering to study EMI modeling and suppression methods in
combination with actual operating conditions.
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(6) EMI suppression strategy formulation

The traditional EMI suppression strategy mainly relies on two measures: suppressing
the EMI source and improving the coupling path. It mainly includes absorption circuits,
soft-switching technology, package optimization, and filter design, and relies mainly on
previous experiences. New methods are needed to further improve the performance of
EMI filters without the need for additional high-voltage capacitors to improve stability
or to inject transformers into power lines. These new topologies can use all analog or
hybrid analog-and-digital active circuits. In addition, there have been a few studies on
auxiliary power supply, power loss, and protection of AEF, so as to encourage the wide
adoption of low EMI modulation and low EMI topology. While meeting the power quality
requirements, an EMI source should be made as small as possible by selecting the topology
and modulation appropriately. The operation of simultaneously-switching large quantum
SM should be avoided. For third-generation semiconductor devices, addressing the ques-
tion of how to quantitatively derive EMI content according to the spectrum characteristic
curves and the spectrum analysis results, and then specify suppression strategies, is another
important issue for future EMI research.
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