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## Preface

Kinematics plays a central role in machine design since all functional aspects of a machine need tools that belong to this discipline for the analysis and/or adjustment of specific requirements. The design of robotic/automatic systems confirms this fact. Indeed, topics such as the analysis and synthesis of mechanisms, robot modelling and simulation, robot control, mobility and singularity analysis, performance measures, accuracy analysis, path planning and obstacle avoidance, collaborative robotics, the identification of novel manipulator architectures, metamorphic mechanisms, compliant mechanism analysis and synthesis, micro/nano-manipulator design, origami-based robotics, medical and rehabilitation robotics, and bioinspired robotics, all deal with kinematics. Therefore, the social impact that mechatronics has in delineating future perspectives of human welfare must be partly tributed to kinematics.

Kinematics and Robot Design V (KaRD2022) is the 5th edition of the KaRD series, hosted by MDPI's Robotics. The KaRD series of open access Special Issues started in 2018 and is now an open environment where researchers can present their works and discuss all topics focused on the many ways in which kinematics is involved in the design of robotic/automatic systems using supplementary multimedia materials, which are uploadable during the submission. All the papers are peer-reviewed as soon as they are submitted and, if accepted, they are immediately published in MDPI's Robotics and appear on the website of the KaRD issue. All the papers of each KaRD edition are also collected into freely downloadable e-books. In short, the KaRD series is an "agora", where researchers efficiently exchange their experiences.

In the KaRD series, as in all the well-established serial international conferences/publications, the activity of the guest editor is supervised/supported by a scientific committee that is composed of the following members, who come from all over the world. Their service is gratefully acknowledged: Massimo Callegari (Polytechnic University of Marche, Italy), Juan Antonio Carretero (University of New Brunswick, Canada), Yan Chen (Tianjin University, China), Daniel Condurache ("Gheorghe Asachi" Technical University of Iași, Romania), Xilun Ding (Beijing University of Aeronautics \& Astronautics, China), Mary Frecker (Penn State - College of Engineering, USA), Clement Gosselin (Laval University, Canada), Just Herder (TU Deft, Netherlands), Larry Howell (Brigham Young University, USA), Xianwen Kong (Heriot-Watt University, UK), Pierre Larochelle (South Dakota School of Mines \& Technology, USA), Giovanni Legnani (University of Brescia, Italy), Haitao Liu (Tianjin University, China), Daniel Martins (Universidade Federal de Santa Catarina, Brazil), Andreas Mueller (Johannes Kepler Universität, Austria), Andrew Murray (University of Dayton, USA), Leila Notash (Queen's University, Canada), Matteo Palpacelli (Polytechnic University of Marche, Italy), Alba Perez (Universitat Politècnica de Catalunya, Barcelona, Spain), Victor Petuya (University of the Basque Country, Spain), José Maria Rico Martinez (Universidad de Guanajuato, Mexico), Nina Robson (California State University, Fullerton, USA), Jon M. Selig (London South Bank University, UK), Bruno Siciliano (University of Naples Federico II, Italy), Tao Sun (Tianjin University, China), Yukio Takeda (Tokyo Institute of Technology, Japan), Federico Thomas (Institute of Industrial Robotics, Spain), Volkert Van Der Wijk (TU Deft, The Netherlands).

All those that operate in the KaRD series editorial project believe in and aim to achieve a peaceful world where people and nations respect each other and cooperate to make the world a better place, where nobody is left aside. Unfortunately, these goals are still far from being reached and disseminating open science is our contribution to this aim.

KaRD2022 (https://www.mdpi.com/journal/robotics/special_issues/VXGEC1WKX7), after a rigorous peer-review process, accepted 13 papers. The accepted papers cover some theoretical and
many design/applicative aspects. This book collects the thirteen papers published in KaRD2022. The book is organized as follows. The first three papers (1-3) address relevant theoretical aspects. The next paper (4) presents the State-of-the-Art on gripper design, and the successive two papers $(5,6)$ propose a novel gripper and a novel end effector, respectively, designed for specific applications. Then, the next three papers (7-9) address problems related to robot control, and the two successive papers $(10,11)$ propose novel robot architectures and a study of their kinematics. Finally, the last two papers $(12,13)$ deal with multi-leg mobile robots.
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# Reformulation of Theories of Kinematic Synthesis for Planar Dyads and Triads 

Sean Mather * and Arthur Erdman<br>Department of Mechanical Engineering, University of Minnesota, 111 Church Street SE, Minneapolis, MN 55455, USA<br>* Correspondence: mathe587@umn.edu


#### Abstract

Methods for solving planar dyads and triads in kinematic synthesis are scattered throughout the literature. A review of and a new compilation of the complex number synthesis method for planar dyads and triads is presented. The motivation of this paper is to formulate uniform solution procedures, pointing out the commonalities of various approaches and emphasizing a consistent method for synthesizing mechanisms defined by specified precision positions. Particular emphasis is given to the solution method using compatibility linkages. The textbook Advanced Mechanism Design Vol II by Erdman and Sandor (1984) only includes a small portion of the available information on this method, and several researchers have added to the basic knowledge in the years since. In some cases, the approach and nomenclature were not consistent, yielding a need to describe and chart a generic formulation and solution procedure for dyads/triads using compatibility linkages and solution structures. The present method offers benefits for solving for exact dyad/triad solutions for complex multiloop mechanisms and could be a promising tool for reducing the computational load of finding complex mechanisms, and for visualizing properties of the solution space.


Keywords: mechanism synthesis; compatibility linkages; Burmester curves

## 1. Introduction

The goal of synthesizing linkages and mechanisms to perform a particular task is a centuries-old practice. One famous example, called the South Pointing Chariot, was purportedly created by Chinese engineer Ma Jun (c. 200-265). As its name implies, a clever gear system driven by a chariot's wheels forces a statue on the back of the chariot to continually point south. This was true no matter how many turns the chariot took, provided both of its wheels rolled without slipping. This was a valuable navigational tool that significantly pre-dated the invention of the conventional magnetic compass [1,2]. However, for many centuries to follow, no formal or systematic methodology for synthesizing new mechanisms was developed.

Professor Robert Willis articulated this problem in the preface of his 1841 text "Principles of Mechanism" when he said, "By some strange chance, very few have attempted to give a scientific form to the . . results of mechanism; for it cannot be said that the few and simple ... examples in books of mechanics, are to be regarded as even forming a foundation ... that will enable us either to reduce the movements and actions of a complex engine to system or to give answers to the questions that naturally arise upon considering such engines" [3].

In the remainder of the text, Willis laid a foundation for later work and a challenge for mathematicians and engineers to create mathematical synthesis techniques. This call was taken up by the likes of Franz Reuleaux, James Watt, Ludwig Burmester, and Ferdinand Freudenstein. Each of them made a unique contribution to the field, such that by the earlymid 1900s, a mathematical basis for solving mechanism problems had been established.

The generations of kinematicians that followed more thoroughly fleshed out the techniques formulated by these early researchers, and developed more methods, such as
complex number and continuation methods. As the field has continued to expand, few centralized solution methodologies have arisen, but rather a collection of largely unique approaches that are mostly specific to the type of linkage topology.

There are many distinct ways to define problems, and, consequently, many distinct methods to solve them. Some define precision positions ( $\mathrm{x}, \mathrm{y}$ coordinates and relative angle) that a coupling link must pass through, some a path a single point must pass through, and others seek to generate vast sets of possible mechanism solutions through continuation methods [4-8]. Recent studies in kinematic synthesis have primarily emphasized algorithmic approaches.

For example, Purwar and Deshpande investigated a machine-earning approach to kinematic synthesis, with the intent of mitigating the solution mechanisms' sensitivity to the initial conditions [9]. In another paper, Baskar and Bandyopadhyay discuss an algorithm aimed at reducing the computational load of calculating the finite roots of large systems of polynomial equations, a problem that arose in kinematic synthesis as the mathematical method of polynomial continuation was implemented [10]. Ref. [11] demonstrates a procedure for synthesizing RR, PR or RP dyads, but using a blend of exact and approximate positions.

While evidently valuable, this paper leans away from these algorithm driven approaches in favor of more classical synthesis approaches that focus on directly solving the kinematic equations. Countless complex planar mechanisms can be formed by a combination of dyads and triads, which can be viewed as kinematic building blocks. As two examples, consider the multilink mechanisms shown in Figures 1 and 2. The first deploys the footrest of a chair, while the second moves the leading-edge flap of a wing into its working position. Both mechanisms are composed of multiple dyad and triad chains. Rather than attempting to develop a custom kinematic synthesis process for every complex linkage, a uniform strategy is preferred.


Figure 1. Patent figure of a chair with a deployable footrest [12].
Owing to some inherent properties of mechanisms and machines formed by links and joints, kinematic synthesis methods found in the literature share certain underlying mathematical principles that make finding one or more solutions possible. There exist a few analytical approaches to solving triad synthesis synthesis problems, some of which are analyzed in Reference [13], including a unique approach coined the "relative precision position approach for triad synthesis (p. 433)." Here, emphasis is placed on the solution method called the "compatibility linkage" for problems defined by precision positions. This method was first introduced by Sandor and Freudenstein [14] and summarized in Hartenberg, and Denavit [15] and later in Erdman and Sandor [4]. Further contributions
building on the foundation established by Sandor and Freudenstein were made by ChuenSen Lin and other authors [16-19].


Figure 2. Patent figure of a leading edge flap of a wing [20].

## 2. Body

### 2.1. Precision Position Solution Methods

The starting point for using the complex number method for solving kinematic synthesis problems (defined by precision positions) is modelling the linkage mechanism using a number of "standard form equations" [4]. The equations are slightly different for a dyad and a triad. A dyad represents two links in the mechanism and has the form:

$$
\begin{equation*}
\boldsymbol{W}\left(e^{i \beta_{j}}-1\right)+\boldsymbol{Z}\left(e^{i \alpha_{j}}-1\right)=\boldsymbol{\delta}_{j} \tag{1}
\end{equation*}
$$

A triad represents three links in relative motion and has the form:

$$
\begin{equation*}
\boldsymbol{W}\left(e^{i \alpha_{j}}-1\right)+\boldsymbol{V}\left(e^{i \beta_{j}}-1\right)+\boldsymbol{Z}\left(e^{i \gamma_{j}}-1\right)=\boldsymbol{\delta}_{j}-\boldsymbol{h}_{j} \tag{2}
\end{equation*}
$$

Note that $\mathbf{W}, \mathbf{Z}, \mathbf{V}, \boldsymbol{\delta}_{j}$ and $\mathbf{h}$ are vectors defined with complex numbers. Links in the mechanism that are not binary may be defined by more than one dyad or triad loop. These equations are illustrated in Figure 3a,b.


Figure 3. (a) The standard form depiction of a four-bar comprised two dyads. (b) The standard form depiction of a triad is shown in two positions. Reprinted with permission from ref. [21]. Copyright 1987 Chuen-Sen Lin.

Each of the terms on the left-hand side in the standard form equations represent a link $(\mathbf{W}, \mathbf{V}$, or $\mathbf{Z})$ in an assembled mechanism. They are multiplied by rotational operators which represent the rotations of the link from the starting position to each prescribed position. The term $\delta_{j}$ represents the vector between the precision point in the i-th and $j$-th position (i.e., $\delta_{2}$ goes between P1 and P2). In most cases, the terms $\delta_{j}$ and $\alpha_{j}$ are prescribed in the problem, and $\beta_{j}$ is taken as a free choice. As the number of precision positions increases, the number of free choices that can be made decreases until there are no free choices left. As seen in Table 1, for problems involving a dyad in two or three positions, the number of free choices is such that the standard form equations can be solved with a linear solution, either directly or by Cramer's rule for a dyad in three positions. However, in the four-precision position case, there are three vector equations (six scalar equations) which must be solved simultaneously, but seven unknowns. As a result, a nonlinear solution method must be used. This is where the method of compatibility linkages is so useful.

Table 1. Maximum number of solutions for an unknown dyad/triad when $\delta_{j}$ and $\alpha_{j}$ are prescribed in the equation $\boldsymbol{W}\left(e^{-i \beta_{j}}-1\right)+\mathbf{Z}\left(e^{-i \alpha_{j}}-1\right)=\boldsymbol{\delta}_{j}$ for dyads, and $\boldsymbol{W}\left(e^{-i \alpha_{j}}-1\right)+\boldsymbol{V}\left(e^{-i \beta_{j}}-1\right)+$ $\mathbf{Z}\left(e^{-i \gamma_{j}}-1\right)=\delta_{j}-h_{j}$ for triads.

| Dyad/ <br> Triad | Number of <br> Positions | Number of <br> Scalar Equations | Number of <br> Scalar Unknowns | Number of <br> Free Choices | Number of <br> Solutions |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Dyad | 2 | 2 | 5 | 3 | $O^{\left(\infty^{3}\right)}$ |
| Dyad | 3 | 4 | 6 | 2 | $O^{\left(\infty^{2}\right)}$ |
| Dyad | 4 | 6 | 7 | 1 | $O^{\left(\infty^{1}\right)}$ |
| Dyad | 5 | 8 | 8 | 0 | Finite * |
| Triad | 2 | 2 | 7 | 5 | $O^{\left(\infty^{5}\right)}$ |
| Triad | 3 | 4 | 8 | 4 | $O^{\left(\infty^{4}\right)}$ |
| Triad | 4 | 6 | 9 | 3 | $O^{\left(\infty^{3}\right)}$ |
| Triad | 5 | 8 | 10 | 2 | $O^{\left(\infty^{2}\right)}$ |
| Triad | 6 | 10 | 11 | 1 | $O^{\left(\infty^{1}\right)}$ |
| Triad | 7 | 12 | 12 | 0 | Finite * |
| Solutions come in sets of 0,2, or 4 for dyads, and sets of 0, 2, 4, or 6 for triads [4] (p. 94), [21] (p. 21). |  |  |  |  |  |

Unlike the standard form dyad equation, the triad equation also includes the vector term $h$. This term adjusts the tail end of the vector chain, allowing for the solution method applicability even in completely ungrounded triad cases. The dyad equation can be modified to include the term $h$ if required.

Figure 4 illustrates how a linkage system can be viewed as combinations of dyads and triads. Even though this six-bar is far less complex that the mechanisms shown in Figures 1 and 2, the following process can be applied to mechanisms with more loops and links in a similar way. For example, although a Stephenson III six-bar is shown, the other six-bar chains can be placed in the dyad-triad standard form as reported by Lonn [22].

The six-bar shown in Figure 4 has three loops, one dyad and two triads. They are defined by Equations (3)-(5) [4]. The first loop equation describes a dyad, while the next two describe triad loops.

$$
\begin{gather*}
\mathbf{Z}_{\mathbf{1}}\left(e^{i \varphi_{j}}-1\right)+\mathbf{Z}_{\mathbf{2}}\left(e^{i \gamma_{j}}-1\right)=\boldsymbol{\delta}_{j}  \tag{3}\\
\mathbf{Z}_{\mathbf{5}}\left(e^{i \psi_{j}}-1\right)+\mathbf{Z}_{4}\left(e^{i \beta_{j}}-1\right)-\mathbf{Z}_{\mathbf{3}}\left(e^{i \gamma_{j}}-1\right)=\boldsymbol{\delta}_{j}  \tag{4}\\
\mathbf{Z}_{\mathbf{6}}\left(e^{i \theta_{j}}-1\right)+\mathbf{Z}_{\mathbf{7}}\left(e^{i \beta_{j}}-1\right)-\mathbf{Z}_{\mathbf{3}}\left(e^{i \gamma_{j}}-1\right)=\boldsymbol{\delta}_{j} \tag{5}
\end{gather*}
$$

Using free choices of link vectors, this mechanism can be solved with three dyads [4] (p. 113). Ref. [4] has other examples of assigning dyad and triad standard form modelling to multiloop mechanisms including an eight bar with four triads and geared mechanisms. Once a linkage system is modelled with combinations of dyad and triad standard form equations, the compatibility linkage solution process is used to reveal the potential solution space.


Figure 4. (a) A multiloop mechanism shown in an assembled form. (b) The same multiloop mechanism decomposed into three components, two triads and one dyad.

A practical mechanism which reveals these loops can be seen in Figure 5a, with the loops shown in Figure 5b. The mechanism guides a rotor on a drone from a vertical position into a horizontal position, allowing for the same rotor to produce vertical or forward thrust. This setup would allow for the drone to takeoff vertically but fly in a typical "fixed-wing" configuration once in the air, improving its efficiency. This particular example is very challenging due to significant constraints on both the ground and moving pivots. The ground pivots must both be within the nacelle, and the moving pivots are very close to the link holding the propellor. In addition, the mechanism must deploy smoothly without exhibiting poor transmission angles. The dimensional synthesis resulted in the Z values shown in Table 2.


Figure 5. (a) The synthesized Watt 1 multiloop mechanism for guiding a drone rotor out of the nacelle and into a vertical position $[23,24]$. (b) The breakdown of the vector loops comprising the Watt 1 mechanism [23].

Table 2. Synthesized Z-Vectors.

| Link | Vector (PP1) |
| :---: | :---: |
| $\mathbf{Z}_{\mathbf{0}}$ | $-3.377+0 \mathrm{i}$ |
| $\mathbf{Z}_{\mathbf{1}}$ | $0.405-3.178 \mathrm{i}$ |
| $\mathbf{Z}_{\mathbf{2}}$ | $0+3.178 \mathrm{i}$ |
| $\mathbf{Z}_{3}$ | $-1.522-2.037 \mathrm{i}$ |
| $\mathbf{Z}_{\mathbf{4}}$ | $-0.436+1.620 \mathrm{i}$ |
| $\mathbf{Z}_{\mathbf{5}}$ | $2.364+0.416 \mathrm{i}$ |
| $\mathbf{Z}_{6}$ | $-1.560-2.773 \mathrm{i}$ |
| $\mathbf{Z}_{\mathbf{7}}$ | $2.978+2.357 \mathrm{i}$ |
| $\mathbf{Z}_{8}$ | $1.927-1.141 \mathrm{i}$ |
| $\mathbf{Z}_{9}$ | $-3.170-0.684 \mathrm{i}$ |

A proof-of-concept prototype was assembled, seen in Figure 6.


Figure 6. (a) A 3D printed prototype in the initial "fixed-wing" position [23]. (b) The prototype in the open, vertical liftoff configuration.

### 2.2. Compatibility Linkage Solution Procedure, Dyad for 4 Precision Points

The purpose of the compatibility linkage is to find "compatible values" of several unknown variables in a set of nonlinear synthesis equations that are compatible with the known or specified variables. This method results in a closed-form solution to these equations. The compatibility linkage technique, which was introduced by Sandor and Freudenstein [14], takes advantage of insights gained by graphical and analytical precision position methods-both approaches provide keys to generating solutions for triads and dyads.

As with other precision position methods, it is assumed that the designer has either determined or measured the required $x$ and $y$ locations, and angles, of the precision point in each position, meaning that $\delta_{\mathrm{i}-\mathrm{j}}$ and $\alpha_{\mathrm{i}-\mathrm{j}}$ are known. Depending on the number of positions being considered for a particular problem, the designer may have additional free choices to make, but the change in position coordinates and angle between positions should always be known.

The compatibility linkage general solution procedure will be emphasized and illustrated with a planar dyad. The first step is to translate the known information into the standard form vector equations [4,12] (see Equations (1) and (2)). As seen in Figure 3, each
vector $\mathbf{W}, \mathbf{Z}$, (and for triads, $\mathbf{V}$ ), represents a link in a dyad or triad. Note that the two links $\mathbf{Z}$ and $\mathbf{Z}^{\prime}$ shown in Figure 3a do not represent two unique links, but rather two vectors embedded in the same link.

The number of standard-form equations should be one less than the number of precision positions selected in the problem. The only terms that change in each of these equations are the angles $\beta_{j}, \alpha_{j}, \gamma_{j}$, and the vector $\delta_{j}$ for each additional position $j$. These equations are then translated into a matrix form, which looks like this:

$$
\left[\begin{array}{ll}
e^{i \beta_{2}}-1 & e^{i \alpha_{2}}-1  \tag{6}\\
e^{i \beta_{3}}-1 & e^{i \alpha_{3}}-1 \\
e^{i \beta_{4}}-1 & e^{i \alpha_{4}}-1
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{W} \\
\boldsymbol{Z}
\end{array}\right]=\left[\begin{array}{l}
\boldsymbol{\delta}_{2} \\
\boldsymbol{\delta}_{3} \\
\boldsymbol{\delta}_{4}
\end{array}\right]
$$

[4] (p. 180).
This equation will look roughly the same for a triad, except a column is added for $\mathbf{V}$ in the first matrix, and $\mathbf{V}$ is added to the column vector $\mathbf{W V Z}$. An augmented matrix can be formed by adding the column vector $\delta_{2-4}$ to the matrix on the left-hand side. A known property of this type of system is that a solution only exists if the rank of the augmented matrix is two (for a dyad in four positions), with rank referring to the number of linearly independent rows in the matrix. The rank can be most easily checked by finding the determinant of the matrix. For square matrices such as the augmented matrix under consideration, if the determinant equals zero, the rank of the matrix is based on the non-zero cofactor (also called minor in math) of the maximum possible order [25]. The following expressions are derived from these properties.

$$
\operatorname{Det} M=\operatorname{Det}\left[\begin{array}{lll}
e^{i \beta_{2}}-1 & e^{i \alpha_{2}}-1 & \delta_{2}  \tag{7}\\
e^{i \beta_{3}}-1 & e^{i \alpha_{3}}-1 & \delta_{3} \\
e^{i \beta_{4}}-1 & e^{i \alpha_{4}}-1 & \delta_{4}
\end{array}\right]=0
$$

[4] (p. 181).
This determinant can be written into the following expression, known as the compatibility equation:

$$
\begin{equation*}
\boldsymbol{\Delta}_{\mathbf{2}} e^{i \beta_{2}}+\boldsymbol{\Delta}_{\mathbf{3}} e^{i \beta_{3}}+\boldsymbol{\Delta}_{\mathbf{4}} e^{i \beta_{4}}+\boldsymbol{\Delta}_{\mathbf{1}}=0 \tag{8}
\end{equation*}
$$

[4] (p. 181).
where each vector $\Delta_{2-4}$ is the cofactor matrix associated with the corresponding $\beta$ value in the augmented matrix. The cofactors are found by eliminating the row and column containing each value of $\beta$, as follows (e.g., $\Delta_{\mathbf{2}}$ ):

$$
\left[\begin{array}{l}
e^{i \beta_{2}}-1 e^{i \alpha_{2}}-1  \tag{9}\\
e^{i \beta_{3}}-1\left[\begin{array}{cc}
e^{i \alpha_{3}}-1 & \delta_{3} \\
e^{i \beta_{1}}-1\left[\begin{array}{ll}
i \alpha_{4} & 1
\end{array}\right. & \delta_{4}
\end{array}\right]
\end{array}\right]
$$

The cofactor matrix formed from what remains after eliminating this row and column is marked in the gray box. For a dyad in four positions, the cofactor matrices are given as follows:

$$
\begin{align*}
\boldsymbol{\Delta}_{\mathbf{2}} & =\left|\begin{array}{ll}
e^{i \alpha_{3}}-1 & \delta_{3} \\
e^{i \alpha_{4}}-1 & \delta_{4}
\end{array}\right|  \tag{10}\\
\boldsymbol{\Delta}_{\mathbf{3}} & =-\left|\begin{array}{ll}
e^{i \alpha_{2}}-1 & \delta_{2} \\
e^{i \alpha_{4}}-1 & \delta_{4}
\end{array}\right|  \tag{11}\\
\boldsymbol{\Delta}_{4} & =\left|\begin{array}{ll}
e^{i \alpha_{2}}-1 & \delta_{2} \\
e^{i \alpha_{3}}-1 & \delta_{3}
\end{array}\right| \tag{12}
\end{align*}
$$

[4] (p. 181).
Note that for dyads, the cofactor matrices will always be $2 \times 2$, while for triads, the cofactor matrices will be $3 \times 3$. Additionally, each of the vectors $\Delta_{2-4}$ is a matrix signified
with vertical lines rather than conventional matrix brackets. This is a mathematical shorthand representing a determinant, meaning that each of these terms (once the determinant is evaluated) is a vector with a magnitude and direction. The term $\Delta_{1}$ is unique from the others, defined by the following expression:

$$
\begin{equation*}
\Delta_{1}=-\Delta_{2}-\Delta_{3}-\Delta_{4} \tag{13}
\end{equation*}
$$

[4] (p. 181).
As brilliantly noted in [14], this equation can be viewed as a four link mechanism in its starting position-thus named the compatibility linkage. Equation (13) is the equation of closure where $\Delta_{1}$ is the fixed link and the rest of the vectors close the loop by connecting the chain's head to its tail. Plotting each of the four above vectors without applying any of the beta rotation angles mathematically will resemble Figure 7 (for a dyad in four positions, see Table 3 for more configurations).


Figure 7. The compatibility linkage for a dyad in four precision positions. The resultant position of each link is shown after applying a rotation of $\beta_{2}$. There are two combinations of the links $\boldsymbol{\Delta}_{\mathbf{3}}$ and $\boldsymbol{\Delta}_{\mathbf{4}}$ which close the linkage. Both represent a viable solution to the original problem for the given value of $\beta_{2}$.
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Table 3. Summary of the solution process for compatibility linkages for dyads and triads.

| Dyad/ <br> Triad | Number of Positions | Number of Links | Number of Cofactor Matrices | Procedure | Compatibility Linkage BKC |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Dyad | 4 | Four-bar compatibility linkage | 4; $\Delta_{1}, \Delta_{2}, \Delta_{3}, \Delta_{4}$ | 1. Write standard form equations, put them in an augmented matrix form, write the cofactor matrices <br> 2. Create $\Delta_{1}$ as the sum of $\Delta_{2-4}$, then draw the linkage. <br> 3.Rotate $\Delta_{\mathbf{2}}$ by $\beta_{2}$, rotate $\Delta_{3}$ and $\Delta_{4}$ to close the loop. <br> 4. Read off the angular displacement of $\Delta_{3}$ and $\Delta_{4}$ to get $\beta_{3}$ and $\beta_{4}$. |  |
| Dyad | 5 | Seven-bar structure, six-bar compatibility linkage | $\begin{gathered} 7 ; \Delta_{1}, \Delta_{2}, \Delta_{3}, \Delta_{4}, \Delta_{1}{ }^{\prime} \\ \Delta_{2}{ }^{\prime}, \Delta_{3}{ }^{\prime} \end{gathered}$ | 1. Write standard form equations, put them in an augmented matrix form, write the cofactor matrices. There are two sets, $\Delta$ and $\Delta^{\prime}$. <br> 2. Using a consistent scale, plot both complete loops, with the base of the $\Delta_{1}$ links at the same $x, y$ position <br> 3. Rotate either loop until $\Delta_{\mathbf{2}}$ and $\Delta_{\mathbf{2}}{ }^{\prime}$ are colinear. <br> 4. Form a parallelogram about the $\Delta_{3}$ links, creating point D. <br> 5. Remove the newly formed link DE to find the final compatibility linkage. <br> 6. Rotate $\Delta_{\mathbf{2}}$ by $\beta_{2}$, adjusting other links accordingly. Positions where BE and CD are parallel represent solutions. |  |
| Triad | 5 | Five-bar 2-DOF compatibility linkage | 5; $\Delta_{1}, \Delta_{2}, \Delta_{3}, \Delta_{4}, \Delta_{5}$ | Repeat steps 1-4 of the dyad in 4PP. The difference is that the loop has five links instead of four, so the designer will need to set two free choices, typically the angles of $\Delta_{\mathbf{2}}$ and $\Delta_{5}$. |  |
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Table 3. Cont.

| Dyad/ |
| :---: |
| Triad |


| Number of |
| :---: |
| Positions |


| Number of |
| :---: |
| Links | | Number of |
| :---: |
| Cofactor Matrices |

One frequent point of confusion is that the compatibility linkage is related to the actual solution dyad. This is not the case. Rather, the constructed compatibility linkage is only the tool to allow the user to find compatible solutions for the unknown angles in the standard form equations.

Once the linkage is assembled, the user applies a rotation of $\beta_{2}$ to link $\boldsymbol{\Delta}_{\mathbf{2}}$. Consequently, the links for $\Delta_{\mathbf{3}}$ and $\Delta_{\mathbf{4}}$ need to translate and rotate by some amount to keep the loop closed, as $\Delta_{\mathbf{1}}$ is considered ground, and does not move. Once solved, the displacement angles of links $\Delta_{3}$ and $\Delta_{4}$ represent the solution values of $\beta_{3}$ and $\beta_{4}$. These values are then plugged into the original standard form dyad equations. With $\beta_{3}$ and $\beta_{4}$ identified, solving for the vectors $W$ and $Z$ using standard linear algebra techniques is possible.

While the problems may be a bit more complex, increasing the number of precision positions or transitioning from a dyad to a triad changes very little about the underlying methodology for compatibility linkages. While this paper will not emphasize quadriads, it is even possible to apply the method of compatibility linkages to solving four link chains [21]! Here, each higher-order case up to seven precision positions will be briefly examined, highlighting the key differences of each from the dyad in four positions explained above. See Table 3 for a summary of these cases and see Appendix A for a detailed solution procedure of the triad in six and seven positions.

### 2.3. Dyad in 5 Precision Positions

Moving from four to five positions is likely the biggest single jump in complexity for solving problems using the method of compatibility equations. This is because there is no longer a single compatibility equation, but rather two. The compatibility equations for a dyad with five prescribed positions (no free choices) are:

$$
\left|\begin{array}{lll}
e^{i \beta_{2}}-1 & e^{i \alpha_{2}}-1 & \delta_{2}  \tag{14}\\
e^{i \beta_{3}}-1 & e^{i \alpha_{3}}-1 & \delta_{3} \\
e^{i \beta_{4}}-1 & e^{i \alpha_{4}}-1 & \delta_{4}
\end{array}\right|=0
$$

and

$$
\left|\begin{array}{lll}
e^{i \beta_{2}}-1 & e^{i \alpha_{2}}-1 & \delta_{2}  \tag{15}\\
e^{i \beta_{3}}-1 & e^{i \alpha_{3}}-1 & \delta_{3} \\
e^{i \beta_{5}}-1 & e^{i \alpha_{5}}-1 & \delta_{5}
\end{array}\right|=0
$$

[4] (p. 201).
Or, in their simplified form:

$$
\begin{gather*}
\Delta_{\mathbf{2}} e^{i \beta_{2}}+\Delta_{\mathbf{3}} e^{i \beta_{3}}+\Delta_{4} e^{i \beta_{4}}+\Delta_{\mathbf{1}}=0  \tag{16}\\
\Delta^{\prime}{ }_{2} e^{i \beta_{2}}+\Delta^{\prime}{ }_{3} e^{i \beta_{3}}+\Delta_{\mathbf{4}} e^{i \beta_{5}}+\Delta^{\prime}{ }_{\mathbf{1}}=0 \tag{17}
\end{gather*}
$$

[21] (p. 107) where

$$
\begin{align*}
\Delta_{1} & =-\Delta_{2}-\Delta_{3}-\Delta_{4}  \tag{18}\\
\Delta_{1}^{\prime} & =-\Delta_{2}^{\prime}-\Delta_{3}^{\prime}-\Delta_{4} \tag{19}
\end{align*}
$$

The $\Delta^{\prime}$ terms are formed in the same way as the $\Delta$ terms (cofactors of the augmented matrix), but they are taken from the second matrix. These equations must be fulfilled simultaneously to find a valid solution for W and Z . Previously, finding the solution to these compatibility equations would have required using a technique known as "Sylvester's Dyalitic Eliminant". While this method worked, the process is computationally involved and mathematically rigorous. Using the method of compatibility linkages described below allows the designer to avoid this complexity while being able to visualize the solution process.

To form a solution structure, identify each of the two independent four-bar loops formed by the $\Delta$ terms. The first loop includes $\Delta_{1}$ through $\Delta_{4}$, while the second is formed from $\Delta_{1}{ }^{\prime}, \Delta_{2}{ }^{\prime}, \Delta_{3}{ }^{\prime}$, and $\Delta_{4}\left(\Delta_{4}\right.$ used twice because $\Delta_{4}{ }^{\prime}$ is identical to it, either notation is acceptable). Using a consistent scale, line up these two four bars such that the tails of
$\boldsymbol{\Delta}_{\mathbf{2}}$ and $\boldsymbol{\Delta}_{\mathbf{2}}{ }^{\prime}$ share the same x , y coordinate, and rotate either four-bar linkage (keeping all internal angles the same) such that $\Delta_{\mathbf{2}}$ and $\Delta_{\mathbf{2}}{ }^{\prime}$ have the same angular direction. The result should now resemble Figure 8, with $\boldsymbol{\Delta}_{\mathbf{1}}$ (A-G-H) and $\boldsymbol{\Delta}_{\mathbf{2}}$ (A-B-C) appearing as ternary links. There are two distinct four-bar chains, or loops, between them.


Figure 8. The compatibility linkage for a dyad in five precision positions. Linkage positions in which the lines CD and BE are parallel represent solutions to the synthesis problem [21] (p. 109).

The final key step shown in Figure 8 is adding point D. This point is found by creating the parallelogram BCDE , turning link CF (corresponding to $\boldsymbol{\Delta}_{\mathbf{3}}$ ) into a ternary link. The completed mechanism is known as the solution structure. Once identified, the link DE may be removed, but point D will remain as a reference. After removing link DE , the mechanism transforms from a zero degree-of-freedom structure to a one degree-of-freedom linkage; this is the final compatibility linkage.

To find solutions, rotate the (now ternary) link $\boldsymbol{\Delta}_{\mathbf{2}}$. The rotation of $\boldsymbol{\Delta}_{\mathbf{2}}$ is the only input required to fully define the system, so each other link is determined once the angle of $\boldsymbol{\Delta}_{2}$ is set. As this mechanism moves, at any position where the links CD and BE are parallel, the linkage represents a compatible solution to the original problem. The exception is the first position, as CD and BE will always be parallel initially, by definition.

For each unique parallel position, the displacement angles of the links correspond to the angles $\beta_{2-5}$. Specifically, $\angle \Delta_{3}=\beta_{3}, \angle \Delta_{4}$ (outer loop) $=\beta_{4}$, and $\angle \Delta_{4}$ (inner, $\Delta^{\prime}$ loop) $=$ $\beta_{5}$. These compatible angles are then inserted back into the standard form dyad equations. With four vector equations and two vector unknowns, the equation can now be solved for W and Z via a linear solution. The number of geometric inversions of the compatibility linkage corresponds to the number of solution sets to the compatibility equations. The term geometric inversion refers to the number of unique mechanisms that can be created by changing which link is fixed, meaning distinct inversions do not have unique angular displacements, just different grounded links. In this case, that means there are six sets of unique combinations of $\beta_{2-5}$ which fulfill the original compatibility equations. However, two of these solutions correspond to the slider and concurrency special points. As a result, only up to four dyad solutions exist-that is, there are zero, two or four viable solutions for each choice of independent variable $x$.

### 2.4. Triad in 5 Precision Positions

As a designer transitions from synthesizing a dyad to a triad, the underlying solution procedure will remain the same, but a few key steps will either change or be added. First, the standard triad equation has an additional term, $e^{\mathrm{i} \gamma \mathrm{j}}-1$, associated with the Z vector. See Figure 3 b depicting the vector form of a triad to see where this term fits in the vector chain. Similarly, an intermediate vector V has been added, increasing the number of links in the chain from two to three. The meaning of some of the angles have changed as well. The
angle $\alpha$ no longer describes the angle of the coupler link, but rather the angle of the vector $\mathbf{W} . \beta$ is now assigned to the intermediate link $\mathbf{V}$ and will continue to be selected as the free choice for these problems. The new angle, $\gamma$, replaces $\alpha$ as the angle describing the coupler's rotation. It is important to note that using triads instead of dyads for five precision positions does not increase the number of loops in the compatibility linkage-there is still only a single loop-but the triad does increase the number of terms that must be identified. All values of $\gamma$ must also be prescribed along with all the information that was prescribed for a dyad in five positions. This volume of free choices enables a designer to make many decisions about their desired mechanism, but this can also be overwhelming due to the vast potential solution space. For the triad in five positions, there are four simultaneous vector equations, and one compatibility equation:

$$
\begin{equation*}
\Delta_{2} e^{i \beta_{2}}+\Delta_{3} e^{i \beta_{3}}+\Delta_{4} e^{i \beta_{4}}+\Delta_{5} e^{i \beta_{5}}+\Delta_{\mathbf{1}}=0 \tag{20}
\end{equation*}
$$

[21] (p. 111)

$$
\begin{equation*}
\Delta_{1}=-\Delta_{2}-\Delta_{3}-\Delta_{4}-\Delta_{5} \tag{21}
\end{equation*}
$$

As with the compatibility linkage for a dyad in four positions, only one compatibility equation exists for a triad in five positions. As a result, the compatibility equation only has a single loop. However, one significant difference between the two is the additional link in the five-bar compatibility equation. This results in a solution structure with two degrees of freedom rather than one. However, this challenge can be avoided by giving the designer a second free choice. Typically, these free choices are chosen as $\beta_{2}$ and $\beta_{5}$, though any other combination of two angles is also valid. Once these free choices are made, the solution procedure is the same as the dyad in four positions, as all that is left is a geometrically deterministic triangle. The remaining link positions and angles can be solved by using the law of cosines. Table 3 and Figure 9 represent summaries of the dyad and triad solution procedures using the compatibility linkage approach. The similarities across these cases are indicated, perhaps suggesting a future software kinematic synthesis package. One example in this direction was achieved by Chase [26], although there was limited use of this software at that time.

A full explanation of the solution procedure using the compatibility linkage for a triad in six and seven precision positions can be found in Appendix A. While kinematic chains above dyads and triads will not be discussed in detail here, Lin demonstrated the general solution procedure for the compatibility linkage of a quadriad [21]. Theoretically, even higher-order chains also ought to be solvable by compatibility linkages. However, it becomes increasingly difficult to fathom a sufficiently complex yet practical mechanism synthesis problem that would justify their use. Even so, chains incorporating five or more vectors/links, and their potential applications, remain a possible area for further study.


Figure 9. General solution procedure flow chart.

### 2.5. General Solution Procedure

A flow chart is provided in Figure 9 depicting the general solution procedure using the method of compatibility linkages. Inspiration for the chart comes from [21] (pp. 140-143).

To solidify the general solution procedure, the authors find it prudent to provide the following numerical example, a dyad in five precision positions. The problem is defined by the precision positions stated in Table 4.

Table 4. Precision positions and alpha angles.

| Position | Coordinates | Alpha (deg) |
| :---: | :---: | :---: |
| 1 | $-21.700+22.035 \mathrm{i}$ | 0 |
| 2 | $-11.883+12.018 \mathrm{i}$ | 19.684 |
| 3 | $-5.973+11.767 \mathrm{i}$ | 30.751 |
| 4 | $4.744+10.766 \mathrm{i}$ | 59.361 |
| 5 | $5.345+12.318 \mathrm{i}$ | 84.696 |

Using Equations (7)-(13) and (19), the vectors representing the links in the compatibility linkage are found, shown in Table 5. These vectors form two four-bar loops, shown in Figure 10. The end of vector $\Delta_{1}$ is chosen as the shared point between the two loops.

Table 5. Direction and magnitude of each $\Delta$ vector.

| Delta Link | Vector Coordinates |
| :---: | :---: |
| $\boldsymbol{\Delta}_{\mathbf{1}}$ | $-1.2736+0.1990 \mathrm{i}$ |
| $\boldsymbol{\Delta}_{\mathbf{2}}$ | $0.9214-3.4612 \mathrm{i}$ |
| $\boldsymbol{\Delta}_{\mathbf{3}}$ | $1.5541+3.7924 \mathrm{i}$ |
| $\boldsymbol{\Delta}_{\mathbf{4}}$ | $-1.2018-0.5302 \mathrm{i}$ |
| $\boldsymbol{\Delta}_{\mathbf{1}}{ }^{\prime}$ | $-3.3851+1.1261 \mathrm{i}$ |
| $\boldsymbol{\Delta}_{\mathbf{2}}{ }^{\prime}$ | $5.2149-9.7840 \mathrm{i}$ |
| $\boldsymbol{\Delta}_{\mathbf{3}}{ }^{\prime}$ | $-0.6280+9.1881 \mathrm{i}$ |



Figure 10. The unmodified plot of the $\Delta$ vectors for a dyad in five precision positions.
At this point, the links $\Delta_{\mathbf{2}}$ and $\Delta_{2}{ }^{\prime}$ are chosen as the input which will drive the compatibility linkage. As a result, all of the $\Delta^{\prime}$ links are rotated about the head of vector $\Delta_{\mathbf{1}}$ to align $\boldsymbol{\Delta}_{\mathbf{2}}$ and $\boldsymbol{\Delta}_{\mathbf{2}}{ }^{\prime}$ so that they are colinear, a rotation of -13.15 degrees (CW). Additionally, a parallelogram is formed by drawing a vector from the end of $\boldsymbol{\Delta}_{\mathbf{3}}{ }^{\prime}$ in the direction of $\boldsymbol{\Delta}_{\mathbf{2}}$.

This vector has length $\boldsymbol{\Delta}_{\mathbf{2}}-\boldsymbol{\Delta}_{\mathbf{2}}{ }^{\prime}=1.9307-7.2528 \mathrm{i}$. After applying these changes, the compatibility linkage takes the form shown in Figure 11.


Figure 11. The solution structure for a dyad in five precision positions.
Figure 11 is the solution structure representing this problem. Removing the link DE forms the compatibility linkage. To use it, the designer can directly begin rotating the linkage to try to find solutions. However, a useful intermediate step is to find the range of acceptable $\beta_{2}$ values for which the compatibility linkage closes. This range is found by drawing a circle with radius $\Delta_{2}$ around the tip of $\Delta_{1}$, as well as a circle of radius $\left|\Delta_{\mathbf{2}}\right|+$ $\left|\Delta_{3}\right|+\left|\Delta_{4}\right|$ around the tail of $\Delta_{1}$. Repeat this process for the $\Delta^{\prime}$ loop. Here the range of the $\Delta$ loop is more limiting. The range of $\Delta_{2}$ is shown in Figure 12, with the circle's intersections denoting the limits of $\boldsymbol{\Delta}_{\mathbf{2}}$.


Figure 12. Procedure for finding the range of $\beta_{2}$. Here the two intersections of the circles represent the upper and lower bound of the angle.

From these circle intersections, it is possible to calculate an upper and lower bound of $\beta_{2}$ as 116 degrees above the initial position (CCW), and 27 degrees below the initial position (CW). The mechanism is rotated over this range, and any positions where links CD and BE are parallel to each other is recorded. In this problem, there are two such positions, shown in Figure 13a, b.


Figure 13. (a) Compatibility linkage in solution position one. (b) Compatibility linkage in solution position two.

In each of these two compatibility linkage positions, the links are measured to determine their angular displacement relative to the initial position. From these displacements, two dyads are found, corresponding to two solution positions, by plugging the values back into the standard form equations and finding a linear solution. These two dyads are plotted using the software Lincages in Figure 14 [26,27].


Figure 14. Final solution linkage visualized in the Lincages software. The triangles represent the ground pivots of this mechanism.

### 2.6. Special Cases

As with other synthesis methods, there are several special cases when solving problems using the compatibility linkage. A few of the most common will be emphasized here, and Figure A4 shows a more complete table of special cases.

The first set of special cases occurs when the free choice angle $\beta_{2}$ is equal to $\alpha_{2}, \gamma_{2}$, or 0 . This results in Equation (2) taking the form shown in Equation (22) (for $\beta_{2}=\alpha_{2}$ ). Each of these cases is resolved by the solution containing a slider.

$$
\begin{equation*}
\boldsymbol{W}\left(e^{i \alpha_{j}}-1\right)+\boldsymbol{V}\left(\left(p_{j}\right) e^{i \alpha_{j}}-1\right)+\boldsymbol{Z}\left(e^{i \gamma_{j}}-1\right)=\boldsymbol{\delta}_{j}-\boldsymbol{h}_{j} \tag{22}
\end{equation*}
$$

In this solution case, all angle variables are predefined prior to performing any calculations. The only scalar term which is not defined is $p_{j} . p_{j}$ is called the stretch factor, and $p_{2}$ is the free choice for this problem.

The second set of special cases is also caused by other angular similarities. They are: one link with no angular displacement (i.e., $\alpha_{j}=0$ ), two links with the same angular displacement (i.e., $\alpha_{j}=\gamma_{j}$ ), and multiple links with no angular displacement (i.e., $\alpha_{j}=$ $\gamma_{j}=0$ ). Each of these special cases is resolved through some combination of sliders, with the exception of $\gamma_{j}=0$, for which no solutions exist. For a full depiction of the special cases for triads, see Figure A4.

### 2.7. Advantages of the Compatibility Linkage Method

By analyzing a compatibility linkage for range of rotation of the "input link" of the compatibility linkage, some interesting properties of possible solution mechanisms are revealed. Frequently, the link $\Delta_{\mathbf{2}}$ will have a finite rotational range, meaning that only values of $\beta_{2}$ falling in the acceptable range can produce solutions. This is quite useful, as previously, the range of acceptable $\beta_{2}$ (free choice) values would have been found through an exhaustive search. Through the method of compatibility linkages, the designer can clearly identify the upper and lower bounds of $\beta_{2}$ based on how far link $\boldsymbol{\Delta}_{\mathbf{2}}$ in the compatibility linkage will rotate in either direction from its starting position. For example, a crank-rocker type compatibility linkage will give $\beta_{2}$ a range that allows any value to be used as a free choice. In contrast, a double-rocker compatibility linkage will restrict the range of $\beta_{2}$ [17-19]. In the latter case, one can expect solutions only for a limited range of $\beta_{2}$, clockwise or counterclockwise-thus larger values of $\pm \beta_{2}$ are rare. This is a quite useful design rule.

Applying the Grashof theory to a compatibility linkage reveals some interesting behavior. Depending on the type of mechanism formed by the compatibility equations (Grashof vs non-Grashof, crank-rocker, double-rocker, etc.), solution regions may emerge. If a compatibility linkage has more than one branch (e.g., more than one unique configuration, such that reaching the second configuration requires temporarily removing at least one pin joint), then there will correspondingly be multiple sets of $\beta_{2}$ values that produce viable solutions. This can be seen in reference [18] (p. 4), depicting the Center-point Burmester curve for a double-rocker compatibility linkage.

A non-Grashof triple-rocker mechanism, on the other hand, has a single circuit. As a result, it will have continuous solutions throughout its full potential range of motion of the input angle. However, this will still not cover a full 360 degrees, as rockers are inherently limited in this regard.
J.A. Schaaf and J.A. Lammers furthered this research, identifying fourteen specific classes of compatibility linkages and their corresponding center-point curve shapes [19]. These fourteen groups are divided into three categories; Grashof, non-Grashof, and changepoint mechanisms. Within each of these groups, depending on which link $\Delta_{1-4}$ is the shortest, the general shape of the center-point curve can be determined. See their paper for a full list of these categories [19]. While this theory has presently only been applied to the compatibility linkage of a dyad in four precision positions, there is reason to believe that
the same line of analysis may yield similar findings for the triad in five precision positions, and perhaps even higher numbers of precision positions.

Applying the Grashof criteria to the compatibility linkage is not the same as applying the same criteria to the finished solution. Its use for the compatibility linkage reveals interesting information about potential solution regions in which, for any value of $\beta_{2}$, a solution exists, or regions where no dyad/triad solutions exist. However, mechanisms produced from the compatibility linkage approach may still be subject to circuit, branch, and order defects. Additionally, they may have poor force properties or low transmission angles.

### 2.8. Defects

The compatibility linkage is useful in that it reveals numerous prospective solutions, but the designer will still need to determine if a candidate mechanism found by this method meets their requirements and that it does not exhibit defects, such as the combination of dyads selected not reaching all design positions on one circuit of the mechanism. Chase and Mirth detailed an effective procedure for identifying and addressing these defects [28]. Whether there is a relationship between the Grashof type of compatibility linkage and any or all these properties remains a possible area for research. Similarly, applying the Grashof criteria to the higher-order compatibility linkages could be further investigated. Investigating the circuit defects of a compatibility linkage will reveal unique solution regions as there are gaps where no solutions exist for a particular value of $\beta_{2}$.

### 2.9. Eight or More Precision Positions

Cases that would require more than seven precision positions are less common in industry, as usually, a less complex solution method can produce a satisfactory mechanism design. However, a few options are available if a designer wishes to move beyond this limit. First, Chuen-Sen Lin derived compatibility linkage solutions for quadriads in up to nine positions. The solution structures produced for these mechanisms are quite complex but are solved in largely the same way as the dyads and triads. See his work from the University of Minnesota [21] or the subsequent work he and his students completed at the University of Alaska Fairbanks [29,30].

### 2.10. Connections to General Burmester Theory

Burmester Theory underpins many of the precision position synthesis techniques in the field of mechanisms. The theory largely revolves around the position of the poles for a particular moving plane. They are found by identifying the intersection of the perpendicular bisectors between two positions for two arbitrary points on the moving plane. In four positions, the center-point curve passes through the six standard poles, while the circle-point curve passes through the poles $\mathbf{P}_{\mathbf{1 2}}, \mathbf{P}_{\mathbf{1 3}}, \mathbf{P}_{\mathbf{1 4}}$, and the image poles $\mathbf{P}_{23}{ }^{\prime}, \mathbf{P}_{24}{ }^{\prime}$ and $\mathbf{P}_{34}{ }^{\prime}$.

In addition to the poles, points called "opposite pole quadrilaterals", or " $\Pi$-points", are found by identifying the intersection of lines passing through each pair of non-adjacent poles. There are twelve of these points in four positions. The first six are shown in Equation (23), each of which intersects the center-point curve, much like the natural poles.

$$
\begin{array}{ll}
\Pi_{12}=\overline{P_{13} P_{23}} x \overline{P_{13} P_{23}} & \Pi_{13}=\overline{P_{12} P_{23}} x \overline{P_{14} P_{34}} \\
\Pi_{14}=\overline{P_{12} P_{24}} x \overline{P_{13} P_{34}} & \Pi_{23}=\overline{P_{12} P_{13}} x \overline{P_{24} P_{34}}  \tag{23}\\
\Pi_{24}=\overline{P_{12} P_{14}} x \overline{P_{23} P_{34}} & \Pi_{34}=\overline{P_{13} P_{14}} x \overline{P_{23} P_{24}}
\end{array}
$$

[31,32] (pp. 25-26).
The next six are formed from some combination of the image poles and are shown in Equation (24). The circle point curve passes through each of these points in addition to the poles listed above.

$$
\begin{array}{ll}
\Pi_{12}^{1}=\overline{P_{13} P_{23}^{1}} x \overline{P_{14} P_{24}^{1}} & \Pi_{13}^{1}=\overline{P_{12} P_{23}^{1}} x \overline{P_{14} P_{34}^{1}} \\
\Pi_{14}^{1}=\overline{P_{12} P_{24}^{1}} x \overline{P_{13} P_{34}^{1}} & \Pi_{23}^{1}=\overline{P_{12} P_{13}} x \overline{P_{24}^{1} P_{34}^{1}}  \tag{24}\\
\Pi_{24}^{1}=\overline{P_{12} P_{14}} x \overline{P_{23}^{1} P_{34}^{1}} & \Pi_{34}^{1}=\overline{P_{13} P_{14}} x \overline{P_{23}^{1} P_{24}^{1}}
\end{array}
$$

[31,32] (pp. 25-26).
Using the full collection of these points, an initial depiction of both Burmester curves can be drawn. This visual tool may lend exceptional value. A sample plot of the Burmester curves for a dyad can be seen in Figure 15:


Figure 15. An example of the center-point and circle-point Burmester curves for a dyad in four positions [32].

Similarly, the Burmester Curve of Triad is shown in Figure 16:


Figure 16. The three Burmester curves for a triad in six precision positions. There are two circle-point curves (corresponding to the two moving pivots) and one center-point curve [21] (p. 86).

Each point on the Burmester curve is part of a 'Burmester Point Pair', or a Burmester point set in the case of the triad. These pairs represent a corresponding moving pivot location and ground pivot location. The method of compatibility linkages is an extremely effective tool for finding these curves-for each value of the free choice that is valid, a new pair of points in the curves is generated.

### 2.11. Closing Thoughts

The potential applications of kinematic synthesis through the compatibility linkage are intriguing, and there are still opportunities for further investigation. Throughout this paper $\beta_{2}$ has been used as the free choice, and the compatibility linkage has been applied to find the values of the angles $\beta_{\mathrm{i}-\mathrm{j}}$. For dyads, this paper assumes the designer wants to solve the problem for motion generation. However, by forming new cofactor matrices about $\alpha$ rather than $\beta$, the compatibility linkage could be used for path with prescribed timing problems as well. The LINCAGES software package utilized this realization [33-35]. Similarly for triads, it should be possible to use the compatibility linkage to solve the standard form equation for any of the angles $\beta, \alpha$ or $\gamma$, with the only procedural change being rewriting the cofactor matrices. This would allow the designer to solve triad synthesis problems defined for motion generation or for path with prescribed timing. There are typically two path generators for each motion generator due to cognates [4]. As a result, further investigation into the unique properties of the compatibility linkage and their cognates is warranted.

Schaaf and Lammers investigated the compatibility linkage of a dyad in four positions and found that its Grashof type played a distinctive role in determining the shape of the Burmester curves [19]. Inspired by their findings, we speculate that the compatibility linkage of the triad for five precision positions will exhibit similar properties. The triad has a five-bar compatibility linkage with two degrees of freedom, but it only has a single loop. Additionally, after setting the angle of one of the free choices (e.g., $\beta_{5}$ ), the rest of the linkage behaves like a four-bar, and the second free choice can be rotated through all its values (e.g., $\beta_{2}$ ). This likely means that the findings of Schaaf and Lammers are applicable to the triad, and that for each free choice of $\beta_{5}$ a new center-point curve could be generated which resembles the corresponding class of dyads.

In addition to the applications for multiple prescribed position synthesis, we speculate that the compatibility linkage can be utilized for mixed position-velocity synthesis as well. Using the standard form equations mixed position-velocity synthesis is already possible. In a two-precision position problem, for example, a designer may choose to include a third equation describing the velocity of the precision point in the first position. The standard form equation can be rewritten as:

$$
\begin{equation*}
\boldsymbol{W}\left(e^{i \dot{\beta}_{j}}-1\right)+\mathbf{Z}\left(e^{i \dot{\alpha}_{j}}-1\right)=\boldsymbol{V}_{j} \tag{25}
\end{equation*}
$$

Here $\dot{\beta}_{j}$ and $\dot{\alpha}$ represent the angular velocities of their respective links, and $V_{j}$ is the velocity vector of the precision point. To evaluate this expression using a compatibility linkage, the cofactors would need to be rewritten, but after making that change the general solution procedure should flow in exactly the same way [4,36,37].

Multiple researchers have demonstrated using multiply separated positions to synthesize a path generation mechanism by using derivative equations [4] (pp. 239-245), [38]. The resultant tracer point curve closely resembles a prescribed function for a significant range of that function. However, to achieve this result for a problem defined by a single position and its four derivatives, Sylvester's dialytic eliminant was employed. In the same way as before, we speculate that this method can be avoided by employing the compatibility linkage method. This would only require rewriting the cofactor matrices with appropriate derivatives.

## 3. Conclusions

In this paper, the compatibility linkage approach to kinematic synthesis has been shown to have broad applicability to a large range of linkage mechanisms. Computationally, it is a simplified way of traversing the solution space of potential dyads and triads. Similarly, the method adds the ability to visualize spatial properties of the solution space which are not easily identified through other methods. The process of using the assembled compatibility linkage to find solutions flows naturally from common mechanism analysis techniques, meaning that once completed, the compatibility linkage can be used to generate numerous potential solutions. Furthermore, while the scope of the method presented in this paper is already quite unifying, there remain many opportunities to expand the method even further through additional research.
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## Appendix A. Detailed Solution Procedure for a Triad in Six and Seven Precision Positions Using the Method of Compatibility Linkages

Triad in six precision positions:
Displacement equations:

$$
\left[\begin{array}{cccc}
e^{i \alpha_{2}}-1 & e^{i \beta_{2}}-1 & e^{i \gamma_{2}}-1 & \delta_{2}-h_{2}  \tag{A1}\\
e^{i \alpha_{3}}-1 & e^{i \beta_{3}}-1 & e^{i \gamma_{3}}-1 & \delta_{3}-h_{3} \\
e^{i \alpha_{4}}-1 & e^{i \beta_{4}}-1 & e^{i \gamma_{4}}-1 & \delta_{4}-h_{4} \\
e^{i \alpha_{5}}-1 & e^{i \beta_{5}}-1 & e^{i \gamma_{5}}-1 & \delta_{5}-h_{5} \\
e^{i \alpha_{6}}-1 & e^{i \beta_{6}}-1 & e^{i \gamma_{6}}-1 & \boldsymbol{\delta}_{6}-h_{6}
\end{array}\right]\left[\begin{array}{c}
\vec{W} \\
\vec{V} \\
\overrightarrow{\boldsymbol{Z}} \\
-1
\end{array}\right]=\overrightarrow{0}
$$

[21] (p. 22).
As with a dyad in five positions, there are two compatibility equations to solve simultaneously from this matrix. They are:

$$
\begin{equation*}
\Delta_{2} e^{i \beta_{2}}+\Delta_{3} e^{i \beta_{3}}+\Delta_{4} e^{i \beta_{4}}+\Delta_{5} e^{i \beta_{5}}+\Delta_{1}=0 \tag{A2}
\end{equation*}
$$

And:

$$
\begin{equation*}
\Delta^{\prime}{ }_{2} e^{i \beta_{2}}+\Delta^{\prime}{ }_{3} e^{i \beta_{3}}+\Delta^{\prime}{ }_{4} e^{i \beta_{4}}+\Delta_{\mathbf{5}} e^{i \beta_{6}}+\Delta^{\prime}{ }_{\mathbf{1}}=0 \tag{A3}
\end{equation*}
$$

[21] (p. 23).
Once the $\Delta$ terms have been defined, the compatibility linkage is drawn. As before, align the tails of vectors $\Delta_{2}$ and $\Delta_{\mathbf{2}}{ }^{\prime}$, and rotate the $\Delta^{\prime}$ loop (keeping inter-link angular relations constant) so that $\Delta_{\mathbf{2}}$ and $\boldsymbol{\Delta}_{\mathbf{2}}{ }^{\prime}$ point in the same direction. In this case, there are two parallelogram loops to form. The first is the loop BCEF, and the second is GIJK, as seen below.

Note that Figure A1 was generated slightly differently from the previous compatibility linkages. Here, $\Delta_{3}$ and $\Delta_{3}{ }^{\prime}$ were chosen as the ground pivots, and these links were overlaid with each other, with the head rather than the tail of $\Delta_{2}$ taken as the common point between the two loops. As a result, the parallelogram BCEF is formed about the link $\Delta_{4}$ and $\boldsymbol{\Delta}_{\mathbf{4}}{ }^{\prime}\left(\boldsymbol{\Delta}_{\mathbf{4}}\right.$ is extended to form the ternary link CDE), while the parallelogram GIJK was formed about
links $\Delta_{1}$ and $\Delta_{1}{ }^{\prime}$ ( $\Delta_{1}$ is extended to form the ternary link HIJ). Finally, a ternary link AJK is formed incorporating $\Delta_{\mathbf{2}}$ and $\Delta_{\mathbf{2}}{ }^{\prime}$ (connecting the points J and K). A critical observation to make regarding these parallelogram loops is that each was made possible by existing relationships between the $\Delta$ and $\Delta^{\prime}$ terms. $\Delta_{\mathbf{2}}$ and $\Delta_{\mathbf{2}}{ }^{\prime}$ share the same angular displacement, even prior to being connected. The same is true of $\Delta_{3}$ and $\Delta_{3}{ }^{\prime}$, and $\Delta_{4}$ and $\Delta_{4}{ }^{\prime}$. This means that combining these links is an unnecessary but helpful simplification of the compatibility linkage, as this new form above requires only a single input to fully determine the rest of the mechanism. This is a significant advantage, as each independent five-bar loop had two degrees of freedom, making the problem more complex.


Figure A1. (a) The two loops of the triad in six positions shown without modification; (b) The compatibility linkage of a triad in six positions after aligning $\Delta_{\mathbf{3}}$ and forming parallelograms [21] (pp. 31-35).

The compatibility linkage of the triad in six positions can be used to find solutions in the form described above. However, the linkage is unique in that it has an additional layer of possible simplification that the designer can take advantage of. As was discussed earlier, the number of unique geometric inversions of the compatibility linkage corresponds to the number of unique solutions to the original problem. In this case, though, once the free-choice angle $\beta_{2}$ is selected and implemented, the relative positions of links AJK and HIJ remain consistent regardless of which geometric inversion is considered. As a result, several links can be eliminated. The pivots A, G, and H can be considered as a single ternary link, reducing the ten-bar linkage to a seven-bar zero-DOF structure [17] (p. 36). After implementing each of these steps, the new structure looks like this (Figure A2):


Figure A2. The simplified form of the compatibility linkage for a triad in six positions [21] (p. 38).

The final positions of each of the points in this compatibility linkage are shown in Table A1. To find solutions, remove the link EF, creating a Watt-II solution linkage. For positions (apart from the starting position) in which links, CE and BF are parallel, the mechanism represents a solution to the original problem.

Table A1. Simplified compatibility linkage global point positions (triad, 6PP).

| Point | Position in Plane |
| :---: | :---: |
| A | $(0,0)$ |
| B | $\Delta_{3}{ }^{\prime}$ |
| C | $\Delta_{3}$ |
| D | $\Delta_{3}+\Delta_{4}$ |
| E | $\Delta_{3}+\Delta_{4}{ }^{\prime}$ |
| F | $\Delta_{3}{ }^{\prime}+\Delta_{4}{ }^{\prime}$ |
| G | $-\Delta_{2}{ }^{\prime}+\Delta_{1}$ |
| H | $-\Delta_{2}+\Delta_{1}$ |

The solution values are then taken from the angular displacements of links AH, BF, HD, and GF, which correspond to the values of $-\beta_{3}, \beta_{4}-\beta_{3}, \beta_{5}-\beta_{3}$, and $\beta_{6}-\beta_{3}$, respectively. These relationships are shown in Table A2. While making these simplifications does take more time initially, the payoff is substantial. Analysis of a six-bar mechanism is easier than a ten-bar linkage, not to mention that the Watt-type mechanisms are much more thoroughly covered in the literature. A designer working through this process will find the following relations:

Table A2. Selected Links in the simplified compatibility linkage and their corresponding beta values.

| Link | Angular Displacement |
| :---: | :---: |
| AH | $-\beta_{3}$ |
| BF $^{*}$ | $\beta_{4}-\beta_{3}$ |
| HD | $\beta_{5}-\beta_{3}$ |
| GF | $\beta_{6}-\beta_{3}$ |
| BF or CE can be used, as they share the same angular displacement. |  |

The attentive reader may note that the angle $\beta_{2}$ is neglected in Tables A1 and A2, and it no longer plays a role as a free choice or as a solution angular displacement. Fortunately, once the beta values have been calculated, not all of them must be used. Only three of the beta values need to be incorporated to calculate the value of each unique solution for the triad. Chuen-Sen Lin shows an example, here taken as Equation (A4), using $\beta_{2}, \beta_{3}$, and $\beta_{4}$.

$$
\left[\begin{array}{c}
\stackrel{\rightharpoonup}{\boldsymbol{W}}  \tag{A4}\\
\overrightarrow{\boldsymbol{V}} \\
\stackrel{\rightharpoonup}{\boldsymbol{Z}}
\end{array}\right]=\left[\begin{array}{lll}
e^{i \alpha_{2}}-1 & e^{i \beta_{2}}-1 & e^{i \gamma_{2}}-1 \\
e^{i \alpha_{3}}-1 & e^{i \beta_{3}}-1 & e^{i \gamma_{3}}-1 \\
e^{i \alpha_{4}}-1 & e^{i \beta_{4}}-1 & e^{i \gamma_{4}}-1
\end{array}\right]^{-1}\left[\begin{array}{l}
\boldsymbol{\delta}_{2}-\boldsymbol{h}_{2} \\
\boldsymbol{\delta}_{3}-\boldsymbol{h}_{3} \\
\boldsymbol{\delta}_{4}-\boldsymbol{h}_{4}
\end{array}\right]
$$

[21] (p. 39).
The solutions to this reduced system of standard form equations are the final solutions to the precision position problem.

Triad in seven precision positions:
A triad in seven precision positions is by far the most mathematically complex of the compatibility linkage types listed here. As with the transition from four to five positions for a dyad, the transition from six to seven positions for a triad reduces the number of potential solutions from an infinite number (based on the infinite number of potential free choice values) to a finite value, Solutions come in sets of $0,2,4$, or 6 depending on the intersections of the Burmester curves. As a result, most authors recommend refraining
from using seven positions when synthesizing triads. The benefits of having a free choice almost always outweigh the cost of giving up a precision position. With that said, should a designer choose to proceed with the compatibility linkage approach to a triad in seven positions, they'll find that there are three compatibility equations that must be fulfilled. These equations are shown below, with loop one:

$$
\begin{equation*}
\Delta_{2} e^{i \beta_{2}}+\Delta_{3} e^{i \beta_{3}}+\Delta_{4} e^{i \beta_{4}}+\Delta_{5} e^{i \beta_{5}}+\Delta_{\mathbf{1}}=0 \tag{A5}
\end{equation*}
$$

Loop Two:

$$
\begin{equation*}
\Delta^{\prime}{ }_{2} e^{i \beta_{2}}+\Delta^{\prime}{ }_{3} e^{i \beta_{3}}+\Delta^{\prime}{ }_{4} e^{i \beta_{4}}+\Delta_{\mathbf{5}} e^{i \beta_{6}}+\Delta^{\prime}{ }_{1}=0 \tag{A6}
\end{equation*}
$$

Loop Three:

$$
\begin{equation*}
\Delta^{\prime \prime}{ }_{2} e^{i \beta_{2}}+\Delta^{\prime \prime}{ }_{3} e^{i \beta_{3}}+\Delta^{\prime \prime}{ }_{4} e^{i \beta_{4}}+\Delta_{\mathbf{5}} e^{i \beta_{7}}+\Delta^{\prime \prime}{ }_{\mathbf{1}}=0 \tag{A7}
\end{equation*}
$$

[21] (p. 115).
where,

$$
\begin{gather*}
\Delta_{1}=-\Delta_{2}-\Delta_{3}-\Delta_{4}-\Delta_{5}  \tag{A8}\\
\Delta_{1}^{\prime}=-\Delta^{\prime}{ }_{2}-\Delta_{3}^{\prime}-\Delta_{4}^{\prime}-\Delta_{5}  \tag{A9}\\
\Delta^{\prime \prime}{ }_{1}=-\Delta^{\prime \prime}{ }_{2}-\Delta^{\prime \prime}{ }_{3}-\Delta^{\prime \prime}{ }_{4}-\Delta_{5} \tag{A10}
\end{gather*}
$$

Conveniently, as with the previous analyses of triads, each of these compatibility equations represents a five-bar chain in the compatibility linkage. As a result, the setup of the linkage, in this case, will feel quite familiar. As before, the angular displacements of some equivalent $\Delta$ terms are equal. Now, however, a third link is added to each set, yielding $\left(\Delta_{2}, \Delta_{2}{ }^{\prime}, \Delta_{2}{ }^{\prime \prime}\right)$, $\left(\Delta_{3}, \Delta_{3}{ }^{\prime}, \Delta_{3}{ }^{\prime \prime}\right)$, and $\left(\Delta_{4}, \Delta_{4}{ }^{\prime}, \Delta_{4}{ }^{\prime \prime}\right)$. In response to some stimulus in the mechanism, each of these links in the compatibility linkage will have the same displacement angle as the others in its set. This allows for the forming of several sets of parallelograms between the different chains formed from the compatibility equations. The chains start out in the form shown in Figure A3.


Figure A3. The three loops of the triad compatibility linkage for seven precision positions prior to modification. The end of link $\Delta_{\mathbf{1}}$ is selected as the common point [21] (p. 116).

After rotating the links to create alignment and creating the appropriate parallelograms between each layer of the loop, the linkage takes the form shown in Table 2. Links IJ, IH, MP, and PQ have all been created to form parallelogram loops. These parallel motion structures are created around links $\boldsymbol{\Delta}_{\mathbf{1}}, \boldsymbol{\Delta}_{\mathbf{2}}, \boldsymbol{\Delta}_{\mathbf{3}}$, and $\boldsymbol{\Delta}_{\mathbf{4}}$, which were each of the links that had identical angular displacement relationships. As with the lower-order structures, the designer may use this linkage by removing any of these created links, changing the chain from a 15-bar zero-degree-of-freedom structure to a 14-bar one-degree-of-freedom linkage. From here, the
designer must identify the mechanism positions（outside of the starting position）in which the sides of the parallelogram from which the link was removed are parallel to each other．At these positions，the angular displacements of links $\mathrm{CD}, \mathrm{DE}, \mathrm{EH}, \mathrm{HM}, \mathrm{KN}$ ，and LO from their starting positions correspond to $\beta_{2}-\beta_{7}$ ，respectively［21］（p．115）．Further simplifications of the compatibility linkage for a triad in seven precision positions remain an area for further study．

Appendix B．Special Cases of the Triad Compatibility Linkage

|  | $\begin{array}{r} 0 \\ 0 \\ 0 \end{array}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & 0 \\ & 0 \end{aligned}$ | $\begin{array}{\|r\|r\|} \hline & \frac{\sigma}{9} \\ 0 & 0 \\ \hline & \frac{5}{9} \\ \hline \end{array}$ | $2 \frac{5}{\frac{8}{8}}$ | $2 \begin{array}{r} \frac{8}{2} \\ 2 \frac{3}{8} \end{array}$ |  |
|  | $\begin{array}{r} 8 \\ 8 \\ \end{array}$ | $\begin{array}{\|r\|} \hline \frac{5}{5} \\ -\stackrel{5}{5} \\ \hline 9 \\ \hline \end{array}$ |  |  |  |
|  | 8 <br> $\stackrel{y}{4}$ <br> a |  |  | $\begin{array}{r} \text { 告 } \\ \text { 亳 } \end{array}$ |  |
| $\begin{aligned} & \text { 䧺 } \\ & \frac{0}{3} \end{aligned}$ | $\begin{gathered} \pi \\ i \\ \infty \end{gathered}$ | $\left.\begin{array}{\|r\|} 6 \\ - \\ -\frac{5}{3} \\ 8 \\ \hline \end{array} \right\rvert\,$ |  | 号亮砍 | 告 |
|  |  | $\begin{array}{\|r\|} \hline \\ \\ 0 \\ 0 \\ 0 \\ \hline \frac{3}{3} \\ \hline 0 \\ \hline \end{array}$ | $2 \frac{5}{5}$ | $\begin{array}{r} \frac{5}{2} \\ 2 \frac{3}{8} \end{array}$ | 2颜 |
| $\frac{5}{6}$ $\frac{0}{6}$ $\frac{0}{2}$ $\frac{0}{6}$ | $\begin{array}{r} 5 \\ 1 \\ 0 \\ 0 \\ 0 \end{array}$ | $\begin{array}{\|r} \text { a } \\ -5 \\ -\frac{3}{0} \\ 0 . \\ \hline \end{array}$ |  |  | 2旁 |
| $\begin{aligned} & \frac{0}{2} \\ & \frac{0}{2} \\ & \frac{2}{2} \end{aligned}$ |  |  | $\begin{array}{r} \frac{0}{2} \\ 2 \frac{5}{6} \end{array}$ |  |  |
|  | － |  | $\therefore \square_{0}^{a} \frac{0}{0}$ | $\begin{array}{r} \text { 告 } \\ \text { 咅 } \end{array}$ | 全旁 |
| $\begin{aligned} & \text { 苞 } \\ & \frac{3}{8} \\ & \frac{3}{5} \\ & \hline \end{aligned}$ | Fi |  | $\begin{array}{r} \frac{8}{8} \\ 2 \frac{3}{8} \end{array}$ |  |  |
|  | $\begin{aligned} & y \\ & u \\ & a \end{aligned}$ | $\left.\begin{array}{r} 2 \\ -\frac{1}{5} \\ -\frac{1}{3} \\ \hline 6 \end{array} \right\rvert\,$ |  |  | $\begin{array}{r} \text { 莍 } \\ \text { 2高 } \end{array}$ |
|  | $\begin{aligned} & \frac{\delta}{2} \\ & \frac{y}{2} \\ & \frac{2}{2} \\ & \frac{8}{6} \\ & \frac{8}{2} \\ & \frac{8}{2} \end{aligned}$ |  |  |  |  |

Figure A4．Special cases of the triad compatibility linkage［21］（p．50）．
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#### Abstract

We introduce a kinematic graph in this article. A kinematic graph results from structuring the data obtained from the sampling method for sampling-based motion planning algorithms in robotics with the motivation to adapt the method to the positioning problem of robotic manipulators. The term kinematic graph emphasises the fact that any path computed by sampling-based motion planning algorithms using a kinematic graph is guaranteed to correspond to a feasible motion for the positioning of the robotic manipulator. We propose methods to combine the information from the configuration and task spaces of the robotic manipulators to cluster the samples. The kinematic graph is the result of this systematic clustering and a tremendous reduction in the size of the problem. Hence, using a kinematic graph, it is possible to effectively employ sampling-based motion planning algorithms for robotic manipulators, where the problem is defined in higher dimensions than those for which these algorithms were developed. Other barriers that hindered adequate utilisation of such algorithms for robotic manipulators with articulated arms, such as the non-injective surjection of the forward kinematic function, are also addressed in the structure of the kinematic graph.
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## 1. Introduction

Robotic applications are fundamentally characterised by the planned motion of the systems. Therefore, the study of motion planning algorithms has been active in the robotic community since the early stages of robotic research. The problem of motion planning has been dealt with both analytical and sampling-based planning approaches. Analytical motion planning addresses the problem of the motion within both aspects of geometrical and temporal transition [1]. This can further be seen as a one- or multi-dimensional problem. In the field of robotics, a one-dimensional problem is suitable for planning in the space of generalised joint coordinates of the robot, where the multi-dimensional problem deals with the applications of motion planning in $\mathcal{T}$-space of the robot. Analytical planning algorithms have proven to be applicable for optimising the motion of the system in continuous space. However, their success is particularly subject to preliminary parametrisation of the problem. Moreover, in practical cases, where the task of the manipulator is defined in $\mathcal{T}$-space of the robot, they are dependent on inverse kinematic algorithms, as the robotic systems are actually controlled in the space of generalised joint coordinates. Furthermore, checking the collision states in $\mathcal{O}$-space ( $\mathcal{O}$-space refers to the spatial volume occupied by the robot in all its feasible configurations) demands knowledge of the overall configuration of the system.

The planning algorithms primarily rely on the $\mathcal{C}$-space of the robotic manipulators $[2,3]$, as per definition, the position of every point on the structure and the entire configuration of the robot can be represented as a point $q \in \mathcal{C}$-space. Conventionally, motion planning algorithms, such as optimisation-based planning (e.g., potential fields [4]) and combinatorial planning [5] (e.g., cell decomposition [6]), are conducted on an exact and explicit descriptions of $\mathcal{C}$-space. This explicit formulation is, however, computationally expensive and sophisticated mathematical operations are required to compute a plan. In addition,
it renders the scalability of such algorithms to higher dimensions impractical. Moreover, the transformation of obstacles into $\mathcal{C}$-space can be very complicated and challenging [7]. Hence, these algorithms demand complex collision detection [8].

Sampling-based planning algorithm [9] circumvent the expenses of planning in explicit descriptions of $\mathcal{C}$-space by conducting simple BOOLEAN tests on samples drawn from $\mathcal{C}$ space to perform collision detection. The admissible sets of the configurations, that is, $q$ belonging to $\mathcal{C}_{\text {free }}$ that results in the connection of the initial state (configuration) of the robot to a final state (configuration), that satisfies the goal posture conditions, will result in the path $\left(\tau:[0,1] \rightarrow \mathcal{C}_{\text {free }}\right)$. To evaluate the performance of the sampling-based planning algorithm a common theoretical evaluation criteria is the completeness of the algorithm. Complete algorithms report if a solution exists in a finite amount of time and return one if there exists one [5], which can only be fulfilled by combinatorial algorithms, because they rely on an exact description of the $\mathcal{C}$-space. A weaker definition applies for sampling-based planning algorithm, called resolution completeness, that states that the algorithm reports the existence of the solution depending on the sampling resolution. There exists yet another definition, probabilistic completeness, that states that the probability of finding the solution, if there exists one, approaches to one.

The sampling of $\mathcal{C}$-space can be performed through probabilistic or deterministic (regular and irregular) techniques [5]. Due to the discrete character of the finite samples, to evaluate the quality for representation of $\mathcal{C}$-space, that is, the coverage of $\mathcal{C}$-space, there is yet another criterion to be considered, namely denseness. We handle the subject in detail in Section 1.3.2. The samples drawn via the above-mentioned methods construct a graph $\mathfrak{G}(\mathfrak{V}, \mathfrak{E})$, with the vertices $\mathfrak{V}$ being the drawn samples and the edges $\mathfrak{E}$ being the connectivity information of the samples. Neighbouring and parenting methods should be defined while constructing the graph.

Obviously, the state of research in the field of sampling-based planning algorithm has focused mainly on the $\mathcal{C}$-space of the robot. However, the tasks of the robotic systems are defined in the $\mathcal{T}$-space, being the configuration space of the task at hand. Hence, in practical robotic problems, finding a feasible path in the $\mathcal{T}$-space of the robotic manipulator is preferable. Furthermore, even though sampling-based planning algorithm are of a discrete nature and an explicit transformation of the obstacles from $\mathcal{O}$-space into $\mathcal{C}$-space is not necessary, Boolean collision checks should be carried out by calling the Forward Kinematics (FK) (see Section 3.4). In addition, FK is generally surjective but not injective, and thus a pure planning in $\mathcal{T}$-space cannot guarantee a configurational collision-free motion of the robot in $\mathcal{O}$-space.

Motivation of developing the kinematic graph is, to the extent of its contribution, to elevate the shortcomings of sampling-based planning algorithms for mechanisms with open-chain topology, such as robotic manipulators with articulated arms, and make efficient application of such planners in higher dimensions possible. The scope of this study limits itself to that of the positioning problem of the manipulators, more precisely, the positioning problem of the regional structure of the decoupled structures (see Section 1.3). In the following, our motivation to develop the Kinematic Graph (KG) is detailed and the state-of-the-art developments with similar motivations, i.e., the planners that utilise the $\mathcal{T}$-space information in planning, will be presented. Afterwards, the scope of this work will be discussed using three aspects. First, we introduce the manipulator structures that can benefit best from the structure of the proposed graph. Nevertheless, this structural spectrum is not exhaustive and is limited to cases of the most practical manipulator structures. Then, the subproblem of the sampling-based planning algorithm will be introduced and the ones that are extended based on our proposed approach will be identified. Finally, we summarise and conclude with our contributions.

### 1.1. Motivation

There are powerful and efficient methods developed for heuristic-based (and incremental) search algorithms for efficient motion planning in lower dimensions. Examples of
such methods are those that deal with applications of mobile robotics in dynamic environments, for instance navigation [10], and dynamic A* [11]. A majority of the sampling-based planning algorithms do not use these informed search algorithms, and sacrifice cost minimisation in favour of high-speed planning. Additionally, they are basically relying on random sampling of the $\mathcal{C}$-space. The main deficit of most developed sampling-based planning algorithm is, however, that they rely merely on the $\mathcal{C}$-space of the system.

In the literature, mainly the high dimensionality of the sampling-based planning algorithm for robotic manipulators is mentioned as the basic hurdle of the extension of these planners for the case studies of manipulation. This applies, of course, as these algorithms are developed just taking the $\mathcal{C}$-space of the systems into account and completely ignore the essential differences of the cardinalities of the $\mathcal{C}$-space and $\mathcal{T}$-space of the robotic manipulators. The tasks of the manipulators are logically defined in their $\mathcal{T}$-space, and hence, this space is best suitable to perform planning and deal with planning-related aspects such as collision avoidance. Our hypothesis is that respecting the differences of the cardinalities of $\mathcal{C}$-space and $\mathcal{T}$-space and overlaying the information from these spaces will result in a tremendous reduction in the size of the problem and thus make sampling-based planning algorithm an appropriate method for efficient motion planning for manipulators with open-chain topology. The results from Section 3.2 prove the correctness of this hypothesis.

The restriction that the planning space, namely the $\mathcal{C}$-space, taking into account the non-injective surjection of the FK, imposes to sampling-based planning algorithm for the case of manipulation problems has not been given appropriate consideration when the planning needs to be carried out in $\mathcal{T}$-space. Strictly speaking, due to the non-injective surjection of the forward kinematics function $(\mathscr{K}: \mathcal{C} \rightarrow \mathcal{O})$, a pure planning in $\mathcal{T}$-space can guarantee neither a collision-free motion of the robot nor a feasible motion in consideration of actuator limits. Hence, it is generally desirable to avoid using analytical Inverse Kinematics (IK). Some approaches, however, attempt to find a roadmap in the layers of multiple answers to IK by approximating the search space in these layers and performing minimisation on distances between the intended (given) path of end-effector and the answers to FK [12]. The alternatives of using the analytical IK are the numerical solutions to IK and kinematic control schemes that prove to be very efficient [13-15]. For the former case, the chosen solver and sensitivity of the solver to the initial guess $(\boldsymbol{q} \in \mathcal{C})$ should be given special attention, and in the latter case, an efficient geometrical modelling of the system is of great importance. Nevertheless, the motion to be fed into the numerical IK, the kinematic control schemes, is to be planned purely in the $\mathcal{T}$-space of the manipulator, yet not directly consisting of the information from $\mathcal{C}$-space. There are also alternatives to IK, e.g., pseudo-IK [16], which rely on the answers from IK numerical solutions. The approach presented in [16] also attempts to minimise the number of discontinuities in path when mapping from $\mathcal{T}$-space to $\mathcal{C}$-space. The motivation behind the development of the KG is to enable feasible planning in terms of both $\mathcal{C}$-space and $\mathcal{T}$-space motion, i.e., for any path that is generated using this graph, it is guaranteed that a motion for positioning can be computed that is kinematically feasible for the robotic manipulator to execute, i.e., no discontinuities in the path occur.

Another motivation for the development of the KG is to exploit the advantages of the heuristic-based search algorithms to perform efficient motion planning for the manipulators, on the one hand, and to enable "natural" motion of the robot and to increase the repeatability of solutions with similar initial postures and goals, on the other hand. The matter is stated in Section 1.3.2 and discussed in detail in Section 3.

### 1.2. Similar Works

There have been recent attempts to utilise $\mathcal{T}$-space information in sampling-based planning problems to achieve more practical motion. Berenson et al. [17] defined the goal region in the $\mathcal{O}$-space of the robot, where the goal posture is defined, rather than in its $\mathcal{C}$-space. Two approaches based on rapidly-exploring random trees (RRT) [18] are
implemented: one using JACOBIAN-based gradient descent toward this goal region and the other based on a bi-directional RRT.

Cohen et al. [19] compute the heuristics in EUCLIDEAN space of $\mathcal{T}$-space using breadthfirst search. This approach to computation of the heuristics has proven to also be beneficial for avoiding collisions in cluttered environments. In this approach, the heuristics are computed via an additional simplified search in a reduced dimension of the $\mathcal{T}$-space of the system.

Rickert et al. [20] present an approach called an exploring/exploiting tree that makes an adjustment in sampling according to the information form $\mathcal{O}$-space. This way, a balance is realised between exploitation (enhancing existing solutions) and exploration (searching for new solutions). The completeness of the planner is, however, traded off for computational efficiency.

To perform palletising through robotic systems, Scheurer and Zimmermann [21] decompose the $\mathcal{O}$-space into cylindrical cells and search for the collision-free path through these cells. The path in $\mathcal{C}$-space of the robot is regenerated using IK. It seems that the feasibility of a $\mathcal{O}$-space path is assumed.

A hierarchical path planner based on an exact representation of $\mathcal{O}$-space for collision avoidance in conjunction with exploration on $\mathcal{C}$-space was developed by Mesesan et al. [22].

In addition, Ref. [23] introduces a hierarchical structure for encoding configuration-toworkspace mapping information for collision checking of an enormous number of samples during operation, enabling real-time path planning for robots.

### 1.3. Scope

### 1.3.1. Manipulator Structure

Within the scope of this article, we study the case of a motion planning problem for robotic manipulators where the planning problem addresses either the positioning of the end-effector of the mechanism or the positioning of a point of interest on the mechanism. The former case is common for planar robotic manipulators or the mechanisms that are employed to perform gantry-like manipulation, such as a Scara robot. The latter case is common for manipulators that demonstrate decoupled structures. For the case of such manipulators, it is a common practice in robotics to consider the positioning (the task of the regional structure, i.e., the articulated arm) and orientation (the task of the local structure, i.e., the wrist) problems separately but in conjunction with each other. With this background in mind, the algorithm presented in this article addresses the problem of path planning for regional structure. Strictly speaking, we handle the problem of the positioning of the point of interest, but we do not treat the orientation problem in this article and leave the detailed elaboration of this problem to our future work. We call the point of interest for the manipulators that demonstrate decoupled structures the centre of the wrist or the centre of the local structure and symbolise it with $\mathrm{P}_{\mathrm{w}}$. In the balance of this article, without loss of generality, we consider the $P_{w}$ as the point of interest, because always a wrist can be added to manipulators built for positioning purposes. For the simulations and discussion on the results of the planned motion, we use the structure of the open-chain robotic manipulator designed at IGMR, named IGOR (blog.rwth-aachen.de/robotik/en/igor, visited on 19 August 2022).

The manipulators demonstrating the decoupled structures can be identified easily based on the DENAVIT-Hartenberg (DH) parameters [24]. There are different interpretations and extensions to DH parameters, e.g., [25,26], or some attempts to make them "less ambiguous", e.g., [27]. Here, we refer to the classical form of the DH parameters. That is, the links for a multibody system with open-chain involving $n$ bodies are numbered $0,1, \ldots, n$; joint $i$ connecting bodies $i-1$ and $i$; and the coordinate system $i$ is attached to link $i-1$. Overviews of the modelling of the multibody systems can be found in, e.g., [28,29]. As a common definition of robotic manipulators with decoupled structures (for simplicity in the indexing, and without loss of generality, let us consider the robotic manipulators that are designed to perform six-dimensional (6D) tasks and have six bodies
connected with six joints), the ones are meant that demonstrate $a_{4}=a_{5}=d_{4}=0$ ([30], Section 4.4). These systems actually do have a decoupled structure with a spherical wrist (see, e.g., Figure 1a), and it is possible to develop analytical IK for such structures. Nonetheless, it is possible to extend the application of the KG for manipulators with DH parameters $a_{4}=a_{5}=0$, i.e., the ones that do not have spherical wrists (see, e.g., Figure 1b), but the trace of the end-effector positions is left on the surface of a torus-shaped manifold centred at the origin of the fifth coordinate system and has a radius equal to $d_{4}$ and thus will be the point of interest. In this case, the centre of the surface will be the point of interest $P_{w}$.


Figure 1. IGOR: the open-chain robotic manipulator designed at IGMR (a) with spherical wrist; (b) with non-spherical wrist.

### 1.3.2. Graph Structure

Any sampling-based planning algorithm is composed of six main subproblem sequences as follows: sampling strategy, calculation of metrics, finding neighbours, parent allocation, strategies for collision detections, and exploration strategy itself [31].

To perform sampling, we use the same procedure as that for the conventional deterministic regular sampling of the $\mathcal{C}$-space. This specific sampling strategy is chosen here, motivated by the fact that the closure of the dense regular deterministic samples yield $\mathcal{C}$ space, as each limit sample (interior $\cup$ boundary samples) in this set represents an adherent point (or closure point). Denseness implies that the samples can get arbitrarily close to any configuration of the mechanism [5]. To sample the $\mathcal{T}$-space, we use convex sampling of the enclosing environment of the manipulator. The vertices of the KG, however, are not composed merely of any of these samples, but the combinations of information from these samples (for details see Section 2).

Each vertex on the graph denotes a state (or configuration) of the manipulator. Thus, the metrics calculation refers to the spatial and / or temporal distances or any other kinematic, kinetostatic, or dynamic effort (such as transition in potential energy of the system, change in manipulability, etc.) that is induced to the system through this state transition.

Neighbouring strategy for the KG is originated in a neighbouring strategy of the samples from $\mathcal{C}$-space, but in consideration of the vertices of the graph (for details see Section 2.1). The parent assignment strategies are left to the exploration algorithm, e.g., here, the back propagation of the A*.

A discrete search algorithm, such as DIJKSTRA's algorithm [32], A* algorithm [33] or their modern versions, any-time repairing (ARA*) [34], lifelong planning A* (LPA*) [35] or
dynamic $A^{*}\left(\mathrm{D}^{*}\right)$ [11,36] for deterministic, and rapidly exploring dense-trees (RRT/RDT) [18], and probabilistic roadmap planners (PRM) [37] for probabilistic methods, realises the exploration strategy of the algorithm in the graph. In this article, we pursue the use of a heuristic search algorithms on the generated graph, as they provide theoretical guarantees such as completeness and optimality of the delivered solutions. Moreover, based on the heuristic function the number of evaluations is limited, as the most effective next actions are chosen, and thus, the amount of time the algorithm needs to compute a plan will be reduced [38]. Henceforth, for the exploration strategy itself, we use the A* search algorithm [33], and no extension will be proposed to the search algorithm. However, this introduces another subproblem that needs to be taken into account: the introduction of an informative heuristic. Definition of a powerful and informative heuristic can have a tremendous effect on the quality and predictability or repeatability of the motion (see Sections 3 and 4).

### 1.3.3. Contribution

The contribution of this article is the presentation of the novel structure of the graph to be fed to the search algorithm of the sampling-based planning algorithm. We present the idea of combining information from both the $\mathcal{C}$-space and $\mathcal{T}$-space of the robot for the construction of a graph structure dubbed Kinematic Graph $\mathfrak{G}_{\mathrm{k}}\left(\mathfrak{V}_{\mathrm{k}}, \mathfrak{E}_{\mathrm{k}}\right)$, where the vertices $\mathfrak{V}_{\mathrm{k}}$ inherit the information from both $\mathcal{C}$-space and $\mathcal{T}$-space, and edges $\mathfrak{E}_{\mathrm{k}}$ are originated from connectivity information from $\mathcal{C}$-space. The KG is to be constructed a priori. This graph that is developed specifically for mechanisms with open-chain topology, is proven to keep the promises in Section 1.1. The most important problems are enabling of the efficient and complete employment of the sampling-based planning algorithm in higher dimensions, and the guarantee of the feasibility of the planned motion for these mechanisms. The efficiency of the KG over the $\mathcal{C}$-space-based graphs are presented in detail in Section 3. To the extent of our knowledge, no graph structure with such premises based on the combination of the information from the $\mathcal{C}$-space and the $\mathcal{T}$-space of the robotic manipulators has been presented as of yet. This article extends our conference manuscript [39] by presenting the detailed algorithm of the construction of the KG which was visually presented and extensive evaluation of the performance of KG. In this vein, the comparison between KG and traditional $\mathcal{C}$-space-based graphs is discussed in detail in Section 3. To facilitate the visualisation of the motion of the mechanisms using KG, the results are explained in detail using a two-DoF mechanism. The extension of the result to spatial mechanisms is discussed in the Applications. Moreover, we present approaches to compute the costs and heuristics and perform collision avoidance and practical illustration of the implementation of the KG.

## 2. Materials and Methods

Kinematic graph $\mathfrak{G}_{\mathrm{k}}\left(\mathfrak{V}_{\mathrm{k}}, \mathfrak{E}_{\mathrm{k}}\right)$ promotes ideas to meet the challenges of sampling-based planning algorithm for open-chain mechanisms due to the non-injective surjection of FK by introducing spatial information from $\mathcal{T}$-space directly into the $\mathfrak{V}_{\mathrm{k}}$. Therefore, both $\mathcal{C}$-space and $\mathcal{T}$-space of the robot should be sampled. In the following, the algorithm to construct the KG is elaborated in detail.

### 2.1. Kinematic Graph—The Algorithm

Algorithm 1 requires the kinematical model of the mechanism. The forward kinematic function $\mathscr{K}$ should be provided such that it solves the positioning problem of the point of interest of the manipulator (end-effector or $\mathrm{P}_{\mathrm{w}}$ ). Furthermore, the sampling resolution of the $\mathcal{C}$-space and $\mathcal{T}$-space should be provided. As will be elaborated throughout this Section, these parameters can be considered to be the regulating parameters for the construction of the KG. To construct the KG, samples are to be drawn from both the $\mathcal{C}$-space and the $\mathcal{T}$-space of the robot. Although the same terminology (sampling) is used for both spaces, the sampling procedure and concept for these spaces are different from each other, to be discussed in the following. Finally, the reach of the $P_{w}$ should also be determined.

```
Algorithm 1 Construction of kinematic graph \(\mathfrak{G}_{\mathrm{k}}\left(\mathfrak{V}_{\mathrm{k}}, \mathfrak{E}_{\mathrm{k}}\right)\).
input: \(\mathscr{K}, \mathcal{C}\)-space, \(\boldsymbol{q}, \mathcal{C}_{\text {res }}, \mathcal{T}_{\text {res }}\), and r
output: \(\mathfrak{G}_{\mathrm{k}}\left(\mathfrak{V}_{\mathrm{k}}, \mathfrak{E}_{\mathrm{k}}\right)\)
    \(\mathrm{N}=\) SampleConfigSpace \(\left(\boldsymbol{q}, \mathcal{C}_{\text {res }}\right) \quad \triangleright\) See, e.g., List 2
    for \(\mathrm{n} \in \mathrm{N}\) do
        \(\mathrm{n} . \operatorname{pos} \leftarrow \mathscr{K}(\mathrm{n} . \boldsymbol{q})\)
    \(\mathrm{V}=\) DiscretiseEnvironment \(\left(\mathrm{r}, \mathcal{T}_{\text {res }}\right)\)
    \(\mathrm{V}=\) ApproximateTaskSpace \(\left(\mathrm{V}, \mathrm{N}, \mathcal{T}_{\text {res }}\right)\)
    \(\mathfrak{V}_{\mathrm{k}}=\) ConstructVertices \((\mathrm{V})\)
    ConstructkinematicGraph \(\left(\mathfrak{V}_{\mathrm{k}}\right)\)
    procedure ApproximateTaskSpace( \(\left(\mathrm{V}, \mathrm{N}, \mathcal{T}_{\text {res }}\right.\) )
        repeat
            \(\mathrm{n}=\) leastn \((\mathrm{N})\)
            for \(\mathrm{v} \in \mathrm{V}\) do
                    if \(\|\) n.pos - v.cent \(\|_{\infty} \leq \frac{\tau_{\text {res }}}{2}\) then
                    \(\mathrm{v} . \mathrm{N}_{\mathrm{v}} \leftarrow \mathrm{v} . \mathrm{N}_{\mathrm{v}} \cup\{\mathrm{n}\}\)
        until \(N=\varnothing\)
        return \(\mathrm{V}=\left\{\mathrm{v} \in \mathrm{V} \mid \mathrm{v} \cdot \mathrm{N}_{\mathrm{v}} \neq \varnothing\right\}\)
    procedure ConstructVertices(V)
        \(\mathrm{c}_{\text {idx }} \leftarrow 0\)
        repeat
            \(\mathrm{v}=\operatorname{leastv}(\mathrm{V})\)
            repeat
                \(\mathrm{n}=\left(\mathrm{v} \cdot \mathrm{N}_{\mathrm{v}}\right) \cdot\).randpop( \()\)
                n. \(\mathrm{c}_{\mathrm{idx}} \leftarrow \mathrm{c}_{\mathrm{idx}}\)
                \(C \leftarrow \varnothing\)
                \(\mathrm{C} \leftarrow \mathrm{C} \cup\{\mathrm{n}\}\)
                C. \(\mathrm{c}_{\mathrm{idx}} \leftarrow \mathrm{c}_{\mathrm{idx}}\)
                C.v.cent \(\leftarrow\) v.cent
                \(\mathrm{O} \leftarrow\) neighbours( n\() \cap \mathrm{v} \cdot \mathrm{N}_{\mathrm{v}}\)
                repeat
                    \(\mathrm{n}=\) O.randpop()
                    n. \(\mathrm{c}_{\mathrm{idx}} \leftarrow \mathrm{c}_{\mathrm{idx}}\)
                    \(\mathrm{C} \leftarrow \mathrm{C} \cup\{\mathrm{n}\}\)
                    \(\mathrm{O} \leftarrow\left(\mathrm{O} \cup\left(\right.\right.\) neighbours \(\left.\left.(\mathrm{n}) \cap \mathrm{v} \cdot \mathrm{N}_{\mathrm{v}}\right)\right) \backslash \mathrm{C}\)
            until \(\mathrm{O}=\varnothing\)
            \(c_{\text {idx }} \leftarrow c_{\text {idx }}+1\)
            \(\mathfrak{V}_{\mathrm{k}} \leftarrow \mathfrak{V}_{\mathrm{k}} \cup\{\mathrm{C}\}\)
        until \(\mathrm{v} . \mathrm{N}_{\mathrm{v}}=\varnothing\)
        until \(V=\varnothing\)
        return \(\mathfrak{V}_{k}\)
    procedure ConstructKinematicGraph \(\left(\mathfrak{V}_{\mathrm{k}}\right)\)
        repeat
            \(\mathrm{C}=\mathfrak{V}_{\mathrm{k}} \cdot\) randpop()
            addVertex \(\left(\mathfrak{G}_{\mathrm{k}}, \mathrm{C}\right)\)
            repeat
                for \(\mathrm{n} \in\) neighbours( \(\mathrm{N}_{\mathrm{C}} \cdot\) randpop()) do
                    \(\mathrm{C}^{\prime}=\mathrm{c} \in \mathfrak{V}_{\mathrm{k}}: \mathrm{c} . \mathrm{c}_{\text {idx }}=\) n. \(\mathrm{c}_{\mathrm{idx}}\)
                    if \(\mathrm{C}^{\prime} \neq \mathrm{C}\) then
                        \(\operatorname{addEdge}\left(\mathfrak{G}_{\mathrm{k}}, \mathfrak{e}\left(\mathrm{C}, \mathrm{C}^{\prime}\right)\right)\)
            until \(N_{C}=\varnothing\)
        until \(\mathfrak{V}_{\mathrm{k}}=\varnothing\)
        return \(\mathfrak{G}_{\mathrm{k}}\left(\mathfrak{V}_{\mathrm{k}}, \mathfrak{E}_{\mathrm{k}}\right)\)
```

First, the $\mathcal{C}$-space should be sampled. As stated in Section 1.3, we use the conventional deterministic regular sampling of the $\mathcal{C}$-space. To perform the sampling, as described in procedure SampleConfigSpace in List 2, a function (here meshgridx( $\bullet$ )) is to be defined such that it generates a regular grid from the elements of the vectors of an input matrix. The vectors of this matrix should contain the sequence of numbers $(\in \mathbb{R})$ representing the discretisation of $j^{\text {th }}$ the generalised coordinate of $q$ with the resolution of $\mathcal{C}_{\text {res }}$. The drawn samples will be treated as objects and are called nodes in the following. The closure of these nodes yields the set $N$. Each node $n$ is identified with an index $n_{i d x}$ and stores, at this stage, the generalized coordinates of $\mathcal{C}$-space, i.e., $q$ of the sample it represents. For these nodes, a neighbouring strategy should then be determined. After samples are drawn from $\mathcal{C}$-space,
the spatial coordinate of $\mathrm{P}_{\mathrm{w}}$ should be stored in each n by applying the forward kinematics function $\mathscr{K}$ (see Algorithm 1, Line 2).

```
List 2 List of the auxiliary procedures and functions utilised in Algorithm 1.
    procedure SampleConfigSpace \(\left(\boldsymbol{q}, \mathcal{C}_{\text {res }}\right)\)
        \(J_{\mathcal{C}} \leftarrow[]\)
        for \(j \in q\) do
            \(j=\operatorname{discretise}\left(j_{\text {min }}, j_{\text {max }}, \mathcal{C}_{\text {res }}\right)\)
            \(J_{\mathcal{C}}\).append \(\left(j^{\mathrm{T}}\right)\)
        return \(\mathrm{N}=\) meshgridx \(\left(J_{\mathcal{C}}\right)\)
    discretise \((\bullet)\) : returns a sequence of numbers between \(\bullet_{1}\) and \(\bullet_{2}\) with resolution \(\bullet_{3}\) as
    a vector.
    meshgridx \((\bullet)\) : returns the set N via a deterministic regular grid from input matrix \(\bullet\).
    procedure DiscretiseEnvironment( \(\mathrm{r}, \mathcal{T}_{\text {res }}\) )
        \(\mathrm{V}=\operatorname{meshgridw}\left(\mathrm{r}+\epsilon, \mathcal{T}_{\text {res }}\right)\)
        for \(\mathrm{v} \in \mathrm{V}\) do
            \(\mathrm{v} . \mathrm{N}_{\mathrm{v}} \leftarrow \varnothing\)
        return V
```

    meshgridw \((\bullet)\) : returns the set V via a convex discretisation of \(\mathcal{T}\)-space with resolution \(\bullet\)
    leastn $(\mathrm{N})$ : returns the node $\mathrm{n} \in \mathrm{N}$ with smallest EUCLIDEAN norm of n.pos and removes it from N .
leastv ( V ): returns the voxel $\mathrm{v} \in \mathrm{V}$ with smallest EUCLIDEAN norm of v.cent and removes it from $V$.
-.randpop () : returns a randomly selected member from the set • and removes it from the set $\bullet$.
neighbours ( n ): returns a set containing the neighbour nodes of node $n$, based on neighbouring strategy in $\mathcal{C}$.
addVertex $(\mathfrak{G}, \mathfrak{v})$ : adds the vertex $\mathfrak{v}$ to the graph $\mathfrak{G}$.
addEdge $\left(\mathfrak{G}, \mathfrak{e}\left(\mathfrak{v}_{1}, \mathfrak{v}_{2}\right)\right)$ : adds the edge $\mathfrak{e}$ between the vertices $\mathfrak{v}_{1}$ and $\mathfrak{v}_{2}$ in the graph $\mathfrak{G}$.

After sampling the $\mathcal{C}$-space, the $\mathcal{O}$-space should be sampled. The cardinal character of this space, in conjunction with its relationship with $\mathcal{C}$-space via $\mathscr{K}$, motivates the sampling via convex discretisation of $\mathcal{O}$-space (see procedure DiscretiseEnvironment in List 2). Therefore, a function meshgridw $(\bullet)$ should be defined that basically works with the same logic as that of function meshgridx $(\bullet)$ and returns the closure of the voxels objects v in a set V. Voxels are determined with their centroids. Note, however, that these voxels should be guaranteed to spatially enclose the reach $r$ of the point $P_{w}$. Hence, in case of the regular cubic discretisation of $\mathcal{O}$-space, a value $\epsilon$ should be added to r, i.e., the discretisation of $\mathcal{O}$-space should enclose the sphere with radius $\mathrm{r}+\epsilon$. As a final touch for the preparation of the voxels, to each voxel v , a set v. $\mathrm{N}_{\mathrm{v}}$ is allocated that contains the transformed nodes from $\mathcal{C}$-space $(\mathscr{K}: \mathcal{C} \rightarrow \mathcal{O})$ and is initialised to the empty set $\varnothing$.

Next, the $\mathcal{T}$-space of the mechanism can be approximated as the set of voxels that are occupied with nodes, based on information from n.pos (see procedure ApproximateTaskSpace in Algorithm 1). To determine the nodes that belong to each voxel, an assignment strategy
should be determined. For voxels of a cubical shape, infinity norm $\left(\|\bullet\|_{\infty}\right)$ can be used (see Algorithm 1 Line 11f). Ties can be broken arbitrarily. Here, according to the definition of the function leastn $(\mathrm{N})$ in List 2, ties are broken in favour of the voxel with a smaller EUCLIDEAN norm of the centroid of the voxel v.cent. The closure of the nodes in each voxel forms the set v. $\mathrm{N}_{\mathrm{v}}$ and is to be added as an attribute to the voxel object. Finally, the set of voxels V can be reduced to the set of occupied voxels, i.e.,

$$
\begin{equation*}
\mathrm{V}=\left\{\mathrm{v} \in \mathrm{~V} \mid \mathrm{v} \cdot \mathrm{~N}_{\mathrm{v}} \neq \varnothing\right\} . \tag{1}
\end{equation*}
$$

Now, the closure of V forms the approximated $\mathcal{T}$-space.
Construction of the vertices of the $\mathfrak{G}_{k}$, i.e., $\mathfrak{V}_{k}$
Whereas the representation of the nodes in $\mathcal{C}$-space has a "nice" regular distribution, the distribution of the transformed nodes in $\mathcal{T}$-space is rather disarranged, for $\mathscr{K}$ is generally a nonlinear function. Moreover, the non-injective surjection of $\mathscr{K}$ transforms the nodes from "different neighbourhoods" of $\mathcal{C}$-space to the "same neighbourhood" (respectively, same spot) in $\mathcal{T}$-space. The concept behind the KG is to find these "clusters" based on information from both $\mathcal{C}$-space and $\mathcal{T}$-space and store them as the vertices of the $\mathfrak{G}_{\mathrm{k}}$, i.e., $\mathfrak{V}_{\mathrm{k}}$, and connect them to each other via information from $\mathcal{C}$-space and store the connectivity information as the edges of the $\mathfrak{G}_{\mathrm{k}}$, i.e., $\mathfrak{E}_{\mathrm{k}}$ ). First, we start with finding the clusters in each voxel. The procedure ConstructVertices in Algorithm 1 illustrates the logic of clustering. The logic is as follows: in each voxel ( $\mathcal{T}$-space information) find and cluster all the nodes that are continuously connected to each other in $\mathcal{C}$-space ( $\mathcal{C}$-space information), that is, you can traverse between them continuously in $\mathcal{C}$-space. The clustering of the samples from $\mathcal{C}$-space is valid, because (i) the joints of the robot are assumed to move continuously and (ii) KG is constructed a priori, hence the entire $\mathcal{C}$-space is assumed to be $\mathcal{C}_{\text {free }}$ (see Section 3.4 for performing collision avoidance in KG). To ease the bookkeeping of the clusters and later the procedure of finding edges between the clusters, we use an index $\mathrm{c}_{\mathrm{idx}}$ to be assigned to each cluster and to each node that belong to these clusters. Then, we iterate through the nodes of each voxel in the set $V$. This is elaborated in the second repeat loop in the procedure ConstructVertices in Algorithm 1. For each voxel, we initialise a cluster with $\varnothing$ and add the set $\left\{c_{i d x}\right.$, v.cent $\}$ to $i t$. Then, we draw/remove a random node from the voxel. This will be the initial stage of gathering the nodes in this cluster. This node is added to the cluster, along with all the $\mathcal{C}$-space neighbours of this node that also belong to v. $\mathrm{N}_{\mathrm{v}}$, to a temporary set called the open set O , of the nodes for clustering, i.e.,

$$
\begin{equation*}
\mathrm{O} \leftarrow \text { neighbours }(\mathrm{n}) \cap \text { v. } \mathrm{N}_{\mathrm{v}} . \tag{2}
\end{equation*}
$$

Then, we repeat the same process, but this time over the elements of O , while skipping the addition of the already existing nodes in this cluster, i.e.,

$$
\begin{equation*}
\mathrm{O} \leftarrow\left(\mathrm{O} \cup\left(\text { neighbours }(\mathrm{n}) \cap \text { v. } \mathrm{N}_{\mathrm{v}}\right)\right) \backslash \mathrm{C}, \tag{3}
\end{equation*}
$$

until there are no more neighbour nodes to be found in this voxel (see the third repeat loop in the procedure ConstructVertices in Algorithm 1). Note that the implementation of procedure ConstructVertices in Algorithm 1 is basically the breadth-first search (BFS), with the termination condition that the nodes should be neighbour of each other in the $\mathcal{C}$-space. Then, we add the cluster (which is a set of nodes on its own) to the set of $\mathfrak{V}_{\mathrm{k}}$ and repeat the process for the remaining nodes in the voxel, until it is empty. Then, we iterate over all voxels of V .

Observe the following important properties:

- The KG abstracts the samples from $\mathcal{C}$-space to the clusters of the samples from $\mathcal{C}$-space that reach the voxels in $\mathcal{T}$-space with different configurations;
- Each cluster belongs to merely one voxel in $\mathcal{T}$-space.

Note that the essential limitation of the sampling-based planning algorithm applies. Generally, the collisions can effectively be checked only for the available clusters
of the samples, and not for the path segments connecting them to each other. There are, however, effective methods developed to check the collision in path segments (see, e.g., [5], Section 5.3.4).

Construction of the edges of the $\mathfrak{G}_{\mathrm{k}}$, i.e., $\mathfrak{E}_{\mathrm{k}}$
The final step to be taken for construction of $\mathfrak{G}_{\mathrm{k}}$ is finding the connectivity between clusters and form the $\mathfrak{E}_{\mathrm{k}}$. The logic is illustrated in procedure ConstructKinematicGraph in Algorithm 1. The logic is as follows: for each cluster, find all the clusters in $\mathfrak{V}_{k}$ that contain at least one node that is a neighbour of a node in the cluster in $\mathcal{C}$-space ( $\mathcal{C}$-space information). This test can be performed easily using the index $\mathrm{c}_{\text {idx }}$ that has been stored in the clusters and nodes during the construction of the vertices. Thus, the neighbour clusters of a cluster are those that have an identical $c_{i d x}$ to the nodes in the clusters, i.e.,

$$
\begin{equation*}
\mathrm{C}^{\prime}=\mathrm{c} \in \mathfrak{V}_{\mathrm{k}}: \mathrm{c} \cdot \mathrm{c}_{\mathrm{idx}}=\mathrm{n} \cdot \mathrm{c}_{\mathrm{idx}} \tag{4}
\end{equation*}
$$

If this is a different cluster, add an edge to $\mathfrak{E}_{\mathrm{k}}$, connecting C and $\mathrm{C}^{\prime}$, while avoiding duplications (see procedure ConstructKinematicGraph in Algorithm 1, Line 38 f and function $\operatorname{addEdge}\left(\mathfrak{G}_{\mathrm{k}}, \mathfrak{e}\left(\mathrm{C}, \mathrm{C}^{\prime}\right)\right)$ in List 2). Iterate over the clusters of $\mathfrak{V}_{\mathrm{k}}$ and the nodes or neighbour nodes in the cluster returned by function neighbours(n) (see List 2).

## 3. Discussion

Evaluation of the kinematic graph will be performed in this section for both the KG on its own and the performance of the planned motion based on the path generated using the KG on planar and spatial mechanisms. The software was developed in Python using the graph-tool python library [40]. We determine what sort of cost and heuristic functions can be utilised based on the structure of the vertices and the edges of the $K G, \mathfrak{G}_{\mathrm{k}}\left(\mathfrak{V}_{\mathrm{k}}, \mathfrak{E}_{\mathrm{k}}\right)$.

### 3.1. Shape of the Kinematic Graph

The KG contains the information from both $\mathcal{C}$-space and $\mathcal{T}$-space, and thus can be plotted in both spaces. An exemplarily sketch of the KG is depicted in Figure 5 in Section 3.4. Figure 5a demonstrates the plot of the graph based on the average CARTESIAN coordinates of the $\mathrm{P}_{\mathrm{w}}$ in $\mathcal{T}$-space. To make the overlaying vertices $\mathfrak{V}_{\mathrm{k}}$ (clusters) visible, a small offset is imposed. Figure 5b demonstrates the KG in $\mathcal{C}$-space, which can also be interpreted as the "unfolded" version of the KG in $\mathcal{T}$-space. An overview of the colour coding related to the search algorithm is presented in Section 3.4.

### 3.2. Computational Complexity

Theoretical worst-time computational complexity, with the assumption that the algorithm has to explore the entire graph to find the optimal solution, of the search algorithms is $O\left(b^{d}\right)$. In this expression, $b$ is the branching factor and is determined by the average number of neighbours, or successors, of a vertex in the graph in which the search is performed, and $d$ is the solution depth, that is, the shortest path between the start and the goal vertices. This notation may seem to be not of much use though, except that, due to the exponential relation between $b$ and $d$, it is clear that solving problems with significant $b$ and $d$ values, as in the case of sampling-based planning algorithm for robotic manipulators with articulated arms, becomes computationally intangible. This fact is the most referenced barrier of utilisation of such algorithms for manipulation problems (see Section 1.1). This worst-time computational complexity provides us, however, with some intuition to evaluate the KG.

### 3.2.1. Branching Factor

Based on the MOORE neighbourhood strategy, the number of neighbours of a state in a two-dimensional (2D) problem, e.g., the positioning problem of a planar mechanism or a holonomic mobile robot, is eight. This is implied from the fact that the state of
each dimension can remain unchanged or can move in positive and negative directions (restrictions apply at the boundaries). Hence, the simple formula of

$$
\begin{equation*}
b=\mid \text { succ_states }\left.\right|^{\text {dim }}-1 \tag{5}
\end{equation*}
$$

where $\mid$ succ_states $\mid$ is the number of the successor states of each one-dimensional action that can be derived to evaluate the average number of neighbours of a state (for a 2D problem: $b=3^{2}-1=8$ ).

Obviously, the branching factor increases exponentially. For a three-dimensional (3D) problem, the branching factor will be $b=3^{3}-1=26$. In the case of 6D manipulation problems, the branching factor will be $b=3^{6}-1=726$. The essential effect of dividing the problem into positioning and orientation and applying the sampling-based planning algorithm for the positioning problem, can now be inferred.

### 3.2.2. Solution Depth

The significant reduction in the dimension of the problem based on the clustering can basically be deduced from Algorithm 1. In this Section, we attempt to present a quantification of this result. Let us consider a planar two-DoF mechanism. Although the topology of the $\mathcal{C}$-space of this mechanism is of non-EUCLIDEAN shape (it has the shape of a torus), it can be parametrised and represented as a 2D EUCLIDEAN space, with axes of $\theta_{1}$ and $\theta_{2}$. The construction of the KG can be regulated based on two parameters: $\mathcal{C}_{\text {res }}$ and $\mathcal{T}_{\text {res }}$. For the sake of simplicity, let us consider the same limits for the joints of the mechanism, $\left\{\theta_{1}, \theta_{2}\right\} \in\left\{[-\pi, \pi]^{\mathrm{T}},[-\pi, \pi]^{\mathrm{T}}\right\}$. A specific number of joint values $(|j v|)$ will be generated, based on deterministic regular discretisation of the joint range and $\mathcal{C}_{\text {res }}$. For instance, for $\mathcal{C}_{\text {res }}=\pi,|j v|_{\left\{\mathcal{C}_{\text {res }}=\pi\right\}}=3$. Let us consider three different $\mathcal{C}_{\text {res }}=2.0^{\circ}, 1.0^{\circ}$, and $0.5^{\circ}$. Then, $|j v|_{\left\{\mathcal{C}_{\text {res }}=2 . .^{\circ}\right\}}=181,|j v|_{\left\{\mathcal{C}_{\text {res }}=1 . .^{\circ}\right\}}=361$, and $|j v|_{\left\{\mathcal{C}_{\text {res }}=.5^{\circ}\right\}}=721$.

The first step of the construction of the $K G$ is generating a $\mathcal{C}$-space graph, $\mathfrak{G}_{\mathcal{C}}\left(\mathfrak{V}_{\mathcal{C}}, \mathfrak{E}_{\mathcal{C}}\right)$. Based on the Moore neighbourhood strategy, the number of vertices $\left(\left|\mathfrak{V}_{\mathcal{C}}\right|\right)$ and edges $\left(\left|\mathfrak{E}_{\mathcal{C}}\right|\right)$ of this graph can be computed as follows (note that this is physically an undirected graph) [41]:

$$
\begin{equation*}
\left|\mathfrak{V}_{\mathcal{C}}\right|=|j v|^{2}, \tag{6}
\end{equation*}
$$

and,

$$
\begin{equation*}
\left|\mathfrak{E}_{\mathcal{C}}\right|=4|j v|^{2}-6|j v|+2 . \tag{7}
\end{equation*}
$$

Thus, $\left|\mathfrak{V}_{\mathcal{C}}\right|_{\left\{\mathcal{C}_{\text {res }}=2 .{ }^{\circ}\right\}}=32,761,\left|\mathfrak{V}_{\mathcal{C}}\right|_{\left\{\mathcal{C}_{\text {res }}=1 .{ }^{\circ}\right\}}=130,321$, and $\left|\mathfrak{V}_{\mathcal{C}}\right|_{\left\{\mathcal{C}_{\text {res }}=.5^{\circ}\right\}}=519,841$. Also, $\left|\mathfrak{E}_{\mathcal{C}}\right|_{\left\{\mathcal{C}_{\text {res }}=2 . .^{\circ}\right\}}=129,960,\left|\mathfrak{E}_{\mathcal{C}}\right|_{\left\{\mathcal{C}_{\text {res }}=1 .{ }^{\circ}\right\}}=519,120$, and $\left|\mathfrak{E}_{\mathcal{C}}\right|_{\left\{\mathcal{C}_{\text {res }}=.5^{\circ}\right\}}=20,570,440$.

Now we continue to generate the $\mathfrak{G}_{\mathrm{k}}\left(\mathfrak{V}_{\mathrm{k}}, \mathfrak{E}_{\mathrm{k}}\right)$ by regulating the second parameter, $\mathcal{T}_{\text {res }}$. We consider four different $\mathcal{T}_{\text {res }}=0.1 \mathrm{~m}$ (coarse), $0.05 \mathrm{~m}, 0.03 \mathrm{~m}$, and 0.01 m (fine). The number of the vertices and edges, $\left|\mathfrak{V}_{\mathrm{k}}\right|$ and $\left|\mathfrak{E}_{\mathrm{k}}\right|$ respectively, generated via Algorithm 1 and the relation between the number of the dimensions of $\mathfrak{G}_{\mathrm{k}}$ and the underlying $\mathfrak{G}_{\mathcal{C}}$ are summarised in Table 1. For the examples in the following sections, the applied resolutions for contraction of the KG are $\mathcal{C}_{\text {res }}=1$. and $\mathcal{C}_{\text {res }}=0.05$.

For most (almost all well-determined) pairs of $\mathcal{C}_{\text {res }}$ and $\mathcal{T}_{\text {res }}$ the values of the third and fifth columns are rather small, suggesting that the $K G, \mathfrak{G}_{k}$, is much smaller than its underlying joint space graph, $\mathfrak{G}_{\mathcal{C}}$. This is, however, not a surprising result, and merely a quantification of the logic of construction of the KG. This also has a tremendous effect on the reduction in the storage size of the KG, enabling us to store more information, such as the ones that are necessary for direct collision checks in $\mathcal{T}$-space and hence preventing overhead computation time for calling $\mathscr{K}$ functions in online applications.

Table 1. Quantified evaluation of the size of the KG.

| $\mathcal{C}_{\text {res }} \mid \mathcal{T}_{\text {res }}$ | $\left\|\mathfrak{V}_{\mathbf{k}}\right\|$ | $\frac{\left\|\mathfrak{V}_{\mathbf{k}}\right\|}{\left\|\mathfrak{V}_{\mathcal{C}}\right\|}$ | $\left\|\mathfrak{E}_{\mathbf{k}}\right\|$ | $\frac{\left\|\mathfrak{E}_{\mathbf{k}}\right\|}{\left\|\mathfrak{E}_{\mathcal{C}}\right\|}$ |
| :---: | :---: | :---: | :---: | :---: |
| $2 . \mid 00.1$ | 581 | 0.0177 | 1745 | 0.0134 |
| $2 . \mid 0.05$ | 2441 | 0.0745 | 7289 | 0.0561 |
| $2 . \mid 0.03$ | 6579 | 0.2008 | 23,153 | 0.1782 |
| $2 . \mid 0.01$ | 30,561 | 0.9328 | 120,303 | 0.9257 |
| 1. $\mid 0.1$ | 601 | 0.0046 | 1760 | 0.0034 |
| $1 . \mid 0.05$ | 2389 | 0.0183 | 7134 | 0.0137 |
| 1. $\mid 0.03$ | 6534 | 0.0501 | 19,597 | 0.0377 |
| $1 . \mid 0.01$ | 64,348 | 0.4937 | 237,516 | 0.4575 |
| $0.5 \mid 0.1$ | 577 | 0.0011 | 1704 | $8.3 \mathrm{e}-5$ |
| $0.5 \mid 0.05$ | 2353 | 0.0045 | 7031 | 0.0003 |
| $0.5 \mid 0.03$ | 6510 | 0.0125 | 19,635 | 0.0009 |
| $0.5 \mid 0.01$ | 57,827 | 0.1112 | 183,843 | 0.0089 |

### 3.3. Cost and Heuristic Functions

To calculate the costs of the transitions between different states $C$ and $C^{\prime}$ (where $C^{\prime}$ is a successor of $C$, i.e., $C^{\prime} \in \operatorname{succ}(C)$ ) and the heuristic functions (which estimate the cost of the shortest path from each state to reach the goal), metric functions are to be determined (see Section 1.3.2) that are quantitatively dependent on the states themselves. Logically, the first pair of choices to be stored in each state are the averaged values of the CARTESIAN coordinates of the $\mathrm{P}_{\mathrm{w}}$

$$
\begin{equation*}
\mathrm{C} \cdot \mathrm{pos}=\overline{\mathrm{N}_{\mathrm{C}} \cdot \mathrm{pos}}, \tag{8}
\end{equation*}
$$

and joint states

$$
\begin{equation*}
\mathrm{C} \cdot q=\overline{q\left(\mathrm{~N}_{\mathrm{C}}\right)} \tag{9}
\end{equation*}
$$

Moreover, the average CARTESIAN coordinates of any critical point on the mechanism can also be stored, as an example of such, the CARTESIAN coordinates of the elbow of the articulated arm. This specific information will help twofold: (i) checking the collision states directly in $\mathcal{T}$-space (see Section 3.4) and (ii) determining the influence of the arm orientation during the planning for the orientation problem of the wrist.

The above local information can be utilised to determine the cost and heuristic functions based on different distance metrics, such as the EUCLIDEAN norm in the corresponding spaces. In addition to this local information, any other indicator based on kinetic, kinematic, or kinetostatic performance criteria can be stored in the KG to achieve a desired motion. It is important to note that the heuristic-based search algorithms require admissible and consistent heuristic functions. This is fulfilled when the amount of the heuristic function in each state does not overestimate the cost of the shortest path from each state to reach the goal and consequently amounts to zero at the goal state.

The commonly used evaluation criteria in the literature are predominantly devoted to the kinetostatic performance values, specifically the manipulability of the robotic manipulators (see, e.g., [30], Section 5.8). These criteria are fundamentally functions of the JACOBIAN matrix of the manipulators, $J$, and can generally be split into positional and orientational parts. The geometrical shape of these manipulabilities are ellipses (2D) or ellipsoids (3D). The direction and the length of the principal semi-axes of these ellipses/ellipsoids evaluate the quality of velocity transmission in the corresponding directions. Hence, this provides us with a good measurement for evaluate the distance to the singularities (where the area/volume vanishes) and the directions that lead to them. There can be different measures defined for quantifying the manipulability ellipsoids based on the singular values of
$\boldsymbol{J}$, i.e., the eigenvalues of $\boldsymbol{J} \boldsymbol{J}^{\mathrm{T}}$. The computationally favourable index is the area/volume of the ellipses/ellipsoids, which amounts to

$$
\begin{equation*}
\mu=\sqrt{\left|J J^{\mathrm{T}}\right|} \tag{10}
\end{equation*}
$$

where $|\bullet|$ refers to the determinant of the matrix $\bullet([14]$, Section 5.4). Henceforth, in the balance of this article we refer to this measure when the manipulability of mechanism is mentioned.

Based on different metrics that one may use in the planning process, distinct evolution of configurational motion is expected for the motions with similar start configurations to the goal posture of the end-effector. Furthermore, the computation time, i.e., the amount of the exploration of the search space to find the optimal motion, is primarily dependent on the selected criteria. Figure 2 demonstrate four different motions of a two-DoF planar mechanism with similar start configurations and the goal postures of the end-effector. The trace of the path of the end-effector $(\tau:[0,1] \rightarrow \mathcal{T})$ is demonstrated with solid lines evolving from green to grey. Obviously, these heuristic function fulfil the conditions of the admissibility of the heuristic functions for the heuristic-based search algorithms in the corresponding spaces in which they are defined.


Figure 2. The motion of a two-DoF planar mechanism. (a) Cost and heuristic functions: distance in $\mathcal{T}$-space. (b) Cost and heuristic functions: distance in $\mathcal{C}$-space. (c,d) Cost and heuristic functions: combination of the distance in $\mathcal{T}$-space and the linear manipulability of the mechanism.

When the costs and heuristic functions are set to be the distances in $\mathcal{C}$-space, merely $8.36 \%$ of the search space is explored. This amount rises to $17.34 \%$ for the case of $\mathcal{T}$-space exploration. It should be noted that, as mentioned in Section 1.1, it is desired not to call on the IK. However, this is necessary to be able to calculate the $\mathcal{C}$-based heuristics in this
scenario. Here, in this example and the example shown in Figures 4b and 6b, we use the $\mathcal{C}$-based heuristics just for demonstrative purposes. Nevertheless, it is observable in the literature that these heuristics has been utilised often. This is not of a great importance in practical scenarios, however, because the KG enables us to use powerful heuristics based on $\mathcal{T}$-space and other performance criteria of the mechanisms.

Now, let us consider a combinatorial pair of costs and heuristics: distance travelled in $\mathcal{T}$-space and the manipulability of the mechanism. Here, special attention should be devoted to this combination. The main task of the heuristic function is guiding the search towards the goal posture of the end-effector, where the function's value is zero. This seems to be trivial in the context of heuristic functions that are a function of the distances travelled in $\mathcal{C}$-space and $\mathcal{T}$-space: the functions sink towards the goals, and the distance yet to be travelled to reach the goal at the goal posture of the end-effector is zero. The distributions of the manipulability in $\mathcal{T}$-space are, however, geometrically in hyperbolic shapes of different dimensions. Hence, a simple distance function leads the search either to the portions of the $\mathcal{T}$-space with higher manipulabilities or even to singularities. Nonetheless, a combination is very beneficial. For instance, we can exploit the distance function in $\mathcal{T}$ space to provide information on the direction of the exploration towards the goal and ensure the admissibility of the heuristic function and a reformed manipulability function to guide the search towards the portions of the $\mathcal{T}$-space with higher manipulabilities. Examples of such are

$$
\begin{equation*}
\mathscr{C}\left(C, C^{\prime}\right)=\left\|C \cdot p o s-C^{\prime} \cdot \operatorname{pos}\right\|_{2}^{2}\left(\mu_{\max }-\mu\left(C^{\prime} \cdot q\right)\right) \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathscr{H}(\mathrm{C})=\left\|\mathrm{P}_{\mathrm{w} g \cdot} \cdot \operatorname{pos}-\mathrm{C} \cdot \operatorname{pos}\right\|_{2}^{2}\left(\mu_{\max }-\mu(\mathrm{C} \cdot \boldsymbol{q})\right) \tag{12}
\end{equation*}
$$

with $\mathrm{P}_{\mathrm{w} g}$. pos and $\|\bullet\|_{2}$ representing the goal postures of the points $\mathrm{P}_{\mathrm{w}}$ and $l_{2}$ EUCLIDEAN norm, respectively. Alternatively, the inverse of the maximum manipulability (of course not at and near the configuration singularities) can be used. The flow of the heuristic for the combinatorial case of Figure 2d is illustrated in Figure 3. The arrows and the dotted line on the diagrams show, qualitatively sketched, the path of the end-effector (in the $\mathcal{C}$-space and the $\mathcal{T}$-space, respectively) that the planner outputs. Note that the amount of heuristic at the goal posture of the end-effector is equal to zero. In this case, $20.91 \%$ of the search space was explored. Qualitatively, however, this motion is the most "natural" motion generated amongst the previous motions.


Figure 3. The flow of heuristic as combination of distance in $\mathcal{T}$-space and linear manipulability of two-DoF mechanism. (a) $\mathcal{T}$-space representation. (b) $\mathcal{C}$-space representation.

### 3.4. Collision Avoidance

In the conventional approaches of sampling-based planning algorithm, explicit transformations of the obstacles from $\mathcal{O}$-space to $\mathcal{C}$-space are not performed. Instead, Boolean checks should be conducted to examine whether a specific configuration causes any collision in $\mathcal{O}$-space. Hence, a call to $\mathscr{K}$ is inevitable. Geometrical relations are followed to determine the spatial occupation of the bodies of the mechanism.

When planning using the KG, we are able to store the necessary information of critical points of the mechanism (see Section 3.3). The construction of the KG is conducted a priori, and thus, in online applications the BOOLEAN collision checks reduce to the geometrical calculations to determine the spatial occupation of the mechanism that can be directly performed in $\mathcal{O}$-space. Therefore, planning using KG outperforms conventional planning in $\mathcal{C}$-space in terms of computational efficiency for collision detection in online singlequery applications.

Figure 4 demonstrates cases where there is a $\mathcal{O}$-space obstacle in the $\mathcal{T}$-space of the mechanism. For this scenario, it is not possible to plan a feasible motion using purely the $\mathcal{T}$-space information. The meaning of the colours are the same as those in Section 3.3.


Figure 4. The motions of two-DoF planar mechanism in presence of a $\mathcal{O}$-space obstacle; (a) Cost and heuristic functions: distance in $\mathcal{T}$-space. (b) Cost and heuristic functions: distance in $\mathcal{C}$-space. (c,d) Cost and heuristic functions: combination of the distance in $\mathcal{T}$-space and the linear manipulability of the mechanism.

To provide the reader with a better intuition on the KG and the result of the search, Figure 5 details the results of the plan of Figure 4d. In this demonstration, the obstacle is mapped entirely into the KG, and the collision check does not follow the instruction described above for online single-query applications. The black vertices are those that cause collision with obstacles, the green vertices are those that are expanded during the search,
and the yellow vertices are those that are met (are in priority queue) but not expanded. The paths are shown in red.


Figure 5. Demonstration of the complete $K G \mathfrak{G}_{\mathrm{k}}\left(\mathfrak{V}_{\mathrm{k}}, \mathfrak{E}_{\mathrm{k}}\right)$, involving search results for the example of Figure 4 d . (a) Demonstration of the $K G$ in $\mathcal{T}$-space (for the vertices with the same CARTESIAN coordinate a small offset is imposed to avoid complete overlap). (b) Demonstration of the KG in $\mathcal{C}$-space.

Close investigation of these figures reveal the properties of the KG detailed in the balance of this article. As an example, observe the vertices with the same $\mathcal{T}$-space CARTESIAN coordinate (i.e., the overlay in $\mathcal{T}$-space), of which some may cause collision (with configurational interpretation of "elbow-down" in this case) and some may lie on the path (with configurational interpretation of "elbow-up" in this case).

### 3.5. Limitation of Kinematic Graph

### 3.5.1. "Holes" in the Kinematic Graph

The construction of the KG is subject to the regulation of two parameters: $\mathcal{C}_{\text {res }}$ and $\mathcal{T}_{\text {res }}$ Whereas $\mathcal{C}_{\text {res }}$ determines with which and how many, if any, configurations the structure reaches the spatial regions of the $\mathcal{T}$-space, $\mathcal{T}_{\text {res }}$ determines the size of the clusters. If there are no configurations that reach a specific segment of the $\mathcal{T}$-space where voxels are generated based on $\mathcal{T}_{\text {res, }}$ these voxels remain empty, which results in generation of "holes" in the $\mathcal{T}$-space representation of the KG. This phenomenon occurs basically when the $\mathcal{C}$-space is sampled "coarsely" and the $\mathcal{T}$-space is sampled "finely". This can lead to a problem where no start index can be found in the KG in the case that the point $\mathrm{P}_{\mathrm{w}}$ lies on a "hole" at the start configuration of the mechanism because this voxel does not belong to the approximated $\mathcal{T}$-space, i.e., no index $\mathrm{c}_{\mathrm{idx}}$ can be found to start the search.

### 3.5.2. Sparsity in Configuration Space

A feasible path is the one that can be traced by the mechanism, that is, the one that takes the physical limitation of the actuators of the mechanism into consideration. The path planner, hence, should generate paths that correspond to configurational executable motions of the mechanism from the start configuration to the goal posture of the end-effector. Due to the clustering process, the $\mathcal{C}$-space representation of the KG can be sparse in the vicinity of the configuration singularities of the mechanism. This phenomenon can be comprehended by inspection of Figure 5b. The reason for this phenomenon is the small change in the position of point $\mathrm{P}_{\mathrm{w}}$ in the $\mathcal{C}$-space in the vicinity of the singularities. As the clustering was performed based on the movements encoded in the $\mathcal{T}$-space, if a path traverses in the vicinity of a configuration singularity, or passes through it, moving from one
cluster to the next, it demands large steps in the $\mathcal{C}$-space. This may lead to violation of the physical limitation of the actuators of the mechanism. It is worthwhile to mention that this is an essential limitation due to the configuration singularity of the mechanism and can be mitigated by performing interpolation on the generated path segments in post-processing steps. Besides that, collision avoidance in the path segments should be given due attention (see, e.g., [5], Section 5.3.4).

### 3.5.3. Completeness

The method developed in this article is primarily suitable for the positioning problem of robotic manipulators. The consideration of the problem as a decentralised problem for positioning and orientation is given, based on the discussions of Section 1.1. As discussed in Section 3.2.1, this has a significant effect on the simplification of the problem. However, when solving the problem for the whole manipulator (regional and local structure), the completeness of the algorithm can be guaranteed merely for the positioning problem. This is, however, a theoretical limitation, and not a practical one [20].

## 4. Applications

Application of the KG will be extended in this section to the more practical cases of robotic manipulators, specifically the ones introduces in Section 1.3. We mention different practical issues that the reader may face during the implementation of the KG and convey the experienced best practices to facilitate the implementation of KG.

### 4.1. Implementation for Spatial Robotic Manipulators

Let us start with examples that demonstrate the application of the KG for spatial manipulators. For the examples in this section, we again consider the same cost and heuristic functions introduced in Section 3.3.

In the examples, we simulate a relatively cluttered environment to challenge the search algorithm (see Figure 6a). The meaning of the colours are the same as those in Section 3.3. A quick comparison of the results of these experiments reveal some similarities with those demonstrated in Figure 2. For instance, when the costs and heuristics are set to be the minimum distance travelled in $\mathcal{C}$-space, the manipulator tends to move across the borders of its $\mathcal{O}$-space, minimizing the movements in $\mathcal{C}$-space while sacrificing the manipulability. The behaviour in the case of minimum distance travelled in $\mathcal{T}$-space is also comparable to that of the 2D scenario, moving in the vicinity of the base of the manipulator. Additionally, the combination of cost and heuristic functions based on $\mathcal{T}$-space information and manipulability of the manipulator results in the most "natural" and "predictable" behaviour of the manipulator.

### 4.2. Best Practices for Implementation of the Kinematic Graph

### 4.2.1. Finding the Start Index in the Kinematic Graph

In the initial configuration $\left(\boldsymbol{q}_{i}\right)$, the CARTESIAN position of point $\mathrm{P}_{\mathrm{w}}$ may not be of much use to determine the start index in KG, as there may be several vertices (clusters) at the same position (due to reachability of the position with several configurations). In this case, the start index $c_{i d x}$ is the answer to the optimisation function

$$
\begin{equation*}
c_{\mathrm{idx}}=\underset{\mathrm{c}_{\mathrm{idx}}}{\arg \min }\left(\boldsymbol{q}_{i}-\mathrm{C} . \boldsymbol{q}\right) . \tag{13}
\end{equation*}
$$

### 4.2.2. Finding the Goal Vertex When Planning in Configuration Space

If the CARTESIAN posture of the goal ( $\mathrm{P}_{\mathrm{w} g}$.pos) is determined in $\mathcal{T}$-space but the attempt is to plan a path in the $\mathcal{C}$-space, the voxel v in which the goal posture finds itself can be found via

$$
\begin{equation*}
\| \mathrm{P}_{\mathrm{w} g} \cdot \text { pos }-\mathrm{v.cent} \|_{\infty} \leq \frac{\mathcal{T}_{\text {res }}}{2} \tag{14}
\end{equation*}
$$

The vertices with the same v.cent are the potential goal vertices in the KG, and the one with the least EUCLIDEAN norm of the distance from $\boldsymbol{q}_{i}$ to C. $\boldsymbol{q}$ (minimal geodesic on $\mathcal{C}$ ) is the actual goal vertex in the $\mathcal{C}$-space, if the minimal geodesic is collision-free. This may be helpful when the calculation of heuristic functions from $\mathcal{C}$-space is desirable.


Figure 6. Examples of implementation of the sampling-based planning algorithm for the spatial robotic manipulator IGOR. (a) The oblique view of the experimental set up. (b) Cost and heuristic functions: distance in $\mathcal{C}$-space. Amount of exploration: $22.66 \%$ of the KG (the output path of the $\mathrm{P}_{\mathrm{w}}$ in the $\mathcal{T}$-space is shown in Figure (a) in dark green). (c) Cost and heuristic functions: distance in $\mathcal{T}$-space. Amount of exploration: $4.69 \%$ of the KG (the output path of the $\mathrm{P}_{\mathrm{w}}$ in the $\mathcal{T}$-space is shown in Figure (a) in light green); (d) Combination of distance in $\mathcal{T}$-space and linear manipulabilities of the mechanism based on (12). Amount of exploration: $11.3 \%$ of the KG (the output path of the $\mathrm{P}_{\mathrm{w}}$ in the $\mathcal{T}$-space is shown in Figure (a) in orange).

### 4.2.3. Defining the Stop Criteria When Planning Explicitly in Task Space

The planning procedure returns a path when some condition at the goal posture of the end-effector is satisfied. If the goal posture is explicitly given as $\mathrm{P}_{\mathrm{w} g} \cdot \mathrm{pos}$, then the computation of the path is concluded when

$$
\begin{equation*}
\| \text { C.v.cent }-\mathrm{P}_{\mathrm{w} g} \cdot \operatorname{pos} \|_{2}^{2} \leq \delta \tag{15}
\end{equation*}
$$

with $\delta$ being a small positional tolerance. This is the case for the mechanisms designed for positioning tasks.

### 4.2.4. Defining the Stop Criteria When Planning Implicitly in Task Space

When the goal posture is not given explicitly but the complete posture of the endeffector is, then two conditions should be satisfied:

- The position of the end-effector (ee.pos) should be reachable from $\mathrm{P}_{\mathrm{w} g}$.pos, i.e., ee.pos should be on the surface of the sphere/torus-shaped manifold covering point $\mathrm{P}_{\mathrm{w}}$;
- The collision of the wrist with the articulated arm should be addressed. This check can be performed using the position of the elbow.


### 4.2.5. Reaching the Goal

When the goal posture of the manipulator is given explicitly in the $\mathcal{T}$-space, it is not likely that the $P_{\mathrm{w} g}$.pos coincides with a vertex of the KG. Nevertheless, the output can be considered as a "perfect" initial guess for the numerical solution of the goal posture. A better practice is, however, using kinematic control loops (see, e.g., [15]). This is done by feeding the post processed path from the sampling-based planning algorithm with the KG by combining it with the motion plan of the wrist into the kinematic control loop.

## 5. Conclusions

In this article, we have presented a detailed introduction to the structure of novel graph dubbed Kinematic Graph KG. We have analysed the performance of the KG and have shown that the KG holds the premises arisen from the motivation of developing it, including, but not limited to, the following:

- Any path that is generated using the KG is guaranteed to correspond to a feasible motion that is kinematically and configurationally feasible for the robotic manipulator to execute (however, the issues of collision avoidance in path segments should be considered). That is, planning using the KG is not affected by the hindrances due to the non-injective surjection of the forward kinematics function for mechanisms with open-chain topology, such as robotic manipulators with articulated arms;
- Using the KG, it is possible to effectively employ sampling-based planning algorithm for robotic manipulators, i.e., the problem of higher dimensions;
- Using the KG, it is possible to employ cost and heuristic functions for heuristic search algorithms from the combination of the information from $\mathcal{C}$-space and $\mathcal{T}$-space of the robotic manipulators.
Up to now, we have employed cost and heuristic functions based on the distances in EUCLIDEAN spaces of $\mathcal{C}$-space representation and $\mathcal{T}$-space. In our future research, we will attempt to integrate the costs and heuristics based on kinetic and potential energy in sampling-based planning algorithm using KG.
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## Nomenclature

The following list of symbols is used in this manuscript:

| Symbol | Description |
| :--- | :--- |
| $\mathcal{C}$ | Configuration space |
| $\mathcal{C}_{\text {free }}$ | Free $\mathcal{C}, \mathcal{C}_{\text {free }} \triangleq \mathcal{C} \backslash \mathcal{C}_{\text {obs }}$ |
| $\mathcal{C}_{\text {res }}$ | Sampling resolution of $\mathcal{C}$ |
| cent | Centroid of the voxel in $\mathcal{O}$ |
| C | Cluster of nodes in voxel |
| $\mathrm{c}_{\text {idx }}$ | Index of a cluster |
| c | A cluster in the set of the cluster objects |
| $\mathscr{C}$ | The amount of the cost function |
| $\mathfrak{e}$ | An edge of a graph |
| $\mathfrak{E}$ | The edges of a graph |
| $\mathfrak{E}_{\mathrm{k}}$ | The edges of the Kinematic Graph |
| $\mathfrak{G}$ | A graph |
| $\mathfrak{G}_{\mathrm{k}}$ | The Kinematic Graph |
| $\mathscr{H}$ | The amount of the heuristic function |
| $\mathscr{K}$ | Forward kinematics $(\mathscr{K}: \mathcal{C} \rightarrow \mathcal{T})$ |
| $\mu$ | Linear manipulability |
| N | Set of node objects |
| n | A node $\in \mathrm{N}$ |
| $\mathrm{n}_{\text {idx }}$ | Index of a node |
| $\mathrm{N}_{\mathrm{C}}$ | Set of nodes in a cluster C |
| O | Open set of nodes for clustering |
| $\mathrm{P}_{\mathrm{w}}$ | The centre point of the wrist |
| pos | CARTESIAN coordinate of the node in $\mathcal{O}$-space |
| $\boldsymbol{q}$ | Generalized coordinates of $\mathcal{C}$ |
| r | Reach of the point $P_{\mathrm{w}}$ |
| $\mathbb{R}$ | Field of real numbers |
| $\mathcal{T}$ | Task space |
| $\mathcal{T}_{\text {res }}$ | Sampling resolution of $\mathcal{T}$ |
| $\mathfrak{v}$ | A vertex of a graph |
| $\mathfrak{V}$ | The vertices of a graph |
| $\mathfrak{V}_{\mathrm{k}}$ | The vertices of the Kinematic Graph |
| V | Set of voxel objects |
| v | A voxel $\in \mathrm{V}$ |
| $\mathrm{v} \cdot \mathrm{N}_{\mathrm{v}}$ | Set of nodes in a voxel v |
| $\mathcal{O}$ | Environment (World) |
|  |  |
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#### Abstract

In the fields of control engineering and robotics, either the Lagrange or Newton-Euler method is generally used to analyze and design systems using equations of motion. Although the Lagrange method can obtain analytical solutions, it is difficult to handle in multi-degree-of-freedom systems because the computational complexity increases explosively as the number of degrees of freedom increases. Conversely, the Newton-Euler method requires less computation even for multi-degree-of-freedom systems, but it cannot obtain an analytical solution. Therefore, we propose a partial Lagrange method that can handle the Lagrange equation efficiently even for multi-degree-of-freedom systems by using a divide-and-conquer approach. The proposed method can easily handle system extensions and system reconstructions, such as changes to intermediate links, for multi-degree-offreedom serial link manipulators. In addition, the proposed method facilitates the derivation of the equations of motion-by-hand calculations, and when combined with an analysis algorithm using automatic differentiation, it can easily realize motion analysis and control the simulation of multi-degree-of-freedom models. Using multiple pendulums as examples, we confirm the effectiveness of system expansion and system reconstruction with the partial Lagrangians. The derivation of their equations of motion and the results of motion analysis by simulation and motion control experiments are presented. The system extensions and reconstructions proposed herein can be used simultaneously with conventional analytical methods, allowing manual derivations of equations of motion and numerical computer simulations to be performed more efficiently.


Keywords: Lagrange equation; automatic differentiation; divide-and-conquer approach

## 1. Introduction

In dynamics, the Newton-Euler and Lagrange methods are well known for formulating and calculating the equations of motion and used for different purposes [1-4]. The Newton-Euler method is a computational procedure that can be used in multi-degree-offreedom (DoF) models with the systematic algorithm for one DoF at a time [5-7]. Therefore, it is a suitable method for obtaining numerical solutions, but not for analytical solutions. Conversely, the Lagrange method is a formulation procedure that yields analytical solutions that can be understood as physically meaningful terms. However, the amount of computation is enormous when analyzing multi-DoF systems. Therefore, it is generally used for the analysis of systems with fewer DoF.

Numerical solutions that can be computed with the Newton-Euler method are useful for implementing equipment that uses equations of motion, such as real-time feedback control of power assistance in human-machine coordination systems in the field of robotics $[8,9]$. However, when designing algorithms or conducting theoretical analysis of systems, the meaning of each physical term in the analytical solution obtained by the Lagrange method is extremely important. For example, it is used in the behavior analysis
and control of walking robots and drones [10-13]. We use these methods for different applications. In our past research, we used the Lagrange method for the analysis of human body motion modeled in four DoF and the design of control systems [14-16]. We also used the Newton-Euler method to analyze the dynamics of a 7-link (21-DoF) spinal column model for a wearable system [17,18].

A major problem with the Lagrange method is that the amount of computation increases explosively when the number of DoF increases, and the results become complicated. While computer algebra systems can be used to perform large-scale system analysis, manual calculations are extremely difficult to handle even with four DoF, and calculation errors are likely to occur. Because the equations of motion with multi-DoF are extremely complex, many techniques to generate them automatically by computer have been studied. In fact, the equations of motion for the robot arm can be obtained with mathematical processing software, such as Mathematica's Robotica [19] or MatLab's TMTDyn [20], and calculations such as the TMT method are used to optimize the computer calculations [21]. However, the results of large systems collectively are very complex and not reusable.

Therefore, we propose to solve this problem by introducing a partial Lagrangian and postural operator. The partial Lagrangian uses the divide-and-conquer approach [22,23] to divide the equations of motion, which become complex when the number of DoF increases, into the smallest units. The use of the partial Lagrangian reduces the computational load because the terms in the equations of motion for increasing DoF can be treated independently. In other words, a similar process of division can be performed for each DoF, and the results integrated to obtain an exact analytical solution. This has two advantages. First, when the system is extended or reconstructed, only the affected part of the system needs to be calculated, making this analysis method flexible in terms of system configuration. The second advantage is that the modularization of the calculation unit minimizes the burden of obtaining the equations of motion by manual calculation. The modularized calculation is also compatible with computer processing because it involves iterative calculations and the final integration of similar processes.

Studies analyzing multibody dynamics using the divide-and-conquer algorithm (DCA) include the generalized DCA [24], DCAe [25], and a study of sensitivity analysis using DCA [26]. The generalized DCA is an extension method of the DCA for modeling constrained multibody systems, the DCAe is a reconstruction of DCA for efficient handling of multibody dynamics, and the sensitivity analysis using DCA treats the DCA as a critical tool for efficient analysis of multibody dynamics. All of these are based on dividing the generalized force in a binary tree and applying the divide-and-conquer method. Therefore, mechanical constraints are important in all of these studies. In other past studies, such as those mentioned above, no method has focused on Lagrangian dividing. Since the proposed method applies to the Lagrangian (energy), which is abstract, it can be applied to any system that can be described by a Lagrangian that is linearly independent.

Recursive algorithms, such as an algorithm applying the Gibbs-Appel equation [27] and the harmony search algorithm [28], are also known to be very effective for complex systems, such as parallel robots. Our approach differs from recursive algorithms in that it exploits the linear independence of the Lagrangian for partitioning and reuse of computed results. As a benefit of partitioning, we can derive analytical solutions and gain computational efficiencies in computerized numerical solutions. Therefore, the final result of the proposed method is completely equal to the usual Lagrangian method and can be used without the need for a recursive algorithm.

We propose a numerical analysis method based on automatic differentiation as the optimal analysis method for the partial Lagrangian. Automatic differentiation is a method used for training neural networks [29-34] We also confirm that the proposed partial Lagrangian and automatic differentiation can be used to simulate multi-linked manipulators easily and that the system can be easily extended and reconstructed.

## 2. Methods

### 2.1. Partial Lagrangian

This section provides an overview of the partial Lagrangian. Specific examples are given in the next section. The usual Lagrangian requires the total kinetic and potential energy of the system, so the term explodes with increasing DoF. There is a known efficient method of recursive computation using the linear independence of the Lagrangian [35,36]. We extend this idea and consider how to design a more efficient system using the divide-and-conquer approach by organizing it in units of the partial Lagrangian.

First, the Lagrangian $\mathcal{L}$ of the $n$-DoF system is the difference between the total kinetic energy $K$ and the total potential energy $P$, as follows

$$
\begin{equation*}
\mathcal{L}=K-P \tag{1}
\end{equation*}
$$

Here, if we decompose each type of energy into DoF using the distributive property, we can transform it as follows.

$$
\begin{equation*}
\mathcal{L}=\sum_{i=1}^{n} K_{i}-\sum_{i=1}^{n} P_{i}=\sum_{i=1}^{n}\left(K_{i}-P_{i}\right)=\sum_{i=1}^{n} \mathcal{L}_{i} \tag{2}
\end{equation*}
$$

This $\mathcal{L}_{i}$ is defined as a partial Lagrangian. The subscript $i$ denotes the division into partial Lagrangians. An $n$-DOF system will have $n$ partial Lagrangians, corresponding to each DoF as $i=1,2, \cdots, n$. Since the Lagrangian $\mathcal{L}$ is linearly independent, the partial Lagrangian $\mathcal{L}_{i}$ for the $i$-th DoF consists of the partial kinetic energy $K_{i}$ and the partial potential energy $P_{i}$.

Considering the generalized coordinate $q_{k}$, the equation of motion with the Lagrangian is as follows:

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial}{\partial \dot{q}_{k}} \mathcal{L}\right)-\frac{\partial}{\partial q_{k}} \mathcal{L}=\tau_{k} \tag{3}
\end{equation*}
$$

where the subscript $k$ represents the $k$-th equation of motion and $k \leq n$ for the $n$-DoF system. $\tau_{k}$ represents the generalized force of $k$-th DoF since the above equation is the usual Lagrangian equation of motion. For simplicity, let the differential operator on the left-hand side be defined formally as $D_{k}=\frac{d}{d t} \frac{\partial}{\partial \dot{q}_{k}}-\frac{\partial}{\partial q_{k}}$. In other words, the equation of motion for the $k$-th $\operatorname{DoF}$ is $D_{k} \mathcal{L}=\tau_{k}$.

Here, considering the partial Lagrangian $\mathcal{L}_{i}$,

$$
\begin{equation*}
D_{k} \mathcal{L}=D_{k} \sum_{i=1}^{n} \mathcal{L}_{i}=\sum_{i=1}^{n}\left(D_{k} \mathcal{L}_{i}\right)=\sum_{i=1}^{n} \tau_{k i} \tag{4}
\end{equation*}
$$

because the order of the sum and derivative can be exchanged using term-wise differentiation. This $\tau_{k i}$ is defined as the partial generalized force.

Now consider the components of $\mathcal{L}$. If $i \geq k, \mathcal{L}_{k}$ contains $q_{i}$, but if $i<k, \mathcal{L}_{k}$ does not contain $q_{i}$. Therefore, the partial generalized force $D_{k} \mathcal{L}_{i}$ is as follows.

$$
D_{k} \mathcal{L}_{i}=\left\{\begin{array}{cl}
\tau_{k i} & (i \geq k)  \tag{5}\\
0 & (i<k)
\end{array}\right.
$$

This can be summarized as shown in Table 1. Looking at this table, the equation of motion $D_{k} \mathcal{L}=\tau_{k}$ using the Lagrangian method corresponds to calculating all of the entries in row k simultaneously. Therefore, the calculation explodes as the number of DoF increases. However, the partial Lagrangian $D_{k} \mathcal{L}_{i}=\tau_{k i}$ is equivalent to splitting this calculation and performing the calculation with respect to $\mathcal{L}_{i}$. In other words, the analysis is column-wise. Therefore, the final equivalent analytical solution is obtained by summing, but it can be computed by dividing the solution in order, starting from $i=1$.

In addition, the calculation results of $\mathcal{L}_{(i-1)}$ can be diverted for the calculation of $\mathcal{L}_{i}$, thus reducing the amount of the calculation. Furthermore, in the case of the Lagrangian equation $D_{k} \mathcal{L}=\tau_{k}$, if the robot's link is extended or the number of DoF is changed after the analytical solution is obtained, all calculations must be redone. Conversely, when the partial Lagrangian is used, the calculation is independent for each DoF, so the results of the root side calculation can be reused. Therefore, by managing the system in units of partial Lagrangian modules, system extensions, and changes can be handled in a prepared manner.

For example, to extend the system, simply add a new term regarding $\mathcal{L}_{(n+1)}$ as follows, and the summing part can be reused.

$$
\begin{align*}
\text { Current system: } \tau_{k} & =\sum_{i=1}^{n} D_{k} \mathcal{L}_{i}  \tag{6}\\
& \downarrow \\
\text { Extended system: } \tau_{k \text {, new }} & =\underbrace{\sum_{i=1}^{n} D_{k} \mathcal{L}_{i}}_{\text {Reusable term }}+\underbrace{D_{k} \mathcal{L}_{(n+1)}}_{\text {New term by the extension }} \tag{7}
\end{align*}
$$

In addition, system changes can be realized in the same way.

$$
\begin{gather*}
\text { Current system: } \tau_{k}=\sum_{i=1}^{n} D_{k} \mathcal{L}_{i, \text { old }}=\sum_{i=1}^{n-1} D_{k} \mathcal{L}_{i}+D_{k} \mathcal{L}_{n, \text { old }}  \tag{8}\\
\\
\downarrow  \tag{9}\\
\text { Changed system: } \tau_{k, \text { new }}=\sum_{i=1}^{n} D_{k} \mathcal{L}_{i, \text { new }}=\underbrace{\sum_{i=1}^{n-1} D_{k} \mathcal{L}_{i}}_{\text {Reusable term }}+\underbrace{D_{k} \mathcal{L}_{n, \text { new }}}_{\text {Replaced term }}
\end{gather*}
$$

Table 1. Partial Lagrangian vs. Lagrange method.

|  | Partial Lagrangian |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathcal{L}_{1}$ | $\mathcal{L}_{2}$ | $\mathcal{L}_{3}$ | $\ldots$ | $\mathcal{L}_{i}$ | $\ldots$ | $\mathcal{L}_{n}$ | $\xrightarrow{\Sigma}$ | Lagrange Method |
| $D_{1}$ | $\tau_{11}$ | $\tau_{12}$ | $\tau_{13}$ | $\cdots$ | $\tau_{1 i}$ | $\cdots$ | $\tau_{1 n}$ | $\rightarrow$ | $\mathcal{L}$ |
| $D_{2}$ | 0 | $\tau_{22}$ | $\tau_{23}$ | $\cdots$ | $\tau_{2 i}$ | $\cdots$ | $\tau_{2 n}$ | $\rightarrow$ | $\tau_{1}$ |
| $D_{3}$ | 0 | 0 | $\tau_{33}$ | $\cdots$ | $\tau_{3 i}$ | $\cdots$ | $\tau_{3 n}$ | $\rightarrow$ | $\tau_{2}$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\ddots$ | $\vdots$ |  | $\vdots$ | $\vdots$ | $\tau_{3}$ |
| $D_{k}$ | 0 | 0 | 0 | $\cdots$ | $\tau_{k i}$ | $\cdots$ | $\tau_{k n}$ | $\rightarrow$ | $\vdots$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |  | $\vdots$ | $\ddots$ | $\vdots$ | $\vdots$ | $\tau_{k}$ |
| $D_{n}$ | 0 | 0 | 0 | $\cdots$ | 0 | $\cdots$ | $\tau_{n n}$ | $\rightarrow$ | $\vdots$ |

In summary, when the partial Lagrangian is generalized to $n$ DoF, the following procedure can be used to calculate the partition.

1. Dynamics: Differentiation of state variables as physical constraints.
2. Kinematics: Position $p_{i}$ and velocity $\dot{p}_{i}$ as geometric constraints.
3. Partial Lagrangian.
(a) Quadratic form: calculate $\boldsymbol{p}_{i}^{T} \boldsymbol{p}_{i}$ and $\dot{\boldsymbol{p}}_{i}^{T} \dot{\boldsymbol{p}}_{i}$ to find the energies. Calculate the partial energies: $K_{i}$ and $P_{i}$.
(b) Compute the partial Lagrangian: $\mathcal{L}_{i}$.
4. Find the partial generalized force: $D_{k} \mathcal{L}_{i}=\tau_{k i}$. If it is a multi-degree-of-freedom system, find the sum $\tau_{k}=\sum_{i=1}^{n} \tau_{k i}$.

This calculation procedure is performed in order from the smallest to the largest value of $i$, and finally, the equation of motion can be derived by computing the sum. Therefore, the complex multi-DoF Lagrangian equations can be obtained with relative ease using a divide-and-conquer approach. Censoring in the middle is equivalent to the equation of motion for a short robot arm, and it is also easy to add $i=n+1$ later.

### 2.2. Postural Operator for Hand Calculations

By using the partial Lagrangian, the Lagrangian is divided and treated independently with respect to each DoF. In this subsection, we define a posture operator for more efficient computations when dealing with partial Lagrangians. Let the attitude operator in the planar coordinates be a vector of length 1 , such that

$$
\boldsymbol{e}_{\theta}=\left[\begin{array}{c}
\cos \theta  \tag{10}\\
\sin \theta
\end{array}\right]
$$

This has the following trivial properties:

- Cancellation: $\boldsymbol{e}_{\theta}^{T} \boldsymbol{e}_{\theta}=1$
- Interference: $\boldsymbol{e}_{\theta_{12}}^{T} \boldsymbol{e}_{\theta_{1}}=\boldsymbol{e}_{12}^{T} \boldsymbol{e}_{1}=\cos \theta_{2}$
- Derivative: $\frac{d}{d t} e_{\theta}=\left\{\begin{array}{cl}\dot{\theta} e_{\theta+\frac{\pi}{2}}=\dot{\theta} \boldsymbol{e}_{\theta}^{\prime} & \text { if } \theta=\theta(t) \\ 0 & \text { if } \theta=\text { const. }\end{array}\right.$
where $\theta_{12}=\theta_{1}+\theta_{2}$ and $\boldsymbol{e}_{\theta_{i}}=\boldsymbol{e}_{i}$ for notational simplicity. The phase difference of $+\frac{\pi}{2}$ is defined as $\boldsymbol{e}_{\theta+\frac{\pi}{2}}=\boldsymbol{e}_{\theta}^{\prime}$.

This is similar to the stationary phasor [37-39] in electrical engineering, which uses a polar form to improve the perspective of the formula expansion. Here, we treat it as a vector rather than a complex form. This also makes it intuitively consistent with the orthogonal form expression expansion. The description of motion in a two-dimensional plane is simplified by using the above properties. In the three-dimensional case, a similar argument can be made using a versor [40-43] with a magnitude of 1 as a rotation by quaternions or using a rotation matrix [44]. We deal with the two-dimensional case because time is used as the third axis for the visualization of the simulation results.

### 2.3. System Analysis Using Automatic Differentiation for Numerical Calculation

Next, we consider the numerical analysis using the partial Lagrangian. The advantage of the partial Lagrangian is that extensions and reconstructions of the system can easily be realized by splitting the Lagrangian. If the equations are transformed to the form of linear differential equations for each DoF for dynamics analysis, this is equivalent to the usual Lagrangian and loses the advantage of the split calculation.

An analytical method that can directly handle $D_{k} \mathcal{L}_{i}=\tau_{i} k$, which is a formal description using the partial Lagrangian, is desirable. Therefore, we use an analysis method that applies automatic differentiation. The solution of the equation of motion by the partial Lagrangian is obtained by generating a computational graph by automatic differentiation and performing a gradient calculation using the balance of the partial differential equation as a constraint. Applications to the analysis of partial differential equations other than neural networks are used in the fields of rigorous simulations, such as the finite element method analysis [45,46], dynamics calculations [47,48], and electronic circuit analysis [49-51].

An example of dynamics computed by automatic differentiation is shown in Appendix A. As indicated in the function in the Appendix, the program for generating a graph of differential equation calculations for automatic differentiation is written in the following flow.

1. Dynamics: The time evolution of the state variable is registered in the calculation graph as a constraint.
2. Kinematics: Register a geometric constraint on a calculation graph.
3. Register a partial Lagrangian in the computed graph
4. Register the partial generalized force, and if it is a multi-DoF, find the sum for each DoF.
5. Backpropagate and find the coefficients as the gradient of the state variable.

This can be described in exactly the same flow as the calculation algorithm for the partial Lagrangian method presented in Section 2.1. Therefore, by using automatic differentiation and calculating dynamics by the partial Lagrangian method, the calculation of the equations of motion can be realized using a divide-and-conquer approach. In addition, each calculation is divided and modularized, allowing the system to be reconstructed instantly.

## 3. Results

We present some examples and simulations to confirm the effect of the partial Lagrangian. For simplicity, we assume an n-link manipulator moving on a plane and describe it using the postural operator. Although the pendulum model is assumed for the simplicity of explanation, rigid body links can be treated in the same way as long as the Lagrangian is a linear sum. The link parameter for link i has a link length of $l_{i}$, mass $m_{i}$, and stiffness $k_{i}=0$. The link length is read as the total length when dealing with connections between links or the length to the center of gravity when dealing with the center of gravity, as appropriate.

### 3.1. Example of 1-DoF: Effect of Postural Operator

In the case of one $\operatorname{DoF}, \tau_{11}=D_{1} \mathcal{L}_{1}=D_{1} \mathcal{L}=\tau_{1}$; thus, the partial Lagrangian result is exactly equal to the usual Lagrangian method. Here, we use the single pendulum [52] as an example of a rotational joint. This calculation is very simple, but to confirm the effect of the postural operator and the flow of the partial Lagrangian processing, we show it in detail as an example.

First, as a geometric constraint, the link end position and its velocity are as follows from the kinematics.

$$
\begin{align*}
& p_{1}=l_{1} e_{1}  \tag{11}\\
& \dot{p}_{1}=l_{1} \frac{d}{d t} e_{1}=l_{1} \dot{\theta}_{1} e_{1}^{\prime} \tag{12}
\end{align*}
$$

These quadratic forms are then obtained as inner products.

$$
\begin{align*}
& \boldsymbol{p}_{1}^{T} \boldsymbol{p}_{1}=l_{1}^{2} \underbrace{}_{\substack{\text { cancellation }} \boldsymbol{e}_{1}^{T} \boldsymbol{e}_{1}}=l_{1}^{2}  \tag{13}\\
& \dot{\boldsymbol{p}}_{1}^{T} \dot{\boldsymbol{p}}_{1}=l_{1}^{2} \dot{\theta}_{1}^{2} \underbrace{\boldsymbol{e}_{1}^{\prime T} \boldsymbol{e}_{1}^{\prime}}_{\text {cancellation }}=l_{1}^{2} \dot{\theta}_{1}^{2} \tag{14}
\end{align*}
$$

From these, the kinetic energy $K$ and potential energy $P$ can be calculated as follows.

$$
\begin{align*}
K_{1} & =\frac{1}{2} m_{1} \dot{\boldsymbol{p}}_{1}^{T} \dot{\boldsymbol{p}}_{1}=\frac{1}{2} m_{1} l_{1}^{2} \dot{\theta}_{1}^{2}  \tag{15}\\
P_{1} & =\frac{1}{2} k_{1} \boldsymbol{p}_{1}^{T} \boldsymbol{p}_{1}+m_{1} g y_{1}=m_{1} g \sin \theta_{1} . \tag{16}
\end{align*}
$$

The partial Lagrangian calculated using these is $\mathcal{L}_{1}=K_{1}-P_{1}=\mathcal{L}$. Therefore, its equation of motion can be obtained as $\tau_{11}=D_{1} \mathcal{L}_{1}=D 1 \mathcal{L}=\tau_{1}$. This should be equivalent to the equation of motion for an inverted pendulum in a general textbook.

To confirm this, we analyze the behavior of the equations of motion using automatic differentiation. For one link, the analysis can be performed using the sample of automatic differentiation shown in Appendix A. The link parameters are $m_{1}=3, k_{1}=0, l_{1}=2$, with an appropriate damping term $d_{1}=1$ to make the behavior easier to understand. The results are shown in Figure 1a. Posture control can also be simulated simply by writing a control input to the generalized forces of the equations of motion in the calculation graph. The results of the proportional-derivative (PD) control with a target angle of $110^{\circ}$ are shown in

Figure 1b. The PD gains were set to low values ( $K_{p 1}=200$ and $K_{d 1}=50$, respectively) to make the behavior easy to understand.

The results show how to calculate the partial Lagrangian by hand for the simplest case and analyze it by automatic differentiation. This is the minimum unit of the divide-andconquer approach for the Lagrangian, and from the next section, we will confirm that this procedure can be repeated according to Table 1 to obtain the desired equations of motion.

(a)

(b)

Figure 1. Motion analysis of the 1-link system using automatic differentiation. (a) Damping oscillation; (b) PD control.

### 3.2. Example of 2-DoF: Effect of Divide-and-Conquer by Partial Lagrangian

In the previous chapter, we confirmed the reduction in computational complexity due to the postural operator $e_{\theta}$ on a 1-DoF example. Next, we will use a 2-DoF example to confirm this effect. According to Table 1, only $\tau_{12}$ and $\tau_{22}$ need to be added. As a simple example, we consider a double pendulum [53,54], which extends the 1-DoF example.

The same procedure as for the 1-DoF is used to obtain the partial Lagrangian $\mathcal{L}_{2}$.
First, the geometric constraints are as follows.

$$
\begin{align*}
& p_{2}=p_{1}+l_{2} e_{12}=l_{1} e_{1}+\underbrace{l_{2} e_{12}}_{\text {new information }}  \tag{17}\\
& \dot{p}_{2}=\dot{p}_{1}+l_{2} \frac{d}{d t} \boldsymbol{e}_{12}=l_{1} \dot{\theta}_{1} e_{1}^{\prime}+\underbrace{l_{2} \dot{\theta}_{12} e_{12}^{\prime}}_{\text {new information }}
\end{align*}
$$

Then, their quadratic forms are

$$
\begin{align*}
\boldsymbol{p}_{2}^{T} \boldsymbol{p}_{2} & =l_{1}^{2} \underbrace{e_{1}^{T} \boldsymbol{e}_{1}}_{\text {cancellation }}+l_{2}^{2} \underbrace{\boldsymbol{e}_{12}^{T} \boldsymbol{e}_{12}}_{\text {cancellation }}+l_{1} l_{2} \underbrace{e_{1}^{T} e_{12}}_{\text {interference }} \\
& =l_{1}^{2}+l_{2}^{2}+l_{1} l_{2} \cos \theta_{2}  \tag{19}\\
\dot{p}_{2}^{T} \dot{p}_{2} & =l_{1}^{2} \dot{\theta}_{1}^{2} \underbrace{\boldsymbol{e}_{1}^{\prime T} \boldsymbol{e}_{1}^{\prime}}_{\text {cancellation }}+l_{2}^{2} \dot{\theta}_{12}^{2} \underbrace{e_{12}^{\prime T} \boldsymbol{e}_{12}^{\prime}}_{\text {cancellation }}+l_{1} l_{2} \dot{\theta}_{1} \dot{\theta}_{12} \underbrace{e_{1}^{\prime T} \boldsymbol{e}_{12}^{\prime}}_{\text {interference }} \\
& =l_{1}^{2} \dot{\theta}_{1}^{2}+l_{2}^{2} \dot{\theta}_{12}^{2}+l_{1} l_{2} \dot{\theta}_{1} \dot{\theta}_{12} \cos \theta_{2} . \tag{20}
\end{align*}
$$

The kinetic and potential energies consisting of the link parameters for $i=2$ are

$$
\begin{align*}
K_{2} & =\frac{1}{2} m_{2} \dot{p}_{2}^{T} \dot{p}_{2}  \tag{21}\\
P_{2} & =\frac{1}{2} k_{2} \boldsymbol{p}_{2}^{T} \boldsymbol{p}_{2}+m_{2} g y_{2} \tag{22}
\end{align*}
$$

Since this partial Lagrangian is $\mathcal{L}_{2}=K_{2}-P_{2}$, the equations of motion are

$$
\begin{align*}
& \tau_{1}=\tau_{11}+\tau_{12}=\tau_{11}+D_{1} \mathcal{L}_{2}  \tag{23}\\
& \tau_{2}=\quad \tau_{22}=D_{2} \mathcal{L}_{2} \tag{24}
\end{align*}
$$

also using the result of $\tau_{11}$ with one DoF. In other words, the calculation was reduced by one previous result, $\tau_{11}$, in finding the equations of motion for two DoF. To obtain the equation of motion for $n$ DoF, only the $n$ columns of Table 1 must be calculated, and the calculations from columns 1 to $n-1$ are unnecessary because they can be reused. References $[53,54]$ show that the equation of motion of a double pendulum is complicated to be solved during the process if it is obtained by the usual Lagrangian method; however, it can be described in a simple manner by the partial Lagrangian method. This simplifies the calculation even for an increased DoF and prevents calculation mistakes in manual calculations.

We confirm that this result is correct by simulation with automatic differentiation. The simulation can take full advantage of the divide-and-conquer effect of the partial Lagrangian. In the example program shown in Appendix A (Listing A1), to obtain $\mathcal{L}_{2}$, only two lines of the geometric constraint need to be rewritten according to the system. Therefore, the idea of division of the process in the partial Lagrangian corresponds to the program, and the same calculation results obtained using the complicated equations of motion can also be obtained as an iteration of this module.

The results of the 2-DoF example are shown in Figure 2a as damped oscillations and that of adding the PD control to the joints are shown in Figure 2b. The link parameters are $m_{1}=3, k_{1}=0, l_{1}=2, d_{1}=1$ for the first joint and $m_{2}=1, k_{2}=0, l_{2}=1, d_{2}=1$ for the second. Target values of $\theta_{1 \text { ref }}=80^{\circ}$ and $\theta_{2 \text { ref }}=30^{\circ}$ were used for PD control, and its gains are $K_{p 1}=100, K_{p 2}=50, K_{d 1}=50$, and $K_{d 2}=20$. It can be shown that the desired behavior can be analyzed even in the case of multi-DoF.

(a)

(b)

Figure 2. Motion analysis of a two-link system using automatic differentiation. (a) Damping oscillation; (b) PD control.

### 3.3. Example of 3-DoF and Changing System Construction

First, we show an example of a triple pendulum [55,56] that extends the 2-DOF example. Then, we look at the system reconstruction with partial Lagrangian when the second link is changed from a rotational joint to a linear motion joint. The calculation of $\mathcal{L}_{3}$ is an iteration of Equations (8)-(17) and is abbreviated here. The required equations of motion are as follows.

$$
\begin{array}{lrr}
\tau_{1}= & \tau_{11}+\tau_{12}+\tau_{13} & =\tau_{11}+\tau_{12}+D_{1} \mathcal{L}_{3} \\
\tau_{2}= & \tau_{22}+\tau_{23} & \tau_{22}+D_{2} \mathcal{L}_{3} \\
\tau_{3}= & \tau_{33} & D_{3} \mathcal{L}_{3} \tag{27}
\end{array}
$$

Since the only new term that needs to be calculated is the term related to $\mathcal{L}_{3}$, we can extend the link easily even by hand calculation, by using the postural operator as in the case up to the 2-DoF example. References $[55,56]$ show that the Lagrangian becomes very complex with three DoF; thus, this approach has the advantage of performing the partitioning calculation with the partial Lagrangian.

This behavior is confirmed by simulation with automatic differentiation. The results of the damped oscillation are shown in Figure 3a, and the results with the PD control are shown in Figure 3b. The target angles for PD control are $\theta_{1 \text { ref }}=125^{\circ}, \theta_{2 \text { ref }}=-30^{\circ}$, and $\theta_{3 r e f}=-30^{\circ}$, and its gains are $K_{p 1}=1000, K_{p 2}=1000, K_{p 3}=500, K_{d 1}=200, K_{d 2}=200$, and $K_{d 3}=100$. As with the 2-DoF case, this simulation can be handled simply by modifying two lines of the geometric constraint for $\mathcal{L}_{3}$; thus, the implementation cost is very small.


Figure 3. Motion analysis of the 3-link system using automatic differentiation. (a) Damping oscillation; (b) PD control.

Next, as an example of system reconstruction, a simulation of a system in which the second link is changed to a linear joint is shown in Figure 4a,b. The second link is controlled to shorten its length by the PID control, and the other joints are the damped vibrations. The initial length of the second link is $l_{2}=1$ and its target length is $l_{2 \text { ref }}=0.1$. The results show that the desired behavior can be achieved even when the intermediate link is changed as an example of the system reconstruction. As mentioned above, in the automatic differentiation program, the simulation can be realized merely by rewriting the time-varying parameters of the geometric constraint.

(a)

(b)

Figure 4. System reconstruction example (link 2 is changed from rotational joint to linear slider). (a) Side view; (b) Front view.

## 4. Discussion

In this section, we discuss the advantages of the proposed partial Lagrangian. As mentioned above, the purpose of the usual Lagrangian is to derive an analytical solution; thus, its application to multiple degrees of freedom is difficult. However, by dividing it into partial Lagrangians, it can be handled relatively easily even with multiple degrees of freedom, and can be used to compute numerical solutions. In this section, we discuss computational complexity and scalability by considering extensions up to 10 links, as shown in Figure 5.


Figure 5. Experimental results of a large-scale model using the partial Lagrangian . (a) Damping oscillation by the $10-\mathrm{DoF}$ pendulum; (b) computational cost of automatic differentiation (all simulations were performed by Intel Core i5-10400 CPU @2.90 GHz).

### 4.1. Computational Advantages of Partial Lagrangian

The usual Lagrangian is generally difficult to use with the multi-DoF system because the number of terms explodes with increasing degrees of freedom. The partial Lagrangian uses the divide-and-conquer approach to divide the computation of the Lagrange equation into its smallest module, $D_{k} \mathcal{L}_{i}=\tau_{i k}$. This makes it relatively easy to obtain an exact analytical solution eventually by repeating the same simple procedure, even if the number of DoF is increased.

We consider the advantages of the partial Lagrangian from two perspectives: the derivation of the equations of motion by hand calculations and computer simulations.

First, for manual calculations, the introduction of the postural operator together with the partial Lagrangian simplifies the calculation with respect to rotational joints and significantly reduces the number of calculations compared to those that would otherwise be required. In addition, divide-and-conquer by the partial Lagrangian prevents calculation errors due to manual calculations because the number of calculations is small for each module.

Second, for computer simulations, the gradient calculation of the calculation graph by automatic differentiation was used as an efficient method to process the formal description of the divide-and-conquer approach by the partial Lagrangian, $D_{k} \mathcal{L}_{i}=\tau_{i k}$. Automatic differentiation is a different method of analysis from mathematical and numerical differentiation. Automatic differentiation can solve the inefficiency of mathematical differentiation and the accuracy problem of numerical differentiation. It is compatible with partial Lagrangians because it can describe partial differential equations directly and perform the calculation of the balance. The partial Lagrangian allows for efficient simulation by iterating the modularized process through automatic differentiation and integrating it at the necessary stages.

As an example of this, a simulation in which the model is extended to 10 links is shown in Figure 5a. Here, we consider Figure 5b as an efficiency improvement by dividing it into partial Lagrangians. By dividing, computers can compute independent components
using multi-threading. The order of computational amount of $n$-DoF without dividing can be estimated as the number of terms as follows. The $\mathcal{O}$ means Landau symbol.

$$
\begin{equation*}
\underbrace{\frac{1}{2}\left(n^{2}+n\right)}_{\text {Number of all } \tau_{k i}} \times \underbrace{\left(n^{2}+2 n\right)}_{\text {Number of terms in } \tau_{k i}}=\mathcal{O}\left(n^{4}\right) \tag{28}
\end{equation*}
$$

The fact that the computational cost is $\mathcal{O}\left(n^{4}\right)$ in the analysis of general dynamics is stated in the reference [26] and supports this result.

On the contrary, using partial Lagrangian, the generation of the computational graph and the gradient calculation (i.e., torque calculation) with multi-threading is shown below.

$$
\underbrace{n}_{\begin{array}{c}
\text { Max number of dividing }  \tag{29}\\
\text { into partial Lagrangian }
\end{array}} \times \underbrace{\left(n^{2}+2 n\right)}_{\text {Number of terms in } \tau_{k i}}=\mathcal{O}\left(n^{3}\right)
$$

As shown above, the division into partial Lagrangians allows the linearly independent parts to be computed in parallel, lowering the order of computation from $\mathcal{O}\left(n^{4}\right)$ to $\mathcal{O}\left(n^{3}\right)$. These computational amounts are consistent with the results of the actual simulation shown in Figure 5b.

### 4.2. Application of Partial Lagrangian as an Extension or Restructuring of the System

Another advantage of the partial Lagrangian is that it can handle system extensions and reconstructions in units of divided modules. This is due to the linear independence of each column of Table 1. The pendulum examples shown in Section 3 show the flow of the system extension from one to three DoF. The system extended to 10-DoF to evaluate the computational amount in the previous section is an extension of the 3DoF model with additional link parameters, all computed with the same partial Lagrangian module.

With the partial Lagrangian, the calculations required for energy and partial derivatives are about half of those of the usual Lagrangian. This makes it easier to handle the multi-DoF system than the usual Lagrangian, but the difficulty increases with the DoF number. Moreover, if the middle link is changed, it is necessary to go back that far in Table 1. However, in the case of simulation with automatic differentiation, energy calculation and partial differentiation are performed automatically, so system reconstruction, such as the intermediate link changes, can be performed merely by rewriting the geometric constraint part. Therefore, similar to the conclusion of the computational advantage, the divide-and-conquer approach using the partial Lagrangian and module-by-module processing using an automatic differentiation algorithm allows for the easy dynamics analysis of complicated systems and their configuration changes with only a formal description of the partial Lagrangian.

## 5. Conclusions

We proposed the partial Lagrangian to handle the Lagrange equation efficiently using a divide-and-conquer approach. The partial Lagrangian makes it possible to handle extensions and reconstructions of the system easily to obtain analytical solutions, which was not previously possible. In addition, the introduction of the postural operator together with the partial Lagrangian facilitates the derivation of the equations of motion by hand calculation. The division of computations by the partial Lagrangian and reduction of computational complexity by the postural operator reduce the computational cost of manual calculations of energy and partial derivatives, even with multi-DoF.

Furthermore, we proposed a numerical method of computing the partial Lagrangian using automatic differentiation for simulation. Since automatic differentiation calculates the energy and partial derivatives, it is compatible with the partial Lagrangian formal description, and the system designer needs only to describe the geometric constraints to analyze the motion using the partial Lagrangian's divide-and-conquer approach.

We confirmed that the division into partial Lagrangians allows us to take advantage of multi-threading, reducing the computational complexity that normally requires $\mathcal{O}\left(n^{4}\right)$ to $\mathcal{O}\left(n^{3}\right)$. Even when extended to the multi-DoF system, the numerical solution can be obtained efficiently by repeatedly calling the partial Lagrangian module. As an example of a multi-DoF, we confirmed its effectiveness with a $10-\mathrm{DoF}$ pendulum model.

By replacing or combining the proposed method with conventional systems, the system extensions and simulations can be realized more efficiently than previously possible in the field of design and control using analytical solutions of the conventional equations of motion. However, because the partial Lagrangian uses the linear independence of each DoF to split its computation, the split may not work well if its assumptions change. Several recent studies have shown that recursive algorithmic solutions are also effective in parallellinked systems $[27,28]$. Therefore, our future work will include applications to systems other than the serial link manipulators treated in this study, such as closed-link systems and parallel-link systems.
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## Appendix A. A Sample Analysis of Partial Lagrangian Using Automatic Differentiation

A sample analysis of an edited differential equation with automatic differentiation is shown below. We begin with a sample program for the case of one degree of freedom, implemented using PyTorch [57]. In item 0, we first define the constraints for each state variable and time evolution on the computational graph. In item 1, define the geometric constraints for each system. This is the only part that needs to be rewritten when the system changes. In item 2, the partial Lagrangian is defined on the computational graph. The equations of motion with friction are used here to make the behavior easier to understand in the sample graph. In item 3, the constraints of the equations of motion are defined on the computational graph as edited differential equations using partial Lagrangians. Item 4 performs the backpropagation of the computed graph. In item 5, finally, the dynamicsaware inertia term $I$ is obtained as a coefficient of $\ddot{\theta}$ : acc, and the state variables updated by backpropagation are stored as internal variables.

As a precaution, since the Lagrangian is an edited differential equation, the Lagrangian must be registered in the computational graph as functions of $\theta, \omega$, and $t$. Therefore, the time evolution constraint is written in the program so that the variable theta is a function of omega and dt.

The computational graph generated by this sample is shown in Figure A1. In practice, programmers can analyze partial differential equations automatically without dealing directly with this complex graph, but only by writing algorithms similar to the sample code.


Figure A1. Example of a generated calculation graph of a partial Lagrangian (reading downward: forward calculations as inverse dynamics; reading upward: backward calculations as dynamics).

Listing A1. Example of the partial Lagrangian module.

```
# O. State variables and their constraints of time evolution for AD
(_theta,_omega,_acc) = state
acc = torch.tensor(_acc, requires_grad=True)
omega = torch.tensor(_omega, requires_grad=True) + acc * self.dt
theta = torch.tensor(_theta, requires_grad=True) + omega *self.dt
# 1. Geometric constraints and their derivatives
x = self.1 * torch.cos(theta)
y = self.1 * torch.sin(theta)
dx = torch.autograd.grad(x, self.dt, create_graph=True)
dy = torch.autograd.grad(y,self.dt, create_graph=True)
# 2. (Partial) Lagrangian with friction
K = 0.5*self.m * (dx[0]**2+dy[0]**2)
P}=0.5*\mathrm{ self.k * (x**2+y**2) + self.m*9.8*y
R = 0.5*self.c * (dx[0]**2+dy[0]**2)
L = K-P
# 3. Lagrange Equation of Motion
dLdth = torch.autograd.grad(L, theta, create_graph=True)
dLdomega = torch.autograd.grad(L, omega, create_graph=True)
dLdt = torch.autograd.grad(dLdomega, self.dt, create_graph=True)
dRddth = torch.autograd.grad(R, omega, create_graph=True)
Iacc = dLdth[0] - dRddth[0]
T = dLdt[0] - Iacc # balance
# 4. Backpropagation
T.backward(retain_graph=True)
# 5. Convert force to acc
I = acc.grad
acc = float(Iacc/I)
omega += acc * self.dt
state = (theta, omega, acc)
return state
```
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#### Abstract

Recent technological advances enable gripper-equipped robots to perform many tasks traditionally associated with the human hand, allowing the use of grippers in a wide range of applications. Depending on the application, an ideal gripper design should be affordable, energyefficient, and adaptable to many situations. However, regardless of the number of grippers available on the market, there are still many tasks that are difficult for grippers to perform, which indicates the demand and room for new designs to compete with the human hand. Thus, this paper provides a comprehensive review of robotic arm grippers to identify the benefits and drawbacks of various gripper designs. The research compares gripper designs by considering the actuation mechanism, degrees of freedom, grasping capabilities with multiple objects, and applications, concluding which should be the gripper design with the broader set of capabilities.
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## 1. Introduction

The ability to grip and manipulate objects has been central to the advancement of robots [1-10]. Manufacturers can use end-effector tooling for picking, placing, and packing objects using advances in gripper technology to reap the benefits of precision, performance, and productivity [11]. Grippers are classified depending on their design, how they are powered, and their application. For example, when considering industrial grippers, one of the simplest designs is the parallel motion two-jaw gripper, commonly used to lift objects [12-15]. Several other design types include the O-ring gripper [16], and the needle gripper [17]. Industrial grippers can be hydraulic, pneumatic, or electric, depending on the application requirements $[2,18,19]$. However, although the number of grippers currently available on the market has been increasing over the years, this does not change the fact that there are still many complex tasks that robots cannot accomplish.

A limitation of robotic grippers occurs when holding fragile objects with the correct force [3,6,8-10]. For example, a gripper handling fruit or food must grasp the fruit firmly enough so it will not slip out of their grasp but be gentle so the fruit will not get damaged, while human fingers are soft and can conform to objects, this is not inherent in a robotic gripper, typically made of metal or other materials with a hard surface. To mitigate this issue, designers developed grippers with softer materials, allowing robotic grippers to handle fragile objects, creating the subject of soft robotics. Soft robotics is a sub-field of robotics that features robots made with soft materials similar to living organisms, such
as an octopus' tentacles or a human's fleshy finger. Recent advancements in soft robotics allow robots to overcome traditional challenges and expand into new fields [20,21].

Another challenge for gripper design is dexterity. Many traditional gripper designs have two or three fingers made of rigid material. Even though they can do pick and place tasks effectively, they are not suited to more complex manipulation activities [22,23]. For the design to be functional and successful, it needs to generate complex geometries, mechanically adapt to the shape of an object, specialize in grasping and manipulating with ultra-sensitive touch sensors, and have a low impact energy to achieve close resemblance to a human hand [24].

This article explores grippers' most recent industrial and research designs to answer the question: What gripper design can handle most objects independently of their fragility, shape, and weight? Thus, we classified the grippers considering the type of mechanical design, number of degree of freedom (DOF), the type of actuation, and the form of the grasping objects, concentrating our study on analyzing which gripper yields the best handling capabilities.

The article is organized as follows: Section 2 presents the classification of grippers based on their degrees of freedom and design, focusing on the advantages and limitations of each gripper design. Section 3 shows the organization of the grippers considering their grasping capability in terms of the size, the shape, and the material of the handled object. Section 4 presents the conclusions. Finally, the Appendix A presents the methodology for selecting and organizing the articles for review.

## 2. Design Configurations for Robotic Arm Grippers

To understand how grippers are designed, first understand how humans interact with, hold, and move objects during daily activities. A Max Planck Institute for Intelligent Systems study trained computers to understand, model, and synthesize human grasping [25]. The analysis of the study includes complex 3D object shapes, detailed contact information, hand pose and shape, and 3D body motion. Similar analyses were conducted in [26,27], in which the types of grips used were classified based on the type of object, its shape, and its weight. Figure 1 shows different grasping types. According to what was previously stated, gripping modes are also classified based on the object's shape, dividing them into three broad categories [28], which are shown in Figure 2: parallel or flat gripping mode, cylindrical gripping mode, and spherical gripping mode [29]. Other categories derived from these three, such as Tip mode, Hooke mode, and Lateral mode, are presented as subsets of the main categories. Lateral mode, for example, is a subset of parallel mode in which the object's thickness is hundreds of times less than its perpendicular area. Based on the mobility of the robotic grippers, exists three main categories that classify the design of the grippers: Completely constrained, underconstrained, and deformable. Inside those categories, there are various subdivisions based on the actuation mechanisms, as presented in Table 1. This study reviews each group of robot arm grippers, focusing on the advantages and disadvantages of each classification.


Figure 1. Categorization of grasping considering the required power and precision for different object shapes and wrap types.


Figure 2. Generalized classification of gripping modes based on the object shapes.

Table 1. Categories of robotic grippers based on design configurations and actuation mechanism.

| Completely constrained | Compliant mechanism | Cable driven | [6] |
| :---: | :---: | :---: | :---: |
|  |  | linear actuator | [1,30-32] |
|  | Rigid links | Linear actuator | [33-35] |
|  |  | Rotary actuator | [36-38] |
|  |  | Cable driven | [4,39,40] |
|  |  | Electromagnet | [41,42] |
| Underconstrained | Compliant mechanism | unspecified | [43] |
|  |  | Cable driven | [14,44] |
|  |  | Rotary actuator | [45] |
|  |  | Linear actuator | [46] |
|  |  | Piezo actuator | [47,48] |
|  | Rigid links | Linear actuator | [15,49,50] |
|  |  | Rotary actuator | [10,51-54] |
|  |  | Cable driven | [5,9,12,13,55-62] |
|  |  | Pneumatic actuation | [63] |
| Deformable | Single mass gripper | Vacuum | [2,11,64] |
|  |  | Cable driven | [8,65,66] |
|  | single mass finger | Pneumatic/Hydraulic actuation | [7,67-73] |
|  |  | Dielectric elastomer (DE) actuator | [74] |
|  |  | Linear actuator | [75] |
|  | Square continuum robot | Cable driven | [76] |

### 2.1. Completely Constrained Gripper Mechanism

Completely constrained finger mechanisms are devices with a DOF equivalent to their number of actuators, which allows the trajectory of the tip of the finger to follow a predefined path. Note that the number of DOF is computed using the Gruebler-Kutzbach [77] equation presented below:

$$
\begin{equation*}
M=3 L-2 J \tag{1}
\end{equation*}
$$

where $M$ is the total DOF; $L$ is the number of links, and $J$ is the number of joints. Then, consider the completely constrained mechanism presented in Figure 3, with three links ( $L_{i}$ ) and four joints $\left(j_{i}\right)$; applying Equation (1), the total number of DOF is one. Thus, this robot only needs one actuator to generate motion. This property permits the device to generate high output torque, allowing the gripper to hold heavy-weight objects [30,35]. Most of these devices use 1 DOF to control the motion of the gripper, which limits the complexity of the items that the gripper can handle [33]. To solve this issue, researchers have included more DOF in the grippers to enhance their ability to handle complex objects at the expense of their output torque [37]. Based on their design, completely constrained finger mechanisms have two classifications: compliant mechanisms and rigid links.


Figure 3. Comparison of a fully constrained mechanism with an underconstrained mechanism.

### 2.1.1. Compliant Mechanism

A compliant mechanism is a flexible mechanism that transmits force and motion through elastic deformations. Compliant mechanisms have a reduced number of moving parts which makes them light. Besides, friction impacts compliant mechanisms more than rigid links because they require fewer assembly parts. Moreover, the fewer assembly parts reduce undesirable nonlinear effects like backlash and noise on compliant mechanisms. Compliant mechanisms are usually of 3D printed materials, reducing their manufacturing cost. However, since the links are flexible, their considerably weaker than rigid links, reducing the output torque capabilities [78]. A usual design strategy for compliant mechanisms is topological optimization as proposed in [6] for a gripper of 3-flexible fingers. The principal purpose of the optimization was to facilitate the modeling of interactions between the gripper and the objects. Figure 4 presents the stages of optimization for the gripper design. The optimization model considers the loading pressure and traction frictions for this case to obtain the objective function. The obtained device uses pulleys and cables for actuation.

Another example of a compliant mechanism is used for each finger of a 3-finger flexible gripper in [1]. The finger mechanism performs linear motions as presented in Figure 5. The finger mechanism was fabricated with a thermoplastic elastomer (TPE) and was optimized for interactions with unpredictable environments and to handle delicate objects of different sizes. Additionally, the gripper mechanism has only one linear actuator to actuate the three fingers simultaneously, which generates the same displacement on each finger.

## Optimization Stages:



Figure 4. Topological optimization stages of the finger compliant mechanism. Reprinted with permission from ref. [6]. Copyright 2018 IEEE.


Figure 5. Flexible finger performing linear motion. Reprinted with permission from ref. [1]. Copyright 2020 IEEE.

A similar design was proposed in [30], focusing on the optimal design of a 3D-printed constant force-compliant finger. This finger mechanism uses a force regulation strategy for high-speed handling of fragile objects. Details of the regulation strategy are presented in [31]. Figure 6 shows the gripper actuation system, including the jaw and the FRM. The gripper mechanism uses pneumatic actuation and has two complaint mechanisms acting as springs.


Figure 6. Actuation system of a gripper including the jaw and FRM. Reprinted with permission from ref. [31]. Copyright 2018 IEEE.

Other grippers integrate sensors in the design of the compliant gripper, as in [32]. This compliant gripper uses an integrated position and grasping/interaction force sensor for automated micro-assembly tasks. However, the integrated sensor limits the workspace
to 2.2 mm with a grasping force of 16 mN . Although, this may not be an impending feature for the particular application of this gripper. Figure 7 presents the complaint mechanism with the integrated position and force sensors and a piezoresistive strain gauge for controlling the end-effector. This gripper mechanism also uses finite elements topological optimization. The author compared the results from the optimization with an experimental setup, validating the feasibility of this procedure.


Figure 7. Structure of the complaint mechanism with integrated sensors. Reprinted with permission from ref. [32]. Copyright 2017 IEEE.

### 2.1.2. Rigid Links

Opposite to compliant mechanisms, rigid links can generate a high output torque while maintaining their stiffness. However, this gripper mechanism requires force sensors to avoid damaging the handling objects. This architecture is presented in [39], which proposes a cable-driven adaptive multi-DOF finger with a mechanical sensor integrated to control the position and output torque. This finger mechanism is made of Acrylonitrile Butadiene Styrene (ABS) and can generate motions in a single plane. The design of this finger mechanism maximizes the output forces in a predefined path, obtaining a gripper mechanism that can hold objects of 55 mm in diameter and 800 grams in weight. Figure 8 presents the kinematical diagram of the gripper mechanism for the design trajectory. Another rigid gripper example with similar capabilities is in [4]. This rigid gripper is a 4 -finger hand gripper, each finger with three DOFs and actuated by cables. The hand gripper's fingers have like dimensions and are composed of two phalanges. Other rigid grippers include variable friction surfaces which increase the manipulability dexterity of the gripper [40]. The texture of this gripper is a compound of Polylactic Acid (PLA) and TPU, and its friction changes by the actuation of two pulleys attached to DC motors as described by Figure 9.

One limitation of rigid links is the need for an accurate control strategy. This feature is complex to obtain because of the nature of the force sensor. Thus, some authors use a fuzzy logic controller to approximate the experimental results into an accurate control strategy [34]. Figure 10 presents the experimental setup used by the author to verify the behavior of this approach. Other rigid link designs use closed-loop links [79]. This finger gripper has two parallel grippers composed of symmetric parallelograms, as seen in Figure 11.


Figure 8. Kinematical diagram of the finger mechanism for the design trajectory [39].
The advantage of this kinematical design is that the model is simpler to implement, ensuring that the tool reacts well relative to the gripping forces and the spring stiffness. Moreover, to increase the accuracy, some rigid links grippers use lead screws examples of this approach are in $[33,35]$. The former uses a gripper inspired by a chuck clamping device, as presented in Figure 12. This gripper has a closing motion mechanism that provides the position of objects. The latter uses a slider-crank-mechanism as shown in Figure 13. This rigid link mechanism can handle items up to 5 kg or fragile objects like eggs. Both gripper mechanisms have the advantage of self-locking, which reduces energy consumption because the motors do not need to be active all the time. However, this type of gripper has a slow-motion issue because of its high mechanical advantage.


Figure 9. System of friction changing surface. Reprinted with permission from ref. [40]. Copyright 2020 IEEE.


Figure 10. Gripper configuration with one movable finger (with force sensor) and one fixed finger (with slip sensor) to ease the control [34].


Figure 11. Finger gripper composed of two parallel grippers of symmetric parallelograms. Reprinted with permission from ref. [79]. Copyright 2019 IEEE.


Figure 12. Assembly and operation of the chuck type system. Reprinted with permission from ref. [35]. Copyright 2018 IEEE.


Figure 13. Representation of the gripper holding an egg without breaking it. Reprinted with permission from ref. [33]. Copyright 2018 IEEE.

Other designs use electromagnets to actuate rigid links. For example, in [41] is proposed an electromagnet actuated gripper for the manipulation of fabrics. As presented in Figure 14, the gripper uses a slider-crank mechanism. More complex electromagnet-actuated grippers use multiobjective genetic algorithms for optimal design. An example is presented in [42] of this optimization strategy. For this purpose, the authors modeled the actuator as a stack consisting of individual actuator elements arranged in series and parallel arrays in four combinations. As a result of this optimization process, the gripper has increased accuracy compared with others grippers of the same type. However, using electromagnets demands a high energy input, making them unsuitable for autonomous applications.


Figure 14. Electromagnet actuated gripper. Reprinted with permission from ref. [41]. Copyright 2020 IEEE.

The Salisbury hand [80] shown in Figure 15 was the first successful humanoid robot hand built as a sophisticated end-effector for grasping investigations. Each finger on this hand has three joints, allowing it to mimic the dexterous gripping of the human hand to some extent. Steel wires that pass through Teflon-coated flexible tubes activate the fingers. Each cable is tensioned by a DC brush-type motor that works through a gear reducer. The flexible conduit that allows wires to be routed around the wrist allows the actuator package to be mounted on the robot's forearm.


Figure 15. Finger joints of Salisbury hand.
The DHL Hand [81] is an open skeleton hand made of aluminum and steel that can manipulate a variety of objects with great dexterity and accuracy. Three separate joints in each finger are controlled by their own actuators. Brushless dc motors, tooth belts, harmonic drive gears, and bevel gears at the base joint are used in all actuation systems. As shown in Figure 16, the base joint is a differential bevel gear type, allowing for two independent motions. The two actuators can be used to their full capacity, allowing the joint to flex or extend as needed.


Figure 16. Actuation systems use brushless dc motors, tooth belts, harmonic drive gears, and bevel gears at the base joint to control three finger joints of DHL hand.

The Barrett hand [82] is a popular example of a hand used in industry and for grasping and manipulation research. Each Barrett Hand's finger shown in Figure 17 is powered by a motor, and each motor controls two joint axes. Torque is applied to these joints via a Torque switch mechanism. When a fingertip makes contact with an object for the first time, it locks both joints, deactivates motor currents, and waits for further instructions from the microprocessors.


Figure 17. Mechanism of a Barrett hand's finger.

### 2.2. Underconstrained Mechanism

### 2.3. Compliant Mechanism

Underconstrained mechanisms allow a broader motion capability compared to completely constraints. The higher motion is due to the DOF, which is higher than the number of actuators, adding more flexibility to handle irregular shape objects. The extra DOF is usually passively actuated by springs for maintaining the structure, as presented in Figure 3, in which a 2-DOF under-constrained mechanism is presented. However, as is in the case of underconstrained compliant mechanisms, the shape of the gripper can include the effects of the spring without adding it. An example of this kind of mechanism is presented by the authors in [43], which developed a robotic gripper with compliant cell stacks for industrial part handling, shown in Figure 18.


Figure 18. Robotic gripper with compliant cell stacks mechanism [43].
Another example is presented in [44], who developed an underactuated robotic gripper of three fingers inspired by an origami twisted tower shown in Figure 19. Each of the fingers of the gripper uses cable-driven actuation controlled by a central servomotor. Although the gripper mechanisms can handle objects with complex shapes, their payload capacity is limited to 1.5 N at most. Other examples with the same issue include the works of the authors of [47], who developed a passive-compliant piezo actuated microgripper (Figure 20); and the designs in [45], which presents a 3D printed Gripper for Cloth Manipulation and position control (Figure 21). However, the latter implemented a variable friction finger surface, controlled by a small motor that pushes the high friction surface at the tip of the top finger, incrementing the payload capacity.


Figure 19. Underactuated robotic gripper of three fingers inspired in an origami twisted tower [44].


Figure 20. Passive-compliant piezo actuated micro-gripper. Reprinted with permission from ref. [47]. Copyright 2021 IEEE.

Another limitation of this type of gripper is the need for a force sensor capable of measuring the distribution of forces on a surface. To this end, the authors developed a gecko-inspired gripper that uses ABS polyimide or mylar polyester with a metalized surface for the sensors (Figure 22). The sensor is fabricated in situ with thin adhesive films on each finger and measures the change in capacitance when a region of adhesive makes contact with a surface. Another sensor is developed by the authors of [46] for a compliant adaptive gripper, which integrated an implicit force. The gripper can measure the output force by knowing the deformations on the gripper itself. To compute the deformation of the system, the authors used a general numerical network model (NTM). The NTM calculates the node coordinates of the mechanism using a hand-eye camera (Figure 23). Then, using the node information, the NTM computes the grasping force of the gripper. The proposed mechanism is the first fin-ray-based gripper that simultaneously achieves adaptive grasping and intrinsic force-sensing without any force sensor. A gripper with similar capabilities is presented in [48], who developed a novel compliant constant-force gripper based on buckled fixed-guided beams (Figure 24). The gripper has a passive type of compliant constant-force mechanism. The gripper can generate a constant-force output using a combination of positive and negative stiffness mechanisms. The negative stiffness mechanism is a bi-stable buckled fixed-guided beam.


Figure 21. 3D printed Gripper for Cloth Manipulation. Reprinted with permission from ref. [45]. Copyright 2020 IEEE. The figure shows the motors used to change the friction in the gripper.


Figure 22. Movement sequence to perform a full grasping. Reprinted with permission from ref. [14]. Copyright 2019 IEEE.


Figure 23. Representation of the theoretical deformation of the gripper given by the general numerical network model. Reprinted with permission from ref. [46]. Copyright 2021 IEEE.


Figure 24. Compliant mechanism structure model.

## Rigid Links

Underconstrained rigid gripper mechanisms have more load capacity compared to underconstrained compliant mechanisms. However, their load capacity is still low compared to totally constrained gripper mechanisms with rigid links. Thus, they are capable of mean output load capacity. Furthermore, most underconstrained grippers designs consider optimization methods to increase the kinematic capabilities. An example of an optimized gripper is presented in [55] the authors proposed a geometric design of three-phalanx underactuated fingers. In this study, the stability of two classes of three-phalanx cable-driven underactuated fingers is under analysis. Moreover, the theory for the optimal design of the gripper is presented, including an objective function that maximizes the forces normal to the contact trajectory while avoiding loss of contact and ejection (Figure 25). Another optimization example is found in [15], which presents a multi-modal adaptive gripper with the optimal design of a re-configurable finger developed for improving robotic manipulation without sacrificing grasping efficiency (Figure 26). The optimization problem
maximizes the workspace volume for a wide range of objects using a parallel multi-start search algorithm. This algorithm uses all possible positions of the items during the in-hand manipulation; to compute the dexterous manipulation workspace. All the configurations are clustered in a set of points by the algorithm generating a planar point cloud. The bounding volume of the point cloud is calculated using the alpha-Shape method, which formalizes the abstract shape of the given set of points using Delaunay triangulation.


Figure 25. Clamping sequence for an object preventing ejection from the gripper design [55].


Figure 26. Multimodal adaptive gripper with the optimal design of a reconfigurable finger [15].
Other approaches add spines to increase the clamping capabilities of a gripper. For example, the authors in [5] presents a passive spine gripper that can hold rough rocky surfaces designed for a climber robot. This gripper has six fingers, making it suitable for spatial exploration in unknown environments. The mechanism (Figure 27) has dual spines that allow it to clamp to different surfaces. The finger part connects to a preload spring inside the gripper. A servomotor-pulley actuator controls the finger mechanism. Furthermore, to release or detach the gripper from the surface, a nylon gut attached to each fingertip is easily pulled by a servo motor. The gripper has a range of $120(\phi=60)$ degrees and can hold 4.7 N . The author identified the stiffness of the spring by energy methods.


Figure 27. Dual spines that allow the mechanism to clamp to different surfaces. Reprinted with permission from ref. [5]. Copyright 2021 IEEE.

A limitation of rigid links is that they require more rigid links than completely constrained mechanisms. Thus, some gripper mechanisms may suffer from bulkiness. Some authors implemented cable-driven actuation to avoid this issue. Consider the design for an open-loop gripper shown in [12], the device is a two-fingers underactuated hand with
cable-driven actuation (Figure 28). Each finger is tendon-driven with a $21-\mathrm{mm}$ pulley diameter attached to an MX-28 Dynamixel servo, producing a stall torque of 2.5 Nm at 12 V . The gripper can hold square and circular objects. The authors tested the gripper using an Ascension trakSTAR sensor to measure the displaced position and orientation at the center of the gripper. The sensor can track 6-DOF with a spatial resolution of 0.5 mm and 0.002 rad. Moreover, the gripper has a total stroke from 0 to 103 mm and a holding grip force at the fingertips of $8.9 \pm 0.35 \mathrm{~N}$. The article is limited to presenting the design, not the mathematical consideration. However, in [83], according to the authors, introduces a library for developing underactuated grippers. The Schunk SVH hand [84] shown in Figure 29 is one of the most compact designs ever created. The humanoid Schunk hand's motors are all housed in the wrist, saving a lot of space for the mechanisms. The human hand has 20 individual joints, and the majority of the SVH's joints are controlled by leadscrew mechanisms, which convert linear motion to rotational motion. There are 22 joints in total, but only 9 of them are fully actuated, turning this hand into an underactuated mechanism.


Figure 28. Internal gripper assembly. Reprinted with permission from ref. [12]. Copyright 2016 IEEE.
Another design is found in [13], which presents another similar two-fingers underactuated mechanism with cable-driven actuation and active tactile manipulation. The tip contact objects of the fingers are of a rubber-like material skin, with white pins ( 1 mm diameter) on its inside surface. The tip is entirely 3D-printed using a multi-material 3D-printer (Stratasys Objet 260 Connex), with the rigid parts printed in Vero White material and the compliant skin in the rubber-like TangoBlack+. An acrylic lens separates the electronic components from the tip, filled with RTV27905 silicon gel for compliance. A circuit of 6 LEDs illuminates the rubber pins, which protrude from inside the tip surface (Figure 30). The full range of object orientations depends on object size and shape, ranging from $-34.4^{\circ}$ to $32.3^{\circ}$ for the 20 mm diameter cylinder to $-21.8^{\circ}$ to $20.6^{\circ}$ for the 35 mm cylinder.


Figure 29. Schunk SVH hand.


Figure 30. Layers used to use the LEDs as sensors at the tip of the gripper [13].
The authors of [58] designed an adaptive gripper with transition capabilities between a precise pinch and compliant grasp for interaction with an unexpected environment. Each finger has a minimum number of components using one rigid link, one belt, one fingertip frame, and one motor (40 Watt ECX16 motor) for flexion motion (Figure 31). The finger structure enables precise parallel pinching and highly compliant stable grasping with evenly distributed pressure. The gripper is composed of flexible belt materials with high stiffness while the fingers of $A B S$. The grasping force of the gripper is near 13 N , and it can hold a wide range of objects like a driller, a baseball ball, a hammer, a cup, tape, etc. The optimization of the ginger is based on the kinematic; finding the lengths for an optimal Compliant Grasping Pose.

Moreover, the authors in [59] presented an underactuated origami gripper for changing the stiffness of the gripper joints (Figure 32). This two-fingers gripper is of shape memory polymers, actuated by a tendon-driven system with adjustable stiffness joints. The controllable compliance of the fingers limits the contact forces at the desired magnitude without requiring any Feedback without a control strategy. Thus, the gripper does not need a sensor, becoming the control easier and allowing it to grasp delicate and small objects such as an egg, foam, and a coin. The minimum diameter held by the gripper was a coin of 31.5 mm with a maximum load bearing capacity of the joint of 0.97 Nm . The authors correlated the tension in the tendon with the joint angle by considering the system energy.


Figure 31. Double actuated gear and belt system of the gripper. Reprinted with permission from ref. [58]. Copyright 2020 IEEE.


Figure 32. Underactuated origami gripper for changing the stiffness of the gripper joints. Reprinted with permission from ref. [59]. Copyright 2017 IEEE.

Another cable-driven robot gripper with a passively switchable underactuated surface is shown in [60], including a physic simulation based on parameter optimization for its design. The author proposed a gripper with an underactuated surface on the fingertip (Figure 33). With the spring-loaded passive switching mechanism, the actuation of a single motor generates three grasp modes in series: approaching the object as a standard parallel gripper, pulling items inside the hand with actuated fingertip crawler, and power grasping the object as an underactuated gripper. The authors experimentally showed that a prototyped gripper with the proposed structure successfully picked a 3-mm thin sheet and a softcover book from a flat surface. Moreover, the gripper can lift cylindrical-shaped objects from surface to end with an enveloping grasp. The workspace for this gripper is around 200 mm , with a grasping force that is flat against the object size and exceeds 20 N .


Figure 33. Cable-driven robot gripper with a passively switchable underactuated surface. Reprinted with permission from ref. [60]. Copyright 2020 IEEE.

The article presented in [9] shows an adaptive three-fingers prismatic gripper with passive rotational joints (Figure 34). The body of the hand is made with laser-cut 3 mm Delrin and 3D-printed ABS components (printed on a Fortus 250 mc ). The fingers are also 3D-printed, and the finger pads are from a cast using Smooth-On VytaFlex 30 urethane rubber. Each finger consists of a single joint finger connected to the prismatic joint via a perpendicular passive rotational joint to the palm. The rotational joints allow the fingers to passively switch between spherical and cylindrical grasps, while the finger joint allows the fingers to wrap about the grasped object. According to the article, the gripper can hold items from 17.4 mm to 145 mm , a set of washers ranging in size from 9.8 mm to 50.8 mm , a credit card, various tools, and other items.


Figure 34. Adaptive three-fingers prismatic gripper with passive rotational joints. Reprinted with permission from ref. [9]. Copyright 2016 IEEE.

The authors of [61] present an underactuated gripper exploiting joint compliance with an efficient mathematical representation of soft robotic fingers based on screw theory (Figure 35). The mathematical model enables the gripper designer to analyze the influence of specific properties such as the trajectory of the fingertips, the overall stiffness, the distribution of contact force, etc. The gripper ranges 85 mm for cylindrical and spherical objects like a cup, tennis ball, small box, etc. Moreover, the material of the gripper is ABS and can hold 43 N . Lastly, the design and analysis of a novel robotic gripper integrated with a three-phalanx finger for medical applications are shown in [62]. The mechanism works like two grippers in one, a small one for grasping small objects (the embedded one) (Figure 36) and a bigger one for handling wide items. This novelty allows the gripper to reach more activities of daily living.


Figure 35. Underactuated gripper exploiting joint compliance. Reprinted with permission from ref. [61]. Copyright 2018 IEEE.


Figure 36. Novel robotic gripper integrated with a three-phalanx finger for medical applications. Reprinted with permission from ref. [62]. Copyright 2005 ASME.

Other approaches use rigid links with linear actuators in [50], where the authors presented a re-configurable gripper for robotic autonomous depalletizing for supermarket logistics. The depalletizing gripper has two extendable forks that can slide along a rail and two suction systems endowed with suction cups controlled by a closed-loop controller
(Figure 37). The gripper can hold objects of a size between 15 and 50 cm and a weight of 43 N .


Figure 37. Depalletizing gripper with rigid links and linear actuators. Reprinted with permission from ref. [50]. Copyright 2020 IEEE.

Another type of actuation implemented in rigid links is rotary actuators. In [10], an underactuated four-bar linkage (Figure 38) is proposed. The gripper is actuated using a single actuator (Maxon EC45 70-W) that performs a robust pinch under various environmental constraints. The fingertips can slide on sloped surfaces of objects ranging from 11 mm to 85 mm in diameter. The gripper is also capable of handling lightweight objects. The research also analyzes the kinematic and static using the Plücker coordinates to determine the operation principle of the actuator. The results were used for the dimensional synthesis of the linkage according to several criteria for sliding and lifting. Furthermore, the design proposed in [52] uses rotary actuators, proposing a 3D-printed robot hand with three linkage-driven underactuated fingers with the capacity to reorient two or three of its fingers (Figure 39). The mechanism of each finger is made of a chain of rigid links, making three phalanges for each finger. The gripper design can interact with objects of different sizes and shapes, e.g., cylinders with dimensions up to $81 \times 19 \mathrm{~mm}$ and spheres with diameters up 70 mm , while maintaining a contact force of 15 N . The gripper includes springs for recovering the initial position. The dimensions of the mechanism were obtained by implementing a grasping optimization for different objects.


Figure 38. Underactuated four-bar linkage based gripper. Reprinted with permission from ref. [10]. Copyright 2021 IEEE.


Figure 39. Kinematic representation of one of the three linkage-driven under-actuated fingers [52].

Lastly, another rotary actuator gripper is found in [51]. This research presents an underactuated adaptive 3D printed robotic gripper for interactions with unpredictable environments. The gripper has three fingers; each finger has an underactuated mechanism composed of 5 joints and one spring (Figure 40). The gripper materials are thermoplastic elastomer (TPE), PLA, and ABS. Furthermore, the gripper can hold different objects of daily living such as pencils, bottles, and whiteboard erasers, including spherical objects up to 75 mm and a weight of 2.5 kg . The authors also presented a kinematic and quasi-static analysis of the finger for selecting the spring [53].


Figure 40. Underactuated adaptative 3D printed robotic gripper for interactions with unpredictable environments. Reprinted with permission from ref. [51]. Copyright 2014 IEEE.

Other designs use pneumatic actuators, as is the case of [63]. The authors presented the design of a high-payload hybrid robotic gripper with soft origamic actuators. The proposed actuator has one DOF linear translation along its axis. The repetitive trapezoid facets lead to the simple design of geometric parameters for customization and stable linear movement (Figure 41). Both the actuator body and the bottom cover are molded using polypropylene rubber. An air vent at the top of the actuator is designed to connect to pneumatic fittings. The gripper consists of two main components: a soft-actuator joint and rigid supporting structures with motion constraints. An analytical model of the actuator is derived based on the geometric parameters to capture the relations between the output force, inner pressure, and axial displacement.


Figure 41. High-payload hybrid robotic gripper with soft origamic actuators. Reprinted with permission from ref. [63]. Copyright 2020 IEEE.

### 2.4. Deformable Grippers

### 2.4.1. Single Mass Gripper

Single mass grippers handle items by deforming their shape. This kind of gripper does not have a straightforward relationship between the deformation and the actuator mechanism, as with completely-constrained or underconstrained grippers. Thus, single mass grippers deform until wrapping the desired object. This type of gripper uses pneumatic or cable-driven actuation, covering the broader scope of objects, independent of their shape. However, despite their abilities to manipulate objects, the use of pneumatic actuation limits the mobility of the gripper [8], which presents a prestressed soft gripper with three fingers for food handling. The actuator has 3D printed in two parts: a soft chamber with a rigid
connector and a sealed cover. The soft chamber is prestressed by stretching and gluing a non-stretched cover (Figure 42). The gripper can realize a large contact area while grasping with a wide initial opening without deflating the soft actuators. The fingers/actuators are of Rubber-like material. The authors used an air compressor (JUN-AIR 3-4) and an electro-pneumatic regulator (SMC ITV2030) to pressurize the actuator. The soft actuator has a length of 87 mm and can pick up objects of 75.2 g with an accuracy of $80 \%$. The author did a finite element simulation to obtain the optimal dimensions.


Figure 42. The prestressed soft gripper with three fingers for food handling has a soft chamber with a rigid connector and a sealed cover. Reprinted with permission from ref. [8]. Copyright 2017 IEEE.

Other authors have similar issues [64], which presents a single mass soft robotic gripper embedded with Microneedles for handling delicate fabrics. The gripper material is of the elastomer kind. The gripper hooks the delicate fabrics using four microneedles. The actuator of the gripper is a vacuum pump that deforms the elastomer once it is in position for handling the fabrics (Figure 43). Although the author does not use any sensor for controlling the pressure, some solutions include embedding soft pressure sensors at the tip of the gripper. Besides its bulkiness, the vacuum pump requires more energy than a regular air compressor. Likewise, an origami-inspired gripper controlled by an SMA actuator is designed [11] for picking objects with variable shapes and sizes. The design of the gripper takes inspiration from a reconfigurable suction gripper (Figure 44). Constructed from rigid and soft components and driven by compact shape memory alloy actuators, the gripper can effectively self-fold into three shape modes. The main objective is to pick large and small, flat, narrow, cylindrical, triangular, and spherical objects ranging from 2 mm to 43 mm in diameter and less than 5.2 N of weight.


Figure 43. Single mass soft robotic gripper embedded with Microneedles for handling delicate fabrics. Reprinted with permission from ref. [64]. Copyright 2020 IEEE.


Figure 44. Origami-inspired gripper controlled by an SMA actuator and the possible forms that the gripper can take due to the SMA actuators that it has inside [11].

Other approaches use cable-driven actuation to reduce energy consumption and increase manipulability. However, controlling the gripper motion becomes an issue because of the complexity of the deformation model. The authors of [65] present an example of this kind of gripper. The authors developed a multi-legged gripper inspired by a gecko with a controllable adhesion parameter. The gripper can manipulate flat and curve objects by a self-adaptive dry adhesion system. The system consists of four symmetric adhesive units, each modulated by two adaptive-locking mechanisms for compression and rotation, respectively, and one peeling mechanism. The two adaptive-locking mechanisms can adapt to surfaces with height and curvature differences to ensure intimate contact with the objects (Figure 45). Moreover, the lock adaption configuration enables equal load sharing for a firm attachment. The peeling mechanism rapidly peels the adhesive surfaces from the substrate for easy detachment.


Figure 45. Multi-legged gripper inspired by a gecko with a controllable adhesion parameter generating a firm grip thanks to the adaptability of the gripper. Reprinted with permission from ref. [65]. Copyright 2021 IEEE.

Another flat dry adhesive soft gripper was presented in [66], integrating a soft actuator, micro spine, and a bioinspired design based on a gecko's toe and a cat's foot. The soft gripper has an improved design that enhances the comprehensive grasping ability of the soft gripper on smooth or rough surfaces. The design emulates two phalanges, proximal and distal, using SMA coils (Figure 46). The SMA coils are on the backside of the base layer opposite an adhesive layer. A flexible sensor measures the force inside the finger between the two layers. The fingers have micro-needles for increased grasping ability. The viscoelastic mechanics model is used to formulate the preloading process of the adhesive relating the stress encountered by the adhesive with the contact area considered during the preloading process.


Figure 46. System composed of the SMA actuators, the structure and the cooling system for the soft gripper. Reprinted with permission from ref. [66]. Copyright 2021 IEEE.

### 2.4.2. Single Mass Finger

Single mass fingers deform their shape to actuate each of their fingers. This gripper mechanism can hold objects of different forms because of the actuation of the fingers, having similar advantages and disadvantages to single mass grippers. Among the benefits, using multiple grippers facilitates controlling the gripper; an increase in the number of grippers allows a better distribution of the forces generated, relaxing the dependency on an accurate control strategy. However, for this kind of grippers, the issue of bulkiness is more notorious because the actuator requires to deform multiple fingers instead of only one structure. To present some examples, The soft robotic gripper shown in [7] uses a particle transmission and has three fingers. The fingers can grasp a wide range of objects such as a nipper plier, tape, haptic device, and an electric screwdriver. Moreover, the gripper has a vertical force gauge that measures a grasping force of around 20 N at the tip. The authors modeled the system using mass conservation and the principle of incompressible homogenous neo-Hookean materials [85]. Moreover, the authors used molded silicone rubber reinforced by double-stranded woven fiberglass thread and PLA to make the actuators (Figure 47). The proposed actuator design is a slightly modified model of the widely researched fiber-reinforced soft pneumatic actuator [86].


Figure 47. Soft robotic gripper actuated by particle transmission. Reprinted with permission from ref. [7]. Copyright 2019 IEEE.

Moreover, a soft robotic gripper with an active palm and reconfigurable fingers is presented in [68] performing complex motions such as rolling a pen or pouring a glass of water. The gripper performs in multiple applications, such as robotic manipulation, medical applications, mobility, rehabilitation, or assistive robotics. The fingers of the gripper are of silicone elastomers EcoFlex. Stepper motors, micropumps, and solenoids control the position of the fingers (Figure 48). Each finger has three pneumatic chambers, which are independent, giving each finger a wide range of mobility. Optimization over a previous iteration is mentioned but not explained. However, the author performs a workspace analysis to determine the total active area. Additionally, the soft gripper shown in [67] is based on pre-charged pneumatic soft actuators. The gripper has a pre-charged pneumatic
(PCP) with a silicone chamber with one air tube for pressurizing it (Figure 49). A check valve controls the pressure inside the silicone chamber. When the fingers are pressurized, their shape is corrected using tensile cables or tendons. The actuator body material is silicone rubber with an inextensible layer attached to the bottom of the actuator with a range of 150 mm and capable of holding soft objects like tomatoes or eggs.


Figure 48. Soft robotic gripper with an active palm and reconfigurable fingers. Reprinted with permission from ref. [68]. Copyright 2021 IEEE.


Figure 49. Soft gripper using a tendon to pre-charge the soft pneumatic actuators. Reprinted with permission from ref. [67]. Copyright 2019 IEEE.

Another gripper is in [69], including rigid and soft materials. The gripper has a pressuring single internal chamber that controls the position. The authors proposed this design to improve the fingertip force and actuation speed simultaneously, optimizing parameters like the degree of bending, the ratio of the rigid structure, the longitudinal strain by modifying the shape of the chamber, and the relation between soft and rigid materials in the same finger (Figure 50). Furthermore, two pneumatic pumps (DAO-370A) control the gripper, allowing a broad workspace suitable for teleoperation. The gripper can hold objects like a drill driver, a coffee cup, and a banana with a maximum allowable weight of 28.7 N . The design parameters were optimized by the finite elements method (FEM) and a simulation based on the hyperrealistic Mooney-Rivlin model.


Figure 50. Representation of the circular path that the fingertip travels when pressure is applied in its chamber for the soft gripper [69].

Other designs include a pneumatically driven gripper with retractable, telescopic fingers as developed in [70] for Medical applications. The authors used two low-pressure mini-air pumps to actuate this silicone rubber gripper. Additionally, the authors implemented an optical motion capture system composed of eight cameras to track the angular displacement of the gripper (Figure 51). The gripper has retroreflective markers at the top surface of the actuator to increase the accuracy of the measure. The range of motion of the soft actuator is 0 to 105 degrees. The gripper can hold objects like a medium mustard bottle, a water bottle, an egg, and a drill driver whit a grasp up to 14.53 N. A Finite Element Analysis (FEA) model of the soft actuator deformation was developed to understand the structure's inflation behavior.

Similarly, the pneumatic two-finger soft robotic gripper shown in [71] can handle objects with enveloping and pinching grasping modes (Figure 52). This gripper consists of chambers and channels in a series arrangement. Moreover, the gripper includes a main body with a bottom both an inextensible elastomer. It combines two dual-module pneumatic actuators with a variable chamber height. The gripper has a workspace with a Bending angle of up to 250 degrees but a low payload of up to 4 N . A digital force gauge inside the finger measures the force at different chamber points. The pinching grasping mode was mainly analyzed by FE analysis and experiments.


Figure 51. Deformation sequence captured by a camera to track movement at specific points on the gripper. Reprinted with permission from ref. [70]. Copyright 2021 IEEE.


Figure 52. Different grip modes for the pneumatic two-finger soft robotic gripper and different shapes and objects. Reprinted with permission from ref. [71]. Copyright 2021 IEEE.

Other approaches use a soft robotic gripper with Gecko-inspired adhesive as proposed in [72], which can handle rocky or dirty surfaces where adhesion is limited. Gecko-inspired grippers use a combination of fluidic elastomer actuators as an actuation mechanism that goes through a circular cross-section (Figure 53). Gecko elastomer actuators provide improved control authority for manipulation tasks. The ability to achieve higher ultimate grip strengths on many objects allows manipulation of heavier objects and higher accelerations of objects during motion. This property is significant for pick and place operations, where speed is critical. The gecko elastomer actuator maintains a low energy input and a fast actuation since the actuators are optimized for these properties while using adhesion-enhanced friction for higher strength grips.


Figure 53. Cross-sectional area used for elastomer actuation of gecko-inspired gripper. Reprinted with permission from ref. [72]. Copyright 2018 IEEE.

Lastly, an underwater gripper studying the deformation characteristics of water hydraulic flexible actuators is shown in [73]. The gripper has three fingers. Each of the fingers has an inner skeleton made of 3J1, 3J21, TC4, and Carbon fiber with a wall thickness of 1 mm and 30 mm for the first knuckle and 80 mm for the second knuckle. A nonlinear equation expresses the workspace. According to the equation, when the inlet pressure is 0 or 10 MPa , the minimum and maximum deformation of the flexible actuator are 0 mm and 0.20213 mm , respectively. The authors investigated using simulations the effects of different inlet pressure, knuckle length, wall thickness, and material of the inner skeleton and external surface on the deformation characteristics of the flexible actuator. Figure 54 shows the theoretical deflection of the internal bar of the gripper and its repercussion on the external coating. According to the authors, the wall thickness and the length between the knuckles significantly affect the gripper deformation.


Figure 54. Theoretical deflection of the internal bar of the underwater gripper and its repercussion on the external coating [73].

### 2.4.3. Materials of the Deformable Grippers

Most single-mass grippers and single-mass fingers are of silicone or rubber-like materials. Rubber-like materials have elasticity, and structural compliance, which increase the safety and adaptability of the device when interacting with delicate or fragile objects [70]. However, rubber-like materials come with disadvantages; the fabrication of soft grippers often requires an iterated casting process, which is usually complex and time-consuming. Furthermore, the air bubbles within the material often result in significant individual differences, which limits the robot's repeatability [8]. An example of rubber-like material is the commercial ECOFLEX silicone 00-30, which is easy and fast to actuate thanks to its flexibility [87]. Moreover, ECOFLEX silicone 00-30 has a high-power-to-weight ratio, which allows it to have large deformations with a small input [88]. However, the analysis and design of this rubber-like material are complex due to its highly nonlinear response. Thus, when analytical solutions are required, researchers use models similar to the neo-Hookean, which are limited in representing the material behavior at large stretches [88]. Thus, an option is using finite element (FE) analysis, especially when considering the response of silicone rubber actuators [86,87,89-91].

Other rubber-like materials include the Object Full cure 930 TangoPlus, which can be 3D printed. Although this material has a higher resistance than the ECOFLEX silicone 00-30, it has the limitation of less elongation break and more cost [88]. Another example of 3D printed rubber-like material is found in [92], NinjaFlex. Although this material has a high resistance, it has a high hardness, which is unsuitable for applications requiring low pressure or force.

Some rubber-like materials can be prepared with a wide range of cured stiffnesses; such materials include the Dragonskin 20, and VTV800 [93]. However, these materials may need an external force or vibrators to recover their initial shape [7].

Other materials include the Dielectric Elastomer Actuators (DEA) or smart material. This material can be used as an actuator for the gripper. Moreover, grippers with this material have reported good performance while grasping various objects [94]. Additionally, soft grippers with this technology report fast response while consuming very-low energy [95]. However, most DEA grippers require a rigid frame to pre-stretch the high elastomer, which is a complex process. Another issue is the reliability of the flexible electrode, which deteriorates with time. Lastly, DEA grippers are limited to low-weight objects because of limitations in the voltage [73].

## 3. Principal Findings

Table 2 summarizes our findings of the robotic arm grippers handling different sizes, shapes, and materials of objects. In the size category, this table groups the gripper by small, medium, and large size of the handling object. Additionally, this table considers the most common shapes to classify the handling objects, i.e., circular, square, and irregular. The last criteria of comparison consider the types of objects handled by the grippers as delicate, fabric, electronics, rocks and soils, and food. According to the findings presented in the table, the best grippers to handle irregular objects are deformable single-mass grippers;
this is because of the adapting capabilities of those grippers. However, the most widely used gripper for daily objects is the underconstrained-rigid links; this is due to this type of gripper is easier to build, requiring a more available actuation system as is linear or rotary actuators. Finally, Table 3 presents the principal findings of each main design category of grippers. This table presents the principal qualities of each gripper type, the load capacity, the range capacity, and the type of objects that each category can hold.

Table 2. Summary of the findings of actuation grippers for different sizes, shapes, and materials of objects.

| Type 1 | Type 2 | Gripper Design | Papers | Attributes |
| :---: | :---: | :---: | :---: | :---: |
| Size | Small | Deformable-Single mass | [16] | Size of 25 mm to 31.5 mm |
|  |  | Completely constrained-rigid links | [36,96] |  |
|  |  | Underconstrained-compliant mechanism | [47] |  |
|  |  | Completely constrained-Clompliant mechanism | [97] |  |
|  |  | Underconstrained-Rigid links | [59] |  |
|  | Medium | Completely constrained-Clompliant mechanism | [1,6] | Size of 31.5 mm to 80 mm |
|  |  | Completely constrained-rigid links | [57] |  |
|  |  | Underconstrained-Rigid links | [13] |  |
|  |  | Deformable-single gripper | [7,74] |  |
|  |  | Deformable-Single mass | [11,75] |  |
|  | Large | Underconstrained-Rigid links | [50] | Size of 10 cm to 50 |
| Shape | Circular | Completely constrained-Rigid links | [31,33,35,39] | circular objects like eggs, fruits, tennis balls, or water bottles |
|  |  | Underconstrained-Rigid links | [13,49] |  |
|  |  | Deformable-Single mass | [66,71] |  |
|  | Squared | Completely constrained-rigid links | [98] | square objects like cardboard boxes, cellphones, or plastic cards |
|  |  | Underconstrained-Rigid links | [50] |  |
|  | irregular | Completely constrained-rigid links | [34] | Irregular objects like foam or rocks |
|  |  | Underconstrained-Rigid links | [12,15,59] |  |
|  |  | Deformable-Single mass | [8,11,65,66,68,73,75] |  |
|  |  | Underconstrained-compliant mechanism | [46] |  |
| Material | Delicate | Completely constrained-Clompliant mechanism | [1] | Delicate objects like eggs |
|  |  | Completely constrained-Rigid links | [31,33] |  |
|  |  | Deformable-single gripper | [7] |  |
|  |  | Deformable-Single mass | [8,75] |  |
|  |  | Underconstrained-compliant mechanism | [43,44,48] |  |
|  | Fabric | Underconstrained-compliant mechanism | [44,45] | Types of fabric like cotton or linen |
|  |  | Deformable-Single mass | [64] |  |
|  |  | Completely constrained-rigid links | [40,41] |  |
|  | Electronic | Deformable-Single mass | [16] | electrical objects like coils |
|  |  | Completely constrained-rigid links | [32] |  |
|  | Rocks and Soils | Underconstrained-Rigid links | [5] | General shape rocks |
|  | Food | Deformable-Single mass | [8] | food like spaghetti, salmon, fried chicken, among others. |
| Daily Objects |  | Underconstrained-Rigid links | [10,15,53,54,58,61,63] | objects like pencils, bottles, whiteboard erasers, or balls |
|  |  | Underconstrained-compliant mechanism | [14] |  |
|  |  | Deformable-single mass | [69,70] |  |

Table 3. Principal findings of each main design category of grippers.

| Type |  | Description | Load Capacity |
| :--- | :--- | :--- | :--- |

## 4. Conclusions

The main contribution of this paper is the review of the majority of robotic grippers from the last four years. We classified the gripper according to the number of DOF, the actuation system, the design approach, and the shape of the grasping objects. For each classification criterion, a comparison of the advantages and disadvantages is presented, obtaining insights into which is the gripper design with the broader capabilities. Thus, the principal conclusions of our study are as follows:

- The sensing of the forces generated by the grasping is not accurate. Thus, to avoid breaking fragile objects, engineers use deformable grippers.
- Another issue is the glide of objects, which creates issues in the control strategy. Thus, a solution for this subject is variable friction in the gripper found in geckoinspired grippers.
- The issue of the sensing forces is handled by completely constrained grippers which can exert greater forces with precision, especially in applications where heavy objects must be moved. However, it cannot be attached to different shapes with ease.
- Another option for deformable grippers is passive-compliant mechanisms that add an extra DOF to increase the manipulability. Passive-compliant mechanisms have the advantage of exerting a moderate amount of output force, adequate for handling objects with a moderate weight, especially if they are built using rigid links.
- Passive compliant mechanisms offers a balance between flexibility and strength. Possessing rigid joints, it can support heavy weights while adapting to most objects' shapes. As a result, it is ideal for applications where the environment is uncontrolled or unpredictable

Thus, based on our analysis, we conclude that the gripper design with the best capabilities for handling objects of different weights and shapes is a passive-compliant mechanism with rigid links and a gecko-inspired surface. The only disadvantage of this application depends on the exposure to environmental contaminants that may deteriorate the capabilities of the gecko-inspired surface to graduate friction.
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## Abbreviations

The following abbreviations are used in this manuscript:

| DOF | Degree of Freedom |
| :--- | :--- |
| TPE | Thermoplastic Elastomer |
| FRM | Flexible Redundant Robot Manipulators |
| ABS | Acrylonitrile Butadiene Styrene |
| PLA | Polylactic Acid |
| TPU | Thermoplastic polyurethane |
| BLDC | Brushless DC Motor |
| PID | Proportional-Integral-Derivative feedback control |
| NTM | Numerical Network Model |
| RTV | soft, adherent, clear silicone elastomer gel |
| 3J1 | Nickel-based high elastic alloy |
| 3J21 | Cobalt based high elastic alloy |
| TC4 | Titanium Alloy |

## Appendix A. Journal Selection

Studies focused on current design and control approaches for the robotic arm gripper were chosen by performing a systematic electronic search in a handful of databases in January 2022. The timeline of the studies was limited to the last five years to focus on the recent advancement in this field to focus on the recent advances in this field, the study was restricted to the last five years. Keywords used to search include "robotic gripper", "robotic hand", "gripper design", "robotic manipulation", and "robotic grasping". Several databases were searched for this research: Google Scholar, IEEE Xplore, ScienceDirect, Engineering Village, Microsoft academic search, Google Patent Search, Scopus, Springer, PubMed, MDPI, IOS Press, Hindawi, SAGE, PLOS, Frontiers in Robotics and AI, etc. Around 235 publications are identified for consideration in this search. However, after some initial screening, 190 studies were shortlisted for review. A few publications were excluded based on eligibility criteria (specific goals, duplication, review, etc.), which resulted in 64 studies being selected for an in-depth review. All the selected papers ( $n=64$ ) were reviewed, including abstracts, introductions, design approach, experiments, conclu-
sions, and future work sections to identify any other noteworthy information, such as the addressed problem, contribution, control theory, applications, experiments, used material, and sensors. Figure A1 shows the systematic approach with inclusion and exclusion criteria for the selected studies.


Figure A1. Inclusion and exclusion criteria of the selected studies.
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#### Abstract

Modern electrical grippers have lower life-cycle costs compared to pneumatic ones. Furthermore, they provide force control, making it possible to grasp objects with different fragility using a single device. At the same time, electrical grippers have a higher end-effector weight, installed on the robot's flange and lower closing speed, preventing them from replacing pneumatic solutions in high dynamic Pick and Place applications. This research faces both issues by synthesizing a novel gripper mechanism based on a Torque Distribution Gearbox, which makes it possible to relocate the electric motors to the static frame of a delta robot. The proposed gripper not only has a lower mass and a higher closing speed than competitive electric solutions, but it also provides unlimited rotation around the vertical axis. The performance of the gripper was tested in experimental studies, which showed that a created aluminum prototype provides a precise force control in the range from 3 N to 48 N with an accuracy not worse than 1.27 N . Moreover, its finger's speed is $3.1-56$ times higher than market available electrical grippers, which makes it comparable by this parameter with pneumatic solutions used in high dynamic Pick and Place applications.


Keywords: mechanism synthesis; grasping; force control; manipulators; end effectors; robotics and automation

## 1. Introduction

Pick and Place operations are frequently used in different industrial applications [1,2], especially in the food industry [3,4]. Typically Pick and Place operations are implemented using SCARA or Delta robots with four degrees of freedom: three transnational degree and one rotation around a vertical axis [5,6]. Another feature of these operations is their high speed: for example, Delta robots are designed to perform up to 150 Pick and Place operations per minute [7]. To ensure a high dynamics, it is necessary to significantly reduce the mass of the moving parts of the Delta robot, especially the gripper mounted on its flange. At the same time, adding a rotary unit, force sensors, or attempting to enlarge grasping force leads to heavier designs and significantly limits robot's accelerations.

This paper introduces a new approach to the design of an electrical gripper, which makes it possible to reduce its mass by relocating both motors to the robot's frame. Our design provides the ability to turn the gripper on an unlimited angle around the vertical axis as well as to control the grasping force using only current feedback from the motor without the use of additional force sensors.

The main contributions of the paper are the following: (1) a novel gripper's design, which allows it to turn on an unlimited angle and control the grasping force with no motors or electronics installed on the robot's flange; (2) a controller for the proposed gripper, which can be implemented using standard industrial servo drives connected to the robot's control system with industrial fieldbus; (3) an aluminum prototype of the gripper, which provides an opening stroke up to 70 mm and a controlled grasping force range from 3 N to 48 N with the accuracy not worse than 1.27 N .

The rest of this paper is organized as follows. Section 2 provides a brief review of the related works. Section 3 describes the design of the novel gripper and introduces soft horizontal fingers. Section 4 proposes a controller for the novel gripper. Experimental results and analysis are given in Section 5. Section 6 summarizes the main results of this research. All the symbols that are used in the paper are listed in Table 1.

Table 1. Symbols description.

| Symbol | Description |
| :---: | :---: |
| $\varphi_{\mathrm{g}}$ | Angular position of the gripper relative vertical axis, rad |
| $\omega_{\mathrm{g}}$ | Angular velocity of the gripper relative vertical axis, rad/s |
| $\varepsilon_{\mathrm{g}}$ | Angular acceleration of the gripper relative vertical axis, rad $/ \mathrm{s}^{2}$ |
| $\omega_{\mathrm{f}}$ | Angular velocity of the Finger's gear, rad/s |
| $\varepsilon_{\text {f }}$ | Angular acceleration of the Finger's gear, rad/s ${ }^{2}$ |
| $\varphi_{2}$ | Angular position of $\mathrm{M}_{2}$ motor, rad |
| $\omega_{1}, \omega_{2}$ | Angular velocities of $\mathrm{M}_{1}$ and $\mathrm{M}_{2}$ motors, $\mathrm{rad} / \mathrm{s}$ |
| $\varepsilon_{1}, \varepsilon_{2}$ | Angular accelerations of $\mathrm{M}_{1}$ and $\mathrm{M}_{2}$ motors, $\mathrm{rad} / \mathrm{s}^{2}$ |
| $g_{\text {c }}$ | Gear ratio between motor $\mathrm{M}_{2}$ axis and the gripper's angular position |
| $g_{\text {ps }}$ | Gear ratio between the Cone gear and the Sector gear |
| $g_{\text {pf }}$ | Gear ratio between the Sector gear and the Finger's gear |
| $g_{\text {f }}$ | Gear ratio between the motor $\mathrm{M}_{1}$ and the fingers |
| $D_{\text {pd }}$ | Driver's gear pitch diameter, m |
| $D_{\text {pu }}$ | Upper gear pitch diameter, m |
| $D_{\text {pf }}$ | Pitch diameter of the Finger's gear, m |
| $D_{\text {ps } 1}$ | Pitch diameter of the cone part of the Sector gear, $m$ |
| $D_{\text {ps2 }}$ | Pitch diameter of the cylindrical part of the Sector gear, m |
| $h_{p c}$ | Distance from the the upper part to the pitch line of the Cone gear, $m$ |
| $l_{\text {a }}$ | Distance between $\mathrm{M}_{1}$ and $\mathrm{M}_{2}$ motors' axes, m |
| $l_{\text {f }}$ | The finger's length, m |
| $J_{\text {M1 }}, J_{M 2}$ | Moments of inertia of the gripper mechanics relative to the $M_{1}$ and $M_{2}, \mathrm{kgm}^{2}$ |
| $F_{\text {f }}$ | The force applied to the grasped object, N |
| $U_{\mathrm{M} 1}, U_{\mathrm{M} 2}$ | Control voltages of $\mathrm{M}_{1}$ and $\mathrm{M}_{2}$ motors, V |
| $\mathrm{I}_{\mathrm{M} 1}, \mathrm{I}_{\mathrm{M} 2}$ | Quadrature currents of $\mathrm{M}_{1}$ and $\mathrm{M}_{2}$ motors, A |
| $I_{\text {eM1 }}, I_{\text {eM } 2}$ | Current errors of the controllers corresponding to $\mathrm{M}_{1}$ and $\mathrm{M}_{2}$ motors, A |
| $A_{1}, A_{2}$ | Integrator units outputs of the controllers corresponding to $\mathrm{M}_{1}$ and $\mathrm{M}_{2}$ motors, V |
| $A^{\prime \prime}$ | Output of the digital differentiator unit's integrator, rad $/ \mathrm{s}^{2}$ |
| $L_{\text {M1 }}, L_{\text {M } 2}$ | Inductances of $\mathrm{M}_{1}$ and $\mathrm{M}_{2}$ windings, H |
| $R_{\mathrm{M} 1}, R_{\mathrm{M} 2}$ | Resistances of $\mathrm{M}_{1}$ and $\mathrm{M}_{2}$ windings, Ohm |
| $K_{\mathrm{t}_{\mathrm{M} 1}}, K_{\mathrm{t}_{\mathrm{M} 2}}$ | Torque constants of $\mathrm{M}_{1}$ and $\mathrm{M}_{2}$ motors, $\mathrm{Nm} / \mathrm{A}$ |
| $K_{\mathrm{e}_{\mathrm{M} 1}}, K_{\mathrm{e}_{\mathrm{M} 2}}$ | Back-EMF constants of $\mathrm{M}_{1}$ and $\mathrm{M}_{2}$ motors, $\mathrm{V} /(\mathrm{rad} / \mathrm{s})$ |
| $\varphi_{\text {set }}$ | Gripper's angular position set point, rad |
| $F_{\text {set }}$ | Grasping force set point, N |
| $L\left(F_{\text {set }}\right)$ | Lookup table used to evaluate $\mathrm{M}_{1}$ motor's current set point, A |
| $\varphi_{\text {sr }}$ | Immediate angular position set point, generated by Set value generator, rad |
| $\omega_{\text {sr }}$ | Immediate angular velocity set point, generated by Set value generator, rad/s |
| $\varepsilon_{\text {sr }}$ | Immediate angular acceleration set point, evaluated by differentiator unit, rad/s ${ }^{2}$ |
| T | Digital differentiator unit's time constant, s |
| $K_{\text {p }}$ | Gain of the gripper's angular position controller, $1 / \mathrm{s}$ |
| $K_{\text {v }}$ | Gain of the gripper's angular velocity controller, As/rad |
| $K_{\text {c1 }}, K_{\text {c2 }}$ | Proportional gains of $\mathrm{M}_{1}$ and $\mathrm{M}_{2}$ motors' current controllers, V/A |
| $T_{\mathrm{c} 1}, T_{\mathrm{c} 2}$ | Integral times of $\mathrm{M}_{1}$ and $\mathrm{M}_{2}$ motors' current controllers, s |
| $K_{\varepsilon}$ | Acceleration feed-forward gain, $\mathrm{A} /\left(\mathrm{rad} / \mathrm{s}^{2}\right)$ |
| $K_{\omega}$ | Velocity feed-forward gain, $\mathrm{V} /(\mathrm{rad} / \mathrm{s}$ ) |
| $t$ | Time, s |

## 2. Related Works

The most popular gripper type used on Pick and Place robots is a vacuum gripper [8]. Its main limitation is that it is designed for lifting flat, smooth parts and materials $[4,9]$,
thus it is not suitable for curved parts of non-standard shapes or products with a high porosity [3].

Finger grippers are more suitable for picking non-uniform objects [9], making a parallel pneumatic gripper with two fingers [10] the second most popular solution for the industrial grasping device. To compare with their electric counterparts, pneumatic grippers of the same sizes have a smaller weight, a greater grasping force and a higher grasping speed [11]. Moreover, they usually have a lower price [3,11]. However, the pneumatic grippers generally have only two stable states (opened or closed), so it is difficult to control the grasping force while handling fragile objects. Control of the grasping force via air pressure is possible, but has limited accuracy of the grasping force control. Thus, to the best of our knowledge, the only robust and cost-effective way of controlling the grasping force of a fingered pneumatic gripper with a high precision is to install an additional force regulation mechanism on it [11].

Pneumatic grippers and other pneumatic systems have been widely used in different industries for decades. Meanwhile, the results of a critical review of pneumatic grippers' energy efficiency has shown that despite the lower price of pneumatic actuators, the electrical actuators with a comparable force output have lower life-cycle costs. This difference stems from the fact that for the operation of pneumatic grasping devices at the enterprise, a large amount of compressed air is needed to produce, for which a large amount of electricity is spent. Reducing the volume of air consumed and the compressor's power could solve this problem. However, the poor efficiency of end-use pneumatic devices, e.g., linear cylinders, makes this problematic [12].

Electrical grippers provide a precise control of fingers' position, speed, and acceleration. Moreover, they are often integrated with force sensors, making it possible to gently manipulate soft and fragile objects $[3,13]$.

One of the most advanced solutions for the classical electric parallel gripper is a gripper installed on ABB YuMi Robot. It has a low mass and can precisely dose the grasping force, thus being suitable for manipulating fragile objects. Due to these advantages, it is often used as a reference design in scientific papers dedicated to the grasping topic [14-16].

Pick and Place operations in industrial application often require rotating an object around a vertical axis in addition to transnational movements. Such a motion is usually implemented with two separate motors: one to move the fingers and the other to rotate the whole gripper, including the first motor. In 2013 Schunk introduced a gripper-swivel unit [17], where the motor used to close gripper's jaws is statically mounted inside the gripper and does not move during rotation. This type of gripper requires that the torque of its rotating part generated by the second electric motor is multiple times greater than the torque of its gripper unit generated by the first electric motor upon reaching a terminal stroke position of the jaws. Thus, enlarging of the grasping force will either require a larger and a more powerful motor for the rotation part, which would increase the mass, or higher gear ratios, which would decrease angular accelerations. A market-available version of the gripper built under the patent [17] does not suit the requirements of Pick and Place operations performed by delta robots: it has a jaws closing speed of only $120 \mathrm{~mm} / \mathrm{s}$, rotation angle limit of 270 degrees, and no encoder on the rotation stage.

Another way to reduce end effector's mass and increase its acceleration is to place one of the motors (usually the one rotating gripper) on a static robot frame transferring torque through the telescopic shaft $[18,19]$. However, to reach the mass comparable to pneumatic actuators another motor should also be removed from the robot's flange. As one of the solutions several cardan shafts can be used to connect statically mounted motors and the end effector. Such design is used in some commercial robots by Codian [20].

To enhance the variability of the objects that can be successfully grasped, several grippers with more complex mechanical designs have recently been proposed.

In the paper [21] the authors introduce a set of grippers for a flexible industrial assembly. The authors propose three grippers for UR5 Universal Robots, working in collaboration. The first one is the Pincher Gripper-a classic electric finger gripper with
one degree of freedom. The second one is Kitting Gripper with a soft adhesive pad to pick small objects. The third one is Rotary Gripper, which has two degrees of freedom which work as a collect clamp. This gripper's design is the most suitable for the main Delta robots application. It has two in-build motors, one to open and close the fingers and one to rotate the fingers. This gripper proved its effectiveness in WRS Industrial Assembly challenge 2018. It was used to grasp parts by the outer or inner diameter and put them in their places. The main disadvantages of this gripper are as follows: it is designed to grasp objects with a limited number of shapes (cylindrical, triangular, and hexagonal); a screw transmission provides a low closing speed and a complicated force sensing.

Kim et al. [22] introduced a three-fingers electric gripper with underactuated components, which makes it possible to switch between Precise Pinch and Compliant Grasp. The gripper proved the ability to grasp a variety of objects. The main drawback of the proposed approach is a complex mechanical design, which requires five motors and small-sized precise gearboxes. To achieve a high force and ensure that all the motors have a reasonable size, the authors propose to use high gear ratios. Thus, the ability of the grasping force sensing through the motor current is quite limited, while additional force sensors will complicate the design even more.

Another designs of two-finger underactuated grippers with enhanced grasping capabilities were introduced in [23,24]. Those designs are much more simpler than [22] and require fewer motors. In [24], the authors even managed to perform grasping using a single motor. However, this motor has to be mounted directly on a gripper, which results in an increased mass compared to pneumatic solutions. Generally, none of these grippers were designed to manipulate fragile objects, so they do not have precise force control. To solve this problem, an enhanced version of $\mathrm{M}^{2}$ gripper equipped with an additional tactile force sensor was proposed in [25].

It should also be mentioned that underactuated grippers are often designed as tendon driven, thus due to tendon elasticity they have a limited dynamic performance compared to the similar geared actuators [26].

Another promising way to improve grasping capabilities of complex curved objects is to use soft fingers [4,27,28]. It allows one to increase the contact surface between an object and the gripper without the need for additional actuators.

The common drawback of all the described grippers is that they all have a limited angle on which they can be turned around the vertical axis. Such a constraint appears due to the need to connect the rotating part of a grasping device with the robot's frame by wires or pneumatic lines in order to operate the gripper.

Depending on the gripper's type, the robot's cabinet can be connected directly to the actuators with air tubes/power cables or interact with the gripper's internal control unit. The latter case becomes more and more popular as it makes it easy to support different types of end effectors developed independently from the robot. Simple grippers are usually controlled by 24 V digital outputs, while more complex ones use bi-directional industrial fieldbuses [29].

## 3. A Novel Gripper Design

A novel gripper design is inspired by two degrees of freedom (DoF) epicyclic mechanism and consist of two motors mounted on the robot's frame, two telescopic shafts, a Torque Distribution Gearbox, and soft fingers (Figure 1). Motor M1 is in charge of opening/closing the fingers and providing desired grasping force, while M2 rotates the gripper around the vertical axis. Due to the design, these motors have a mechanical linkage that is compensated in real-time by the controller proposed in Section 4.


Figure 1. The novel gripper's kinematic scheme.
The key part of the gasping device is Torque Distribution Gearbox. It provides the ability to grasp and rotate handled parts without installing any DC motors on the gripper, which makes it possible to relocate them to the robot's frame. To implement the proposed solution we have developed a mechanical design shown in Figure 2. It includes the following parts: the upper cover, which connects the gripper to the robot's flange, the outboard bearing, a set of gears, implementing the mechanism, which is mathematically equivalent to 2-DoF epicyclic mechanism, and 3D-printed soft fingers, similar to the ones introduced in [30]. The set of gears under the robot's flange implements Torque Distribution Gearbox. Gearings are shown in details on Figure 3. Shafts of Driver's and Cone Gear are inputs of the Torque Distribution Gearbox. The shaft of the Cone Gear goes through the center of the Upper Gear, while the latter one is rigidly mounted to the bottom part of the gripper, including Sector and Finger's Gears. As a result the upper gear rotation angle $\varphi_{\mathrm{g}}$ is the same as gripper finger's orientation angle relative to vertical axis.

If during operation Driver's Gear moves simultaneously with Cone Gear in opposite directions the gripper rotates around its vertical axis. If the Driver's Gear is fixed and Cone Gear rotates, the gripper's fingers are closing or opening. The controller providing the desired rotation acceleration and grasping force, by applying specific torques to input shafts of Torque Distribution Gearbox is described in Section 4.

The purpose of the soft fingers is to dampen the impact the moment they touch an object. In the case of rigid fingers, reaching the object will result in a step change of the reaction force, which will result in the grasping force overshot due to the limited reaction speed of the force controller. The use of the soft fingers makes the reaction force rise smoothly, making it possible to avoid the above overshoot.

The gear ratios of Torque Distribution Gearbox (Figure 3) are labeled as following: $g_{c}$ between Upper Gear and Driver's Gear, $g_{\text {ps }}$ between Cone Gear and Sector Gear, and $g_{\text {pf }}$ between Sector Gear and Finger's Gear.


Figure 2. The novel gripper mechanical design.


Figure 3. Torque Distribution Gearbox.
All the parts of the proposed design can be parameterized to meet specific project requirements. The upper cover size is mainly determined by the distance between motors'
axes $l_{\mathrm{a}}$ and the pitch diameters of Driver's and Upper gears, defined as $D_{\mathrm{pd}}$ and $D_{\mathrm{pu}}$, respectively, (Figure 4). Those parameters are linked through (1).

$$
\begin{align*}
& l_{\mathrm{a}}=\frac{D_{\mathrm{pd}}+D_{\mathrm{pu}}}{{ }^{2}}  \tag{1}\\
& g_{\mathrm{c}}=\frac{D_{\mathrm{pu}}}{D_{\mathrm{pd}}},
\end{align*}
$$

where $g_{\mathrm{c}}$ is gear ratio between motor $\mathrm{M}_{2}$ and the gripper.


Figure 4. Key dimensions of the proposed gripper's mechanics.
The height of the lower part of the gripper mechanism $h_{\mathrm{g}}$ is defined by Equation (2).

$$
\begin{equation*}
h_{\mathrm{g}}=\frac{D_{\mathrm{pf}}+D_{\mathrm{ps} 1}+D_{\mathrm{ps} 2}}{2}+h_{\mathrm{pc}} \tag{2}
\end{equation*}
$$

where $D_{\mathrm{pf}}$ is the pitch diameter of the Finger's gear, $D_{\mathrm{ps} 1}$ is the pitch diameter of the cone part of the Sector gear, $D_{\mathrm{ps} 2}$ is the pitch diameter of the cylindrical part of the Sector gear, $h_{\mathrm{pc}}$ is the distance from the surface of the upper part of the gripper to the pitch line of the Cone gear.

Assuming that the linked gears have the same pitch parameters, their gear ratios can be evaluated using (3).

$$
\begin{align*}
& g_{\mathrm{ps}}=\frac{D_{\mathrm{ps} 1}}{D_{\mathrm{pc}}}  \tag{3}\\
& g_{\mathrm{pf}}=\frac{D_{\mathrm{pf}}}{D_{\mathrm{ps} 2}}
\end{align*}
$$

where $g_{\mathrm{ps}}$ is the ratio between the Cone gear and the Sector gear, $g_{\mathrm{pf}}$ is the ratio between the Sector gear and the Finger's gear, and $D_{\mathrm{pc}}$ is the pitch diameter of the Cone gear.

The gear ratio $g_{f}$ between the motor $\mathrm{M}_{1}$ and the fingers can be evaluated according (4).

$$
\begin{equation*}
g_{\mathrm{f}}=g_{\mathrm{ps}} \cdot g_{\mathrm{pf}}=\frac{D_{\mathrm{ps} 1}}{D_{\mathrm{pc}}} \cdot \frac{D_{\mathrm{pf}}}{D_{\mathrm{ps} 2}} \tag{4}
\end{equation*}
$$

Finally, choosing gear diameters involves a compromise between the desired gear ratios for each motor and the gripper's size, taking into account the limitations imposed by the strength of the gear's materials, considering the size of proper bearings. The choice of materials and the design of gears' pitches is not discussed in this paper as this topic is widely covered in books such as [31]. Furthermore, it is worth mentioning that the gripper's finger design is out of the scope of this research.

The proposed design ensures an unlimited gripper rotation obviating the need of passing electrical signals by slip rings and making it possible to choose motors according to the task. This can be considered as a significant benefit of the proposed solution compared to other types of grippers.

## 4. Rotation and Grasping Force Controller Design

To simplify the control we made a number of assumptions: (1) rotation of the gripper should start only after its fingers are closed and the desired value of $F_{\mathrm{f}}$ is achieved; (2) the grasping force $F_{\text {set }}$ set point should be maintained constant between the opening and closing of the fingers; (3) the opening of the gripper should be performed only after the rotation is finished. These assumptions perfectly reflect most of Pick and Place operation performed by delta robots.

The proposed gripper design can be scaled to achieve desired size and force. Such scaling requires the controller to support a wide range of motors, in difference to ONROBOT, ABB, and SCHUNK grippers, which controllers are designed to operate with a specific motor. Thus, it was decided to use industrial servo drives from market-available families to provide desired unification. At the same time, this decision leads to limitations on controller structure that should be considered during its design.

As a reference servo drive in current research, one from the B\&R ACOPOS series was used. These drives support asynchronous, synchronous, and DC-motors [32] ranging from 50 W to 120 kW . Their controller generally consists of three Proportional-Integral (PI) control loops. However, using Smart Process Technology (SPT), it can be enhanced by adding new links and filters, evaluated directly on-board of the servo drive. Even though $B \& R$ products were chosen as a reference, the controller proposed in this section can be implemented on similar industrial servo drives produced by KEBA, Beckhoff, etc.

The Torque Distribution Gearbox can be considered as a 2-DoF epicyclic mechanism. Unlike most of the grippers, it creates a mechanical linkage between the motors used to perform gripper's rotation and transnational movements of the fingers. In the mechanism the Driver's gear plays the role of a driver and the Cone gear becomes the sun, which is connected with the satellite, implemented by Sector gear and connected to the Finger's gear. Thus, the dependency between angular accelerations and velocities of the gripper's parts can be expressed by Equations (5) and (6).

$$
\begin{equation*}
\omega_{1}-\left(1+\frac{1}{g_{\mathrm{ps}}}\right) \omega_{\mathrm{g}}=\frac{\omega_{\mathrm{f}}}{g_{\mathrm{pf}}} \tag{5}
\end{equation*}
$$

$$
\begin{equation*}
\varepsilon_{1}-\left(1+\frac{1}{g_{\mathrm{ps}}}\right) \varepsilon_{\mathrm{g}}=\frac{\varepsilon_{\mathrm{f}}}{g_{\mathrm{pf}}} \tag{6}
\end{equation*}
$$

where, $\omega_{1}$ and $\varepsilon_{1}$ are angular velocity and acceleration of the motor $\mathrm{M}_{1} ; \omega_{\mathrm{g}}$ and $\varepsilon_{g}$ are angular velocity and acceleration of the gripper rotation relative to vertical axis; $\omega_{\mathrm{f}}$ and $\varepsilon_{\mathrm{f}}$ are angular velocity and acceleration of the Finger's gear rotation. In the proposed gripper there is no dedicated sensor measuring its rotation angle. To measure it the encoder of the motor $\mathrm{M}_{2}$ is used. This encoder allows to meet precision requirements in the most of real industrial applications. In this case the gripper's rotation angle $\varphi_{\mathrm{g}}, \omega_{\mathrm{g}}$ velocity and acceleration $\varepsilon_{\mathrm{g}}$ can be evaluated using (7).

$$
\begin{align*}
& \varphi_{\mathrm{g}}=-\varphi_{2} \frac{1}{g_{c}} \\
& \omega_{\mathrm{g}}=-\omega_{2} \frac{1}{g_{c}}  \tag{7}\\
& \varepsilon_{\mathrm{g}}=-\varepsilon_{\mathrm{f}} \frac{1}{g_{c}}
\end{align*}
$$

The Rotation controller for the proposed gripper can be implemented using wellknown three level P-P-PI structure with current, velocity, and position feedbacks (Figure 5). In this paper, we assume that a permanent magnet synchronous motors with Field-Oriented Control can be considered a DC-motor with current controller.


Figure 5. Rotation and Grasping force controller.
As mentioned above no rotation is performed during grasping, so epicyclic mechanism of Torque Distribution Gearbox becomes blocked and the grasping force $F_{\mathrm{f}}$ depends only of motor the $\mathrm{M}_{1}$ current according to (8).

$$
\begin{equation*}
F_{\mathrm{f}}=\frac{I_{\mathrm{M} 1} K_{\mathrm{t}_{\mathrm{M} 1}} g_{\mathrm{f}}}{I_{\mathrm{f}}} \tag{8}
\end{equation*}
$$

where $I_{\mathrm{M} 1}$ is motor $\mathrm{M}_{1}$ current; $K_{\mathrm{t}_{\mathrm{M} 1}}$ is motor $\mathrm{M}_{1}$ torque gain; and $l_{\mathrm{f}}$ is the length of the gripper's fingers.

Thus, grasping with predefined force can be implemented using single loop current controller (Figure 5). Then, as $F_{\text {set }}$ is assumed to be constant during rotation to maintain $F_{\mathrm{f}}$ on the desired level it is required to ensure that the fingers remain in the same position. To do so we propose to add two feed-forward channels to the Grasping force controller. The first one is connected to motor $\mathrm{M}_{1}$ current controller input to create acceleration $\varepsilon_{1}$, required to fully compensate the rotation of the gripper and keep $\varepsilon_{\mathrm{f}}$ as close to zero as possible. The second feed-forward channel is used to compensate current $I_{\mathrm{M} 1}$ sag caused by rising the back-EMF of $\mathrm{M}_{1}$ during rotation. The feed-forwards were used instead of
actual $\mathrm{M}_{2}$ velocity and acceleration feedbacks to minimize their influence on thew overall stability of the controller.

The desired velocity and acceleration of $\mathrm{M}_{1}$ can be evaluated using (5), (6), assuming that $\omega_{\mathrm{f}}$ and $\varepsilon_{\mathrm{f}}$ are zero. Then the gains are found from their values following (9).

$$
\begin{align*}
& K_{\varepsilon}=\left(1+g_{\mathrm{ps}}\right) \frac{J_{\mathrm{M} 1}}{K_{\mathrm{t}_{\mathrm{M} 1}}}  \tag{9}\\
& K_{\omega}=\left(1+g_{\mathrm{ps}}\right) K_{\mathrm{e}_{\mathrm{M} 1}}
\end{align*}
$$

where $J_{\mathrm{M} 1}$ is the moment of inertia of the gripper mechanics relative to the $\mathrm{M}_{1}$ motor; $K_{e_{\mathrm{M} 1}}$ is motor $\mathrm{M}_{1}$ back-EMF gain.

During the design of the controller, the telescopic shafts with the lightweight cardans, which links the gripper and the motors, were intentionally treated as inertial components whose moments of inertia are included in $J_{\mathrm{M} 1}$ and $J_{\mathrm{M} 2}$. This was performed in order to simplify the controller and provide its further implementation using the market-available servo drives. Experimental studies will demonstrate the validity of this approach.

In many cases evaluation of $J_{\mathrm{M} 1}$ is difficult and requires precise simulation in CAD software. However the initial guess regarding the moment of inertia can be made based on the gripper's size and weight. Then $K_{\varepsilon}$ can be tuned using experimental data to minimize the grasping force error. Such tuning can be considered as a single-parameter optimization problem.

The input of both Rotation and Grasping force controller's feed-forward channels are generated by Set Value generator. It transforms rotation set point $\varphi_{\text {set }}$ into position signal $\varphi_{\text {sr }}$, with speed $\omega_{\text {sr }}$ changing as a ramp with constant acceleration and deceleration. As such generators in market-available servo drives usually do not have acceleration output, the latter one can be obtained using a digital differentiator unit (Figure 5).

Thus, the proposed controller includes a set value generator, that interpolates position set point $\varphi_{\text {set }}$ into a smooth $\varphi_{\text {sr }}$ trajectory with trapezoidal $\omega_{\text {sr }}$ ramp profile, a three-level cascade position controller and a single loop current controller with two feed-forward channels, which are used to provide desired grasping force. The governing equations for the proposed controller are (10)-(18). These equations represent the general controller's behavior and for simplicity of understanding do not include current protection and PIcontrollers' anti-windup units.

$$
\begin{gather*}
\frac{\mathrm{d} \varphi_{\mathrm{sr}}}{\mathrm{~d} t}=\omega_{\mathrm{sr}}  \tag{10}\\
\varepsilon_{\mathrm{sr}}=\frac{\omega_{\mathrm{sr}}}{T}-A^{\prime \prime}  \tag{11}\\
\frac{\mathrm{d} A^{\prime \prime}}{\mathrm{d} t}=\frac{\varepsilon_{\mathrm{sr}}}{T}  \tag{12}\\
I_{\mathrm{eM} 1}=L\left(F_{\mathrm{set}}\right)+\varepsilon_{\mathrm{sr}} K^{\prime \prime}-I_{\mathrm{M} 1}  \tag{13}\\
I_{\mathrm{eM} 2}=\left(\left(\varphi_{\mathrm{sr}}-\varphi_{\mathrm{g}}\right) \cdot K_{\mathrm{p}}-\omega_{\mathrm{g}}\right) \cdot K_{\mathrm{v}}-I_{\mathrm{M} 2}  \tag{14}\\
\frac{\mathrm{~d} A_{1}}{\mathrm{~d} t}=I_{\mathrm{eM} 1} \cdot \frac{K_{\mathrm{c} 1}}{T_{\mathrm{c} 1}}  \tag{15}\\
\frac{\mathrm{~d} A_{2}}{\mathrm{~d} t}=I_{\mathrm{eM} 2} \cdot \frac{K_{\mathrm{c} 2}}{T_{\mathrm{c} 2}}  \tag{16}\\
U_{\mathrm{M} 1}=I_{\mathrm{eM} 1} K_{\mathrm{c} 1}+A_{1}+K_{\omega} \omega_{\mathrm{sr}}  \tag{17}\\
U_{\mathrm{M} 2}=I_{\mathrm{eM} 2} K_{\mathrm{c} 2}+A_{2} \tag{18}
\end{gather*}
$$

The grasping force set point $F_{\text {set }}$ is transformed into the required current using a lookup table $L$. In case of rigid fingers this table implements a linear function with $\frac{K_{\mathrm{t}_{\mathrm{M} 1}} g_{\mathrm{f}}}{\mathrm{l}_{\mathrm{f}}}$ gain and an offset big enough to compensate friction. If the gripper is equipped with soft fingers, the use of lookup table makes it possible to implement nonlinear dependency
between $I_{\mathrm{M} 1}$ and $F_{\mathrm{f}}$. In this case function $F_{\mathrm{f}}\left(I_{\mathrm{M} 1}\right)$ can be estimated from experimental data and its inverse function $I_{\mathrm{M} 1}\left(F_{\mathrm{f}}\right)$ and then added into the table.

It is worth mentioning that if the rotation of the gripper is conducted with nonzero constant grasping force $F_{\mathrm{f}}$, the current controller will automatically compensate telescopic shafts' torsion and cardans' backslashes as they will cause a sag of actual current.

Finally, the use of force control allows not to adapt of the closing angle of the grasping device for each specific object. Regardless of the object's size or texture, the grasping device will stop the closing when the desired grasping force is reached. Such behavior is an advantage of the proposed solution since it does not require a preliminary assessment of the object's size with the help of additional tools (ex., computer vision).

## 5. Experimental Results

Due to the fact that proposed gripper mechanics can be customized in term of size and grasping force, it is possible to adapt it for different types of robots and tasks. Before building a real prototype we decided to prove scalability of the designed concept, so we created computer models of different gripper's scales and estimated their mass using CAD software (Table 2). These models included both the gripper and the corresponding motors installed on a robot frame. As can be seen from Table 2, contrary to other industrial grippers, the increasing peak grasping force led to the rise of the overall mass, but simultaneously the mass installed on the flange staid nearly unchanged. It is explained by the fact that most of the mass was added by the motors installed on the frame. At the same time reducing the gripper's weight requires scaling down gear diameters and gear pitches, which was impossible to implement due to our manufacturing equipment limitations. Thus, the gripper part has the initially overabundant strength that insured the stability of the mass of the gripper. At the same time the stability of the mass is a significant benefit of a gripper for Pick and Place applications compared to other industrial grippers, as the rise of the mass of the flange leads to lower motion accelerations and results in a decrease in the overall robot's performance. Furthermore, it should be mentioned that our gripper includes an inbuilt rotary unit, while other grippers need additional mechanics to perform object rotation.

Table 2. Mass and Grasping Force of the Different Grippers.

| Gripper Type | Peak <br> Grasping <br> Force, $\mathbf{N}$ | Mass <br> Installed on <br> the Robot's <br> Flange, $\mathbf{k g}$ | Mass <br> Installed on <br> the Robot's <br> frame, $\mathbf{~ k g}$ | Overall <br> Mass of the <br> Gripper and <br> Its Motors, <br> kg |
| :--- | :---: | :---: | :---: | :---: |
| Proposed gripper v.1 | 48.1 | 0.6 | 3 | 3.6 |
| Proposed gripper v.2 | 85.3 | 0.6 | 4.9 | 5.5 |
| Proposed gripper v.3 | 93.2 | 0.6 | 6.8 | 7.4 |
| Proposed gripper v.4 | 119.6 | 0.7 | 8.3 | 9 |
| ABB SmartGripper | 19.6 | 0.28 | 0 | 0.28 |
| ONROBOT RG2 | 39.2 | 0.78 | 0 | 0.78 |
| ONROBOT 2FG7 | 137.3 | 1.1 | 0 | 1.1 |
| ONROBOT RG6 | 117.7 | 1.25 | 0 | 1.25 |
| SCHUNK EGS 25 | 30 | 0.45 | 0 | 0.45 |
| GIMATIC HS-2012 (pneumatic) | 110.3 | 0.12 | 0 | 0.12 |

Finally, it was decided to implement the first version (v.1) of the gripper, equipped with two B\&R 8LVA23.R0015 motors. The gripper frame was made from aluminum, while the gears were created from polyacetal. All aluminum and polyacetal parts of the gripper was manufactured by using CNC milling. In the prototype, a 3D printed fingers were used. They consist of rubber pads made from REC Rubber and finger's holders printed with PLA plastic. Rubber pads are connected to finger's holders via rotational joints. These joints are designed to compensate changes in the distance between ends of rubber pads during grasping. The manufactured gripper is shown in Figure 6.


Figure 6. The gripper created for experimental studies.
The gripper has the following parameters: $D_{\mathrm{pd}}=0.022 \mathrm{~m}, D_{\mathrm{pu}}=0.059 \mathrm{~m}, D_{\mathrm{pf}}=$ $0.059 \mathrm{~m}, D_{\mathrm{ps} 1}=0.0335 \mathrm{~m}, D_{\mathrm{ps} 2}=0.0388 \mathrm{~m}, D_{\mathrm{pc}}=0.0195 \mathrm{~m}, h_{\mathrm{pc}}=0.005 \mathrm{~m}, \mathrm{l}_{\mathrm{f}}=0.08 \mathrm{~m}$, $L_{\mathrm{M} 1}=0.0063 \mathrm{H}, L_{\mathrm{M} 2}=0.0063 \mathrm{H}, R_{\mathrm{M} 1}=2.6 \mathrm{Ohm}, R_{\mathrm{M} 2}=2.6 \mathrm{Ohm}, K_{\mathrm{e}_{\mathrm{M} 1}}=0.24 \mathrm{~V} /(\mathrm{rad} / \mathrm{s})$, $K_{\mathrm{e}_{\mathrm{M} 2}}=0.24 \mathrm{~V} /(\mathrm{rad} / \mathrm{s}), K_{\mathrm{t}_{\mathrm{M} 1}}=0.42 \mathrm{Nm} / \mathrm{A}, K_{\mathrm{t}_{\mathrm{M} 2}}=0.42 \mathrm{Nm} / \mathrm{A}, J_{\mathrm{M} 1}=7 \cdot 10^{-5} \mathrm{kgm}^{2}$, and $J_{\mathrm{M} 2}=1.1884 \cdot 10^{-4} \mathrm{kgm}^{2}$.

The Rotation and Grasping Force Controller was fully implemented onboard of the B\&R 80VD100PD.C022-14 ACOPOS Servo Drive using its standard cascade controller, modified with Smart Process Technology blocks. Feed-forward channels between Grasping Force and Rotation axis were created using internal cross-communication interface of the drive. Finally, current control loop cycle length of $50 \mu \mathrm{~s}$, velocity control loop cycle length of $200 \mu \mathrm{~s}$ and positioning control loop cycle length of $400 \mu \mathrm{~s}$ were achieved. The gains of the Current controllers were chosen as: $K_{\mathrm{c} 1}=34 \mathrm{~V} / \mathrm{A}, K_{\mathrm{c} 2}=34 \mathrm{~V} / \mathrm{A}, T_{\mathrm{c} 1}=T_{\mathrm{Mc} 2}=0.002 \mathrm{~s}$. The gains of the velocity and position controller were chosen as $K_{\mathrm{v}}=0.896 \mathrm{As} / \mathrm{rad}$ and $K_{p}=163.61 / \mathrm{s}$, respectively. Feed-forward differentiator time constant was set as $T=0.0033 \mathrm{~s}$. Feed-forward gains were evaluated according to (9). Maximal angular velocity and acceleration, which determine the speed ramp, were set as $\omega_{\max }=5.9 \mathrm{rad} / \mathrm{s}$ and $\epsilon_{\max }=73.3 \mathrm{rad} / \mathrm{s}^{2}$, respectively. Finally, the drive was integrated into the robot's control system using Ethernet POWERLINK fieldbus.

Table 3 shows the comparison of the fingers linear speed between the proposed gripper and another industrial gripper of a comparable size. This speed is critical for the performance of Pick and Place operations as it directly determines fingers' opening/closing time. Compared to electrical grippers, the proposed solution has a much higher speed coupled with lower mass installed on the robot's flange (Table 2). The only electrical gripper involved in the comparison that is lighter than our gripper was ABB SmartGripper, designed for YuMi robot, but at the same time its grasping force is more than two times
lower than that of our model. It can also be seen that a fast pneumatic gripper outperforms all electrical ones both in terms of mass to peak grasping force ratio and the finger's linear speed. Still it cannot provide any online force control, so it is not suitable for manipulating fragile objects.

Table 3. Comparison of the Industrial Gripper Fingers Linear Speed.

| Gripper Type | Max. Linear Speed of the <br> Finger's End, mm/s | Max. Speed of the Proposed <br> Gripper Relative to the <br> Market-Available Product |
| :--- | :---: | :---: |
| Proposed gripper v.1 | 1400 | 1 x |
| ABB SmartGripper | 25 | 56 x |
| ONROBOT RG2 | 127 | 11 x |
| ONROBOT 2FG7 | 450 | 3.1 x |
| ONROBOT RG6 | 160 | 8.75 x |
| SCHUNK EGS 25 | 120 | 56 x |
| GIMATIC HS-2012 (pneumatic) | 1700 | 0.82 x |

Due to the ultra-low closing time, there is no practical reason to adapt the opening/closing angle for grasping objects of various sizes. It is an additional benefit of the proposed solution, as other electrical grippers may require such adoptions to achieve timing suitable for high-performance Pick and Place operation.

To perform the rest of the experimental studies, the gripper prototype was installed on DeltaCube (https: / / delta-robot.ru/ , accessed date: 23 November 2022) educational robot and integrated into its control system.

The accuracy analysis of the force control was verified using two different sensors. The steady state values of the grasping force were measured using B\&R X20AI1744-3 module and a 10 kg range strain gauge mounted on the gripper's fingers. This sensor was used to estimate dependency $I_{\mathrm{M} 1}\left(F_{\mathrm{f}}\right)$ and to inform Grasping force controller's lookup table. Then to verify repeatability we performed 50 grasps for each $F_{\text {set }}$ value from 3 N to 48 N range. The results are shown on Figure 7a. As it can be seen, the steady state error never exceeds 0.8 N . Moreover, in most of the cases it was below 0.5 N (Figure 7b).


Figure 7. (a) Steady state grasping force error. (b) Histogram of steady state grasping force error.

As the X20AI1744-3 module, used in previous experiment, has 5 Hz input filter and is not suitable for dynamic measurements to estimate deviations of grasping force during highly accelerated rotations, we changed it to an additional B\&R 8LVA13.R0015 motor, which was mounted on the axis of the Finger's gear. It was controlled by a separate servo drive, configured to hold its position. $F_{\mathrm{f}}$ was estimated according to (19).

$$
\begin{equation*}
F_{\mathrm{f}}=\frac{I_{\mathrm{Ms}} K_{\mathrm{t}_{\mathrm{s}}}}{l_{\mathrm{f}}} \tag{19}
\end{equation*}
$$

where $I_{\mathrm{Ms}}$ is the quadrature current of the added motor and $K_{\mathrm{t}_{\mathrm{s}}}$ is the its torque constant. Due to an additional inertia introduced by adding the motor, Rotation and Grasping force controller's gains were adjusted to provide the same timings. The measurements using these sensors were performed only in the low part of the gripper's force range, as the 8LVA13 motor has quite low a nominal torque. At the same time, more powerful motors will have a higher mass and impart more inertia that will critically limit range of possible acceleration.

Before performing the experiment on the real gripper, the built prototype was simulated using SimInTech (https:/ / en.simintech.ru/ , accessed date: 23 November 2022) software. First, we simulated ideal mechanics without friction. Then, we switched on friction simulation. Furthermore, for ease of comparison we performed additional experiment with no feed-forward $\left(K_{\varepsilon}=0\right.$ and $\left.K_{\omega}=0\right)$. The grasping force set point $F_{\text {set }}$ was constant during each rotation.

The actual grasping force $F_{\mathrm{f}}$ transient processes in all simulated cases are shown in Figure 8. As it can be seen, force sag during rotation without the use of feed-forward channels reaches up to $35 \%$ of the set point. In the case of friction simulation, this sag can be decreased down to $15 \%$, making grasping force control precision suitable for a wide range of industrial applications. In ideal case with no friction, force error can be minimized below $5 \%$ of the set point.


Figure 8. Grasping force $F_{\mathrm{f}}$ transient processes during rotation. Black, blue, green lines-simulated values; red line-real experiment.

The simulated behavior matches the results acquired during the experiment with the real prototype both in term of the $F_{\mathrm{f}}$ transient process form and amplitude (Figure 8, red line). The difference between the real and simulated grasping force steady state value, seen on Figure 8 can be determined by the steady state grasping force error, which was measured in the previous experiment (Figure 7). Most likely it is caused by friction in different parts of the gripper. The absence of this error in simulation can be explained by the simplicity of the used friction model. As it can be seen from the experimental data (Figure 8) the steady state error is generally smaller than the peaks caused by highly accelerated rotations.

To analyze how force control precision depends on rotation parameters, we performed a series of experiments. During each experiment the grasping force was set as a constant value from the $3-5.7 \mathrm{~N}$ range, and then two $40^{\circ}$ rotations were performed, in forward and backward directions. This range of grasping force was chosen to fit the torque measurement device's capabilities. The parameters of these rotations were taken from the following ranges: velocity—from $0.9 \mathrm{rad} / \mathrm{s}$ to $5.6 \mathrm{rad} / \mathrm{s}$; acceleration—from $17.5 \mathrm{rad} / \mathrm{s}^{2}$ to $73.3 \mathrm{rad} / \mathrm{s}^{2}$. All measurements were made with the position of the grasping device at the same point in the robot's working area. The position of the grasping device does not affect the measurement results in any way since the telescopic shafts transmit the moment equally efficiently throughout their entire operating range. During all the rotations, transient processes of grasping force error were recorded with 1 ms sample time. Those processes were then analyzed and a maximum grasping force error was evaluated for each pair of the rotation acceleration and velocity (Figure 9). At any acceleration and velocity, the surface of maximum force error demonstrated in Figure 9 never exceeds 1.27 N, which can be considered as the maximum error level for the developed prototype. Table 4 compares this value to the force control error of competitive grippers. As it can be seen, the force control precision of the proposed solution is 2.3-23.2 times higher compared to similar industrial grippers available on the market (Table 4). It should be mentioned that force errors for competitive grippers provided in Table 4 were taken from their datasheets and represent the worst-case scenario for each gripper. Thus, those values are achieved at different grasping speeds. Still, according to Tables 3 and 4, our design outperforms other compared electrical grippers not only in terms of force control precision but also in terms of finger speed.

If we analyze the dependency of the force error from rotation acceleration and velocity (Figure 9), it can be seen that it reaches its maximum values while moving with medium and low velocities. Moreover, one of the surface peaks is near the point corresponding to the lowest acceleration and velocity. This can be explained by friction being the main source of the grasping force error. This hypothesis is also supported by previously obtained experimental results (Figure 8). It is worth mentioning that real experimental results match simulated ones. The model used for simulation did not consider cardans' backslashes and telescopic shafts torsion. Neither of these factors had any significant impact on the behavior of the real gripper during the last experimental series, which included more than 1500 consequent grasps and rotations. This supports the above statement that the proposed controller minimizes the influence of backslashes and shafts' torsion. As a result, friction can be considered a critical factor in reducing grasping force precision, and its reduction is the primary goal of designing an industrial version of the proposed gripper.


Figure 9. Experimental dependency of maximum grasping force error from rotation acceleration $\varepsilon_{g}$ and velocity $\omega_{\mathrm{g}}$.

Table 4. Accuracy of the Grasping Force Control.

| Gripper Type | Maximum Grasping Force Error, <br> $\mathbf{N}$ | Error Relative to the Proposed <br> Gripper |
| :--- | :---: | :---: |
| Proposed gripper v.1 | 1.27 | $\times 1$ |
| ABB SmartGripper | 2.94 | $\times 2.3$ |
| ONROBOT RG2 | 9.81 | $\times 7.7$ |
| ONROBOT 2FG7 | 4.9 | $\times 3.9$ |
| ONROBOT RG6 | 29.42 | $\times 23.2$ |

The gripper's performance in real Pick and Place operations performed on vulnerable soft objects was evaluated during the final experiment. The developed prototype, installed on the delta robot, was used to pick a cherry tomato, lift it, turn on $45^{\circ}$, put down, and release the tomato. This turn angle was chosen because in most of the industrial Pick and Place applications, the angle correction performed by a robot is below $45^{\circ}$. According to [33] cherry tomatoes are damaged if squeezed with the force $15.2-23.8 \mathrm{~N}$ (depending on their variety). Thus, the grasping force should be at least 1.5 times lower than this limit to prevent damage. As our gripper has a force error of 1.27 N (Table 4), the grasping force during the experiment was set to 8.2 N to guarantee the integrity of the manipulated tomato. The Pick and Place operation was recorded by a high-speed camera at 240 FPS. We performed a series of experiments on different tomatoes, and none of them were damaged. The average opening/closing time was 92 ms . The average time required to lift and rotate the tomato by $45^{\circ}$ was 130 ms . As a result, the average overall time for Pick and Place operation was 314 ms , equaling 191 Pick and Place operation productivity. It is generally higher than the average rate of modern delta robots provided in [7]. Thus, the proposed gripper design will not be the limiting factor for the overall performance. The Pick and Place operation performed on cherry tomato is demonstrated on the video attached to the paper as media data (Video S1). For the demonstration purposes, the gripper on the attached video was rotated after the robot finished lifting and before it started moving, in deference to the described above experiment when those movements were performed simultaneously.

To the best of our knowledge, none of the currently developed grippers can provide such productivity at such low grasping force. Table 5 compares our experimental results with the competitive solutions based on data from their datasheets. The closing time of ONROBOT force-controlled grippers significantly increases when low grasping force is applied and become 1.5-2 times worse than provided by our solution, even disregarding it was measured during only 8 mm fingers translation. SCHUNK EGS 25 cannot grasp with force below 15 N , which is unsuitable for operations with such vulnerable objects as cherry tomatoes. Furthermore, it has maximal fingers travel range of only 6 mm , while the diameter of the abovementioned cherry tomatoes may vary from 25 to 35 mm (considered optimal size) and may even be greater than 35 mm [34]. Finally, compared to ABB SmartGripper, our solution has a much higher closing speed and better precision of force control (Table 4).

Table 5. Gripping time and minimal verified grasping force comparison.

| Gripper Type | Gripping Time/Gripper's Fingers <br> Travel Range That Was Used to <br> Measure Gripping Time | Minimal Verified Grasping Force |
| :--- | :---: | :---: |
| ABB SmartGripper | $320 \mathrm{~ms} / 8 \mathrm{~mm}$ | 3 N |
| ONROBOT RG2 | $60(@ 40 \mathrm{~N})-210(@ 3 \mathrm{~N}) \mathrm{ms} / 8 \mathrm{~mm}$ | 3 N |
| ONROBOT 2FG7 | $300 \mathrm{~ms} / 38 \mathrm{~mm}$ | 20 N |
| ONROBOT RG6 | $50(@ 120 \mathrm{~N})-150(@ 25 \mathrm{~N}) \mathrm{ms} / 8 \mathrm{~mm}$ | 25 N |
| SCHUNK EGS 25 | $50 \mathrm{~ms} / 6 \mathrm{~mm}$ | 15 N |
| Proposed gripper v.1 | $92 \mathrm{~ms} / 98 \mathrm{~mm}$ | 3 N |

## 6. Conclusions

In this paper, we proposed a synthesized novel gripper mechanism for delta robots. It has a lower mass of end-effector mounted on a robot's flange and 3.1-56 times higher finger speed compared to the market-available electrical grippers with force control. At the same time, it has better 2.3-23.2 grasping force accuracy, providing an error not worse than 1.27 N in the set point range of 3 N to 48 N . Finally, it has an integrated rotary unit, providing unlimited rotation around a vertical axis. The Rotation and Grasping force controller of the novel gripper is simple enough to be implemented using a single dual-channel servo drive and can be easily integrated into the control system of modern Pick and Place robot using a real-time fieldbus. All of the above makes the designed electrical gripper a perfect fit for a high-dynamic Pick and Place applications.

Supplementary Materials: The following supporting information can be downloaded at: https:// www.mdpi.com/article/10.3390/robotics11060155/s1, Video S1: Demonstration of a force-controlled Pick and Place operation on a soft, fragile object using a proposed gripper.
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## Abbreviations

The following abbreviations are used in this manuscript:

| SCARA | Selective Compliance Assembly Robot Arm |
| :--- | :--- |
| EMF | Electric and magnetic field |
| WRS | The World Robot Summit |
| DoF | Degrees of freedom |
| DC | Direct current |
| SPT | Smart Process Technology |
| CAD | Computer-aided design |
| CNC | Computer numerical control |
| PLA | Polylactic acid |
| FPS | Frames per Second |
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#### Abstract

Geriatric disorders, strokes, spinal cord injuries, trauma, and workplace injuries are all prominent causes of upper limb disability. A two-degrees-of-freedom (DoFs) end-effector type robot, iTbot (intelligent therapeutic robot) was designed to provide upper limb rehabilitation therapy. The non-linear control of iTbot utilizing modified sliding mode control (SMC) is presented in this paper. The chattering produced by a conventional SMC is undesirable for this type of robotic application because it damages the mechanical structure and causes discomfort to the robot user. In contrast to conventional SMC, our proposed method reduces chattering and provides excellent dynamic tracking performance, allowing rapid convergence of the system trajectory to its equilibrium point. The performance of the developed robot and controller was evaluated by tracking trajectories corresponding to conventional passive arm movement exercises, including several joints. According to the results of experiment, the iTbot demonstrated the ability to follow the desired trajectories effectively.


Keywords: upper-limb rehabilitation; end-effector robot (iTbot); sliding mode control; reaching law; trajectory tracking

## 1. Introduction

Globally, approximately 15 million individuals suffer from neurological diseases, such as strokes. This total comprises one-third fatalities and about an equal number of patients who spend the rest of their lives with irreversible disability [1]. In the USA, approximately 750,000 persons are affected by stroke [2], leaving most survivors with varying degrees of motor dysfunction [3]. Stroke is the third most significant cause of disabilities globally [4]. Approximately $85 \%$ of stroke survivors who suffer from hemiparesis live with acute arm impairment [5]. As a result, $60 \%$ of individuals with upper limb hemiparesis experience long-term functional limitations, which reduces their quality of life [6,7]. This poor life quality includes losing the ability to work and failing to self-care. These consequences have a significant social and economic impact on the families of those affected and society $[8,9]$. The recovery of function of the upper limb can play a significant role in reinstating quality of life. Robots are able to assist in recovery from upper and lower limb dysfunction arising from neurological disorders, as reported in several recent studies [10-13].

Traditional rehabilitation focuses on rehabilitative exercises, in which the patient performs a series of bodily motions under the guidance of a trained therapist. A number of researchers have set their sights on developing medical rehabilitation devices [14]. Robotaided rehabilitation provides high-intensity therapy and decreases the workload of medical staff, unlike traditional rehabilitative treatment. Additionally, this modern therapy can
facilitate the quantitative recording of data related to the recovery progress. Robots can provide passive, active, and active-assistive therapies for impaired limbs [15,16].

In general, upper limb robotic devices are subdivided into two types: end-effector type and exoskeleton type robots [17]. Exoskeleton robots are designed to be worn on human limbs [18-20]. The design of this type of robot mimics human anatomical joints and the length of limb segments. Due to the multiple "bundling" of the exoskeleton robot and the upper limbs, the patient cannot detach from the robot quickly if unexpected danger occurs [21]. Many exoskeleton robots can provide rehabilitation therapy for full arm motion and rehabilitation therapy in passive and active modes and provide endpoint-based therapy [22-25]. However, these exoskeleton robots are frequently costly, cumbersome, structurally complicated, and lack mobility. In contrast, end-effector type rehabilitation robots are designed to attach to users at a single point, usually at the wrist or forearm. The primary advantage of end-effector type devices over exoskeletons is their simplicity in design and manufacture. End-effector robots are more compact and lightweight than other robots, and they are easier to build. Furthermore, because of the single-point interaction between the two entities, end-effector type devices are the most prevalent type of assistive device [26-28]. An end-effector-type robot is easy to install in a patient's home because of its simple structure and presents a low risk.

The control techniques used for therapeutic devices directly impact the success of robotic rehabilitation training. Patients with acute hemiplegia can benefit from a patientpassive training program, which requires the afflicted limb to reach a specified trajectory while passively executing repetitive movements [29]. The rehabilitation training system is more complicated than traditional manipulators due to the robot's highly non-linear dynamics, unknown external disturbances, and the viscoelastic features of biological joints [30]. In order to improve position control during repetitive reach training, rehabilitation robots have been designed that use a variety of control methods, such as adaptive control [31], flatness-based control [32], EMG-based control [33], admittance control [34], fuzzy and backstepping control [35]. Sliding mode control (SMC) is an effective technique for controlling robotic systems with unknown dynamics and constrained disturbances [36]. Theoretically, SMC's robustness guarantees optimal tracking performance regardless of parameter or model uncertainty [37]. Furthermore, SMC has a simple construction, strong transient performance, and rapid response. As a result, we evaluate SMC as a viable option for providing reliable, high-quality tracking in dynamic environments. The control input that carries the switching function signum $(\operatorname{sign}()$.$) is the primary source of issues in$ conventional SMC [38]. In real-time implementation, this function's switching results in undesired chattering due to the control effort. Therefore, the system's performance degrades, and unmodeled high-frequency dynamics may be triggered. Islam et al. [39] proposed a unique upper limb exoskeleton with sliding mode fractional control (FSMC), due to its excellent tracking performance and durability against external disturbances. Using this method, the suggested controller's settling time and maximum pitch angle control were enhanced. Furthermore, in comparison to traditional SMC, tracking and chatter were found to be enhanced. Babaiasl et al. [40] introduced SMC to a three DoFs exoskeleton for shoulder joint rehabilitation, using a genetic algorithm to modify the SMC parameters. They found that SMC performed well in this non-linear control process and that uncertainties and disturbances (such as patients' hand tremors) were effectively rejected. Rahman et al. [29] developed a rehabilitative exoskeleton for the lateral side of the upper limb with non-linear SMC to aid in rehabilitation and improve upper-limb movement. In the device developed, they combined the concept of a saturation (sat) function [41] with an ERL [42] to implement trajectory tracking. The authors utilized a non-linear SMC approach to move the ETS-MARSE so that it could deliver a variety of passive rehabilitation activities, including single-joint movement exercises and workouts involving the movement of multiple joints. This enabled the controller to regulate the exoskeleton's movement, allowing it to conduct passive rehabilitation treatment.

Therefore, the goal of the present investigation was to develop a novel sliding mode controller (SMC) reaching law capable of quickly converging a system trajectory to an equilibrium point. In the proposed approach, fast convergence does not provoke any chattering as occurs with conventional sliding mode controllers. The proposed approach utilizes adjustable parameters so that the control law applied significantly reduces the unwanted chattering phenomenon. Furthermore, the designed approach can provide a faster convergence time than the exponential reaching law, which is among the best solutions to avoid chattering problems and produce a fast convergence time.

The remainder of the article is organized as follows. Section 2 provides an overview of the iTbot. In Section 3, the iTbot's kinematics and dynamics are discussed. Section 4 presents the control design and stability analysis. The experimental findings and a comparative study assessment are reported in Section 5. Finally, Section 6 presents the conclusions and suggestions for future work.

## 2. Overview of the iTbot

The iTbot was developed based on the human reachable workspace to provide therapy covering the full range of the workspace. Figure 1, depicts the structural design of the iTbot, which was designed to be a minimally feasible solution for a functional robot-aided rehabilitation treatment system.


Figure 1. Mechanical design of the iTbot.
The body of the iTbot is made up of the base, as well as two linkages (Link-1 and Link-2). The robot's base contains two fabricated aluminum parts, one being the bottom base of the robot, and the other a mounting for the Motor-1 (Joint-1) hardware shown in Figure 1. The base is designed as a heavy aluminum block to provide stability during the robot's operation during experiments. It also carries a plastic bumper with rubber stoppers to stop the robot at the limit of its range of motion. The Joint-1 (Motor-1) consists of a harmonic drive gear reducer mounted directly on the top base part, with the motor mounted on its back with a custom-designed motor adapter. Link-1, which consists of an aluminum portion with a gear reducer mounted directly to it, is directly connected to the harmonic drive gear reduction unit's output. In the Link-2 assembly, the fabricated aluminum part contains the second half of the Motor-2 wire spool holder. The Joint-2 (Motor-2) is composed of two links (Link-1 and Link-2). There is an end-effector at the end of the connection, which holds the force sensor and the handle. The handle is customdesigned to match the user's hand profile; in our prototype, the average size of the two
adult male laboratory members who participated in the development of the iTbot. The handle has a base part, 3D-printed in polycarbonate plastic, that mounts on the force sensor. An inner tube with mounting features for two bearings on both ends is used-this tube screws into the base part.

## Specification of the iTbot

The completed CAD model was created by assigning materials to each component in SolidWorks software. The developed iTbot's parameters are listed in Table 1 below.

Table 1. Mechanical parameters of iTbot estimated from CAD model.

| Joint Parameters |  |  |
| :---: | :---: | :---: |
| Item | Joint-1 | Joint-2 |
| Joint range of motion (Degrees) | $\pm 85^{\circ}$ | $\pm 180^{\circ}$ |
| Link Parameters |  |  |
| Mass (Kg) | 1.79 | 0.65 |
| Location of the center of gravity in link frame (m) | $\begin{gathered} \hline \text { Center of gravity of link } 1 \\ \text { in frame }\{1\} \\ X_{1}=0.26, \\ Y_{1}=0.00, \\ Z_{1}=0.00 \end{gathered}$ | $\begin{gathered} \text { Center of gravity of link } 2 \\ \text { in frame }\{2\} \\ X_{2}=0.15, \\ Y_{2}=0.00, \\ Z_{2}=0.02 \end{gathered}$ |
| Robot Properties |  |  |
| Mass (Kg) | 6.67 ( 3.2 without base) |  |
| Maximum horizontal reach (m) | $\pm 0.55$ |  |
| Maximum vertical reach (m) | +0.1 to +0.55 |  |

In the X -axis configuration, the iTbot can provide a 1.1 m range of motion. It can achieve the design goal of supporting human upper limb motion [43] in the desired workspace $[44,45]$ fitting any patients with a height from 1.21 m to 1.82 m for the horizontal and vertical configurations shown in Figure 2. In the shaded region from Figure 2, a human arm is covered from 0.5 m to 0.66 m . However, the iTbot symmetric design with asymmetric joint range of motion makes it proficient for ambidextrous use. The base design allows both positionings either in horizontal or vertical orientation.


Figure 2. Workspace of the upper limb for (a) vertical and (b) horizontal configuration.

## 3. Description of Kinematics and Dynamics of iTbot

### 3.1. Kinematics of the iTbot

As shown in Figure 3, only the two joint angles move during the rehabilitation training; therefore, the iTbot's forward kinematics analysis and updated Denavit-Hartenberg (DH) [46] parameters are utilized. The iTbot's kinematic model was created using modified DH notations. Each robot connection has a coordinate frame (link frame) connected to it that describes its location in relation to its neighbors. Figure 3 depicts the system's serial link-frame end-effector-type robot attachments.


Figure 3. Coordinate frame assignment for 2DoF iTbot.
To calculate the DH parameters, we consider the co-ordinate frames (i.e., link frames that map one axis of rotation to another). This means that Frame 1 is Joint 1, Frame 2 is Joint-2, and Frame 3 is the end-effector position of the iTbot. The fixed reference frame 0 is considered to match with the initial reference frame at the base frame (world frame). Table 2 summarizes the updated DH parameters related to the location of the link frames (in Figure 3). Integrating the DH parameters yields the homogeneous transfer matrix, which defines the positions and orientations of the reference frame regarding the fixed reference frame.

Table 2. Modified Denavit-Hartenberg parameters.

| Joint (i) | $\alpha_{i-1}$ | $d_{i}$ | $a_{i-1}$ | $\theta_{i}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 0 | $\theta_{1}+\frac{\pi}{2}$ |
| 2 | 0 | 0 | $l_{1}$ | $\theta_{2}+\pi$ |
| 3 | 0 | 0 | $l_{2}$ | 0 |

Where $\alpha_{i-1}$ is the link twist, $a_{i-1}$ corresponds to link length, $d_{i}$ denotes the link offset, and $\theta_{i}$ is the joint angle of the iTbot.

### 3.2. Dynamics of the iTbot

The dynamics of the iTbot were analyzed (in Figure 4) in order to imitate joint motions in experiments utilizing non-linear control. The motion of bodies under the influence of external forces was calculated using dynamics. A dynamic model for the iTbot was created using the iterative Newton-Euler approach [47].

The dynamic equation for the iTbot can be expressed by Equation (1)

$$
\begin{equation*}
\tau=M(\theta) \ddot{\theta}+V(\theta, \dot{\theta})+G(\theta)+F(\theta, \dot{\theta}) \tag{1}
\end{equation*}
$$

where $\theta \in \Re^{2}$ denotes a two-vector of generalized coordinates. $M(\theta) \in \Re^{2 x 2}, V(\theta, \dot{\theta})$ $\in \Re^{2 x 1}, G(\theta) \in \Re^{2 x 1}$, are, respectively, the symmetric, bounded, inertia matrix, the Coriolis and centrifugal torques, and the gravitational torque. $\tau \in \Re^{2}$ is the torque input vector and $F(\theta, \dot{\theta}) \in \Re^{2}$ represents the external disturbances. Further details are provided in Appendix A.


Figure 4. iTbot nomenclature for dynamic modeling with contact force at the end-effector.

## 4. Control Design and Stability Analysis

Introducing $x=\theta$ and $\dot{x}=\dot{\theta}$, the dynamic model expressed in Equation (1) can be rewritten in the form of Equation (2) as follows:

$$
\begin{equation*}
\ddot{x}=f(x, \dot{x})+g(x) u \tag{2}
\end{equation*}
$$

with:

- $u=\tau$
- $g(x)=g=M^{-1}(\theta)$
- $f(x, \dot{x})=f=M^{-1}(\theta)[-C(\theta, \dot{\theta}) \dot{\theta}-G(\theta)-F(\theta, \dot{\theta})]$

The tracking position error can be given by: $e=x-x^{d}$, where $x^{d} \in \Re^{n}$ is the reference trajectory and $x$ is the actual position.

The first step in conceiving an SMC approach is to choose the switching surface $v$ as follows:

$$
\begin{equation*}
v=\dot{e}+\lambda e \tag{3}
\end{equation*}
$$

where $\lambda \in \Re^{n \times n}>0$. Note that $\lambda$ plays a decisive role in the convergence rate of the error tracking to zero.

Consider the Lyapunov function: $V(v)=\frac{1}{2} v^{T} v$, with its time derivative:

$$
\begin{equation*}
\dot{V}=v^{T} \dot{v} \tag{4}
\end{equation*}
$$

The criterion for stability is therefore: $\dot{V}<0$. This requires $\dot{v}<0$ for $v>0$ and $\dot{v}>0$ for $v<0$, which gives rise to the commonly known control law switching phenomenon around $v=0$. Based on (Equation (3)) and its derivative, the following control input is proposed:

$$
\begin{equation*}
u=g^{-1}\left[\ddot{x}^{d}-\lambda \dot{e}-f+\dot{v}\right] \tag{5}
\end{equation*}
$$

Note that, from (Equation (5)), the control input is substantially based on $\dot{v}$, which in turn defines the rate of $v$. So, if $\dot{v} \ll 0$ for $v>0$ (with the opposite being too correct), the dynamics' pushed trajectory converges to $v=0$. Therefore, $\dot{v}$ is usually referred to as the "reaching" law. When the trajectory of the system is in the vicinity of $v=0$, with $\dot{V}<0$, $\dot{v}<0$ determines precisely how close the system is to the sliding surface $v=0$. Therefore, a "switching" phenomenon arises in order to maintain the condition: $v \dot{v}<0$.

To cope with the high gain value of SMC and to produce rapid and high tracking performance, a kind of adaptive reaching known as the exponential reaching law (ERL) was proposed. This approach is considered to be an effective approach to overcome this issue.

The ERL technique solves the problem associated with the high gain of the SMC reaching law by allowing the controller to dynamically respond to variations in the switching function. This method allows the SMC control gain to be readily varied between an appropriate amount of control gain that does not cause chattering $K_{1 i}$ and $K_{1 i} / \phi_{i}$ where $\phi_{i}<1$ (for definition of variables see Equation (6) below). As a result, the ERL approach can guarantee the convergence rate in the period indicated by Equation (7). The fundamental issue with this strategy is that it cannot prevent chattering at the start of motions, which reduces the accuracy of the control performance. The suggested controller was created to overcome this issue, while maintaining the high converge time lower than the ERL. The designed reaching law is defined as follows:

$$
\begin{array}{r}
\dot{v}_{i}=-\frac{K_{1 i}}{\phi_{i}+\left(1-\phi_{i}\right) e^{-\alpha_{i}\left|v_{i}\right|^{p_{i}}}}\left|v_{i}\right|^{\varphi} \operatorname{sign}\left(v_{i}\right) \\
-\omega_{i} \frac{K_{1 i}(1-\varphi)}{\phi_{i}} \operatorname{sign}\left(v_{i}\right) \tag{6}
\end{array}
$$

where $\phi_{i}>0, \alpha_{i}>0$ and $p_{i}>0$ with $\phi_{i}<1$ and $0<\varphi<0.5 . \omega_{i}$ is defined by $\lim _{t \rightarrow \infty}\left(\omega_{i}\right)=0$ and $\int_{0}^{t} \omega_{i}(w) d w=Q_{i}<\infty$, where $\omega_{i}=1 /\left(1+t_{i}^{2}\right)$ and $t_{i}$ is the execution time of the reference trajectory. The second term of the control law, Equation (6) is designed to preserve its robustness around the beginning of the executing trajectory. Note that, as time goes on, this term would disappear based on the definition of $\omega_{i}$.

Note that, the term $\varphi$ is commonly defined as a high value in the classical power rate law to guarantee fast convergence to the origin while causing unwanted chattering. In the designed law, a restriction on $\varphi$ was imposed: $0<\varphi<0.5$. This would guarantee not only fast convergence, but also reduced chattering.

Proposition 1. For $K_{1 i}>0$, and in conformity with the selection of $\varphi$ determined in advance, the proposed reaching law (Equation (6)) consistently provides faster convergence to the origin than ERL [42] and ensures stability of the closed loop dynamical system Equation (2).

Proof. The ERL's reaching time is provided in [42]:

$$
\begin{equation*}
\operatorname{Tr}_{1 i}=\frac{1}{K_{i}}\left(\phi_{i}\left|v_{i}(0)\right|+\left(1-\phi_{i}\right) \int_{0}^{\left|v_{i}(0)\right|} e^{-\alpha_{i}\left|v_{i}\right|^{p_{i}}} d v_{i}\right) \tag{7}
\end{equation*}
$$

To obtain the reaching time ( $\operatorname{Tr}_{2 i}$ ) of the designed reaching law (6), it is initially rewritten as:

$$
\begin{align*}
d t_{i}= & \frac{\left(\phi_{i}+\left(1-\phi_{i}\right) e^{-\alpha_{i}\left|v_{i}\right|^{p_{i}}}\right) d v_{i}}{-K_{1 i}\left|v_{i}\right|^{\varphi} \operatorname{sign}\left(v_{i}\right)} \\
& +\frac{\phi_{i} d v_{i}}{-\omega_{i} K_{1 i}(1-\varphi) \operatorname{sign}\left(v_{i}\right)} \tag{8}
\end{align*}
$$

Integrating (Equation (8)) from zero to $T r_{2 i}$, with $v_{i}\left(\operatorname{Tr}_{2 i}=0\right)$, gives:

$$
\begin{align*}
\operatorname{Tr}_{2 i}= & \int_{v_{i}(0)}^{0} \frac{\left(\phi_{i}+\left(1-\phi_{i}\right) e^{-\alpha_{i}\left|v_{i}\right|^{p_{i}}}\right) d v_{i}}{-K_{1 i}\left|v_{i}\right|^{\varphi} \operatorname{sign}\left(v_{i}\right)} \\
& +\int_{v_{i}(0)}^{0} \frac{\phi_{i} d v_{i}}{-\omega_{i} K_{1 i}(1-\varphi) \operatorname{sign}\left(v_{i}\right)} . \\
= & \int_{0}^{v_{i}(0)} \frac{\left(\phi_{i}+\left(1-\phi_{i}\right) e^{-\alpha_{i}\left|v_{i}\right|^{p_{i}}}\right) d v_{i}}{K_{1 i}\left|v_{i}\right|^{\varphi} \operatorname{sign}\left(v_{i}\right)} \\
& +\int_{0}^{v_{i}(0)} \frac{\phi_{i} d v_{i}}{\omega_{i} K_{1 i}(1-\varphi) \operatorname{sign}\left(v_{i}\right)} . \tag{9}
\end{align*}
$$

if $v_{i}<0$ for all $t i<\operatorname{Tr}_{2 i}$, so:

$$
\begin{align*}
& \operatorname{Tr}_{2 i}=\int_{0}^{-v_{i}(0)} \frac{\left(\phi_{i}+\left(1-\phi_{i}\right) e^{-\alpha_{i}\left|v_{i}\right|^{p_{i}}}\right) d v_{i}}{K_{1 \mid}\left|v_{i}\right|^{\varphi}} \\
&+\int_{0}^{-v_{i}(0)} \frac{\phi_{i} d v_{i}}{\omega_{i} K_{1 i}(1-\varphi)} . \tag{10}
\end{align*}
$$

Else, if $v_{i}>0$ for all $t i<\operatorname{Tr}_{2 i}$, gives:

$$
\begin{array}{r}
\operatorname{Tr}_{2 i}=\int_{0}^{v_{i}(0)} \frac{\left(\phi_{i}+\left(1-\phi_{i}\right) e^{-\alpha_{i}\left|v_{i}\right|^{p_{i}}}\right) d v_{i}}{K_{1 i}\left|v_{i}\right|^{\varphi}} \\
+\int_{0}^{v_{i}(0)} \frac{\phi_{i} d v_{i}}{\omega_{i} K_{1 i}(1-\varphi)} \tag{11}
\end{array}
$$

Based on Equations (10) and (11):

$$
\begin{align*}
& \operatorname{Tr}_{2 i}=\int_{0}^{\left|v_{i}(0)\right|} \frac{\phi_{i} d v_{i}}{K_{1 i}\left|v_{i}\right|^{\varphi}}+\int_{0}^{\left|v_{i}(0)\right|} \frac{\left(1-\phi_{i}\right) e^{-\alpha\left|v_{i}\right|^{p}} d v_{i}}{K_{1 i}\left|v_{i}\right|^{\varphi}} \\
&+\int_{0}^{\left|v_{i}(0)\right|} \frac{\phi_{i} d v_{i}}{\omega_{i} K_{1 i}(1-\varphi)} . \tag{12}
\end{align*}
$$

Then:

$$
\begin{align*}
& \operatorname{Tr}_{2 i}=\frac{1}{K_{1 i}}\left(\phi_{i} \frac{\left|v_{i}(0)\right|^{(1-\varphi)}}{(1-\varphi)}+\frac{\phi_{i}\left|v_{i}(0)\right|}{\omega_{i}(1-\varphi)}\right. \\
& \left.\quad+\left(1-\phi_{i}\right) \int_{0}^{\left|v_{i}(0)\right|} e^{-\alpha_{i}\left|v_{i}\right|^{p}}\left|v_{i}\right|^{-\varphi} d v_{i}\right) \tag{13}
\end{align*}
$$

In [42], the authors applied the properties of Euler's gamma function $(\varphi)$ to demonstrate that the reaching time $\operatorname{Tr}_{1 i}$ fulfils the next conditions:

$$
\begin{equation*}
\operatorname{Tr}_{1 i} \leq \frac{\phi_{i}}{K_{1 i}}\left|v_{i}(0)\right|+\frac{\left(1-\phi_{i}\right)}{K_{1 i} \alpha_{i}^{1 / p_{i}}} \tag{14}
\end{equation*}
$$

By adopting similar properties of Euler's gamma function for the designed reaching law, the last term of (Equation (13)) can be rewritten in terms of the $\varphi$ function as:

$$
\begin{align*}
& \int_{0}^{\left|v_{i}(0)\right|} e^{-\alpha_{i}\left|v_{i}\right|^{p_{i}}}\left|v_{i}\right|^{-\varphi} d v_{i}= \\
& \alpha_{i}^{\varphi / p_{i}} \frac{\left[\varphi^{-}\left(\frac{\varphi-1}{p_{i}}\right)-\varphi\left(-\left(\frac{\varphi-1}{p_{i}}\right), \alpha_{i}\left|v_{i}(0)\right|^{p_{i}}\right)\right]}{p_{i} \alpha_{i}^{1 / p_{i}}} \tag{15}
\end{align*}
$$

According to the properties of the $\varphi$ function:

$$
\begin{equation*}
\varphi\left(-\left(\frac{\varphi-1}{p_{i}}\right), \alpha_{i}\left|v_{i}(0)\right|^{p_{i}}\right) \ll \varphi^{-}\left(\frac{\varphi-1}{p_{i}}\right) \tag{16}
\end{equation*}
$$

Thus, it is valid to suppose that: $\varphi\left(-\left(\frac{\varphi-1}{p_{i}}\right), \alpha_{i}\left|v_{i}(0)\right|^{p_{i}}\right) \approx 0$, and, hence:

$$
\begin{equation*}
\int_{0}^{\left|v_{i}(0)\right|} e^{-\alpha_{i}\left|v_{i}\right|^{p}}\left|v_{i}\right|^{-\varphi} d v_{i}=\alpha_{i}^{\varphi / p_{i}} \frac{\varphi^{-}\left(\frac{\varphi-1}{p_{i}}\right)}{p_{i} \alpha_{i}^{1 / p_{i}}} \tag{17}
\end{equation*}
$$

substituting Equation (17) into Equation (13), it is established that the reaching time achieves the following condition:

$$
\begin{array}{r}
\operatorname{Tr}_{2 i} \leq \frac{\phi_{i}}{K_{1 i}}\left[\frac{\left|v_{i}(0)\right|^{(1-\varphi)}+\omega_{i}\left|v_{i}(0)\right|}{(1-\varphi)}\right] \\
+\left(\frac{1-\phi_{i}}{K_{1 i}}\right) \frac{\varphi^{-}\left(\frac{\varphi-1}{p_{i}}\right)}{p_{i} \alpha_{i}\left(\frac{1-\varphi}{p_{i}}\right)} \tag{18}
\end{array}
$$

To show that the designed reaching law presents a reaching time shorter than that given by ERL [42], it is important to rewrite the reaching time of the designed law as:

$$
\begin{array}{r}
\operatorname{Tr}_{2 d i}=\frac{\phi_{i}}{K_{1 i}}\left[\frac{\left|v_{i}(0)\right|^{(1-\varphi)}+\omega_{i}\left|v_{i}(0)\right|}{(1-\varphi)}\right] \\
+\left(\frac{1-\phi_{i}}{K_{1 i}}\right) \frac{\varphi^{-}\left(\frac{\varphi-1}{p_{i}}\right)}{p_{i} \alpha_{i}\left(\frac{1-\varphi}{p_{i}}\right)} . \tag{19}
\end{array}
$$

Thus, the reaching time $T r_{2 i}$ should be lower than the desired reaching time $T r_{2 d i}$ for each value of $\alpha$ as:

$$
\begin{equation*}
\alpha_{i} \gg\left[\frac{\left(1-\phi_{i}\right) \varphi^{-}\left(\frac{\varphi-1}{p_{i}}\right)(1-\varphi)}{\phi_{i}\left(\left|v_{i}(0)\right|^{(1-\varphi)}+\omega_{i}\left|v_{i}(0)\right|\right)}\right]^{\frac{p_{i}}{1-\varphi}} \tag{20}
\end{equation*}
$$

Therefore, the desired reaching law can be re-estimated as:

$$
\begin{equation*}
T r_{2 d i} \approx \frac{\phi_{i}}{K_{1 i}}\left[\frac{\left|v_{i}(0)\right|^{(1-\varphi)}+\omega_{i}\left|v_{i}(0)\right|}{(1-\varphi)}\right] \tag{21}
\end{equation*}
$$

In addition, the gain $K_{1 i}$ should fulfil:

$$
\begin{equation*}
K_{1 i} \approx \frac{\phi_{i}}{\operatorname{Tr}_{2 d i}}\left[\frac{\left|v_{i}(0)\right|^{(1-\varphi)}+\omega_{i}\left|v_{i}(0)\right|}{(1-\varphi)}\right] \tag{22}
\end{equation*}
$$

If both condition Equations (20) and (22) are fulfilled, it can then be guaranteed that $T r_{2 i}<T r_{2 d i}$. Since the suggested reaching law will be against the ERL [42], it would be advantageous to indicate the desired reaching law, along with the tuning gain, provided by the ERL proposition:

$$
\begin{align*}
\operatorname{Tr}_{1 d i} & \approx \phi_{i} \frac{\left|v_{i}(0)\right|}{K_{1 i}}  \tag{23}\\
K_{1 i} & \approx \phi_{i} \frac{\left|v_{i}(0)\right|}{T r_{1 d i}} \tag{24}
\end{align*}
$$

Subtracting (21) from (23) gives:

$$
\begin{align*}
\operatorname{Tr}_{1 d i}-\operatorname{Tr}_{2 d i} & \approx \phi_{i} \frac{\left|v_{i}(0)\right|}{K_{1 i}}-\frac{\phi_{i}}{K_{1 i}}\left[\frac{\left|v_{i}(0)\right|^{(1-\varphi)}+\omega_{i}\left|v_{i}(0)\right|}{(1-\varphi)}\right] \\
& \approx \frac{\phi_{i}}{K_{1 i}}\left|v_{i}(0)\right|\left[1-\left(\frac{\left|v_{i}(0)\right|^{-\varphi}+\omega_{i}}{(1-\varphi)}\right)\right] \tag{25}
\end{align*}
$$

Since $\phi_{i}>0$ and $K_{1 i}>0$, it is then obvious that $\frac{\phi_{i}}{K_{1 i}}\left|v_{i}(0)\right|$ is always positive.
It is important to demonstrate that the second term of (Equation (25)) is always positive. According to the definition of $\omega_{i}$ in (Equation (6)), as $t \longrightarrow \infty$, the term $\omega_{i} \longrightarrow 0$. In this case, to prove that the second term of (Equation (25)) is always positive, the next should hold:

$$
\begin{equation*}
\frac{1}{\left|v_{i}(0)\right|^{\varphi}(1-\varphi)}<1 \tag{26}
\end{equation*}
$$

which means that the next must hold:

$$
\begin{equation*}
\left|v_{i}(0)\right|>(1-\varphi)^{-1 / \varphi} \tag{27}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\left(1-\frac{1}{\left|v_{i}(0)\right|^{\varphi}(1-\varphi)}\right)>0, \forall\left|v_{i}(0)\right|>(1-\varphi)^{-1 / \varphi} \tag{28}
\end{equation*}
$$

Then, (Equation (25)) can be rewritten as:

$$
\begin{align*}
& T r_{1 d i}-T r_{2 d i} \approx \frac{\phi_{i}}{K_{1 i}}\left|v_{i}(0)\right| {\left[1-\left(\frac{\left|v_{i}(0)\right|^{-\varphi}}{(1-\varphi)}\right)\right]>0 } \\
& \forall\left|v_{i}(0)\right|>(1-\varphi)^{-1 / \varphi} \tag{29}
\end{align*}
$$

Note that, according to Equations (18) and (19), $T r_{2 i} \leq T r_{2 d i}$. Moreover, based on [42], $T r_{1 i} \leq T r_{1 d i}$. Therefore, according to the condition provided by (Equation (29)), the next can be rewritten:

$$
\begin{equation*}
\operatorname{Tr}_{1 i}-\operatorname{Tr}_{2 i}>0, \forall\left|v_{i}(0)\right|>(1-\varphi)^{-1 / \varphi} \tag{30}
\end{equation*}
$$

Thus, based on the value of $\varphi$, the reaching time of the designed law is shorter than that given by the ERL. So, the proof is finished.

## 5. Experimental and Comparative Study Evaluation

### 5.1. Real-Time System Setup

Figure 5 depicts the experimental configuration of the iTbot architecture. Three levels of computing units comprise the rehabilitation robot instrumentation system. To communicate with the rehabilitation robot, a user interface (UI) runs on a personal computer (PC). The UI is used to send control and operation commands to the rehabilitation robot, as well as to visualize the live data for joint positioning and force the sensor inputs. The second level of computing is performed in a National Instruments CompactRIO, running as a RealTime target. LabVIEW RealTime applications running in the RealTime target perform the computational tasks of trajectory generation, position control, and feedback processing using the programmed algorithms. The RealTime applications also collect and store data during robot operation and send the data to the UI application on the PC to be saved for analysis. The third level of computing is performed in the field programmable gate array (FPGA) built into the CompactRIO, which runs at $50 \mu$ s to run a PI control algorithm to control the motor current and to process hall-sensor signals from the motors to calculate the joint position. The joints of the iTbot rehabilitation robot are powered by Brushless DC (BLDC) motors (Maxon EC-45 Flat, 70 and 30-watt variants) with Harmonic Drive strain wave reducers that provide a 100:1 gear ratio. The motors are driven by ZB12A brushless servo amplifiers. The motor's built-in hall-sensors are used for both commutations by the servo amplifiers and for position feedback by the FPGA system.


Figure 5. Experimental setup with iTbot architecture.

### 5.2. Experimental Results

To assess the proposed new sliding mode exponential reaching law (nSMERL), our developed iTbot was deployed to provide passive arm movement exercises to a healthy human subject. Passive arm movement therapy is the first form of physiotherapy treatment that patients receive, aiming to improve their passive range of motion. The proposed nSMERL controller was compared to a SMERL [48] and conventional SMC [38]. Multi-joint movement (desired trajectory) was performed in this experiment, using all of the robot's joints. The purpose of this test was to demonstrate the proposed nSMERL controller's
performance during passive rehabilitation exercises. The proposed nSMERL technique was used to monitor the required motion in the first scenario. In the second scenario, which employed the same individual (age: 28 years; height: 5 ft 4 in ; Weight: 125 lbs .) and same exercise, the precise target trajectory was tracked using SMERL and a conventional sliding mode controller, which was used to monitor the first. The goal was to demonstrate how the nSMERL controller differed from existing controllers. The individual was seated on a chair that had been adjusted to their comfort level. The controller gain parameters were manually selected by trial and error, as shown in Table 3.

Table 3. Gain parameters.

| $\boldsymbol{\lambda}_{\boldsymbol{i}}$ | $\boldsymbol{K}_{\boldsymbol{i}}$ | $\boldsymbol{\Phi}_{\boldsymbol{i}}$ | $\boldsymbol{\alpha}_{\boldsymbol{i}}$ | $\boldsymbol{P}_{\boldsymbol{i}}$ | $\boldsymbol{\Phi}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 40 | 2 | 0.1 | 2 | 0.5 | 0.25 |
| 50 | 0.8 | 0.1 | 2 | 0.5 | 0.25 |

The elimination of chattering is the major improvement achieved by the proposed nSMERL. Chattering causes high-frequency vibration to the mechanical structure, which might cause harm to the participants involved; therefore, it has to be mitigated or eradicated. We carried out a multi-joint rehabilitation exercise to evaluate the efficacy of the proposed nSMERL in reducing chattering. The desired trajectories (reference trajectories, dotted line) were compared to the measured trajectories (solid line) and the tracking error, as shown in Figures 6 and 7. Figure 8 show the joint angles for three controllers. Error, or the difference between the desired and actual trajectories, is shown as a function of time in Figure 9 for both controllers. Figure 10 displays a plot of the joint torques that were created to follow the trajectory; the result demonstrates that the method provided more stable tracking and less chattering than the conventional SMC method. The error plots also show that the proposed SMC outperformed the conventional SMC in terms of tracking accuracy. For example, we sought to keep the higher tracking errors below two degrees for the three controllers.

Figure 11 displays force graphs which show that the additional weight (1lb) applied to participants' hands caused maximum resistive forces of approximately $\mathrm{Fx}=14 \mathrm{~N}$ and Fy $=10 \mathrm{~N}$. The extra weight cannot precisely simulate spasticity, but it was sufficient to demonstrate that the controller was capable of withstanding patients' spasticity. As a result, despite the fact that the robot's dynamic model and external disturbances were linearized to a simple linear system, the end-effector robot (iTbot) performed satisfactorily under the proposed SMC controller, in comparison to conventional SMC, which retains the non-linear dynamic method in its control strategy. The proposed nSMERL controller continuously provided appropriate tracking with modest control input and less chattering. While the conventional SMC controller produced satisfactory results, its control input was significantly greater than that of the proposed controller (high chattering). These findings demonstrate that the proposed nSMERL controller improved the other sliding mode approach.

## End effector position



Figure 6. (a) End-effector position under the proposed nSMERL, (b) End-effector tracking error under the proposed nSMERL.

## End effector position



Figure 7. (a) End-effector position under the SMERL and conventional SMC, (b) End-effector tracking error under the SMERL and conventional SMC.


Figure 8. Joint angle for the proposed nSMERL, SMERL, and conventional SMC.


Figure 9. Tracking of joint errors under the proposed nSMERL, SMERL, and conventional SMC.


Figure 10. Joint torque for the proposed nSMERL, SMERL, and conventional SMC.


Figure 11. Force (end-effector) data during experiments.

## 6. Conclusions and Future Work

Robot-assisted treatment has emerged as a valuable technique in the rehabilitation and reinforcement of motor skills in individuals suffering from neuromuscular ailments. An end-effector-type robot was presented to assist in the rehabilitation training of elbow flexion and extension motions. To evaluate the efficacy of the proposed method, multiple trajectory tracking experiments were carried out using a real-time control system. The proposed control law demonstrated its potential to both overcome and improve the performance of SMERL. To evaluate the efficacy of the proposed nSMERL, multiple trajectory tracking experiments were carried out using a real-time control system. The proposed nSMERL, a novel non-linear control approach, enhanced transient tracking performance and decreased chattering in SMERL and conventional SMC. Experiments were conducted to evaluate the dynamic tracking performance of SMERL and conventional SMC with the proposed nSMERL. It was shown that the proposed nSMERL could reduce chattering and provide superior tracking performance. A Kinect sensor will be used in future research to detect the motions of the human arm. A further investigation into EMG signals is planned to achieve more advanced rehabilitation and assistive control.
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## Appendix A

## Appendix A.1. Kinematics of the $i$ Tbot

The general form of a link transformation that relates the frame $i$ relative to the frame $i-1$ [49] is:

$$
{ }_{i}^{i-1} T=\left[\begin{array}{cc}
{ }_{i}^{i-1} R^{3 \times 3} & { }_{i}^{i-1} p^{3 \times 1}  \tag{A1}\\
0^{1 \times 3} & 1
\end{array}\right]
$$

where, ${ }_{i}^{i-1} \mathbf{R}$ is the rotation matrix that represents the frame $i$ relative to frame $\mathbf{i} \mathbf{- 1}$ and can be articulated as follows:

$$
{ }_{i}^{i-1} R=\left[\begin{array}{ccc}
\cos \theta_{i} & -\sin \theta_{i} & 0  \tag{A2}\\
\sin \theta_{i} \cos \alpha_{i-1} & \cos \theta_{i} \cos \alpha_{i-1} & -\sin \alpha_{i-1} \\
\sin \theta_{i} \sin \alpha_{i-1} & \cos \theta_{i} \sin \alpha_{i-1} & \cos \alpha_{i-1}
\end{array}\right]
$$

and ${ }_{i}^{i-1} \mathbf{P}$ is the vector that locates the origin of the frame i relative to frame $i-1$ and can be expressed as the following:

$$
{ }_{i}^{i-1} P=\left[\begin{array}{lll}
\alpha_{i-1} & -\sin \left(\alpha_{i-1}\right) d_{i} & \cos \left(\alpha_{i-1}\right) d_{i} \tag{A3}
\end{array}\right]^{T}
$$

The homogenous transformation matrix that relates frame 3 to frame 0 can be obtained by multiplying individual transformation matrices that result in the generic form (A4).

$$
\begin{equation*}
{ }_{3}^{0} T=\left[{ }_{1}^{0} T \cdot{ }_{2}^{1} T \cdot{ }_{3}^{2} T\right] \tag{A4}
\end{equation*}
$$

## Appendix A.2. Dynamics of the iTbot

Then, the joint torques of the iTbot for vertical configuration with active gravity compensation, based on the nomenclature provided in Figure 4, can be found by the iterative Newton-Euler formulation as:

$$
\begin{align*}
\tau_{1} & =\left(m_{2} l_{1}^{2}-2 m_{2} l_{1} l_{c 2} \cos \left(\theta_{2}\right)+m_{1} l_{c 1}^{2}+m_{2} l_{c 2}^{2}+I_{z 1}+I_{z 2}\right) \ddot{\theta}_{1} \\
& +\left(m_{2} l_{c 2}^{2}-m_{2} l_{1} l_{c 2} \cos \left(\theta_{2}\right)+I_{z 2}\right) \ddot{\theta}_{2}+m_{2} l_{1} l_{c 2} \sin \left(\theta_{2}\right) \dot{\theta}_{2}^{2}  \tag{A5}\\
& +2 m_{2} l_{1} l_{c 2} \sin \left(\theta_{2}\right) \dot{\theta}_{1} \dot{\theta}_{2}+\left(m_{2} l_{c 2} \sin \left(\theta_{1}+\theta_{2}\right)-m_{1} l_{c 1} \sin \left(\theta_{1}\right)-m_{2} l_{1} \sin \left(\theta_{1}\right)\right) \\
& \tau_{2}=\left(I_{z 2}+m_{2} l_{c 2}\left(l_{c 2}-l_{1} \cos \left(\theta_{2}\right)\right)\right) \ddot{\theta}_{1} \\
+ & \left(m_{2} l_{c 2}^{2}+I_{z 2}\right) \ddot{\theta}_{2}-m_{2} l_{1} l_{c 2} \sin \left(\theta_{2}\right) \dot{\theta}_{1}^{2}+\left(m_{2} l_{c 2} \sin \left(\theta_{1}+\theta_{2}\right)\right) \tag{A6}
\end{align*}
$$

where $m_{1}, m_{2}$ is the mass of Link 1 and Link $2 ; l_{c 1}$ is the distance relative to 1 and center of mass (Link 1), $l_{c 1}$ is the distance relative to 2 and center of mass (Link 2); $l_{1}, l_{2}$ is the length of Link 1 and Link 2; $I_{z 1}, I_{z 2}$ is the inertia tensor ; $\tau_{1}, \tau_{2}$ is the inertia of Joint 1 and Joint 2.

Equations (A5) and (A6) give expressions for the torque at the actuators as a function of joint position, velocity, and acceleration. The dynamic Equation of iTbot can be written in the form given by Equation (A7):

$$
\begin{equation*}
\tau=M(\theta) \ddot{\theta}+V(\theta, \dot{\theta})+G(\theta) \tag{A7}
\end{equation*}
$$

where and are the $2 \times 1$ torque and acceleration vector. $M(\theta)$ is the $2 \times 2$ mass matrix given as:

$$
M(\theta)=\left[\begin{array}{cc}
\kappa_{1} & \kappa_{2}  \tag{A8}\\
I_{z 2}+m_{2} l_{c 2}\left(l_{c 2}-l_{1} \cos \left(\theta_{2}\right)\right) & m_{2} l_{c 2}^{2}+I_{z 2}
\end{array}\right]
$$

where $\kappa_{1}$ and $\kappa_{2}$ are as follows
$\kappa_{1}=m_{2} l_{1}^{2}-2 m_{2} l_{1} l_{c 2} \cos \left(\theta_{2}\right)+m_{1} l_{c 1}^{2}+m_{2} l_{c 2}^{2}+I_{z 1}+I_{z 2}$
$\kappa_{2}=m_{2} l_{c 2}^{2}-m_{2} l_{1} l_{c 2} \cos \left(\theta_{2}\right)+I_{z 2}$
$V(\theta, \dot{\theta})$ is a $2 \times 1$ vector of centrifugal and Coriolis terms given as:

$$
V(\theta, \dot{\theta})=\left[\begin{array}{c}
m_{2} l_{1} l_{c 2} \sin \left(\theta_{2}\right) \dot{\theta}_{2}^{2} \cdots  \tag{A9}\\
\cdots+2 m_{2} l_{1} l_{c 2} \sin \left(\theta_{2}\right) \dot{\theta}_{1} \dot{\theta}_{2} \\
-m_{2} l_{1} l_{c 2} \sin \left(\theta_{2}\right) \dot{\theta}_{1}^{2}
\end{array}\right]
$$

$G(\theta)$ is a $2 \times 1$ vector of gravity terms given as:

$$
G(\theta)=\left[\begin{array}{c}
\left(m_{2} l_{c 2} \sin \left(\theta_{1}+\theta_{2}\right)-m_{1} l_{c 1} \sin \left(\theta_{1}\right) \cdots\right.  \tag{A10}\\
\left.\cdots-m_{2} l_{1} \sin \left(\theta_{1}\right)\right) g \\
\left(m_{2} l_{c 2} \sin \left(\theta_{1}+\theta_{2}\right)\right) g
\end{array}\right]
$$

If $F(\theta, \dot{\theta}) \in \Re^{2}$ is the vector of non-linear Coulomb friction and expressed by Equation (A12).

$$
\begin{equation*}
F(\theta, \dot{\theta})=\operatorname{c} \cdot \operatorname{sgn}(\dot{\theta}) . \tag{A11}
\end{equation*}
$$

Then, when friction is added to the model, Equation (A7) becomes Equation (A12):

$$
\begin{equation*}
\tau=M(\theta) \ddot{\theta}+V(\theta, \dot{\theta})+G(\theta)+F(\theta, \dot{\theta}) \tag{A12}
\end{equation*}
$$
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#### Abstract

Flexibility combined with the ability to consider external constraints comprises the main advantages of nonlinear model predictive control (NMPC). Applied as a motion controller, NMPC enables applications in varying and disturbed environments, but requires time-consuming computations. Hence, given the full nonlinear multi-DOF robot model, a delay-free execution providing short control horizons at appropriate prediction horizons for accurate motions is not applicable in common use. This contribution introduces an approach that analyzes and decomposes the differential kinematics similar to the inverse kinematics method to assign Cartesian boundary conditions to specific systems of equations during the model building, reducing the online computational costs. The resulting fully constrained NMPC realizes the translational obstacle avoidance during trajectory tracking using a reduced model considering both joint and Cartesian constraints coupled with a Jacobian transposed controller performing the end-effector's orientation correction. Apart from a safe distance from the obstacles, the presented approach does not lead to any limitations of the reachable workspace, and all degrees of freedom (DOFs) of the robot are used. The simulative evaluation in GAZEBO using the Stäubli TX2-90 commanded of ROS on a standard computer emphasizes the significantly lower online computational costs, accuracy analysis, and extended adaptability in obstacle avoidance, providing additional flexibility. An interpretation of the new concept is discussed for further use and extensions.
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## 1. Introduction

Modern industry is in a constant state of change driven by the contemporary labor market, the purchase demand, and the effective use of resources or machines [1]. Robots are increasingly being used in process automation to carry out monotonous and strenuous work, also reducing the operating costs [2,3]. In addition, efficient image recognition and sensor fusion enable increasingly accurate recognition of the environment in the robot's workspace [4]. Thus, using appropriate algorithms, robots can also be deployed in varying and disturbed environments to cover further fields of activity [5].

One sector undergoing a tremendous transformation is agriculture, which motivates this paper, but does not limit the scope of the presented approach. On the one hand, farmers, industry, and governments need to keep the costs moderate, even in high-wage countries, and on the other hand, consumers appreciate a sustainable and regional production [6]. These requirements are not mutually exclusive, but this is a subject area that need to be developed, among other fields of application [7]. In particular, image recognition has been improved and adapted to specific agricultural problems in the last decade, allowing highquality recognition with many features in widely disturbed environments [8-10]. Precision agriculture enables, e.g., mechanical weed removal without damaging the adjacent plants,
so that the use of pesticides can be reduced [11,12]. This usually requires equipment that is dedicated to a specific application and is expensive to purchase and maintain. In contrast, (industrial) robots are flexible and sustainable, as they are applicable for multiple applications throughout the agricultural season, simply by using different end-effectors. However, for the application in a distributed environment with multiple obstacles, trajectory planning and control have to be accomplished almost delay-free. Achieving low computational costs in optimal control using a robot with multiple degrees of freedom (DOFs) is addressed in this work.

Motion control is used for the adaption of planned trajectories in the Cartesian or joint space $[13,14]$, which must subsequently be adjusted to a varying environment by means of a closed control loop. In general, either a discrete or a continuous interpretation of the workspace can be chosen. When choosing the discrete approach, the detected environment is meshed [15], and the optimal path is planned along the resulting nodes and edges [16]. Here, the Dijkstra and A* algorithms [17], as well as sampling-based methods can be applied with low computational cost to solve the planning task [18]. In general, inverse kinematics or Jacobian inverse controllers with low computational costs are subsequently used for the transformation into the joint space [19]. However, setting up the mesh is computational expensive, so that a delay-free motion control is not possible in a highly varying environment $[20,21]$. Examples of continuous motion planning tools include CHOMP, STOMP, and TrajOpt [22-24], which are commonly used. However, even though the computation times are short, they are not optimized to be used iteratively for delay-free control [25]. In addition, learning-based methods are increasingly applied, especially to take the aging of the robotic systems into account during motion control [26]. Using iterative learning control [27], motions are repeated until the solution is within an acceptable range. However, for motions in a varying environment, it is complicated to train these systems, as individual movements have to be run several times with the same initial and terminal states [28]. If a reference trajectory is known, the repetitive control approach can be added to be periodic and address the initialization problem [29]. Furthermore, reinforcement learning is used to improve the performance of the tracking controllers [30]. However, this paper presents a model-based control scheme that adapts the motion based on the robot's kinematic specifications. To realize a closed control loop, which iteratively considers varying environmental constraints in the Cartesian space and robotic constraints in the joint space given by the multi-DOF robot, nonlinear model predictive control (NMPC) is used [31]. As the dynamic optimization has to be solved on a receding horizon, computational efficiency is an issue for real-time application.

Two different time horizons have to be considered during the implementation of NMPC $[32,33]$. The prediction horizon specifies how far the movements in the disturbed environment are predicted. Governed by the sample size and the DOFs, the number of decision variables is set, which determines the computational costs to solve the optimal control problem (OCP) online [34]. Secondly, the control horizon, which is shorter than the prediction horizon, describes a kind of buffer along which the robot executes the movements of the last valid OCP solution [35]. A delay-free implementation of NMPC is not possible at the sampling rates of commonly used (robot) controllers, if an OCP for the prediction horizon were to be solved in every iteration step [36]. Thus, the control is maintained for subsequent samples along the control horizon, which is as accurate as the environment has been captured. Hence, faster solving of the OCP results in a shorter control horizon, and thus, rather optimal movements will be obtained [25]. A variety of approaches exist that perform NMPC [37-39], also involving horizon adaptions [40-42] and system reformulations [43,44]. However, in order to decrease the computational costs and, thus, the number of the decision variables, either the three-dimensional (3D) Cartesian space is only considered for the implementation of NMPC in robotics [45-47] or the number of actuated robot joints is reduced and particularly powerful hardware or software is used for the computations [25,48,49]. If only the Cartesian space is considered, the OCP neglects all nonlinearities of the robot model and does not take the reachable work and joint space into
account during the motion computations [50,51]. It must be ensured that the subsequent joint space transformation is reachable; otherwise, the OCP must be solved again with a different parameter set. Some approaches include the robotic constraints, but they limit the robots' DOFs to handle the computational expenses [52,53]. This complicates the general application of multi-DOF robots in disturbed environments, where all six Cartesian DOFs must be adjusted [54].

The approach introduced here analyzes the robot kinematics, thereby reducing the number of decision variables of NMPC to reduce the computational costs. It preserves the full robot workspace by adding an additional controller. Using kinematic analysis, this contribution addresses the cause of the computational costs themselves, rather than the symptoms, by means of adjustments in the implementation. Obstacle avoidance in 3D space is primarily performed by translational movements, i.e., evasion is achieved by displacement. In general, tilting the end-effector can also avoid collisions. However, the associated robotic joints provide a significantly smaller workspace, and simultaneously, the tool cannot perform the desired task in the correct orientation [55]. Referring to the agricultural context, manual weeding would have to be interrupted to avoid adjacent plants, which is less effective. The approach introduced here decomposes the differential kinematics analogously to the inverse kinematics method to partition the relevant equations and joints, respectively [56]. The procedure is applied to an industrial robot, which can be decomposed into the anthropomorphic arm and the spherical wrist, but it can be transferred to all multi-DOF robot types, which can also be separated into a translational and rotational part [57]. By splitting the problem, the constraints caused by external obstacles are assigned a priori and, therefore, do not need to be assigned during the online processing. As a result, two coupled controllers execute a constrained translational motion combined with a rotational movement for accurate trajectory tracking in a disturbed environment. The translational motion controller is realized as NMPC and considers both joint and Cartesian constraints. Compared to the consideration of the complete robot model, a significant reduction of the computational costs can be achieved due to the limited number of decision variables in the OCP. In this way, the consideration of additional boundary conditions to adjust the behavior of the robot still allows almost delay-free evaluations. Based on the joint control for the translational motion avoiding obstacles, a Jacobian transpose controller performs the rotation correction using the spherical wrist so that the end-effector maintains the correct alignment [58].

The proposed method is suitable for applications in various fields including industrial robots, where the dynamic parameters are typically unknown and can be realized even when using standard computer hardware due to the reduction of the computing times in the optimization. The approach can be used as well, e.g., for the online motion control of welding processes [59] or in the context of collaboration [60,61], which are common applications in industry requiring delay-free adaptation to a disturbed environment. For standard industrial robots, typically not only the dynamic parameters are unknown, but it is also advantageous to use only the kinematic specifications. In the case of model-based controllers, model uncertainties lead to performance losses in operation and inaccuracies due to the robot aging [62], for which the differential kinematics is taken into account in the presented approach. Here, the standard industrial robot Stäubli TX2-90 [63] is used as an example, which is simulated in Gazebo [64]. The communication is performed by means of ROS [65]. In the evaluation, the required computation times needed by the introduced NMPC approach are compared with the consideration of the full robot model in different setups. Further, the trajectory tracking accuracy is analyzed. Motivated by manual weed removal, a scenario is set up where the robot must adjust its initially given trajectory online to avoid damaging adjacent fixed and moving obstacles. Plants are abstracted as spheres so that objects recognized by image recognition, such as cabbages, can be easily integrated into a concrete application [66]. Weed removal itself is not shown, but the collision-free movements with correct alignment demonstrate the applicability of the approach [54], which can be transferred to various industrial applications. Before the movement starts, a
polynomial planned trajectory is specified, which crosses the obstacles. The end-effector must track this trajectory using NMPC and the Jacobian transpose controller. The NMPC detects the respective obstacles only within its prediction horizon, to which the movements must be adapted. The short evaluation times of the optimization allow the additional limitation of the achievable Cartesian workspace in height, which leads the translational motion to ground-level avoidance. In the context of the trajectory planning, an automatic selection of the joint configurations is presented, which replaces a manual selection, as is common for point-to-point movements in robotics, e.g., as utilized in [63,65,67,68].

The paper is organized as follows: Section 2 recalls the concept of the inverse kinematics for anthropomorphic robots and proceeds with the explanation of the differential kinematics decomposition. Based on this, the OCP for the end-effector's translational movement including joint and Cartesian constraints is described in Section 3, which is subsequently implemented as NMPC for online control. In addition, the Jacobian transpose controller for the rotation correction in 3D space is applied and coupled with the NMPC. In Section 4, the computation time savings of the approach, the trajectory tracking accuracy, and the control in a disturbed and varying environment including fixed and moving obstacles are demonstrated. A discussion of the results is provided in Section 5, and the final remarks in Section 6 conclude this contribution.

## 2. Modeling and Mathematical Decomposition of the Manipulator

For the decomposition of the robotic model, a standard industrial manipulator with $n$ revolute joints $q \in \mathbb{R}^{n}$ and an anthropomorphic structure consisting of an anthropomorphic arm and a spherical wrist was considered [69]; see Figure 1. A (non-)redundant robot with $n \geq 6$ was assumed, so that the workspace included all six Cartesian DOFs. Within the reachable workspace, an end-effector's pose is expressed by the homogeneous transformation matrix $H_{w}^{e}(\boldsymbol{q}) \in S E(3)$, which comprises the translation vector $\boldsymbol{p}_{w}^{e}(\boldsymbol{q}) \in \mathbb{R}^{3}$ and the rotation matrix $R_{w}^{e}(\boldsymbol{q}) \in S O(3)$. The subscript clarifies the reference system, while the superscript marks the body-fixed frame to be described therein. Thereby, the index $w$ represents the fixed world frame. Additionally, the end-effector frame $\{e\}$ describes the pose of the tool's point of interest mounted on the flange $\{f\}$. Based on the Denavit-Hartenberg (DH) convention [70], the direct kinematics of the robot can be derived.


Figure 1. Manipulator with $n=6$ revolute joints and an anthropomorphic structure consisting of an anthropomorphic arm (I) and a spherical wrist (II).

### 2.1. Analysis of the Inverse Kinematics

The method of inverse kinematic analysis [69] is recalled briefly in order to provide a better understanding and the motivation of the following sections. Inverse kinematics can be used to determine the associated joint angle configuration $\boldsymbol{q}=\left[\boldsymbol{q}_{m}^{\mathrm{T}}, \boldsymbol{q}_{o}^{\mathrm{T}}\right]^{\mathrm{T}}$ given a desired end-effector pose $H_{w, \text { des }}^{e}$. For the manipulator, which is shown exemplarily in Figure 1, the
first $m$ joints $\boldsymbol{q}_{m} \in \mathbb{R}^{m}$ are assigned to the red framed anthropomorphic arm (I) and the last $o$ joints $\boldsymbol{q}_{o} \in \mathbb{R}^{o}$ belong to the blue framed spherical wrist (II). We considered $3 \leq m<n$ and $3 \leq o<n$ so that the $n=m+o$ robot DOFs are partitioned in such a way that any pose can be achieved in the reachable workspace. To this end, the robotic model is decomposed into the $\boldsymbol{q}_{m}$ associated part for translational displacement and the $\boldsymbol{q}_{o}$ relating system for rotational alignment to reduce the number of variables in the equations describing both associated models, respectively [21,71]. Thus, instead of evaluating the entire kinematic chain, two reduced chains are considered. The connection of the two systems is defined at the wrist frame $\{\varsigma\}$, where the so-called wrist point $p_{w}^{\varsigma}=\left[p_{w, x}^{\varsigma}, p_{w, y}^{\varsigma}, p_{w, z}^{\varsigma}\right]^{\mathrm{T}} \in \mathbb{R}^{3}$ is located. The wrist point can be obtained by equating the traversed kinematic chains that converge in $\{\varsigma\}$ starting in the $\{w\}$ and the $\{e\}$ frame, respectively. Starting at $\{e\}$, the desired end-effector pose can be projected onto the flange by

$$
H_{w}^{f}=\left[\begin{array}{cc}
R_{w}^{f} & \boldsymbol{p}_{w}^{f}  \tag{1}\\
\mathbf{0}^{\mathrm{T}} & 1
\end{array}\right]=H_{w, \operatorname{des}}^{e}\left(H_{f}^{e}\right)^{-1}=H_{w, \operatorname{des}}^{e} H_{e}^{f}
$$

using the tool-specific transformation matrix $H_{f}^{e}$.
The orientation of the $z_{f}$-axis of the flange is denoted by $r_{w, z}^{f}$ and can be obtained from the third column of $R_{w}^{f}$. The wrist point

$$
\begin{equation*}
\boldsymbol{p}_{w}^{\varsigma}=\boldsymbol{p}_{w}^{f}-d_{f} \boldsymbol{r}_{w, z}^{f} \in \mathbb{R}^{3} \tag{2}
\end{equation*}
$$

can be calculated based on (1) and the length $d_{f}$ of the last link ending at the flange. Using (2) as the left-hand side and the position vector of the direct kinematics $H_{w}^{\varsigma}\left(\boldsymbol{q}_{m}\right)$ as the right-hand side, a system of equations can be set up to determine $\boldsymbol{q}_{m}$. When considering a redundant robot with $m>3$ and $n>6$, additional constraints to the nullspace must be introduced to solve the system uniquely [72]. Apart from the possible nullspace, there are generally up to four valid solutions describing the shoulder left or right and elbow up or down configurations [73]. The so-called rotation correction can be determined by

$$
\begin{equation*}
R_{m}^{f}=\left(R_{w}^{m}\right)^{\mathrm{T}} R_{w}^{f}=R_{m}^{w} R_{w}^{f} \tag{3}
\end{equation*}
$$

Via the $Z Y Z$-sequence [74], which is based on the joint structure of the spherical wrist, $R_{m}^{f}$ can be implied for the joints $\boldsymbol{q}_{0}$. This in turn yields ambiguous solutions known as wrist top and wrist bottom [73], respectively. This doubles the maximum number of possible configurations mentioned above, so that up to eight solutions can exist for one desired pose $H_{w, \text { des }}^{e}$. In this contribution, an automatic selection was introduced, which performs an evaluation of the most-suitable joint configuration and selects it for the movement. Jumps between the up to eight solutions are avoided, and the common boundaries are considered.

### 2.2. Decomposition of Differential Kinematics

Based on the method presented before, the robot model is decomposed for the following control architecture. The separation into a translational and a rotational part allows the consideration of external boundary conditions, e.g., for the avoidance of obstacles, to be directly assigned to specific joints in the robot's kinematic chain. Thus, the DOFs considered in the optimization-based control approach are reduced by kinematic analysis, reducing the computational costs. Differential kinematics rather than direct kinematics was taken into account to avoid algebraic loops in the online computations [75] and for a more straightforward restriction of the nullspace in the case of redundant robots [57,69]. The transformation of joint velocities $\dot{q} \in \mathbb{R}^{n}$ into Cartesian velocities can be performed by differential kinematics using

$$
\left[\begin{array}{c}
\dot{\boldsymbol{p}}_{w}^{e}  \tag{4}\\
\boldsymbol{\omega}_{w}^{e}
\end{array}\right]=J_{w}^{e}(\boldsymbol{q}) \dot{\boldsymbol{q}} \in \mathbb{R}^{6} .
$$

The translational velocity of the end-effector with respect to the $\{w\}$ system is described by $\dot{\boldsymbol{p}}_{w}^{e} \in \mathbb{R}^{3}$, while $\boldsymbol{\omega}_{w}^{e} \in \mathbb{R}^{3}$ expresses the corresponding angular velocities [69]. The nonlinear geometric Jacobian matrix:

$$
J_{w}^{e}(\boldsymbol{q})=\left[\begin{array}{c}
J_{\text {trans }}  \tag{5}\\
J_{\text {rot }}
\end{array}\right]=\left[\begin{array}{cc}
J_{\text {trans }, 1} & J_{\text {trans }, 2} \\
J_{\text {rot }, 1} & J_{\text {rot }, 2}
\end{array}\right] \in \mathbb{R}^{6 \times n}
$$

is introduced. From (5), it can be seen that the entire Jacobian consists of a translational and a rotational part. Transferring the approach of Section 2.1 to the decomposition of the manipulator, $J_{\text {trans, } 1}$ and $J_{\text {rot, } 2}$ represent the associated terms in the differential kinematics, and the submatrices $J_{\text {trans, } 2}$ and $J_{\text {rot, } 1}$ denote cross-couplings, respectively. Instead of using the entire transformation from (4), the differential kinematics is split as well. Based on the decomposition analyzed in the inverse kinematics, translation is performed by the first $m$ and orientation by the last $o$ robot joints [57]. According to the general matrix computation as described in [69], the matrices $J_{w, \text { trans }}^{\varsigma}\left(\boldsymbol{q}_{m}\right) \in \mathbb{R}^{3 \times m}$ and $J_{m, \text { rot }}^{f}\left(\boldsymbol{q}_{o}\right) \in \mathbb{R}^{3 \times o}$ are introduced and used subsequently instead of (5). The DOFs due to the cross-couplings are eliminated as a consequence in the transformation performed in (4) for the full robot system. This means that the joints $\boldsymbol{q}_{m}$ no longer have an active influence on the end-effector's orientation and $q_{0}$ cannot be used for the translational positioning of the $\{e\}$ frame. Further, two controllers for $\boldsymbol{q}_{m}$ and $\boldsymbol{q}_{o}$ were designed separately and then coupled.

One controller controls the positioning using $J_{w, \text { trans }}^{\varsigma}\left(\boldsymbol{q}_{m}\right)$, and the other controller adjusts the alignment with $J_{m, \text { rot }}^{f}\left(\boldsymbol{q}_{o}\right)$. Analogous to the evaluation of inverse kinematics in Section 2.1, there is no loss of DOFs in the Cartesian space, and due to controller couplings, the entire workspace is still reachable.

It should be emphasized that the translational part $J_{w, \text { trans }}^{\varsigma}\left(\boldsymbol{q}_{m}\right)$ refers to the wrist point $\boldsymbol{p}_{w}^{\varsigma}$, while the orientation of the $\{\varsigma\}$ system is irrelevant in this context. Using (1) and (2), the desired wrist point is obtained from $\boldsymbol{p}_{v, \text { des }}^{e}$, and an orientation error follows from the wrist positioning using the first $m$ robot joints. In turn, the Jacobian $J_{m, \text { rot }}^{f}\left(\boldsymbol{q}_{o}\right)$ for the rotational part refers to the $\{m\}$ system localized in the robot's elbow, the last joint of the anthropomorphic arm, as shown in Figure 1. The link between the $\{m\}$ and the $\{\varsigma\}$ system exhibits a constant length and is aligned along the rotation axis of the first spherical wrist joint. Thus, this DOF only changes the alignment and not the displacement between both systems, and the two kinematic chains can be connected in this way.

## 3. Optimal Trajectory Control Using Decomposed Differential Kinematics

To implement fast online control, Section 3.1 presents a computationally effective planning scheme involving all robot joints to generate an initial trajectory that does not take external disturbances into account. It can be used when the workspace is not constrained and serves as a reference in a warm start of the following optimization. An automatic selection is introduced that identifies the most-suitable joint configuration for the desired terminal pose. The up to eight possible solutions of the inverse kinematics are checked for jumps for the planned pose transition, and the solution with the largest distance to the joint boundaries is selected. In Section 3.2, the constrained OCP is formulated, with the translational part of the decomposed system from Section 2.2 as the underlying model. The OCP is evaluated on a receding time horizon, i.e., controlling the robot using NMPC. Meanwhile, the orientation of the end-effector is considered separately using the controller presented in Section 3.3. In Table 1, the main difficulties and characteristics of the two controllers are listed as an overview. Special attention has to be paid to the wrist position, which is iteratively placed by the NMPC and determines the starting pose for the orientation controller. The combination of the two controllers provides the overall control of the robot, and both are calculated subsequently in each iteration. If the orientation controller, based on the Jacobian transpose controller here, is also implemented as a second NMPC, the controllers would have to be evaluated sequentially and, therefore, would be time consuming because of the dependency with respect to the reference pose at the $\{m\}$ frame.

Table 1. Comparison of the difficulties and characteristics of the decomposed robot model illustrated in Figure 1 for optimal trajectory control achieving low computation times in online calculations.

| Properties | I: Anthropomorphic arm | II: Spherical Wrist |
| :---: | :---: | :---: |
| intended use | - translational movement <br> - avoiding obstacles in disturbed environment | - orientation control <br> - alignment for desired rotation |
| constraints | - iterative solving starting at fixed base <br> - environmental, state and input constraints <br> - consideration of the distance between $p_{w}^{\varsigma}$ and end-effector | - depending on wrist movement <br> - standard controller bounded to limits <br> - compensation of rotation correction |
| control | - control of $\boldsymbol{q}_{m}$ using NMPC <br> - optimization with known reference | - control of $\boldsymbol{q}_{0}$ with Jacobian controller <br> - reaction based on wrist displacement (from NMPC) |
| singularity avoidance | - configuration bounded to objective function with regularization <br> - preselection of the closest solution | - Jacobian transpose using no inversion in calculations <br> - unit quaternions preventing a Gimbal lock [74] |

Remark 1. Here, only a multi-DOF robot with an anthropomorphic structure and revolute joints is discussed, so that an independent assignment of the joints to a translational and rotational motion in the Cartesian space can be performed. This design as an open or closed kinematic chain is the most common setup of standard industrial robots. A transfer of the approach to other manipulator types can be applied if the robotic model admits a decomposition according to the specification.

### 3.1. Polynomial Trajectory Planning

An initial planning for all $n$ robot joints is performed before the online controlled robot movements start. To generate a reference trajectory, a polynomial approach in the joint space is utilized to connect the initial end-effector pose represented by the homogeneous transformation $H_{w}^{e}\left(\boldsymbol{q}\left(t_{0}\right)\right)$ at time $t_{0} \in \mathbb{R}_{\geq 0}$ with the desired terminal pose $H_{w, \text { des }}^{e}$ at time $t_{1}=t_{0}+T$, obtaining a continuously differentiable trajectory. The transition time $T \in \mathbb{R}_{>0}$ must be chosen so that the dynamic joint limits of the robot are not violated. To check whether $H_{w, \text { des }}^{e}$ is an admissible pose with the mounted end-effector according to the given bounds in the robot's data sheet, (2) can be used to validate the wrist point. As mentioned in Section 2.1, up to eight possible joint configurations can be determined for the given pose at $t_{1}$. From the set of possible solutions of the inverse kinematics, the configurations that are not included in the reachable joint space:

$$
\begin{equation*}
\mathcal{Q}:=\left\{\boldsymbol{q} \in \mathbb{R}^{n} \mid \boldsymbol{q}_{\min } \leq \boldsymbol{q} \leq \boldsymbol{q}_{\max }\right\} \tag{6}
\end{equation*}
$$

are excluded. To connect the initial joint setup $\boldsymbol{q}\left(t_{0}\right)$ and the remaining $\beta \leq 8$ terminal configurations $Q_{\beta}\left(t_{1}\right)=\left[\boldsymbol{q}_{1}\left(t_{1}\right), \ldots, \boldsymbol{q}_{\beta}\left(t_{1}\right)\right] \in \mathbb{R}^{n \times \beta}$, the polynomial:

$$
\begin{equation*}
\gamma(t)=\sum_{j=0}^{7} \lambda_{j} t^{j} \in \mathbb{R}^{n} \tag{7}
\end{equation*}
$$

is introduced. The eight unknowns $\lambda_{j}, j \in\{0, \ldots, 7\}$ for each of the $n$ joints can be determined, respectively, from the eight boundary conditions:

$$
\begin{equation*}
\gamma_{i}^{(j)}\left(t_{0}\right)=\boldsymbol{q}^{(j)}\left(t_{0}\right), \quad \gamma_{i}^{(j)}\left(t_{1}\right)=\boldsymbol{q}_{i}^{(j)}\left(t_{1}\right), \quad j \in\{0, \ldots, 3\}, i \in\{1, \ldots, \beta\} \tag{8}
\end{equation*}
$$

for each configuration $i$. In (8), $\gamma_{i}(t)=\gamma_{i}^{(0)}(t)$ applies, and the derivatives are given by $\gamma_{i}^{(j)}(t)$, which describe the associated velocity, acceleration, and jerk, respectively. The velocity bounds can be measured or formed by the inverse evaluation of (4). Without loss of generality, the acceleration and jerk are chosen to be zero at the beginning and at the end of the transition. The acceleration bounds can alternatively be transformed by introducing the time derivative of the Jacobian in (5) [69]. In order to drop the solutions that contain an unnecessary change at the shoulder, elbow, or wrist of the robot, all $\beta$ transitions connecting $\boldsymbol{q}\left(t_{0}\right)$ with the configurations in $Q_{\beta}\left(t_{1}\right)$ are sampled by $t_{\gamma} \in \mathbb{R}_{>0}$ and examined for jumps. From the remaining $r \leq \beta$ possibilities that do not involve jumps, the configurations that are furthest away from the joint boundaries with the corresponding joints are selected from

$$
\begin{equation*}
\max _{\rho}\left\{\min _{i}\left\{q_{i, \rho}\left(t_{\gamma}\right)-q_{i, \min }, q_{i, \max }-q_{i, \rho}\left(t_{\gamma}\right)\right\}\right\}, \quad \rho \in\{1, \ldots, r\}, i \in\{1, \ldots, n\} \tag{9}
\end{equation*}
$$

Each joint $i$ is evaluated individually at each sample step $t_{\gamma}$. If several joint configurations exhibit the same distances to the bounds, the maximum operator in (9) is used to select the configuration that maintains the greatest distance from the boundaries $q_{\min }$ and $q_{\text {max }}$, considering all sampling steps $t_{\gamma}$. If the coupling of the two checks were reversed, a joint that is far from its bound could compensate a joint close to its respective bound in the evaluation. Since the planning is implemented in the joint space, no consideration of the Euler angles [74] in Cartesian space is necessary, which prevents representation singularities. Using the introduced procedure in (9), an automatic selection method of the most appropriate kinematic configuration is introduced, eliminating the need for a manual selection, required by most of the inverse kinematics tools [63,65,67,68].

### 3.2. Optimization-Based Translational Trajectory Control

For the translational motion in the robot's workspace considering obstacles, a constrained optimization problem with a fixed end time $\tau_{1}=\tau_{0}+N \in \mathbb{R}_{>0}$ is introduced. The prediction horizon of the OCP is defined by $N \in \mathbb{R}_{>0}$ and is starting at $\tau_{0}=t_{\delta}$. Thereby, $t_{\delta} \in \mathbb{R}_{\geq 0}$ describes the current sampling step. With the underlying model of the decomposed differential kinematics from Section 2.2, the joint velocities:

$$
\begin{equation*}
\mathcal{U}:=\left\{\boldsymbol{u} \in \mathbb{R}^{m} \mid-\dot{\boldsymbol{q}}_{m, \max } \leq \boldsymbol{u}(\tau) \leq \dot{\boldsymbol{q}}_{m, \max }\right\} \tag{10a}
\end{equation*}
$$

are chosen as fictitious inputs of the OCP. As can be seen from (10a), only the first $m$ joints of the robot are taken into account for the displacement of the wrist point $\boldsymbol{p}_{w}^{\varsigma}$. The end-effector orientation is adjusted subsequently by means of $\boldsymbol{q}_{0}$. Standard industrial robots are usually controlled using joint position controllers $[63,65]$ so that the joint angles $\boldsymbol{q}_{m}$ to command the translational motion of the robot can be obtained by solving $\dot{q}_{m}=\boldsymbol{u}$. Furthermore, the OCP:

$$
\begin{equation*}
\min _{u \in \mathcal{U}} F(\boldsymbol{u})=\int_{\tau_{0}}^{\tau_{1}} l\left(\boldsymbol{u}, \boldsymbol{p}_{w}^{\varsigma}\left(\boldsymbol{q}_{m}\right), \ddot{\boldsymbol{q}}_{m}, \boldsymbol{\mu}\right) \mathrm{d} \tau \tag{10b}
\end{equation*}
$$

is considered by minimizing the running cost:

$$
\begin{equation*}
l\left(\boldsymbol{u}, \boldsymbol{p}_{w}^{\varsigma}\left(\boldsymbol{q}_{m}\right), \ddot{\boldsymbol{q}}_{m}, \boldsymbol{\mu}\right)=\mu_{u} \boldsymbol{u}^{\mathrm{T}} \boldsymbol{u}+\mu_{\ddot{\boldsymbol{q}}} \ddot{\boldsymbol{q}}_{m}^{\mathrm{T}} \ddot{\boldsymbol{q}}_{m}+\mu_{p}\left(\boldsymbol{p}_{w, \mathrm{des}}^{\varsigma}-\boldsymbol{p}_{w}^{\varsigma}\left(\boldsymbol{q}_{m}\right)\right)^{\mathrm{T}}\left(\boldsymbol{p}_{w, \mathrm{des}}^{\varsigma}-\boldsymbol{p}_{w}^{\varsigma}\left(\boldsymbol{q}_{m}\right)\right) \tag{10c}
\end{equation*}
$$

over the time interval $\tau \in\left[\tau_{0}, \tau_{1}\right]$. The elements from $\mu=\left[\mu_{u}, \mu_{\ddot{q}}, \mu_{p}\right]^{\mathrm{T}} \in \mathbb{R}^{3}$ can be used to weight the individual terms in (10c). The desired wrist position $\boldsymbol{p}_{w, \text { des }}^{\varsigma}$ is derived from the desired end-effector pose using (2). If a reference trajectory is specified, e.g., with the procedure introduced in Section 3.1, using MoveIt for task-level motion planning [76] or
based on the techniques summarized in [14], the Lagrange function shown in (10c) aims for trajectory tracking. Alternatively, only the terminal position could be passed to (10c) as a reference, which is called a local motion planning problem [35]. By considering the input $u$ in (10c), the agility can be influenced, and the relating part also represents a regularization term, to prevent singular arcs [43]. In order to further prevent singularities, it is possible to include the manipulability measure into the running cost as well [77]. In practice, the integral listed in (10b) is discretized by a sum over $k \in \mathbb{N}_{>0}$ temporal grid points for the numerical implementation. Enabling an influence on the rate change, $\ddot{\boldsymbol{q}}_{m}$ is also included in (10c). The acceleration $\ddot{\boldsymbol{q}}_{m}$ and the jerk $\dddot{\boldsymbol{q}}_{m}$ result from the discrete differentiation of the input $u$, respectively. Based on the system formulation:

$$
\frac{\mathrm{d}}{\mathrm{~d} \tau}\left[\begin{array}{l}
\boldsymbol{p}_{w}^{\varsigma}  \tag{10d}\\
\boldsymbol{q}_{m}
\end{array}\right]=\left[\begin{array}{c}
J_{w, \text { trans }}^{\varsigma}\left(\boldsymbol{q}_{m}\right) \boldsymbol{u} \\
\boldsymbol{u}
\end{array}\right], \tau>\tau_{0} \quad \text { with }\left[\begin{array}{l}
\boldsymbol{p}_{w}^{\varsigma}\left(\tau_{0}\right) \\
\boldsymbol{q}_{m}\left(\tau_{0}\right)
\end{array}\right]=\left[\begin{array}{l}
\boldsymbol{p}_{w, 0}^{\varsigma} \\
\boldsymbol{q}_{m, 0}
\end{array}\right]
$$

the variables in (10b) can be determined. Here, $\boldsymbol{p}_{w, 0}^{\varsigma}$ describes the initial wrist position and $\boldsymbol{q}_{m, 0}$ the initial joint angles at time $\tau_{0}$. Using the inequality constraints:

$$
\begin{align*}
\boldsymbol{q}_{m, \min } & \leq \boldsymbol{q}_{m} \leq \boldsymbol{q}_{m, \text { max }}  \tag{10e}\\
-\boldsymbol{q}_{m, \max }^{(j)} & \leq \boldsymbol{q}_{m}^{(j)} \leq \boldsymbol{q}_{m, \max }^{(j)} \quad j \in\{2,3\},
\end{align*}
$$

the system (10d) is constrained to the reachable joint space, since the selected joint angles $\boldsymbol{q}_{m}$ must be inside the valid bounds of (6). Applying the constraints in (10e) to the acceleration $\ddot{\boldsymbol{q}}_{m}$ and jerk $\dddot{\boldsymbol{q}}_{m}$, non-adjustable changes can be avoided. The respective bounds are usually known for standard industrial robots and can be taken from the appropriate data sheet, e.g., given by [63].

Obstacles are subsequently modeled as spheres to illustrate the approach [78], but can also be described by using sophisticated techniques as, e.g., by the evaluation of tetrahedral meshes or polyhedra $[21,79,80]$. Let $v$ denote the number of obstacles in the Cartesian space. These are assumed moveable and centered at $\boldsymbol{p}_{w, i}^{v}(\tau) \in \mathbb{R}^{3}, i \in\{1, \ldots, v\}$, imposing the inequality constraints:

$$
\begin{equation*}
r_{i}+d_{f}+\sqrt{\left(a_{e}\right)^{2}+\left(d_{e}\right)^{2}}<\left|\boldsymbol{p}_{w}^{\varsigma}-\boldsymbol{p}_{w, i}^{v}(\tau)\right|, \quad \forall i=1, \ldots, v \tag{10f}
\end{equation*}
$$

Due to the decomposition of the robot model, the resulting orientation of the end-effector during motion is not known in the optimization. Therefore, the length of the spherical wrist plus the DH parameters $a_{e} \in \mathbb{R}$ and $d_{e} \in \mathbb{R}$ of the end-effector are also defined as a sphere around the wrist point. This is added to the radius $r_{i} \in \mathbb{R}_{>0}$ of each obstacle to obtain a safe distance.

For example, to perform horizontal motion only or to prevent touching the ground, the height:

$$
\begin{equation*}
p_{w, z, \min }^{\varsigma} \leq p_{w, z}^{\varsigma} \leq p_{w, z, \max }^{\varsigma} \tag{10~g}
\end{equation*}
$$

of the robot's workspace can also be optionally bounded. Constraining of the OCP (10) by adding ( 10 g ) usually increases the computational times significantly, which will be demonstrated in Section 4.1. However, by reducing the robot model in (10d), it is possible to include further constraints influencing the robot's behavior.

NMPC can be applied by solving the presented OCP on a receding horizon with a suitable prediction length $N$. Both the initial wrist position and the joint angles can be obtained from the measured joint angles of the robot. Direct multiple shooting is used for the numerical evaluations, which considers an initial value problem in each time interval $\left[\tau_{\kappa-1}, \tau_{\kappa}\right], \kappa \in\{1, \ldots, k\}$ [81]. Hence, $k$ initial value problems have to be solved in total. Since the subintervals can be solved independently, parallelization can be used. To ensure a continuous transition between intervals, boundary conditions must be imposed so that the boundary values of the adjacent intervals are identical [82]. For a warm start, the initial estimates of the optimization variables and the input can be set for each step $\tau_{\kappa}$ by the
procedure presented in Section 3.1. According to [81], an approach is used here that first discretizes and then optimizes, converging to local or global minima depending on the solver settings and the weightings chosen in the quadratic objective function (10b).

### 3.3. Jacobian Transpose Controller Achieving Desired Orientation

To achieve the desired orientation, a controller is presented to track the last joints $q_{o}$ of the robot's kinematic chain accordingly. For this purpose, the Jacobian transpose controller is used and applied to the problem formulation [57]. This implies less computational effort compared to the Jacobian inverse controller commonly used in robotics and can be utilized to cross kinematic singularities [69]. When solving the NMPC formulated in Section 3.2, a joint configuration $\boldsymbol{q}_{m}\left(t_{\delta}\right)$ for the first $m$ robot joints of the kinematic chain is obtained for each iteration step. These define the orientation of the $\{m\}$ frame at the robot's elbow, which results in the rotation matrix $R_{w}^{m}\left(\boldsymbol{q}_{m}\right)$. This matrix can be used in (3) to determine the deviation matrix $R_{m}^{f}\left(\boldsymbol{q}_{m}\right)$ between the desired end-effector orientation, transformed to the flange $\{f\}$ and the current wrist orientation governed by $\boldsymbol{q}_{m}$. Therefore, the corresponding unit quaternions $\left[\eta_{m}^{f}\left(\boldsymbol{q}_{m}\right),\left(\boldsymbol{\zeta}_{m}^{f}\left(\boldsymbol{q}_{m}\right)\right)^{\mathrm{T}}\right]^{\mathrm{T}}$ can be derived $[83,84]$. They specify the desired unit quaternions with respect to the $\{m\}$ frame depending on the displacement of the $\{\varsigma\}$ system at the wrist point performed by the NMPC. From the joint angles $\boldsymbol{q}_{o}\left(t_{\delta}\right)$ at sampling step $t_{\delta}$, the current $\left[\eta_{m}^{f}\left(\boldsymbol{q}_{o}\right),\left(\boldsymbol{\zeta}_{m}^{f}\left(\boldsymbol{q}_{o}\right)\right)^{\mathrm{T}}\right]^{\mathrm{T}}$ unit quaternions can be calculated. The orientation error:

$$
\begin{equation*}
\tilde{\boldsymbol{e}}_{m}^{f}=\eta_{m}^{f}\left(\boldsymbol{q}_{o}\right) \zeta_{m}^{f}\left(\boldsymbol{q}_{m}\right)-\eta_{m}^{f}\left(\boldsymbol{q}_{m}\right) \zeta_{m}^{f}\left(\boldsymbol{q}_{o}\right)-S\left(\boldsymbol{\zeta}_{m}^{f}\left(\boldsymbol{q}_{m}\right)\right) \boldsymbol{\zeta}_{m}^{f}\left(\boldsymbol{q}_{o}\right) \in \mathbb{R}^{3} \tag{11}
\end{equation*}
$$

between these unit quaternions can be inferred, where the skew symmetric operator [85] reads

$$
S\left(s_{1}, s_{2}, s_{3}\right)=\left[\begin{array}{ccc}
0 & -s_{3} & s_{2}  \tag{12}\\
s_{3} & 0 & -s_{1} \\
-s_{2} & s_{1} & 0
\end{array}\right] \in \mathbb{R}^{3 \times 3}
$$

It should be emphasized that $\eta=1$ holds true for the real part of the unit quaternions when the orientation is aligned, and thus, the orientation error in (11) can be expressed as a 3D quantity [86]. Using

$$
\begin{equation*}
\dot{\boldsymbol{q}}_{o}=\left(J_{m, \mathrm{rot}}^{f}\right)^{\mathrm{T}} K \tilde{\boldsymbol{e}}_{m}^{f}, \tag{13}
\end{equation*}
$$

the feedback is imposed, including the positive definite matrix $K \in \mathbb{R}^{0 \times 3}$ and the Jacobian determined in Section 2.2. The weighting matrix $K$ is bounded to the sample time and influences the speed of convergence. The required joint angles $q_{o}$ to control the robot are obtained by the integration of (13). In order to analyze the stability of the orientation controller, the Lyapunov function:

$$
\begin{equation*}
V=\left(\eta_{m}^{f}\left(\boldsymbol{q}_{m}\right)-\eta_{m}^{f}\left(\boldsymbol{q}_{o}\right)\right)^{2}+\left(\boldsymbol{\zeta}_{m}^{f}\left(\boldsymbol{q}_{m}\right)-\boldsymbol{\zeta}_{m}^{f}\left(\boldsymbol{q}_{o}\right)\right)^{\mathrm{T}}\left(\boldsymbol{\zeta}_{m}^{f}\left(\boldsymbol{q}_{m}\right)-\boldsymbol{\zeta}_{m}^{f}\left(\boldsymbol{q}_{o}\right)\right) \tag{14a}
\end{equation*}
$$

is considered. After substituting the propagation equations for quaternions [86] into the rate of change:

$$
\begin{equation*}
\dot{V}=-\left(\tilde{\boldsymbol{e}}_{m}^{f}\right)^{\mathrm{T}} K \tilde{\boldsymbol{e}}_{m}^{f} \tag{14b}
\end{equation*}
$$

of (14a), the asymptotic stability of the orientation controller can be concluded. Thus, the controller converges to the desired orientation and is able to cross singularities, whereas, in contrast to the Jacobian inverse, it may deviate during the transition phase [58,69].

## 4. Simulation Results and Evaluation

To show that standard computer hardware is sufficient for the online calculations of the introduced NMPC for the translational motion including Cartesian and joint constraints coupled with the Jacobian transpose controller for the orientation correction, a standard computer with 16GB RAM and an Intel Core i7-8550U processor running Linux Ubuntu 18.04 was utilized. The iterative solution of the OCP is calculated using the MATLAB-
interface [87] from CASADI [88] with the interior-point (IPOPT) algorithm [89]. As can be seen in Figure 2, the standard industrial 6-DOF robot Stäubli TX2-90 with a black rod as the end-effector and the DH parameters from Table 2 was used to present the introduced approach. Based on the decomposition performed in Section 2.2, both controllers consider different kinematic chains, respectively. Thus, the associated DH parameters to the $\{m\}$ system and the wrist point $\boldsymbol{p}_{w}^{\varsigma}$ are also listed in the table. The $n=6$ revolute joints are equally partitioned with $m=3$ and $o=3$ for the translational and rotational controllers.

Table 2. Denavit-Hartenberg (DH) parameters of the considered 6-DOF industrial Stäubli TX2-90 manipulator.

| $\boldsymbol{i}$ | $a_{i}(\mathrm{~mm})$ | $\alpha_{i}(\mathrm{rad})$ | $d_{i}(\mathrm{~mm})$ | $\theta_{i}(\mathrm{rad})$ |
| :---: | :---: | :---: | :---: | :---: |
| $w$ | 0 | 0 | -478 | 0 |
| 1 | 50 | $-\pi / 2$ | 478 | $q_{1}$ |
| 2 | 425 | 0 | 0 | $q_{2}-\pi / 2$ |
| $3 / m$ | 0 | $\pi / 2$ | 50 | $q_{3}+\pi / 2$ |
| $\varsigma$ | 425 | 0 | 50 | $q_{3}$ |
| 4 | 0 | $-\pi / 2$ | 425 | $q_{4}$ |
| 5 | 0 | $\pi / 2$ | 0 | $q_{5}$ |
| $f$ | 0 | 0 | 100 | $q_{6}$ |
| $e$ | 0 | 150 | 0 |  |



Figure 2. Standard industrial 6-DOF manipulator Stäubli TX2-90 [63] with an end-effector, visualized in Gazebo $[64,90]$. The exemplary movement starts at the blue marker and ends at the red one. The green obstacles are only considered in Sections 4.3 and 4.4, but are not present in Section 4.2.

The evaluation consisted of four different demonstrations to highlight the performance of the NMPC approach based on the decomposed robot model. In Section 4.1, the computation times of the introduced approach are evaluated and compared to an NMPC considering the full robot system. This highlights the significant difference in the computational costs between those approaches. Despite the decomposition of the model and the controller couplings, no losses in the applicability by the approach occur, which is shown in the following three evaluations. The trajectory tracking accuracy in the undisturbed case is discussed in Section 4.2 to show that the method can be used as an online motion controller. Subsequently, in Section 4.3, obstacles are placed in the environment. In the presented scenario, the end-effector must be guided between them without causing collisions. The obstacles are not taken into account for the trajectory planning described in Section 3.1, but
will be avoided by the online controller introduced in Section 3.2, which perceives them only within its predictive horizon. Finally, in Section 4.4, moving obstacles are considered and the collision-free guidance of the end-effector in this setup is investigated.

### 4.1. Quantitative Analysis of the Computation Times

In the analysis of the reduction in the computation times, the presented approach was compared to an NMPC that considers the full robotic model. Using the Stäubli TX2-90, the NMPC based on the full system utilizes $n=6$ joints as decision variables in each optimization step and incorporates both translation and orientation by $J_{w}^{e}(\boldsymbol{q})$ from (5). On the contrary, the decomposed system requires only $m=3$ decision variables in its OCP and controls the orientation in parallel with the remaining three DOFs using the coupled Jacobian transpose controller. It should be emphasized that (10c) must be extended in the NMPC of the full system to include orientation as well. The objective functions of the two systems differ, but each was designed for the quantitative comparison. As listed in Table 3, three different scenarios consisting of no obstacle, one obstacle, and one obstacle including height constraints were compared to analyze the computation times. Additionally, two different prediction horizons $N_{1}=100 \mathrm{~ms}$ and $N_{2}=200 \mathrm{~ms}$ partitioned with $k_{1}=10$ and $k_{2}=20$ grid points were considered, achieving discrete intervals with a length of 10 ms , respectively. The discretization of the inputs to be determined corresponds to the update rate of the robot controller. Various converging point-to-point (PTP) movements covering the entire workspace of the robot were run multiple times, and the average computation time $\bar{t}$ per optimization step was recorded. This time and the standard deviation $\sigma$, which expresses the fluctuation of $\bar{t}$ required for one OCP, denotes the online capability of the NMPC. Note that the optimization was carried out until an optimal solution was found, but could be further shortened by limiting the maximum iterations, as done in [91]. Here, the stop condition for the objective function (10b) was set to a tolerance of $10^{-8}$, and if below this limit, the value did not change more than $10^{-6}$, indicating a minimum.

Table 3. Comparison of the averaged computation times $\bar{t}$ with the standard deviation $\sigma$ per optimization step of the respective NMPC.

| Point-to-Point <br> Movement | $N_{1}$ | Decomp. System <br> $\bar{t} \pm \sigma(\mathrm{ms})$ | Full System <br> $\bar{t} \pm \sigma(\mathrm{ms})$ |
| :---: | :---: | :---: | :---: |
| without obstacles | $N_{2}$ | $26 \pm 1$ | $130 \pm 12$ |
|  | $N_{1}$ | $30 \pm 2$ | $216 \pm 21$ |
|  | $N_{2}$ | $27 \pm 2$ | $153 \pm 53$ |
| with obstacle | $N_{1}$ | $33 \pm 2$ | $209 \pm 9$ |
| and height constraints | $N_{2}$ | $29 \pm 2$ | $230 \pm 136$ |

From Table 3, the comparison between the decomposed and the full system shows that the decomposed system requires only $10 \%$ to $20 \%$ of $\bar{t}$ to achieve an optimal solution and possesses lower deviations $\sigma$, independent of the scenario or the prediction horizon. Both $\bar{t}$ and $\sigma$ are important factors to be considered using NMPC in varying environments. The Jacobian transpose controller evaluates the orientation error in each iteration and is only constrained to the gain matrix $K$.

It can be seen that the average computation times $\bar{t}$ for the full system increased significantly with the complexity of the scenario. This effect did not occur with the decomposed model, as the full system involves more nonlinearities, which must be taken into account to solve the OCP. On the one hand, higher computational costs yield lower possible update rates of the NMPC, which restricts the ability to act in rapidly varying environments. On the other hand, it is evident from Table 3 that $N_{2}$ increased the computation times for the full system by up to $67 \%$, in contrast to $\bar{t}$, when $N_{1}$ was chosen. This means that the choice
of the prediction horizon limits the online capabilities. Using the decomposed robot model approach, the evaluation times increased by a maximum of $24 \%$ using $N_{2}$ instead of $N_{1}$. Thus, the comparison of both the absolute and the relative computation times revealed a significantly higher performance of the presented decomposition-based method.

A second important factor is $\sigma$, which is a measure of the reliability to achieve $\bar{t}$. Smaller standard deviations, even between different scenarios, indicate that $\bar{t}$ is more likely to be achieved. In contrast to the NMPC considering the full system, the lower $\sigma$ of the decomposed system also allows for easier applicability to different tasks, since the NMPC does not converge for an unexpectedly long time in a more complex scenario. The choice of the control horizon is determined by the length of expected calculation times and should be kept as short as possible. Referring to Table 3, the control horizon can be set more reliably using the decomposed approach. The NMPC controller remains capable in online operation without delaying the robot's motion, resulting in $\bar{t}$ being larger than the set control horizon in the implementation.

### 4.2. Trajectory Tracking Accuracy of the Controller

In Section 4.1, the significant reduction of the computational costs is presented. Furthermore, it is shown that this did not lead to any restrictions in the motion behavior of the robot. The simulative setup for evaluating the introduced approach involving the NMPC and the orientation controller was built in GAZEBO [64]. The joint position controlled robot shown in Figure 2 is commanded by means of ROS [65,90]. The prediction horizon was chosen as $N=100 \mathrm{~ms}$ with $k=10$ grid points per iteration, while the control horizon involved four discretization steps of 10 ms each. This means that, for all four consecutive updates of the robot commands, the solution from the buffer was used before being updated. Considering the average computation times from the previous subsection, this allows for online calculations without delaying the robot's motion due to the too long computations solving the OCP. Finally, the gain matrix for the orientation control was set to $K=\operatorname{diag}(20,20,20)$, and the weights of the NMPC's running costs in (10c) were chosen to be $\mu=\left[10^{4}, 10^{2}, 10^{4}\right]^{\mathrm{T}}$.

We omit the comparison with the full system in the following evaluations, on the one hand, for the sake of readability and, on the other hand, to avoid having an unfair comparison realized. As shown in Section 4.1, no delay-free execution can be realized for the chosen $N$ using the full system, which distorts the comparison. Depending on the controller settings, we observed only minor to no deviations between the results in internal comparisons, depending on the scenario.

As shown in Figure 2, the end-effector has to move from the blue marker with $\boldsymbol{p}_{w, 0}^{e}=[110,-350,-405]^{\mathrm{T}} \mathrm{mm}$ at $t_{0}$ to the red marker with $\boldsymbol{p}_{w, \text { des }}^{e}=[780,390,-405]^{\mathrm{T}} \mathrm{mm}$ at $t_{1}$. None of the green obstacles are considered in this subsection when performing the trajectory tracking analysis, and they are only drawn in preparation for the next scenario. The desired orientation was set to $R_{w, \text { des }}^{e}=\operatorname{diag}(-1,1,-1)$, meaning that the end-effector has to point vertically downwards. However, all other orientations reachable in the manipulator's workspace can also be realized. As explained in Section 3.3, the Jacobian transpose controller is asymptotically stable and does not induce singularities in individual joint configurations, e.g., compared to the Jacobian inverse controller. As illustrated in Figure 3 b with dashed lines, the set point change of the desired position using the polynomial approach from Section 3.1 starts at $t_{0}=0.5 \mathrm{~s}$ and ends at $t_{1}=2 \mathrm{~s}$. The demonstration scenario involving a short transition time $T=1.5 \mathrm{~s}$ and a long path is representative for movements between all reachable poses in the workspace of the manipulator. If $T$ is not set, the desired terminal pose $H_{w, \text { des }}^{e}$, will be approached by minimizing the objective function within the NMPC, just bounded to the given OCP constraints.


Figure 3. Trajectory of the end-effector starting at $t_{0}=0.5 \mathrm{~s}$ and ending at $t_{1}=2 \mathrm{~s}$ in an undisturbed environment for tracking accuracy analysis in 3D space. (a) Trajectory tracking of the pre-planned trajectory marked by the subscript "des", which is planned in the joint space and transformed into the Cartesian space. (b) Absolute displacement of the end-effector $\tilde{\boldsymbol{p}}_{w}^{e}=\boldsymbol{p}_{w, \text { des }}^{e}-\boldsymbol{p}_{w}^{e}$ to the reference trajectory and the individual translational parts depending on the length $d_{e}=150 \mathrm{~mm}$ of the end-effector. (c) Orientation error (11) in quaternion representation.

The pre-planned trajectory is generated by using the polynomial depicted in (7) in the joint space. The computation time of approximately 1 ms required for this involving the automatic joint configuration selection ensures an almost instantaneous start. Subsequently, this is transformed to the Cartesian space. As can be seen in Figure 3a, the reference trajectory exhibits rounded deviations, for example at $t=1.2 \mathrm{~s}$ in $p_{z, z, \mathrm{des}}^{e}$, compared to a trajectory that would be directly planned in the Cartesian space, because the joints are actuated uniformly over $T$ here. In turn, the evaluation of the orientation by, e.g., roll-pitchyaw [74] is omitted by using the joint space, which could be singular in the representation.

In the evaluation of the end-effector's translational deviation, both controllers must be taken into account. It should be noted that the end-effector position is composed of the positioning of the wrist point by the NMPC and the alignment by the orientation controller. Both a too slow control of the wrist point and an incorrect orientation of the end-effector would lead to a deviation from the end-effector's reference trajectory. In Figure 3b, the individual error components of $\tilde{\boldsymbol{p}}_{w}^{e}=\boldsymbol{p}_{w, \text { des }}^{e}-\boldsymbol{p}_{w}^{e}$ and the absolute distance $\left\|\tilde{\boldsymbol{p}}_{w}^{e}\right\|$ to the reference trajectory at each time step are shown. Despite the short transition time $T$ and the long displacement along the trajectory, resulting in a rapid change of poses, only small deviations can be detected. Compared to a common path tracking task, it must be taken into account that, in the analysis of the trajectory tracking accuracy, a slight lag also leads to notable deviations. As can be seen in Figure 3b, especially the errors of $p_{w, x}^{e}$ and $p_{w, y}^{e}$ exhibit small deviations, which converge to zero in the end, so that no stationary error remains. The small lag in the $x_{w} y_{w}$-plane during the motion results from the parameterized smoothness of the orientation controller, since it must perform the rotation correction in each iteration step due to its constantly shifting reference $\{m\}$ system. The NMPC places the wrist point $p_{w}^{\varsigma}$ very accurately so that the reference system of the upper kinematic chain,
used for the orientation control, is moved further and further by the NMPC. Therefore, a permanent adaptation in (11) governed by $K$ is necessary. The rotation error is shown in Figure 3c, where each of the imaginary unit quaternion error components can take a maximum value of one. Thus, it can be seen that the orientation error was very small in this case. Even though, the end-effector is chosen to be relatively long with $d_{e}=150 \mathrm{~mm}$. As a result, a larger deviation was enforced for a better illustration here. If $d_{e}$ is chosen shorter, the amplitudes in Figure 3b decrease. In total, just small deviations from the pre-planned trajectory and, thus, accurate trajectory tracking can be observed when using the presented approach.

### 4.3. Trajectory Control in Disturbed Environment With Fixed Obstacles

In the evaluation involving obstacles, the same control setup as in Section 4.2 was utilized, but as illustrated in Figure 2, the scenario now included $v=4$ obstacles and $\boldsymbol{p}_{w, 0}^{e}=[110,-350,-445]^{\mathrm{T}} \mathrm{mm}$ and $\boldsymbol{p}_{v, \text { des }}^{e}=[780,390,-445]^{\mathrm{T}} \mathrm{mm}$ were set 40 mm lower in the $z_{w}$-direction. This small lowering of the reference trajectory would cause ground contact, which should be prevented by the controller. Starting from the blue marker in Figure 4, the first obstacle was placed close to the reference trajectory so that the boundary condition (10f) had to consider the mentioned safety distance, since the NMPC has no knowledge about the orientation controller, which adjusts the desired orientation. In the extreme case, when the end-effector would be vertical, the NMPC should directly leave the reference trajectory to avoid collisions. As shown in Figure 4, the two consecutive obstacles on the left-hand side are crossed by the blue reference and disturb the tracking of the pre-planned trajectory in $x_{w} y_{w}$-plane. Additionally, the central obstacle ( $I_{v}$ ) presents a difficulty in conjunction with the height constraint $(10 \mathrm{~g})$, since the NMPC must deviate significantly from the reference and take a remarkable detour to reach $H_{w, \text { des }}^{e}$. The NMPC only considers the obstacles within the prediction horizon and has no information about them before. In the accompanying video [92], the orientation error and the wrist point tracking are also shown, in addition to the executed robot movements. For the sake of readability, the evaluation is omitted in this section and reference is made to Section 4.2.


Figure 4. Resulting trajectories of the end-effector $\boldsymbol{p}_{w}^{e}(t)$ governed by the NMPC and orientation controller in the scenario from Figure 2. The motion starts at the blue marker and ends at the red marker. The reference trajectory (blue) according to (7) crosses the obstacles (green). Without a height constraint for $p_{w, z}^{\varsigma}$, the motion results in an upward swerve (yellow). Activating ( 10 g ), the spheres are avoided in the $x_{w} y_{w}$-plane (red).

From Figure 5a, the trajectory of the end-effector can be taken in the case where the wrist point $\boldsymbol{p}_{w}^{\varsigma}$ is only constrained by $p_{w, z, \min }^{\varsigma}=-228 \mathrm{~mm}$ in $(10 \mathrm{~g})$ involving no upper height limit, so that the ground will not be touched. A deviation from the dashed reference trajectory due to the obstacle avoidance can be seen. Especially with respect to $p_{w, x}^{e}$ and $p_{w, y}^{e}$, it is obvious that the trajectory controller tries to follow the reference trajectory under consideration of the given constraints, but a delay is recognizable. From Figure 4, it becomes even clearer that the yellow trajectory in the $x_{w} y_{w}$-plane follows the arc of the blue reference quiet accurately. The obstacles are avoided by swerving in the $z_{w}$-direction,
which is confirmed by the green line in Figure 5a. Due to the chosen IPOPT algorithm and depending on the length of the control horizon, which has to be chosen according to the computation times of the controller's online calculations, small repeated repulsions of the end-effector can be detected in Figure 4 while avoiding the obstacles tightly.


Figure 5. Trajectory tracking of the blue curve in Figure 4 starting at $t_{0}=0.5 \mathrm{~s}$ and ending at $t_{1}=2 \mathrm{~s}$ in a disturbed environment involving $v=4$ fixed obstacles. (a) No upper height limitation of the Cartesian space. Analogous to the yellow trajectory in Figure 4, the manipulator moves over the obstacles. (b) Constraining the height by $-228 \mathrm{~mm} \leq p_{w, z}^{\varsigma} \leq-145 \mathrm{~mm}$ in ( 10 g ) for obstacle avoidance in the $x_{w} y_{w}$-plane, as the red curve in Figure 4.

By reducing the computational costs, short evaluation times of the NMPC can be achieved, even if additional constraints are inserted, which further influence the robot's behavior. This means that, by decomposing the differential kinematics, not only an accurate controller can be designed, but also, it can be used more flexibly. In order to demonstrate this, the maximum height in the Cartesian space was constrained in the further analysis. The height constraint $-228 \mathrm{~mm} \leq p_{w, z}^{\varsigma} \leq-145 \mathrm{~mm}$ of the wrist's workspace forces the controller to avoid the obstacles by a planar motion. The lifting of the end-effector is thus suppressed. Therefore, $H_{w, \text { des }}^{e}$ can just be approached by a significant deviation from the reference trajectory, mainly disturbed by the central obstacle ( $I_{V}$ ). A noticeable change in the movement compared to the dashed lines can be noticed at Figure 5b. Even though, the motion has to be adapted and is thus slightly delayed. The online applicability of the approach is still valid. For a better interpretation, the corresponding course is illustrated as the red path in Figure 4. This shows that the introduced approach is able to control the standard industrial robot in disturbed environments.

### 4.4. Trajectory Control in a Varying Environment with Moving Obstacles

Based on the evaluation of the controller in a disturbed environment, the same setup as shown in Figures 2 and 4 with $\boldsymbol{p}_{w, 0}^{e}=[110,-350,-445]^{\mathrm{T}} \mathrm{mm}$ and $\boldsymbol{p}_{w, \text { des }}^{e}=[780,390,-445]^{\mathrm{T}} \mathrm{mm}$ was utilized subsequently. The Jacobian transpose controller continued to align the end-effector downward. However, the $v=4$ obstacles were in motion here, and thus, they represent a varying environment. Again, the wrist point was constrained in height using $-228 \mathrm{~mm} \leq p_{w, z}^{\varsigma} \leq-145 \mathrm{~mm}$ to avoid an upward swerve. Two different scenarios were examined to demonstrate the resulting behavior of the controller. First, all obstacles moved uniformly in one direction, continuously blocking the corridor realized Figure 5 b after the end-effector deviated from the reference trajectory. Subsequently, only the central obstacle $I_{v}$ moved, which caused a dead end for a short time.

Both scenarios were chosen such that the obstacles force the NMPC to adjust the movement and the end-effector must depart from the desired trajectory analogous to Section 4.3. The reference trajectory shown in Figure 5 and, thus, the motion of the robot starts at $t_{0}=0.5 \mathrm{~s}$ and ends at $t_{1}=2 \mathrm{~s}$.

A uniform movement of the obstacles simulated the driving of the robot, as is common, e.g., in agricultural or industrial applications. Starting at $t=0 \mathrm{~s}$, the four obstacles moved uniformly with $30 \mathrm{~mm} \mathrm{~s}^{-1}$ in the negative $x_{w}$-direction and with $45 \mathrm{~mm} \mathrm{~s}^{-1}$ in the $y_{w^{-}}$ direction, so that they moved diagonally towards the robot. The $\{w\}$ system can be taken from Figure 2, which is aligned with the axes of the $\{0\}$ frame. The change in position of the moving obstacles relative to the yellow robot can be seen in Figure 6a-g. The safe distance introduced in (10f) is illustrated in orange. The trajectory of the online controlled movement can be taken from Figure 7a. For comparison, the resulting trajectories from the previous subsection are also plotted in Figure 7 and marked with the subscript "fix". Due to the height constraint of the wrist in the NMPC, any adjustment of the movement in the $z_{w}$-direction was excluded. However, compared to the static scenario, further adjustments were conducted in the $x_{w} y_{w}$-plane. The end-effector was also guided into the corridor between the obstacles after passing the first one from the robot's point of view, as the rear ones prevent the direct tracking of the trajectory.


Figure 6. The positions of the moving obstacles (green) at different time steps. The safe distance (orange) from (10f) and the robot (yellow) are highlighted for clarification. Referring to the $\{w\}$ system in Figure 2, ( $\mathbf{a}-\mathbf{g}$ ) illustrate the uniform movement of all obstacles with $30 \mathrm{~mm} \mathrm{~s}^{-1}$ in the negative $x_{w}$-direction and with $45 \mathrm{~mm} \mathrm{~s}^{-1}$ in the $y_{w}$-direction. In ( $\mathbf{h}-\mathbf{n}$ ), the displacement of the central obstacle $I_{v}$ with $60 \mathrm{~mm} \mathrm{~s}^{-1}$ in the negative $x_{w}$-direction is visualized.

Due to the displacement of the obstacles, the end-effector can be shifted earlier in the $y_{w}$-direction, which can be observed from the comparison of the curves visualizing $p_{w, y}^{e}$. At about $t=1.7 \mathrm{~s}$, the NMPC must further adjust the motion to avoid a collision with the central obstacle marked by $I_{v}$ in Figure 2 and Figure 4, respectively. Therefore, the end-effector is initially pulled closer to the base, which is apparent from $p_{w, x}^{e}$, and then, a fast movement is performed to pass $I_{v}$. The increase in velocity can be seen in Figure 7a at about $t=2.4 \mathrm{~s}$ by the larger slope of $p_{w, x}^{e}$ and $p_{w, y}^{e}$. The desired terminal pose is reached insignificantly later without collision.


Figure 7. Trajectory tracking of the blue curve in Figure 4 starting at $t_{0}=0.5 \mathrm{~s}$ and ending at $t_{1}=2 \mathrm{~s}$ in a disturbed environment involving moving obstacles and an active height constraint. The directions of the obstacles' movement can be taken from Figure 2, and for comparison, the subscript "fix" indicates the end-effector's motion in the statically disturbed environment from Figure 5b. (a) All obstacles move uniformly with $30 \mathrm{~mm} \mathrm{~s}^{-1}$ in the negative $x_{w}$-direction and with $45 \mathrm{~mm} \mathrm{~s}^{-1}$ in the $y_{w}$-direction. (b) The central obstacle ( $I_{v}$ ) moves with $60 \mathrm{~mm} \mathrm{~s}^{-1}$ in the negative $x_{w}$-direction, so that a dead end is created briefly.

In the second scenario evaluating the decomposition-based controller in a varying environment, only the central obstacle $\left(I_{v}\right)$ moved with $60 \mathrm{~mm} \mathrm{~s}^{-1}$ in the negative $x_{w^{-}}$ direction, and the others were fixed. Figure 6 h-n demonstrate the movement of $I_{v}$. The corresponding trajectory of the end-effector is shown in Figure 7b. It can be seen that the beginning of the movement was similar to the motion performed in the static disturbed environment. The NMPC departed from the blue reference trajectory in Figure 4 to move through the corridor between the obstacles. However, the movement of $I_{v}$ was chosen in such a way that this briefly formed a dead end in combination with the other obstacles, while the end-effector tried to pass it. This led to a deceleration of the movement between approximately $t=1.4 \mathrm{~s}$ and $t=1.9 \mathrm{~s}$, since $\boldsymbol{p}_{w, \text { des }}^{e}$ cannot be reached at that moment. Due to the round shape of the obstacles, a small adjustment of the motion can be detected from that time in $p_{w, y}^{e}$ as $I_{v}$ continued to move on. From about $t=2.6 \mathrm{~s}$, the corridor between $I_{v}$ and the rear obstacles opened enough to continue the motion without any collisions, so that the desired terminal pose was reached. This demonstrates that the presented optimal control approach can be used in disturbed and varying environments.

## 5. Discussion

In this paper an approach that reduces the computational costs of NMPC was introduced and applied for online trajectory control in disturbed and varying environments. For this purpose, the differential kinematics was decomposed and partitioned into a translational and rotational part related to the Cartesian space containing the corresponding robot joints. The differential kinematics was considered since it can be modeled based on the DH parameters from the robot's data sheets, and thus, the approach is also applicable to position controlled industrial robots. The decomposition-based approach can be applied to all robot types that can be partitioned in this way. The translational motion control was used for obstacle avoidance. For this purpose, an OCP was introduced and implemented as the NMPC, which considered both Cartesian and joint constraints. Due to the reduced number of decision variables in the OCP, additional constraints to adjust the robot's behavior, such as the height of the workspace, can be included without significantly
increasing the computation times. The NMPC moved the wrist point of the anthropomorphic robot, which led to a change in the orientation of the end-effector. For the correction of the orientation, the Jacobian transpose controller was introduced and applied to the problem using unit quaternions, avoiding singularities. In addition to the online motion control, trajectory planning with an automatic selection of the best joint configuration was introduced, eliminating the need for manual input, as usually required for PTP motions.

In the evaluation, the approach was compared in terms of the computational costs with an NMPC that considered the full robot model involving all DOFs. The comparison demonstrated that the required times in the computation of the OCP were significantly reduced by the introduced method. For the analysis, different scenarios and parameters were considered. A comparison with other approaches has been omitted here, since higher computation times resulted from the references presented in the introduction, e.g., in [23-25,48], and the consideration of the full system is most common.

The analysis of the tracking accuracy and the delay-free online control in a disturbed or varying environment with (moving) obstacles was performed in simulations. The implementation was carried out using a standard computer, MATLAB, ROS, and CASADI, although the performance in hardware and software can be further increased by replacing these tools. Larger prediction horizons and differently shaped obstacles can also be considered. However, this work serves as a proof of concept and was intended to show the possibilities of this decomposition-based approach. The extensive evaluation revealed that the coupled controllers precisely followed a trajectory and adapted the motion to the environment. This resulted in an optimal controller setup that considered external constraints with high precision and without limiting the workspace. The focus was placed on the NMPC, although the Jacobian transpose controller was also considered in the evaluation, but this has been extensively analyzed in other publications [58,69]. Further, it was examined whether the orientation was also implemented by a second NMPC whose initial conditions were given by the translational NMPC.

This contribution introduced the concept of the control architecture and evaluated it by simulations. This demonstrated the precision of the method and serves as a basis for further developments. Besides the replacement of MATLAB by another programming language, improvements will be made to the individual components for the transfer to a real experiment. ROS is suitable for the communication with GAZEBO, but for a better performance, this will be replaced by ETHERCAT [93], as, e.g., implemented in [94] for the control of a Stäubli TX2-90. The obstacles are detected by motion tracking, and their positions can be updated in (10f) at a high rate. Alternative solvers such as ACADOS [95,96] or GraMPC [97] are evaluated either on a Linux server or on a PLC to further reduce the computation times.

## 6. Conclusions and Future Work

This contribution exhibited that, by decomposing the differential kinematics of an anthropomorphic robot, the computational costs of NMPC can be significantly reduced with basically no effect on the solution's accuracy and reliability. This seemingly small adjustment has a huge impact on the computational effort and demonstrates an approach that addresses the cause, not the symptoms, of long NMPC computation times. By reducing the decision variables in the OCP, optimal online trajectory control in disturbed and varying environments for (standard industrial) robots is possible. The NMPC for the translational motion of the end-effector was coupled with a Jacobian transpose controller for the orientation correction, so that all DOFs of the robot were used. There were no special requirements for the control hardware, and a standard computer was sufficient for the NMPC evaluations. The simulation results showed that an online implementation for NMPC in the field of robotics has been elaborated without limiting the workspace due to the model's decomposition. This opens up the possibility of using standard industrial robots in various areas and applications, where many sensor data have to be processed or the interaction with a dynamically varying environment is required. The evaluation
of the computation times, the tracking accuracy, the control in a disturbed environment with additional height constraints, and the trajectory adaptation in a varying environment demonstrated the performance of the approach.

The method offers many possibilities in terms of extension and transferability. In addition to self-collision avoidance, the concept can also be used to interact with objects due to the short evaluation times of the NMPC. Further on, the approach will be brought to a real experiment and coupled with a force control, so that, e.g., haptic grasping can be implemented in a disturbed environment.
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## Abbreviations

The following abbreviations are used in this manuscript:

| 3D | three-dimensional |
| :--- | :--- |
| des | desired |
| DH | Denavit-Hartenberg |
| DOF | degree of freedom |
| e.g., | for example |
| Fig. | Figure |
| fix | fixed |
| IPOPT | interior-point |
| NMPC | nonlinear model predictive control |
| OCP | optimal control problem |
| Tab. | Table |
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#### Abstract

In classical Cartesian space position control, KD, the end-effector follows the set-point trajectory with a stiffness expressed in the directions of the external coordinates through the stiffness matrix, K , and with a damping proportional to the first-order derivatives of errors of the external coordinates through the damping matrix, D. This work deals with a fractional-order extension of the Cartesian space position control, KDHD, which is characterized by an additional damping term, proportional to the half-order derivatives of the errors of the external coordinates through a second damping matrix, HD. The proposed Cartesian position control scheme is applied to a SCARA-like serial manipulator with elastic compensation of gravity. Multibody simulation results show that the proposed scheme was able to reduce the tracking error, in terms of mean absolute value of the end-effector position error and Integral Square Error, with the same amount of Integral Control Effort and comparable maximum actuation torques.
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## 1. Introduction

In robotics and mechatronics, the mathematical concepts of derivatives and integrals are used both to express the dynamics of continuous-time mechanical systems, and to define their control strategies. While dynamic modelling usually exploits only integer-order (IO) derivatives and integrals, in the conception of a control algorithm it is also possible to adopt fractional-order (FO) derivatives and integrals to improve the closed-loop dynamic performance.

Fractional calculus (FC) deals with the concepts of non-integer-order derivatives and integrals. Although its origin dates back to the seventeenth century, only in the last decades has there been a renewed and growing interest in FC, also motivated by research on chaos theory [1]. FC is now used in physics [2], biology [3] and medicine [4], and is particularly effective in modeling multi-scale phenomena [5].

In addition to its application in the basic sciences, FC is applied in technological applications, principally for control system design. The PID scheme is undoubtedly the most widespread control approach for any kind of closed-loop system, and it is based on the evaluation of the first-order time derivative and integral of the error. Consequently, the most intuitive way to apply FC to the PID scheme is to generalize the orders of integration and derivation, giving rise to the well-known $\mathrm{PI}^{\lambda} \mathrm{D}^{\mu}$, also known as FOPID (fractionalorder PID). FOPID was first proposed by Podlubny [6] for single-input single-output (SISO) systems, and its features, benefits and possible tuning criteria are extensively discussed in the scientific literature [7,8].

Instead of replacing first-order terms with FO ones, as in FOPID, an alternative way to apply FC to control synthesis is to add FO terms with intermediate orders to the first-order ones, as in the $\mathrm{PDD}^{1 / 2}$ [9] and $\mathrm{PII}^{1 / 2} \mathrm{DD}^{1 / 2}$ [10] proposed by Bruzzone et al., which can be included in the category of distributed-order PID (DOPID) controls, recently defined by Jakovljevic et al. [11]. In the $\mathrm{PDD}^{1 / 2}$ control scheme, without integral action, the classical PD control is modified by introducing a half-derivative term, proportional to the derivative
of order $1 / 2$ of the error; in the $\mathrm{PII}^{1 / 2} \mathrm{DD}^{1 / 2}$, with integral action, a half-integral term is also present, proportional to the integral of order $1 / 2$ of the error. Simulations and experimental tests show that the introduction of the half-integral and half-derivative terms make it possible to reduce the error in the position control of mechatronic axes, with similar values of maximum control output [10] or settling energy [12].

Moving from single-input single-output (SISO) systems to multi-input multi-output (MIMO) robotic systems, FC can be applied to impedance control and Cartesian space position control $[13,14]$. In general, impedance controllers use the Jacobian matrix to transform the Cartesian generalized forces, expressed in the directions of the external coordinates of the end-effector, into the required joint generalized forces. If it is necessary to impose a compliant behavior to the end-effector in some directions in order to control the contact forces with the environment, the corresponding elements of the stiffness matrix $(\mathrm{K})$ are lowered; in contrast, high stiffness is imposed for the directions which must be accurately position-controlled. For all directions, the damping matrix D adds a proper damping, proportional to the first-order derivatives of the errors of the external coordinates. If all the external coordinates must be position-controlled, impedance control becomes a PD-type Cartesian space position control, in which stiffness and damping are defined in the Cartesian space rather than in the joint space [15].

FC can be used to obtain alternative definitions of the damping term of impedance/Cartesian space position control, in order to improve the system behavior. FO extensions of impedance control were recently proposed in [16,17], in which the end-effector damping is not proportional to the first-order derivative of the position error, as usual, but to a FO derivative with generic order, thus generalizing to MIMO systems the $\mathrm{PD}^{\mu}$ scheme for SISO systems. In contrast, the FO extension of impedance control which generalizes the $\mathrm{PDD}^{1 / 2}$ scheme to MIMO systems, named KDHD, was proposed in [18] for a purely translational parallel robot and in [19] for a six-degrees-of-freedom parallel robot. In the KDHD scheme, a halfderivative damping term defined by the matrix HD is added to the stiffness and first-order damping terms, defined by the matrices $K$ and $D$.

In the present paper the KDHD algorithm is applied in simulation to a serial SCARAlike RRFbR robot with elastic balancing, focusing on Cartesian space position control, with high stiffness for all the external coordinates. We propose a methodology to derive the tuning of the KDHD control starting from a given KD control. Simulation results show that the KDHD scheme can be used to reduce the trajectory tracking error with equal Integral Control Effort and comparable maximum values of the joint torques.

There are two main novelties of this paper with respect to $[18,19]$. The first is related to the robotic architecture: the proposed control is applied to a serial robot instead of a parallel robot; moreover, elastic balancing of gravity is present. The second is related to the aim of the KDHD algorithm: Cartesian space position control instead of impedance control, without interactions with the environment and primarily analyzing the trajectory tracking error.

In the remainder of this paper, Section 2 describes the RRFbR SCARA-like serial architecture and its main kinematic and dynamic properties; Section 3 discusses the KDHD control of the RRFbR robot, highlighting the differences with respect to the classical KD control; Section 4 discusses the multibody model used for the KD-KDHD comparison; Section 5 presents the simulation results of the comparison and proposes a method to derive the KDHD tuning from a given KD and Section 6 outlines conclusions and future developments.

## 2. The RRFbR SCARA-like Manipulator with Elastic Balancing

The considered RRFbR SCARA-like architecture derives from the RRPR SCARA architecture [20], replacing the third prismatic joint (P) with a four-bar mechanism ( Fb ) with parallelogram shape placed in a vertical plane, which provides the vertical mobility of the end-effector. The advantages of this solution are the elimination of the prismatic joint, with the consequent friction issues, and the ease of adding mass balancing or elastic balancing of the gravitational forces [21].

In this work, the RRFbR scheme with elastic balancing shown in Figure 1 is considered. Similar to the SCARA, this robot performs a 4-DOF motion with three translations and one rotation around a vertical axis (Schoenflies motion, [22]), suitable for a wide range of industrial applications.


Figure 1. The RRFbR SCARA-like architecture with elastic balancing (blue: actuated revolute joints; green: passive revolute joints).

The RRFbR architecture comprises seven links, from the base (link 0) to the end-effector (link 6). In Figure 1 the actuated joints (joint 1 to joint 4) are represented in blue. Joint 3 is the only actuated revolute joint of the four-bar mechanism; the remaining three passive revolute joints of the four-bar mechanism are represented in green. The axes of the actuated revolute joints 1, 2 and 4 are vertical; consequently, the corresponding motors are not loaded by gravity. On the contrary, the actuator of joint 3 is loaded by the gravitational forces acting on links 3 to 6 . Therefore, to add a partial static balancing, reducing the torque of actuator 3 in steady state, a torsional spring can be added on joint 3, acting in parallel with actuator 3 .

An alternative method to obtain static balancing involves adding a counterweight placed on link 3. Mass balancing and elastic balancing of the RRFbR architecture are compared in [21]. Mass balancing has the advantage of being exact for all angular positions of link 3, while elastic balancing is exact only for one angular position of actuator 3, and only approximated in the others. Nevertheless, elastic balancing reduces the inertial forces and avoids the encumbrance of the counterweight, with possible interferences with link 1 and with the environment; therefore, in the following only elastic balancing is considered.

Figure 2 shows the simplified kinematic scheme of the RRFbR architecture with elastic balancing. The internal coordinates are collected in the vector $\theta$ :

$$
\theta=\left[\begin{array}{llll}
\theta_{1} & \theta_{2} & \theta_{3} & \theta_{4} \tag{1}
\end{array}\right]^{T}
$$

where $\theta_{i}$ is the angular position of the $i$-th actuated joint. The vector of the external coordinates collects the three components of the end-effector reference point E with respect to the origin of the fixed reference frame $\mathrm{O}(x, y, z)$ and the angle of rotation $\theta$ of the endeffector around the $z$ axis (Figure 2):

$$
\mathbf{x}=\left[\begin{array}{llll}
x & y & z & \theta \tag{2}
\end{array}\right]^{T}
$$



Figure 2. Kinematic scheme of the RRFbR architecture with elastic balancing.
The direct position kinematics is expressed by the following expressions, which can be obtained from the geometry represented in Figure 2:

$$
\begin{gather*}
x=l_{2} \cos \left(\theta_{1}\right)+l_{3} \cos \left(\theta_{3}\right) \cos \left(\theta_{1}+\theta_{2}\right),  \tag{3}\\
y=l_{2} \sin \left(\theta_{1}\right)+l_{3} \cos \left(\theta_{3}\right) \sin \left(\theta_{1}+\theta_{2}\right)  \tag{4}\\
z=l_{1}-l_{3} \sin \left(\theta_{3}\right)-l_{4}  \tag{5}\\
\theta=\theta_{1}+\theta_{2}+\theta_{4} \tag{6}
\end{gather*}
$$

Deriving Equations (3)-(6) with respect to time, it is possible to obtain the Jacobian matrix, Equation (7), which expresses the direct velocity kinematics; in Equation (7), for brevity, $s_{i}$ indicates $\sin \theta_{i}, c_{i}$ indicates $\cos \theta_{i}$ and $s_{i j}$ indicates $\sin \left(\theta_{i}+\theta_{j}\right)$ :

$$
\mathbf{J}=\left[\begin{array}{cccc}
\dot{\mathbf{x}}=\mathbf{J} \dot{\theta}, \\
l_{2} s_{1}-l_{3} c_{3} s_{12} & -l_{3} c_{3} s_{12} & -l_{3} s_{3} c_{12} & 0  \tag{7}\\
l_{2} c_{1}+l_{3} c_{3} c_{12} & l_{3} c_{3} c_{12} & -l_{3} s_{3} s_{12} & 0 \\
0 & 0 & -l_{3} c_{3} & 0 \\
1 & 1 & 0 & 1
\end{array}\right]
$$

In [21], the detailed dynamic model of the RRFbR architecture without static balancing is obtained by means of the Lagrange equations, neglecting friction in the joints:

$$
\begin{equation*}
\tau_{i}=\frac{d}{d t} \frac{\partial L}{\partial \dot{\theta}_{i}}-\frac{\partial L}{\partial \theta_{i}}+\sum_{j=1}^{4} J_{j i} F_{j}, \tag{8}
\end{equation*}
$$

where $\tau_{i}$ is the torque of the $i$-th actuator; $L$ is the Lagrangian function, which is the difference of the kinetic energy $E_{c}$ and of the gravitational energy $E_{g} ; J_{j i}$ is the element ( $j, i$ ) of the Jacobian matrix $\mathbf{J}$ and $F_{j}$ is the $j$-th element of the vector $\mathbf{F}$ of the generalized forces applied by the end-effector on the environment, in the directions of the four external coordinates:

$$
\mathbf{F}=\left[\begin{array}{llll}
F_{x} & F_{y} & F_{z} & M_{z} \tag{9}
\end{array}\right]^{T} .
$$

The expressions of the actuator torques (8), available in [21], are not reported here for the sake of brevity. The $x$ and $y$ components of the moment applied to the end-effector are supported by the joints and, in absence of friction, do not influence the actuation torques.

Introducing elastic balancing on joint 3, the third equation of system (8) becomes:

$$
\begin{align*}
\tau_{3} & =\frac{d}{d t} \frac{\partial L}{\partial \dot{\theta}_{3}}-\frac{\partial L}{\partial \theta_{3}}+\sum_{j=1}^{4} J_{j 3} F_{j}+\tau_{e l, 3}\left(\theta_{3}\right)  \tag{10}\\
& =\frac{d}{d t} \frac{\partial L}{\partial \dot{\theta}_{3}}-\frac{\partial L}{\partial \theta_{3}}+\sum_{j=1}^{4} J_{j 3} F_{j}+k_{3}\left(\theta_{3}-\theta_{3 p}\right)
\end{align*}
$$

where $k_{3}$ is the torsional spring stiffness and $\theta_{3 p}$ is the angular position of joint 3 at which the elastic return force of the spring is null. A good equilibration can be obtained imposing that in static conditions, with links 3 and 4 horizontal $\left(\theta_{3}=0\right)$ and without payload, the spring moment exactly balances the gravitational effects acting on the robot arm, obtaining $\tau_{3}=0$; this can be obtained with a negative value of $\theta_{3 p}$. This condition will be applied in the following.

Let us note that, depending on constructive requirements, the balancing spring can be placed on the actuated joint 3 or on another passive revolute joint of the four-bar mechanism without influencing the dynamic model; it is also possible to use more springs in parallel, distributing the stiffness on the four-bar joints. However, placing elastic elements only on the revolute joints connected to link 2, closer to the base, is favorable because it reduces the arm inertia.

## 3. KDHD Control of the RRFbR Robot

The classical KD impedance control/Cartesian space control with gravity compensation of the RRFbR arm is expressed by the following control law:

$$
\begin{equation*}
\boldsymbol{\tau}=\mathbf{J}^{T}(\boldsymbol{\theta})\left(\mathbf{K}_{K D}\left(\mathbf{x}_{d}-\mathbf{x}(\boldsymbol{\theta})\right)+\mathbf{D}_{K D}\left(\mathbf{x}_{d}-\mathbf{x}(\mathbf{q})\right)^{(1)}\right)+\boldsymbol{\tau}_{g}(\boldsymbol{\theta}) . \tag{11}
\end{equation*}
$$

In Equation (11), the vector $\boldsymbol{\tau}$ collects the four actuation torques $\left(\tau_{1} \ldots \tau_{4}\right) ; \mathbf{x}_{d}$ is the time-varying vector of the set-point trajectory expressed in the external coordinates; the superscript (i) indicates the $i$-th-order time derivative; $\boldsymbol{\tau}_{g}(\theta)$ is the vector of the gravity compensation torques and $\mathbf{K}_{K D}$ and $\mathbf{D}_{K D}$ are the stiffness and damping matrices, which express the desired linear end-effector compliance.

In general, the matrices $\mathbf{K}_{K D}$ and $\mathbf{D}_{K D}$, on the basis of the robot mobility, define the translational impedance, the rotational impedance or both [23]. In case of robots with Schoenflies motion, such as the RRFbR arm, their size is $4 \times 4$, and it is reasonable that the 1-DOF rotational behavior is decoupled from the translational behavior. Consequently, $\mathbf{K}_{K D}$ and $\mathbf{D}_{K D}$ are block-diagonal, with a $3 \times 3$ submatrix representing the translational impedance and the fourth diagonal element representing the rotational impedance.

Since gravity acts only on joint 3, as discussed in Section 2, all the elements of $\tau_{g}(\theta)$ are null except the third, which has the following expression:

$$
\begin{equation*}
\tau_{g, 3}\left(\theta_{3}\right)=-\left(m_{3} l_{G 3}+m_{4} l_{G 4}+l_{3}\left(m_{5}+m_{6}\right)\right) g \cos \theta_{3}+k_{3}\left(\theta_{3}-\theta_{3 p}\right), \tag{12}
\end{equation*}
$$

where $m_{i}$ is the mass of link $i, l_{G 3}$ and $l_{G 4}$ define the positions of the centers of mass of links 3 and $4, G_{3}$ and $G_{4}$, and $l_{3}$ is the length of the links 3 and 4 (Figure 2). In Equation (12) there is the sum of two terms; the second term takes into account the elastic return force of the balancing spring: the first term (negative, since the torque required to compensate gravity is opposite to the positive direction of $\theta_{3}$ ) is partially compensated by the action of the balancing spring, as desired, so the necessary gravity compensation torque $\tau_{g, 3}$ is reduced by the second term, usually positive, since $\theta_{3 p}<0$, as discussed in Section 2. Imposing exact static balancing $\left(\tau_{g, 3}=0\right)$ when links 3 and 4 are horizontal $\left(\theta_{3}=0\right)$ in Equation (12) leads to the following relationship, which can be used to define the spring parameters $k_{3}$ and $\theta_{3 p}$ :

$$
\begin{equation*}
\theta_{3 p}=-\left(m_{3} l_{G 3}+m_{4} l_{G 4}+l_{3}\left(m_{5}+m_{6}\right)\right) g / k_{3} \tag{13}
\end{equation*}
$$

The KDHD control law is derived from the KD control law (11), with the addition of a damping term proportional through the half-derivative damping matrix $\mathbf{H D}_{K D H D}$ to the half-derivative (derivative of order 1/2) of the external coordinates error:

$$
\begin{equation*}
\boldsymbol{\tau}=\mathbf{J}^{T}(\boldsymbol{\theta})\left(\mathbf{K}_{K D H D}\left(\mathbf{x}_{d}-\mathbf{x}(\boldsymbol{\theta})\right)+\mathbf{D}_{K D H D}\left(\mathbf{x}_{d}-\mathbf{x}(\mathbf{q})\right)^{(1)}+\mathbf{H D}_{K D H D}\left(\mathbf{x}_{d}-\mathbf{x}(\mathbf{q})\right)^{(1 / 2)}\right)+\boldsymbol{\tau}_{g}(\boldsymbol{\theta}) . \tag{14}
\end{equation*}
$$

Accordingly, the KD and KDHD control laws, (11) and (14), respectively extend the PD and PDD ${ }^{1 / 2}$ schemes from one dimension to the four-dimensional space of the Schoenflies motion. As discussed in $[18,19]$, the half-derivative of a function of time $f(t)$ can be calculated by using the following $n$-th order digital filter, derived from the GrünwaldLetnikov definition [24]:

$$
\begin{equation*}
f(t)^{(1 / 2)} \cong f\left(k T_{s}\right)^{(1 / 2)} \cong \frac{1}{T_{s}^{1 / 2}}\left(\sum_{j=0}^{n} w_{j} f\left((k-j) T_{s}\right)\right), k=\left[t / T_{s}\right] \tag{15}
\end{equation*}
$$

where $[y]$ indicates the integer part of $y$, and the $n+1$ filter coefficients $w_{j}$ are:

$$
\begin{equation*}
w_{0}=1, w_{j}=\left(1-\frac{3}{2 j}\right) w_{j-1}, j=1 \ldots n \tag{16}
\end{equation*}
$$

The digital filter (15), which is used in the control law (14) to numerically evaluate the half-derivative of the error of the external coordinates, takes into account only the recent past of the derived function, in the interval $[t-L, t]$. In contrast, the exact calculation of an FO derivative involves the complete time history of the derived function. Consequently, Equation (15) introduces an approximation, which is usually accepted according to the short-memory principle [24]. Nevertheless, this approximation leads to an alteration of the end-effector stiffness, which should depend only on the stiffness matrix and not on the half-derivative matrix. To solve this problem, the following modification of the stiffness term can be introduced [18]:

$$
\begin{align*}
\boldsymbol{\tau}= & \mathbf{J}^{T}(\boldsymbol{\theta})\left(\left(\mathbf{K}_{K D H D}-\frac{\sum_{j=0}^{n} w_{j}}{T_{s}^{1 / 2}} \mathbf{H D}_{K D H D}\right)\left(\mathbf{x}_{d}-\mathbf{x}(\boldsymbol{\theta})\right)+\right.  \tag{17}\\
& \left.+\mathbf{D}_{K D H D}\left(\mathbf{x}_{d}-\mathbf{x}(\mathbf{q})\right)^{(1)}+\mathbf{H D}_{K D H D}\left(\mathbf{x}_{d}-\mathbf{x}(\mathbf{q})\right)^{(1 / 2)}\right)+\boldsymbol{\tau}_{g}(\boldsymbol{\theta})
\end{align*}
$$

The effectiveness of the stiffness compensation of the KDHD control law (17) was verified in $[18,19]$. The KDHD control law (17) will be compared in the following with the classical KD algorithm, expressed by Equation (11).

## 4. Dynamic Model of the RRFbR Arm with KD and KDHD Control

The KD and KDHD control laws were compared by means of the simulation environment Simscape Multibody ${ }^{\mathrm{TM}}$ by MathWorks. The multibody model is shown in Figure 3, comprising two equal RRFbR manipulators, one with KD control and one with KDHD control, for a quicker comparison. The robots are subject only to gravitational forces. Friction in joints is neglected, in agreement with the analytical model discussed in Section 2.

Table 1 collects the main geometrical and mass parameters of the RRFbR arm that were used in the simulations.

In this comparison, a trajectory composed of six phases is considered. In each phase, the end-effector set-point position moves from the reference position $\mathbf{x}_{r e f}$ along a direction parallel to one axis of the fixed reference frame $\mathrm{O}(x, y, z)$ for a distance $d$ in a time $t_{\text {mov }}$, stops at $\mathbf{x}_{r e f}+\Delta \mathbf{x}$ for a time $t_{\text {stop }}$, then returns to $\mathbf{x}_{r e f}$ in $t_{m o v}$ and stops again for $t_{s t o p}$, always keeping constant the end-effector orientation $(\theta=0)$. The reference position $\mathbf{x}_{r e f}$ is defined by the following internal coordinates: $\left[-45^{\circ}, 90^{\circ}, 0^{\circ},-45^{\circ}\right]$; consequently, it corresponds to the robot arm semi-bent, in a central zone of the workspace. Moreover, in this position,
links 3 and 4 are horizontal, and the gravity force action is compensated exactly by the balancing spring. The displacements $\Delta \mathbf{x}$ of the six phases are respectively $(d, 0,0),(0, d$, $0),(0,0, d),(-d, 0,0),(0,-d, 0),(0,0,-d)$. For each phase there is a gone and a return motion, with the same duration $t_{\text {mov }}$, while the stops have duration $t_{\text {stop }}$; therefore, the overall duration of the six phases is $12\left(t_{\text {mov }}+t_{\text {stop }}\right)$. Moreover, each motion is divided into three parts: acceleration, with duration $\alpha t_{\text {mov }}$; constant velocity, with duration $(1-2 \alpha) t_{\text {mov }}$; and deceleration, with duration $\alpha t_{\text {mov }}$ (s-curve motion). Consequently, the set-point motion is completely defined by the parameters $d, t_{\text {mov }}, t_{\text {stop }}$ and $\alpha$.


Figure 3. Multibody model of the RRFbR manipulator.
Table 1. Main geometrical parameters (Figure 2) and mass properties of the 3-PUU parallel robot.

| Symbol | Parameter | Value | Unit |
| :--- | :--- | :--- | :--- |
| $l_{1}$ | length of link 0 | 0.900 | m |
| $l_{2}$ | length of link 1 | 0.330 | m |
| $l_{3}$ | length of links 3 and 4 | 0.330 | m |
| $l_{4}$ | vertical distance between link 1 and point E | 0.387 | m |
| $l_{\text {G1 }}$ | c.o.m. position of link 1 (Figure 2) | 0.165 | m |
| $l_{G 3}$ | c.o.m. position of link 3 (Figure 2) | 0.165 | m |
| $l_{G 4}$ | c.o.m. position of link 4 (Figure 2) | 0.165 | m |
| $m_{1}$ | mass of link 1 | 10 | kg |
| $m_{2}$ | mass of link 2 | 5 | kg |
| $m_{3}$ | mass of link 3 | 5 | kg |
| $m_{4}$ | mass of link 4 | 5 | kg |
| $m_{5}$ | mass of link 5 | 12 | kg |
| $m_{6}$ | mass of link 6 | 3 | kg |
| $\theta_{r e f}$ | reference central position (internal coordinates) | $[-45,90,0,-45]$ | $\circ$ |
| $\mathrm{x}_{\text {ref }}$ | reference central position (external coordinates) | $[0.467,0,0.513,0]$ | $\mathrm{m}, \circ$ |
| $\theta_{3 p}$ | $\theta_{3}$ position with spring in neutral position | -15 | $\circ$ |
| $k_{3}$ | balancing spring stiffness | 247.3 | $\mathrm{Nm} / \mathrm{rad}$ |

Figure 4 shows the set-point motion characterized by $d=0.15 \mathrm{~m}, t_{\text {mov }}=0.3 \mathrm{~s}, t_{\text {stop }}=1 \mathrm{~s}$ and $\alpha=0.2$, in terms of position, velocity and acceleration. These parameters correspond to trapezoidal velocity profiles of the displacements with maximum velocity of $\pm 0.625 \mathrm{~m} / \mathrm{s}$. Acceleration alternates null values and constant values of $\pm 10.416 \mathrm{~m} / \mathrm{s}^{2}$ with duration
$\alpha t_{\text {mov }}=0.06 \mathrm{~s}$. This set point motion corresponds to the time histories of the internal coordinates shown in Figure 5.


Figure 4. Position, velocity and acceleration of the end-effector during the set-point motion.


Figure 5. Time histories of the internal coordinates during the set-point motion.
The end-effector orientation is kept constant along the planned motion. Nevertheless, this assumption does not limit the generality of the analysis because, as discussed in Section 3, it is reasonable to have the 1-DOF rotational behavior decoupled from the 3-DOF
translational behavior, adopting block-diagonal stiffness and damping matrices. With this hypothesis and in absence of friction in the joints, the rotational behavior related to $\theta_{4}$ and $\tau_{4}$ is completely decoupled, and the tuning of the corresponding stiffness and damping matrix elements can be performed by the criteria already extensively discussed for the PDD ${ }^{1 / 2}$ control of SISO second-order linear systems [9,12].

## 5. Simulation Results

Figure 6 shows some synthetic results of the KD/KDHD comparison for the set-point motion of Figures 4 and $5\left(d=0.15 \mathrm{~m}, t_{\text {mov }}=0.3 \mathrm{~s}, t_{\text {stop }}=1 \mathrm{~s}\right.$ and $\left.\alpha=0.2\right)$. The considered sampling time is $T_{s}=5 \mathrm{~ms}$ and the filter order for the calculation of the half-derivatives is $n=10$; these values are suitable for a real discrete-time implementation on a commercial controller. In this comparison, the Integral Control Effort (ICE) and the Integral Square Error (ISE) of the end-effector translational coordinates are compared:

$$
\begin{gather*}
I C E=\sum_{i=1}^{4} \int_{0}^{T_{s i m}} \tau_{i}^{2} d t  \tag{18}\\
I S E=\int_{0}^{T_{\text {sim }}}\left(\left(x_{d}-x\right)^{2}+\left(y_{d}-y\right)^{2}+\left(z_{d}-z\right)^{2}\right) d t \tag{19}
\end{gather*}
$$

where $T_{\text {sim }}$ is a simulation time sufficiently long to take into account the residual vibrations. Moreover, in the comparison:

- For the KD control law, the stiffness matrix $\mathbf{K}_{K D}$ is diagonal, with the first three diagonal elements $k_{K D, x}=k_{K D, y}=k_{K D, z}=8 \cdot 10^{5} \mathrm{~N} / \mathrm{m}$, and $k_{K D, \theta}=5 \cdot 10^{2} \mathrm{Nm} / \mathrm{rad}$; the damping matrix $\mathbf{D}_{K D}$ is diagonal, with diagonal elements $d_{K D, x}=d_{K D, y}=d_{K D, z}=$ $d_{x y z}$, and $d_{K D, \theta}=7.5 \mathrm{Nms} / \mathrm{rad}$; and the translational damping $d_{x y z}$ is varied in the simulations in the range from $2 \cdot 10^{3}$ to $6 \cdot 10^{3} \mathrm{Ns} / \mathrm{m}$;
- For the KDHD control law, the stiffness matrix $\mathbf{K}_{K D H D}$ is again diagonal, and the elements $k_{K D H D, x}, k_{K D H D, y}, k_{K D H D, z}$ and $k_{K D H D, \theta}$ are the same as in the $\mathbf{K}_{K D}$ matrix, but with the addition of the stiffness compensation of Equation (17); the matrix $\mathbf{D}_{K D H D}$ is diagonal, with diagonal elements $d_{K D, x}=d_{K D, y}=d_{K D, z}=d_{x y z}$, and $d_{K D, \theta}=3.75 \mathrm{Nms} / \mathrm{rad}$; the matrix $\mathbf{H D}_{K D H D}$ is also diagonal, with diagonal elements $h d_{K D H D, x}=h d_{K D H D, y}=$ $h d_{K D H D, z}=h d_{x y z}$, and $h d_{K D H D, \theta}=2.4 \cdot 10^{4} \mathrm{Nms}^{1 / 2} / \mathrm{rad}$; in the simulations, the firstorder translational damping $d_{x y z}$ varies from $2 \cdot 10^{3}$ to $6 \cdot 10^{3} \mathrm{Ns} / \mathrm{m}$, and the half-order translational damping $h d_{x y z}$ varies from 0 to $1.7 \cdot 10^{4} \mathrm{Ns}^{1 / 2} / \mathrm{m}$.
Figure 6 shows in red the 3D graphs of the Integral Control Effort (left) and of the Integral Square Error (right) as functions of the first-order translational damping $d_{x y z}$ and of the half-order translational damping $h d_{x y z}$; the intersections of these surfaces with the planes at $h d_{x y z}=0 \mathrm{Ns}^{1 / 2} / \mathrm{m}$ represent the KD behavior, without half-derivative damping.

From the analysis of Figure 6, it is possible to observe that increasing $d_{x y z}$ and $h d_{x y z}$ (that is, increasing the damping) leads to higher control effort and lower integral error. In order to evaluate the potential benefits of the KDHD control over the classical KD, the proposed method aims to assess if it is possible to obtain lower error using the same control effort. In Figure 6 (left), the green horizontal plane at $44,200 \mathrm{~N}^{2} \mathrm{~m}^{2}$ s represents the ICE value of the KD controller with $d_{x y z}=5 \cdot 10^{3} \mathrm{Ns} / \mathrm{m}$. This plane intersects the red surface of the KDHD Integral Control Effort with good approximation along a straight, yellow dotted line in Figure 6 (left). This straight line corresponds to this linear relationship between the translational first-order and half-order coefficients:

$$
\begin{equation*}
h d_{x y z}=47,200-9.44 d_{x y z} \tag{20}
\end{equation*}
$$

This means that the KDHD controllers fulfilling this relationship have approximately the same ICE as the original KD controller with $d_{x y z}=5 \cdot 10^{3} \mathrm{Ns} / \mathrm{m}$. Let us note that,
according to relation (20), a decrease of the first-order damping is compensated by an increase of the half-order damping.


Figure 6. Integral Control Effort (ICE) and Integral Square Error (ISE) as functions of the first-order translational damping $d_{x y z}$ and of the half-order translational damping $h d_{x y z}$; the red surface is the KDHD control; the KD control is represented by the curves at $h d_{x y z}=0 \mathrm{Ns}^{1 / 2} / \mathrm{m}$; the green horizontal planes indicate the ICE and ISE values of the KD control with $d_{x y z}=5 \cdot 10^{3} \mathrm{Ns} / \mathrm{m}$.

The trace of the linear relationship (20) is also represented in Figure 6 (right), on the horizontal plane which corresponds to $2.41 \cdot 10^{-5} \mathrm{~m}^{2} \mathrm{~s}$, which is the ISE value of the KD controller with $d_{x y z}=5 \cdot 10^{3} \mathrm{Ns} / \mathrm{m}$. The red surface of the ISE of the KDHD control is lower than the green plane along the linear $h d_{x y z}-d_{x y z}$ path for any positive value of $h d_{x y z}$. This means that replacing an amount of first-order damping with some half-order damping reduces the Integral Square Error while keeping constant the Integral Control Effort.

This is confirmed by the plots in Figure 7, which show the ISE of the KDHD control (blue plot) and $h d_{x y z}$ (orange plot) as a function of $d_{x y z}$, applying the linear relationship (20): as $d_{x y z}$ decreases from 5000 to $0 \mathrm{Ns} / \mathrm{m}$ and $h d_{x y z}$ increases from 0 (KD control) to $47,200 \mathrm{Ns}^{1 / 2} / \mathrm{m}$ (KDHD control without first-order damping, named KHD), the Integral Square Error decreases from $2.41 \cdot 10^{-5} \mathrm{~m}^{2} \mathrm{~s}$ to $2.02 \cdot 10^{-5} \mathrm{~m}^{2} \mathrm{~s}(-16 \%)$.


Figure 7. Integral Square Error and half-order translational damping $h d_{x y z}$ as functions of the firstorder translational damping $d_{x y z}$ (left); percentage maximum values of the actuation torques as functions of $d_{x y z}$ (right).

On the other hand, the complete replacement of the first-order damping with the half-order damping increases the maximum absolute values of the actuation torques, which are represented in Figure 7 (right) as percentages with respect to the KD control with $d_{x y z}=5 \cdot 10^{3} \mathrm{Ns} / \mathrm{m}\left(\tau_{4}\right.$ is constant, due to the planned motion, with constant orientation of the end-effector).

A possible compromise to reduce the Integral Square Error while keeping nearly constant the maximum absolute values of the actuation torques is located near the middle $\left(d_{x y z}=2.5 \cdot 10^{3} \mathrm{Ns} / \mathrm{m}, h d_{x y z}=23,600 \mathrm{Ns}^{1 / 2} / \mathrm{m}\right)$.

Figures 8-10 show the time histories of the errors of the translational external coordinates, $e_{x}, e_{y}$ and $e_{z}$, comparing:

- The KD control with $d_{x y z}=5 \cdot 10^{3} \mathrm{Ns} / \mathrm{m}$;
- The KDHD control with intermediate tuning $\left(d_{x y z}=2.5 \cdot 10^{3} \mathrm{Ns} / \mathrm{m}, h d_{x y z}=23,600\right.$ $\mathrm{Ns}^{1 / 2} / \mathrm{m}$ );
- The KHD control with $d_{x y z}=0 \mathrm{Ns} / \mathrm{m}$ and $h d_{x y z}=47,200 \mathrm{Ns}^{1 / 2} / \mathrm{m}$.


Figure 8. Comparison of the KD (blue), KDHD (red), KHD (green) controls, error $e_{x}$.


Figure 9. Comparison of the KD (blue), KDHD (red), KHD (green) controls, error $e_{y}$.


Figure 10. Comparison of the KD (blue), KDHD (red), KHD (green) controllers, error $e_{z}$.
Table 2 collects the main performance indexes for the three controllers. From the analysis of Figures 8-10, and from the data collected in Table 2, it is possible to observe that the peak errors are similar for the three controllers, with a maximum reduction of $-2.45 \%$ for the KHD with respect to KD ( $e_{y}$ coordinate), but the mean errors decrease more remarkably moving from KD to KHD, coherently with the ISE plot in Figure 7 (left). In particular, the reductions of the mean absolute values of the translational errors with respect to KD are around $-5 \div-6 \%$ for the KDHD, and $-10 \div-11 \%$ for the KHD, while the Integral Square Error decreases were $-8.7 \%$ for the KDHD and $-16.2 \%$ for the KHD.

Table 2. Comparison of the main performance indexes of the three controllers (KD, KDHD, KHD), with percentage variations of KDHD and KHD with respect to KD.

| Symbol | Parameter | KD | KDHD | KHD |
| :--- | :--- | :--- | :--- | :--- |
| $e_{x, \text { max }}$ | maximum absolute value of the $x$ error $(\mathrm{mm})$ | 4.979 | $4.970(-0.17 \%)$ | $4.882(-1.93 \%)$ |
| $e_{y, \text { max }}$ | maximum absolute value of the $y$ error $(\mathrm{mm})$ | 3.833 | $3.817(-0.41 \%)$ | $3.739(-2.45 \%)$ |
| $e_{z, \text { max }}$ | maximum absolute value of the $z$ error $(\mathrm{mm})$ | 2.676 | $2.652(-0.89 \%)$ | $2.642(-1.27 \%)$ |
| $e_{x, \text { mean }}$ | mean absolute value of the $x$ error $(\mathrm{mm})$ | 0.359 | $0.338(-5.65 \%)$ | $0.320(-10.7 \%)$ |
| $e_{y, \text { mean }}$ | mean absolute value of the $y$ error $(\mathrm{mm})$ | 0.352 | $0.334(-5.08 \%)$ | $0.318(-9.65 \%)$ |
| $e_{z, \text { mean }}$ | mean absolute value of the $z$ error $(\mathrm{mm})$ | 0.187 | $0.176(-5.51 \%)$ | $0.167(-10.7 \%)$ |
| $\tau_{1 \text { max }}$ | maximum absolute value of the torque $\tau_{1}(\mathrm{Nm})$ | 172.8 | $171.6(-0.71 \%)$ | $191.6(+10.9 \%)$ |
| $\tau_{2 \text { max }}$ | maximum absolute value of the torque $\tau_{2}(\mathrm{Nm})$ | 90.2 | $94.2(+0.98 \%)$ | $157.2(+4.31 \%)$ |
| $\tau_{3 \text { max }}$ | maximum absolute value of the torque $\tau_{3}(\mathrm{Nm})$ | 157.2 | $164.1(+4.17 \%)$ | $167.9(+6.47 \%)$ |
| $\tau_{4 \text { max }}$ | maximum absolute value of the torque $\tau_{4}(\mathrm{Nm})$ | 1.67 | $1.57(-5.79 \%)$ | $1.67(0 \%)$ |
| $I S E$ | Integral Square Error of the translational | $2.41 \cdot 10^{-5}$ | $2.20 \cdot 10^{-5}(-8.7 \%)$ | $2.02 \cdot 10^{-5}(-16.2 \%)$ |
|  | coordinates $\left(\mathrm{m}^{2} \mathrm{~s}\right)$ |  |  |  |

On the other hand, as shown in Figure 7 (right) and Table 2, the peak values of the actuator torques are similar for the KD controller and the KDHD with intermediate tuning, while they are higher for the KD (up to $+10.9 \%$ for actuator 1, which is the most loaded).

Moreover, the zooms of the peak zones in Figures 8-10 show that the behavior of the KHD is more oscillatory than those of the KD and KHD, which is generally not desirable.

## 6. Discussion

The procedure used here to tune the KDHD control starting from a given KD control is applicable for a generic manipulator, and can be summarized as follows:

- A set-point motion, which covers a significant part of the workspace, is selected;
- Multibody simulations are performed varying the first-order translational damping $d_{x y z}$ and the half-order translational damping $h d_{x y z}$, creating the 3D map of the ICE;
- The locus of the $d_{x y z}-h d_{x y z}$ combinations with the same ICE of the given KD controller is identified;
- $\quad$ Simulations are performed along this $d_{x y z}-h d_{x y z}$ path, starting from null $h d_{x y z}$ (KD control) and arriving at null $d_{x y z}$ (KHD control);
- Along this path, the main performance indexes (Integral Square Error, maximum and mean absolute values of the external coordinates error, maximum absolute values of the actuation torque) are evaluated, to select the KDHD tuning on the basis of a proper compromise;
- In general, a combination of first-order damping and half-derivative damping, intermediate between pure KD and pure KHD, makes it possible to reduce the tracking error with similar values of the maximum actuation torques, while the KHD has even lower tracking error, but also higher peaks of the actuation torques.
These outcomes are coherent with the results obtained for SISO systems controlled by means of the PDD ${ }^{1 / 2}$ scheme, for which a proper combination of first-order and half-order damping is preferable $[9,25]$. Nevertheless, the error reduction which can be achieved by introducing the half-order damping in Cartesian space control for the considered elastically balanced manipulator is much lower than the reduction achievable for a single mechatronic axis with inertial load, with equal maximum actuation torque of around $-50 \%$ [26]. This is because in some phases the actuation torques must overcome not only the inertial forces, but also the elastic and gravitational forces, which are perfectly compensated only when links 3 and 4 are horizontal $\left(\theta_{3}=0\right)$; these torque components are equal for the two controllers, and the half-derivative damping brings benefits only related to the transient behavior in the acceleration/deceleration phases; as a consequence, the overall performance benefit is lower with respect to an almost linear system with purely inertial load.

Some limitations of the proposed approach are as follows:

- The tuning is based on an arbitrarily selected set-point motion, which must be chosen in order to be representative of the typical working conditions;
- The first-order and half-order damping coefficients $d_{x y z}$ and $h d_{x y z}$ are imposed to be equal for the three translational external coordinates;
- The tuning of the rotational behavior is fixed.

In future research, these topics will be addressed in order to obtain more general results. However, the discussed simulation results confirm the potential benefits of fractional-order calculus, and in particular of the KDHD scheme, in the Cartesian space control of robotic manipulators. Moreover, an interesting research direction is the application to mechanisms with flexible links $[27,28]$.
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#### Abstract

The presence of collaborative robots in industrial environments requires that their control strategies include collision avoidance in the generation of trajectories. In general, collision avoidance is performed via additional displacements of the kinematic chain that make the robot move far from the objects that are occasionally inserted into its safety workspace. The variability of the coordinates of the collision points inside the safety volume leads to abrupt movements for the robot. This paper presents a general method for smoothing abrupt movements in robots with one degree of redundancy for collision-avoidance trajectories, employing a second-order digital filter designed with adjustable critical damping. The method is illustrated by applying it to a redundant robot with a spherical-revolute-spherical type (SRS-type) kinematic chain, which is a benchmark used to test the algorithms ideated for solving this problem. This paper also presents an alternative algorithm for the inverse kinematics of the SRS-type robot and the computational experiments that show the collision avoidance proposal's performance and its properties through graphical results.


Keywords: redundant robots; collaborative robots; analytical inverse kinematics; collision avoidance; smooth transitions

## 1. Introduction

Complex tasks require interactions between robots and humans collaboratively. This collaboration comes from sharing tools, operations, and workspaces [1-3] and requires specific control techniques to overcome possible collisions between robots and humans or devices located inside the workspace [4]. Such collaboration implies a more significant number of restrictions on the volume available to the end-effector and the respective safety volume (i.e., the geometric spatial volume around the links and the end-effector, where the robot is considered free of collisions) available for the displacements of the robot's kinematic chain [5]. In this sense, a new class of robots is arising, defined as collaborative robots [6,7], which are provided with strategies at the hardware and software levels to avoid collisions and improve the interactions between robots and humans. Collision-avoidance strategies require additional movements of the kinematic chains, which means that the robots need to have greater mobility than what is needed to perform their tasks; that is, they need to be redundant [6,8-11]

Elements inserted into a robot's safety workspace [12] usually make the robot change its coordinates randomly, causing abrupt variation in the distances to the points belonging to the robot's kinematic chain. If the values of these distances are used as references in collision-avoidance algorithms, the movements of the robot's kinematic chain are abrupt and naturally undesirable. Indeed, abrupt changes in joint variables, besides being physically difficult to obtain, generate vibrations in a wide range of frequencies that cannot be tolerated during machine motion. This is why smoothing the additional motion that avoids a possible collision is an important requirement for any collision-avoidance strategy.

Collision-avoidance strategies consist of programming a set of internal movements of a robot's kinematic chains based on sensor data to circumvent or deviate certain parts of the robot from an obstacle that has been inserted into its overall workspace, which can occur in online, offline, or autonomous tasks [3,4,12]. The internal movements are performed via changes in joint displacements, which often lead to abrupt variations in joint trajectories $[13,14]$ and need to be treated to ensure smooth movement.

Improving the motion quality requires collision-avoidance strategies that generate smooth transients in terms of joint displacements and rates. Such strategies are, in general, based on optimization algorithms via energy minimization $[15,16]$ or on differential geometric approaches $[8,17,18]$, which, among other propositions, are based on the Moore-Penrose pseudoinverse approach $[19,20]$ and are limited mainly by the problem of homogeneity and the lack of repeatability of the solutions [21,22]. A systematic proposition based on concepts of linear equations independent of numerical optimization methods [23] allows for better control over the performance and execution of the collision-avoidance strategy.

Some interesting trajectory generation proposals involve using digital filters in the definition of reference signal limits [24,25] or combined with curve formulations [26,27]. The complexity and limited adjustment possibilities make it difficult to replicate or use such strategies, limiting their application. The aim of this work is to overcome these applicative limitations.

This paper presents a new approach to collision avoidance based on the use of secondorder digital filters [28], which solves the inverse kinematics through the resolved motion control technique (RMC) $[14,29]$. The proposal calculates the minimum distance straight line between the nearest collision point of a mobile obstacle and the robot's links using a geometric formulation. The length of this straight-line segment changes as the collision point coordinates change inside the robot's overall workspace. The collision-avoidance algorithm proposition calculates the internal movements (null space of the kinematic chain $[30,31]$ ), smoothing abrupt movements that eventually arise. The proposal uses a low-pass filter to minimize the possible peaks of the internal displacements, improving the transients of the trajectory in the kinematic chain while the robot executes a task. The proposal also considers an envelope defined by a geometric surface around the links as a safety region and obtains a smooth transition through a digital filter, which allows adjustments according to the desired performance and response-time criteria [21,22,28].

Several spherical-revolute-spherical-type (SRS-type) redundant robots have arisen as workbenches for the simulation and experimentation of such proposals [5,15,26,32-34], including the arms or legs of bipedal robots [33,35-37]; among these, the Kuka-LBR-iiwa models are the most adopted SRS-type redundant robots $[8,9,11,38,39]$. The experimentation on the proposed collision-avoidance strategy uses the Kuka-LBR-iiwa's kinematic model with seven degrees-of-freedom (DOFs), which is commonly used to test collisionavoidance strategies in collaborative cells $[4,7,8,27]$. Such a choice will allow comparisons and a more accurate assessment of the proposition's advantages.

Here, the proposed strategy is proven and discussed using a simulation experiment, where the collision-avoidance control acts to avoid the collisions between the links of the SRS-type redundant robot and two kinematic models of human arms that share the robot's safety volume [12] while performing tasks in an industrial simulation environment.

This paper is organized as follows. Section 2 presents the proposed collision-avoidance strategy. Section 3 presents the SRS-type redundant robot benchmark and a proposal for solving its inverse kinematics. Section 4 presents the new approach for defining the safe region around the links and calculating the distance between a point and the robot. Section 5 presents the graphical results, and Section 6 discusses the results. Finally, Section 7 draws the conclusions.

## 2. Critically Damped Collision Avoidance

Let $P_{\mathrm{c}}$ be a point with an imminent possibility of collision with a redundant robot. Such a point may belong to a human operator or to another apparatus occasionally inserted
into the robot's safety volume [12,40,41]. The collision-avoidance strategy must avoid the collision by acting in the null space of a redundant robot so that the robot's configuration changes using movements, chosen according to the degree of redundancy [11,30], that do not affect the task performed by the robot. In short, without redundancy, avoiding a possible collision can be achieved only by changing the motion task of the robot.

The collision-avoidance method proposed in this paper holds for robots with only one degree of redundancy. So, we can only exploit a movement with one DOF to avoid a collision. In the literature, for the case of the SRS-type redundant robot of Figure 1, which is a benchmark for this problem, angle $\alpha$ is usually chosen for controlling the distance between the elbow point $P_{\mathrm{e}}$ and the collision point $P_{\mathrm{c}}$ using criteria such as geometric approaches [1,38], differential maps [17,29], and energy [5,25,26,32]. The problem reduces itself to ideate an inverse-kinematics algorithm that makes angle $\alpha$ perform the internal movements (null-space) of the kinematic chain without changing the position and orientation of the end-effector.


Figure 1. 7-DOF SRS-type redundant robot: (a) joint-variables' phase-references; (b) geometrical parameters.

From a geometric point of view, the problem consists of verifying the minimum distance, $d_{\text {min }}$, between the robot and the nearest point, $\boldsymbol{P}_{\mathrm{c}}$, of a mobile obstacle and then adjusting the value of angle $\alpha$ to guarantee a minimum desired distance, $d r_{\text {min }}$. Considering that point $\boldsymbol{P}_{\mathrm{C}}$ may change its coordinates randomly or abruptly in the space at each measurement of its coordinates (e.g., obtained through sensors or video cameras [42]), the respective change of angle $\alpha$ may produce abrupt oscillations of the joint positions, calculated with inverse-kinematics algorithms, which is an undesirable and often, unpractical result.

To avoid abrupt oscillations in the values of the joint positions, it is interesting to smooth angle- $\alpha$ transients before using them as input data for the inverse-kinematics algorithms. Smoothing improves continuity in signal transitions and variations based on polynomial numerical interpolations [43]. Such an approach has limitations when the order of signals' derivatives is greater than polynomials' order; indeed, in this case, continuity is no longer guaranteed.

This work proposes that angle $\alpha$ be numerically filtered by using a time-continuous second-order transfer function, $G(s)$, defined as follows, which is critically damped and has a static gain equal to 1 [28]:

$$
\begin{equation*}
\frac{\alpha_{\mathrm{f}}(s)}{\alpha_{\mathrm{c}}(s)}=G(s)=\frac{p^{2}}{(s+p)^{2}} \tag{1}
\end{equation*}
$$

In Equation (1), $\alpha_{\mathrm{c}}(s)$ corresponds to a time-continuous signal input for the $\alpha$ values on the complex $s$-domain calculated to avoid the collision; $\alpha_{\mathrm{f}}(s)$ is the respective continuous output, signal-filtered; and $p$ is an adjustable pole, which allows setting the speed of the transients [28]. The critically damped dynamics consist of second-order systems that have a time response with faster transients without overshoot, where the damping coefficient $\xi=1$ [28].

Using the filtered signal, $\alpha_{\mathrm{f}}$, in a trajectory-generator algorithm needs the discretization of the transfer function, $G(s)$, defined by Equation (1). The discretization of $G(s)$ is given by its z-transform associated with a zero-order hold $(\mathrm{ZOH})$ [28] as follows:

$$
\begin{equation*}
\frac{\alpha_{\mathrm{f}}(s)}{\alpha_{\mathrm{c}}(s)}=G(z)=\left(1-z^{-1}\right) Z\left\{\frac{G(s)}{s}\right\}=\frac{\left(1-e^{-m}(1+m)\right) z^{-1}+e^{-m}\left(m-1+e^{-m}\right) z^{-2}}{1-2 e^{-m} z^{-1}+e^{-2 m} z^{-2}}=\frac{h_{1} z^{-1}+h_{2} z^{-2}}{1-b_{1} z^{-1}-b_{2} z^{-2}} \tag{2}
\end{equation*}
$$

where $T$ is the desired sample time (in general defined as a function of the computer clock, or interfaces sample times $) ; m$ is the product $T p ; h_{1}=\left(1-\mathrm{e}^{-m}(1+m)\right) ; h_{2}=\mathrm{e}^{-m}\left(m-1+\mathrm{e}^{-m}\right)$; $b_{1}=2 \mathrm{e}^{-m}$; and $b_{2}=-\mathrm{e}^{-2 m}$.

Using the right-shift or delay theorem [28], the variable $z$ behaves like a delay operator for the input and output variables of the discrete transfer function presented in Equation (2). In this way, it is possible to obtain a command line for the algorithm that filters the $\alpha$ angle as follows:

$$
\begin{equation*}
\alpha_{\mathrm{f}}(n)=h_{1} \alpha_{\mathrm{c}}(n-1)+h_{2} \alpha_{\mathrm{c}}(n-2)+b_{1} \alpha_{\mathrm{f}}(n-1)+b_{2} \alpha_{\mathrm{f}}(n-2) \tag{3}
\end{equation*}
$$

where " $n$ " is the discrete parameter, that is, $n=0,1, \ldots$, whereas $\alpha_{\mathrm{c}}$ and $\alpha_{\mathrm{f}}$ are the computedinput and the filtered-output angle $\alpha$ calculated at the instant " $n$ ", respectively. It is worth noting that since the signal starts at $n=0$, it is necessary to define the initial conditions of $\alpha_{\mathrm{f}}$ and $\alpha_{\mathrm{c}}$ for $n=-2,-1$.

## 3. SRS-Type Redundant Robot Benchmark

### 3.1. Geometric Description

The SRS-type robot is a redundant robot with seven revolute joints (7-DOF) with the possibility of elbow movement, adapted mainly for collaborative tasks between robots or robots and humans $[9,44,45]$. The scope of applications has encouraged several authors to develop research and proposals for the kinematic modeling of this robot [8,9,26,35,37,46]. A typical SRS-type redundant robot is the Kuka-LBR-iiwa [4,44], whose kinematic model is shown in Figure 1.

With reference to Figure 1, the links are numbered from 0 (the frame) to 7 (the end effector), and the revolute( R )-joint variables are $\mathbf{q}=\left[\begin{array}{lllllll}\theta_{1} & \theta_{2} & \theta_{3} & \theta_{4} & \theta_{5} & \theta_{6} & \theta_{7}\end{array}\right]^{T}$ (see Figure 1a), whereas the constant lengths are $\mathbf{a}=\left[\begin{array}{llll}a_{0} & a_{1} & a_{3} & a_{4}\end{array}\right]^{T}$ (see Figure 1b). Link 0 is the frame (base), and the Cartesian reference $O_{b}-x_{\mathrm{b}} y_{\mathrm{b}} z_{\mathrm{b}}$ is fixed to the base, whereas link 7 is the end-effector and the Cartesian reference $O_{\mathrm{e}}-x_{\mathrm{e}} y_{\mathrm{e}} z_{\mathrm{e}}$ is fixed to the end effector. Here, without losing generality, for the sake of simplicity, the assumption that the tool is displaced $a_{3}$ from the center of the spherical wrist is introduced. The seven R-joints are numbered from 1 to 7 following the order they are encountered by moving from the base to the end effector along the 7R kinematic chain of the robot.

The 7-DOF Kuka-LBR-iiwa robot is a serial chain of SRS-type. Indeed, the axes of the first three R-joints, with joint variables $\left(\theta_{1}, \theta_{2}, \theta_{3}\right)$, intersect at $\boldsymbol{P}_{\mathrm{s}}$, which is the center of the first S-pair, and the axes of the last three $R$-joints, with joint variables ( $\theta_{5}, \theta_{6}, \theta_{7}$ ), intersect themselves at $P_{\mathrm{w}}$, which is the center of the second S-pair (i.e., the wrist of the robot). The axis of the first R -joint coincides with the $\mathbf{y}_{\mathrm{b}}$-axis, whereas the axis of the second R -joint is perpendicular to the $\boldsymbol{y}_{\mathrm{b}}$-axis and passes through $\boldsymbol{P}_{\mathrm{s}}$. The axis of the third R-joint is perpendicular to both the axes of the second and the fourth R-joints and intersects the axis of the fourth R-joint at $\boldsymbol{P}_{\mathrm{e}}$. Points $\boldsymbol{O}_{\mathrm{b}}, \boldsymbol{P}_{\mathrm{s}}$, and $\boldsymbol{P}_{\mathrm{w}}$ lie on a plane, hereafter named plane- $\pi_{1}$, which contains the $\mathbf{y}_{\mathrm{b}}$-axis. Points $\boldsymbol{P}_{\mathrm{s}}, \boldsymbol{P}_{\mathrm{e}}$, and $\boldsymbol{P}_{\mathrm{w}}$ lie on another plane, hereafter named plane- $\pi_{2}$, whose normal is parallel to the axis of the fourth R-joint. The axis of the fifth

R-joint passes through $P_{\mathrm{e}}$, is perpendicular to both the axes of the fourth and the sixth R-joints, and intersects the axis of the sixth R-joint at $\boldsymbol{P}_{\mathrm{w}}: \theta_{5}$ is the angle between the axes of the fourth and the sixth R-joints. Eventually, the axis of the seventh R-joint passes through $\boldsymbol{P}_{\mathrm{w}}$ and is perpendicular to the axis of the sixth R-joint: $\theta_{6}$ is the angle between the axes of the fifth and the seventh R-joints.

The constant lengths, shown in Figure 1b, are defined as follows: $a_{0}$ is the distance between points $\boldsymbol{O}_{\mathrm{b}}$ and $\boldsymbol{P}_{\mathrm{s}} ; a_{1}$ is the distance between points $\boldsymbol{P}_{\mathrm{s}}$ and $\boldsymbol{P}_{\mathrm{e}} ; a_{2}$ is the distance between points $\boldsymbol{P}_{\mathrm{e}}$ and $\boldsymbol{P}_{\mathrm{w}}$; and $a_{3}$ is the distance between points $\boldsymbol{P}_{\mathrm{w}}$ and $\boldsymbol{O}_{\mathrm{e}}$. In addition, three characteristic internal points are defined (see Figure 1b): $\boldsymbol{P}_{\mathrm{s}}$-shoulder point-in the center of the first S-pair; $\boldsymbol{P}_{\mathrm{e}}$-elbow point-in the crossing point of the joint axes 3,4 , and 5 ; and, lastly, $\boldsymbol{P}_{\mathrm{w}}$ in the center of the second S-pair (the robot wrist). When $\theta_{3}=0$ rad, the points $\boldsymbol{O}_{\mathrm{b}}, \boldsymbol{P}_{\mathrm{s}}, \boldsymbol{P}_{\mathrm{e}}$, and $\boldsymbol{P}_{\mathrm{w}}$ belong to the same plane (i.e., plane- $\pi_{1}$ and plane- $\pi_{2}$ coincide with one another), making the kinematic chain like a classical 6-DOF anthropomorphic robot. Differently, when $\theta_{3} \neq 0 \mathrm{rad}$, point $\boldsymbol{P}_{\mathrm{e}}$ goes out of plane- $\pi_{1}$, and the line passing through points $P_{\mathrm{S}}$ and $\boldsymbol{P}_{\mathrm{w}}$ becomes the common intersection between plane- $\pi_{1}$ and plane- $\pi_{2}$, which $\boldsymbol{P}_{\mathrm{e}}$ lies on. The angle $\alpha$ between these two planes (see Figure 1b) can be chosen as the seventh generalized coordinate that, together with the coordinates ${ }^{b} \mathbf{p}_{7}=\left[\begin{array}{lll}x_{7} & y_{7} & z_{7}\end{array}\right]^{T}$ of point $\boldsymbol{P}_{\mathrm{w}}$ in $\boldsymbol{O}_{\mathrm{b}}-\boldsymbol{x}_{\mathrm{b}} \boldsymbol{y}_{\mathrm{b}} z_{\mathrm{b}}$ and the end-effector's orientation parameters ${ }^{b} \boldsymbol{\varphi}_{\mathrm{e}}=\left[\varphi_{\mathrm{e}} \vartheta_{\mathrm{e}} \psi_{\mathrm{e}}\right]^{T}$ with respect to $O_{b}-x_{\mathrm{b}} y_{\mathrm{b}} z_{\mathrm{b}}$, uniquely identifies the configuration of the 7-DOF robot in the operational space.

From a geometric point of view, angle $\alpha$ is a rotation angle around the line segment $\boldsymbol{P}_{\mathrm{S}} \boldsymbol{P}_{\mathrm{w}}$. In short, we have $\mathbf{x}=\left[{ }^{b} \mathbf{p}_{7}{ }^{T}{ }^{b} \boldsymbol{\varphi}_{\mathrm{e}}{ }^{T} \alpha\right]^{T}$ as operational-space coordinates and $\mathbf{q}=\left[\begin{array}{lllllll}\theta_{1} & \theta_{2} & \theta_{3} & \theta_{4} & \theta_{5} & \theta_{6} & \theta_{7}\end{array}\right]^{T}$ as joint-space coordinates.

Mathematically the direct kinematics model: $\mathbf{q} \rightarrow \mathbf{x}$, uses a common methodology such as Denavit-Hartenberg $[10,11,30]$ or successive screws $[14,31]$, among others. Such methodologies are well known and allow the systematic deduction of the kinematics equation. For the inverse kinematics: $\mathbf{x} \rightarrow \mathbf{q}$, the angle $\alpha$ and the end-effector's pose parameters, ${ }^{b} \mathbf{p}_{7}{ }^{T}$ and ${ }^{b} \boldsymbol{\varphi}_{e}{ }^{T}$, are known and, in this case [9], the inverse kinematics has a finite number of solutions $[14,30,31]$. The next section presents a particular solution for the inverse kinematics, refining other propositions $[8,11,46]$ for $\alpha \hat{I}[0,2 \pi]$.

### 3.2. An Analytical Approach to Solve the Inverse Kinematics of SRS-Type Redundant Robots

Let ${ }^{b} \mathbf{T}_{\mathrm{e}}$ be a homogeneous transformation matrix built from the end-effector's pose parameters, ${ }^{b} \mathbf{p}_{\mathrm{e}}{ }^{\mathrm{T}}$ and ${ }^{b} \boldsymbol{\varphi}_{\mathrm{e}}{ }^{\mathrm{T}}$, which locates a Cartesian reference $\boldsymbol{P}_{\mathrm{w}}-\boldsymbol{x}_{7} \boldsymbol{y}_{7} \boldsymbol{z}_{7}$ fixed to link 7 with respect to $O_{\mathrm{b}}-x_{\mathrm{b}} y_{\mathrm{b}} z_{\mathrm{b}}$. Additionally, consider, without losing generality, that the tool action point of the end-effector is in the $O_{\mathrm{e}}-\boldsymbol{x}_{\mathrm{e}} y_{\mathrm{e}} z_{\mathrm{e}}$ frame, as shown in Figure 1a, and has its pose with respect to the Cartesian reference $P_{\mathrm{W}}-x_{7} y_{7} z_{7}$ identified by a known and constant homogeneous matrix ${ }^{7} \mathbf{T}_{\mathrm{e}}$. Thus, we have the two known homogeneous matrices ( ${ }^{j} \mathbf{R}_{\mathrm{i}}$ and ${ }^{j} \mathbf{p}_{i}$ stand for the rotation matrix and the position vector, respectively, associated with the homogeneous transformation matrix ${ }^{j} \mathbf{T}_{i}$ ):

$$
{ }^{b} \mathbf{T}_{\mathrm{e}}=\left[\begin{array}{cccc} 
& { }^{b} \mathbf{R}_{\mathrm{e}} & & { }^{b} \mathbf{p}_{\mathrm{e}}  \tag{4}\\
0 & 0 & 0 & 1
\end{array}\right] \text { and }{ }^{7} \mathbf{T}_{\mathrm{e}}=\left[\begin{array}{cccc} 
& { }^{7} \mathbf{R}_{\mathrm{e}} & & { }^{7} \mathbf{p}_{\mathrm{e}} \\
0 & 0 & 0 & 1
\end{array}\right]
$$

The first step consists of setting $\theta_{3}=0$ rad to make the SRS-type robot's kinematic chain like a classical 6-DOF anthropomorphic robot. Considering the resultant 6-DOF sub-structure, the solution of the inverse kinematics calculates an intermediary joint position vector $\overline{\mathbf{q}}=\left[\begin{array}{llllll}\theta_{1} & \theta_{2} & \theta_{4} & \theta_{5} & \theta_{6} & \theta_{7}\end{array}\right]^{T}$, with $\theta_{3}=0$ rad through an analytical procedure [30,31,39].

With the values obtained for $\mathbf{q}$, it is possible to calculate the coordinates of $\boldsymbol{P}_{\mathrm{s}}, \boldsymbol{P}_{\mathrm{eo}}$, and $\boldsymbol{P}_{\mathrm{w}}$, where $\boldsymbol{P}_{\text {eo }}$ is the coordinates of $\boldsymbol{P}_{\mathrm{e}}$ when $\alpha=0 \mathrm{rad}\left(\right.$ or $\theta_{3}=0 \mathrm{rad}$ ). The next step consists of rotating $\boldsymbol{P}_{\mathrm{eo}}$ around the axis $\boldsymbol{P}_{\mathrm{s}} \boldsymbol{P}_{\mathrm{w}}$ by the known angle $\alpha$ for calculating the actual coordinates of $\boldsymbol{P}_{\mathrm{e}}$, as shown in Figure 1b.

Using Rodrigues's rotation formula $[14,31]$ to perform this rotation yields the following relationship:

$$
\begin{equation*}
P_{\mathrm{e}}=P_{\mathrm{s}}+R_{\mathrm{u}}\left(P_{\mathrm{eo}}-P_{\mathrm{s}}\right) \tag{5}
\end{equation*}
$$

with

$$
\boldsymbol{R}_{\mathrm{u}}=\left[\begin{array}{ccc}
u_{x}^{2}(1-c \alpha)+c \alpha & u_{x} u_{y}(1-c \alpha)-u_{z} s \alpha & u_{x} u_{z}(1-c \alpha)+u_{y} s \alpha \\
u_{x} u_{y}(1-c \alpha)+u_{z} s \alpha & u_{y}^{2}(1-c \alpha)+c \alpha & u_{y} u_{z}(1-c \alpha)-u_{x} s \alpha \\
u_{x} u_{z}(1-c \alpha)-u_{y} s \alpha & u_{y} u_{z}(1-c \alpha)+u_{x} s \alpha & u_{z}^{2}(1-c \alpha)+c \alpha
\end{array}\right]
$$

where $\mathbf{u}=\left[\begin{array}{lll}u_{x} & u_{y} & u_{z}\end{array}\right]^{T}=\left(\boldsymbol{P}_{\mathrm{w}}-\boldsymbol{P}_{\mathrm{s}}\right) /\left\|\boldsymbol{P}_{\mathrm{w}}-\boldsymbol{P}_{\mathrm{s}}\right\|$ is the unit vector that identifies the rotation axis with reference to which angle $\alpha$ is defined, whereas $c \alpha$ and s stand for $\cos \alpha$ and $\sin \alpha$, respectively.

The above-described two steps calculated the coordinates of the characteristic internal points $\boldsymbol{P}_{\mathrm{s}}, \boldsymbol{P}_{\mathrm{e}}$ and $\boldsymbol{P}_{\mathrm{w}}$. Now, these computed data can be used in the third step for adjusting the joint-space vector according to the actual value of angle $\alpha$ of the final configuration of the robot. Note that after the rotation of angle $\alpha$, only the angle $\theta_{4}$ remains the same, and all the other joint variables require a correction that must be computed.

Joints $\theta_{1}, \theta_{2}$, and $\theta_{3}$ compose the first spherical wrist with orientation defined by the consecutive elemental rotations of the YZX Tait-Bryan angles where the directions of the $y, z$, and $x$ - axes coincide with the R-pair axes of the wrist (see Figure 1). This definition yields the following rotation matrix of link 3 with respect to the base:

$$
{ }^{b} \boldsymbol{R}_{3}=\left[\begin{array}{ccc}
c_{1} c_{2} & -c_{1} s_{2} c_{3}+s_{1} s_{3} & c_{1} s_{2} s_{3}+s_{1} c_{3}  \tag{6}\\
s_{2} & c_{2} c_{3} & -c_{2} s_{3} \\
-s_{1} c_{2} & s_{1} s_{2} c_{3}+c_{1} s_{3} & -s_{1} s_{2} s_{3}+c_{1} c_{3}
\end{array}\right]
$$

where $c_{\mathrm{i}}$ and $s_{\mathrm{i}}$ denote $\cos \theta_{\mathrm{i}}$ and $\sin \theta_{\mathrm{i}}$, for $i=1,2,3$, respectively.
Additionally, the same ${ }^{b} \boldsymbol{R}_{3}$ rotation matrix can be obtained numerically using the coordinates of the characteristic internal points as follows:

$$
{ }^{b} \boldsymbol{R}_{3}=\left[\begin{array}{lll}
{ }^{b} \boldsymbol{x}_{3} & { }^{b} \boldsymbol{y}_{3} & { }^{b} \boldsymbol{z}_{3}
\end{array}\right]=\left[\begin{array}{lll}
r_{11} & r_{12} & r_{13}  \tag{7}\\
r_{21} & r_{22} & r_{23} \\
r_{31} & r_{32} & r_{33}
\end{array}\right]
$$

where, considering that (see Figure 1 b$) \boldsymbol{P}_{\mathrm{eu}}=\boldsymbol{P}_{\mathrm{s}}+\left(\left(\boldsymbol{P}_{\mathrm{e}}-\boldsymbol{P}_{\mathrm{s}}\right) \cdot \mathbf{u}\right) \mathbf{u}$ is the projection $[31,43,47]$ of $\boldsymbol{P}_{\mathrm{e}}$ onto the line defined by the segment $\boldsymbol{P}_{\mathrm{s}} \boldsymbol{P}_{\mathrm{w}}$ and $\mathbf{v}=\boldsymbol{P}_{\mathrm{e}}-\boldsymbol{P}_{\mathrm{eu}}$ :

$$
{ }^{b} \mathbf{x}_{3}=\left[\begin{array}{l}
r_{11}  \tag{8}\\
r_{21} \\
r_{31}
\end{array}\right]=\frac{\left(\boldsymbol{P}_{\mathrm{e}}-\boldsymbol{P}_{\mathrm{s}}\right)}{\left\|\boldsymbol{P}_{\mathrm{e}}-\boldsymbol{P}_{\mathrm{s}}\right\|} b_{\mathbf{z}_{3}}=\left[\begin{array}{l}
r_{13} \\
r_{23} \\
r_{33}
\end{array}\right]=\frac{(\mathbf{u} \times \mathbf{v})}{\|\mathbf{u} \times \mathbf{v}\|} b \mathbf{y}_{3}=\left[\begin{array}{l}
r_{12} \\
r_{22} \\
r_{32}
\end{array}\right]={ }^{b} \mathbf{z}_{3} \times{ }^{b} \mathbf{x}_{3}
$$

The comparison of Equations (6) and (7) allows the deduction of the following explicit expressions for $\theta_{1}, \theta_{2}$, and $\theta_{3}$ :

$$
\begin{gather*}
\theta_{1}=\operatorname{Atan} 2\left(-\operatorname{sign}\left(\theta_{2}\right) r_{31}, \operatorname{sign}\left(\theta_{2}\right) r_{11}\right) \\
\theta_{2}=\operatorname{Atan2}\left(r_{21}, \operatorname{sign}\left(\theta_{2}\right) \sqrt{r_{31}^{2}+r_{11}^{2}}\right)  \tag{9}\\
\theta_{3}=\operatorname{Atan} 2\left(-\operatorname{sign}\left(\theta_{2}\right) r_{23}, \operatorname{sign}\left(\theta_{2}\right) r_{22}\right)
\end{gather*}
$$

where $\operatorname{sign}\left(\theta_{2}\right)$ is the chosen sign for $\theta_{2}$ determining if $\theta_{2} \in\left(\frac{-\pi}{2}, \frac{\pi}{2}\right)$ rad for $\operatorname{sign}\left(\theta_{2}\right)>0$ or if $\theta_{2} \in\left(\frac{\pi}{2}, \frac{3 \pi}{2}\right) \mathrm{rad}$ for $\operatorname{sign}\left(\theta_{2}\right)<0$.

Note that for $\theta_{2}=k \pi \pm \frac{\pi}{2}$ rad, for $k=0,1, \ldots$, it configures a singular posture in the first S-pair since, in this case, the axes of the R-joints 1 and 3 are aligned. Such a singularity is additional to the others, which are the alignment of links 3 and 4 , when $\theta_{4}=0$, and the axis alignment of joints 5 and 7 in the second S-pair (the robot wrist), both common to anthropomorphic robots with six DOFs.

Knowing the angles $\theta_{1}, \theta_{2}, \theta_{3}$, and $\theta_{4}$, the rotation matrix ${ }^{b} \mathbf{R}_{4}$ describes the rotation of the frame of link 4 with respect to the base frame as follows:

$$
\begin{equation*}
{ }^{b} \boldsymbol{R}_{4}={ }^{b} \boldsymbol{R}_{3}{ }^{3} \boldsymbol{R}_{4} \tag{10}
\end{equation*}
$$

where ${ }^{3} \boldsymbol{R}_{4}$ is the rotation matrix that relates the orientation of link 4 with respect to link 3 described by an elementary rotation around the z-axis by the angle $\theta_{4}$.

The known rotation matrices ${ }^{b} \boldsymbol{R}_{\mathrm{e}}$ and ${ }^{7} \boldsymbol{R}_{\mathrm{e}}$ that appear in Equation (4) and the rotation matrix ${ }^{b} \boldsymbol{R}_{4}$ computed through Equation (10) are related by the following relationship, which enables the computation of the remaining joint variables $\theta_{5}, \theta_{6}$, and $\theta_{7}$ :

$$
\begin{equation*}
{ }^{b} \boldsymbol{R}_{\mathrm{e}}={ }^{b} \boldsymbol{R}_{4}{ }^{4} \boldsymbol{R}_{7}{ }^{7} \boldsymbol{R}_{\mathrm{e}} \tag{11}
\end{equation*}
$$

Indeed, isolating ${ }^{4} \boldsymbol{R}_{7}$ in Equation (11) yields the following result:

$$
{ }^{4} \boldsymbol{R}_{7}={ }^{b} \boldsymbol{R}_{4}^{T b} \boldsymbol{R}_{\mathrm{e}}{ }^{7} \boldsymbol{R}_{\mathrm{e}}^{T}=\left[\begin{array}{lll}
n_{11} & n_{12} & n_{13}  \tag{12}\\
n_{21} & n_{22} & n_{23} \\
n_{31} & n_{32} & n_{33}
\end{array}\right]
$$

The second S-pair orientates link 7 with respect to link 4 through the angles $\theta_{5}, \theta_{6}$, and $\theta_{7}$ defined as the consecutive elemental rotations of the XZX proper Euler angles, where the directions of the $x, z$, and $x$-axes coincide with the R-pair axes of the S-pair (see Figure 1). Therefore, the following expression of rotation matrix ${ }^{4} \boldsymbol{R}_{7}$ holds:

$$
{ }^{4} R_{7}=\left[\begin{array}{ccc}
c_{6} & -s_{6} c_{7} & s_{6} s_{7}  \tag{13}\\
c_{5} s_{6} & c_{5} c_{6} c_{7}-s_{5} s_{7} & -c_{5} c_{6} s_{7}-s_{5} c_{7} \\
s_{5} s_{6} & s_{5} c_{6} c_{7}+c_{5} s_{7} & -s_{5} c_{6} s_{7}+c_{5} c_{7}
\end{array}\right]
$$

Comparing the rotation matrices presented in Equations (12) and (13) reaches the expressions for $\theta_{5}, \theta_{6}$, and $\theta_{7}$ as follows:

$$
\begin{gather*}
\theta_{5}=\operatorname{Atan} 2\left(\operatorname{sign}\left(\theta_{6}\right) n_{31}, \operatorname{sign}\left(\theta_{6}\right) n_{21}\right) \\
\theta_{6}=\operatorname{Atan} 2\left(\operatorname{sign}\left(\theta_{6}\right) \sqrt{n_{12}^{2}+n_{13}^{2}}, n_{11}\right)  \tag{14}\\
\theta_{7}=\operatorname{Atan} 2\left(\operatorname{sign}\left(\theta_{6}\right) n_{13},-\operatorname{sign}\left(\theta_{6}\right) n_{12}\right)
\end{gather*}
$$

where $\operatorname{sign}\left(\theta_{6}\right)$ is the chosen $\operatorname{sign}$ for $\theta_{6}$ determining if $\theta_{6} \in(0, \pi)$ rad for $\operatorname{sign}\left(\theta_{6}\right)>0$ or if $\theta_{6} \in(-\pi, 0)$ rad for $\operatorname{sign}\left(\theta_{6}\right)<0$.

The joint variables computed with Equations (9) and (14), together with the value of $\theta_{4}$ obtained in the inverse kinematics of the intermediate 6-DOF sub-model, yield the sought-after joint-space vector $\mathbf{q}$ that solves the inverse kinematics.

## 4. Proposition of an Algorithm for Calculating the Distance between a Point and the Robot

### 4.1. Typical Strategy for Collision Avoidance

When an obstacle enters the robot's safety volume, the collision-avoidance strategy must impose additional movements for the robot that prevent the possibility of a collision $[14,30]$.

The typical collision-avoidance approach firstly measures the distance, $d$, between the nearest point of the obstacle (i.e., point $\boldsymbol{P}_{\mathrm{c}}$ ) and a relevant point of the robot, in general, the "elbow", which, in Figure 1, is point $\boldsymbol{P}_{\mathrm{e}}$. Then, by moving point $\boldsymbol{P}_{\mathrm{e}}$, it tries to keep, in the worst case, point $\boldsymbol{P}_{\mathrm{C}}$ on the spherical surface with the center at point $\boldsymbol{P}_{\mathrm{e}}$ and radius equal to the minimum desired distance, $d r_{\text {min }}$; that is, it imposes $d \geq d r_{\text {min }}$.

In an SRS-type robot, if the value of $d r_{\text {min }}$ is less than the lengths of the segments $\boldsymbol{P}_{\mathrm{s}} \boldsymbol{P}_{\mathrm{e}}$ and/or $\boldsymbol{P}_{\mathrm{e}} \boldsymbol{P}_{\mathrm{w}}$, point $\boldsymbol{P}_{\mathrm{c}}$ can collide with one of the links belonging to the kinematic chain, thus making the strategy unfeasible.

### 4.2. Proposition of a New Approach for Obstacle Measurement

Let the kinematic structure of a robot be defined through a set of relevant points, such as intersections of R-pair axes and centers of spherical wrists. Hereafter, the segments between any two relevant points will be called referential links. It is worth noting that the referential links are not constrained to keep their lengths constant during the robot's motion.

This paper proposes the use of axis-symmetric solids, such as right circular cylinders and truncated right-cones (i.e., a right-cone whose top is cut by a plane parallel to the base), whose axes of symmetry are the referential links, to define the boundaries of safety regions around the links of the robot. In addition, for the relevant points, if necessary, the use of a sphere determines the boundaries of a safety region, as used in conventional approaches [4,9]. The objective of collision avoidance is to keep the points belonging to the obstacles out, or on the boundaries of the safety regions defined by all the above-defined solids. For the SRS-type model, therefore, we have $\boldsymbol{P}_{\mathrm{s}}, \boldsymbol{P}_{\mathrm{e}}$, and $\boldsymbol{P}_{\mathrm{W}}$ as relevant points, and the segments $\boldsymbol{P}_{\mathrm{s}} \boldsymbol{P}_{\mathrm{e}}$ and $\boldsymbol{P}_{\mathrm{e}} \boldsymbol{P}_{\mathrm{w}}[11]$ as the respective referential links.

Considering the referential links $P_{\mathrm{s}} \boldsymbol{P}_{\mathrm{e}}$ and $\boldsymbol{P}_{\mathrm{e}} \boldsymbol{P}_{\mathrm{w}}$, we propose the use of truncated right cones to define the boundary of a safety volume around the robot links. For the line segment $\boldsymbol{P}_{\mathrm{s}} \boldsymbol{P}_{\mathrm{e}}$, the truncated right cone has its smaller base circle with radius $d_{\text {cmin }}$ centered at point $\boldsymbol{P}_{\mathrm{S}}$ and the larger base circle with radius $d_{\mathrm{cmax}}$ centered at point $\boldsymbol{P}_{\mathrm{e}}$. Similarly, for the line segment $P_{\mathrm{e}} P_{\mathrm{w}}$, the truncated right cone has its larger base circle with radius $d_{\mathrm{cmax}}$ centered at point $P_{\mathrm{e}}$ and the smaller base circle with radius $d_{\mathrm{cmin}}$ centered at point $\boldsymbol{P}_{\mathrm{w}}$. Eventually, as the elbow is a relevant point that is exposed, a sphere, centered at point $\boldsymbol{P}_{\mathrm{e}}$ with radius $d_{\mathrm{cmax}}$, defines the boundary of its safety volume. Figure 2 shows the SRS-type robot together with its safety volume defined as explained above.


Figure 2. SRS-type robot with its safety volume.
It is worth stressing that points $\boldsymbol{P}_{\mathrm{s}}$ and $\boldsymbol{P}_{\mathrm{w}}$, when under the imminence of a collision, cannot be moved, since $P_{\mathrm{s}}$ is fixed with respect to the base coordinate system and a displacement of point $\boldsymbol{P}_{\mathrm{w}}$ implies changes in the position or direction of the end-effector. In these cases, it is interesting to use $d_{\text {cmin }}=0$, for real applications featuring a right cone, as a safety volume.

### 4.3. Computing the Minimum Distance and Respective Collision-Avoidance Angle $\alpha$

Concerning Figure 3, let us consider a point, $\boldsymbol{P}_{\mathrm{c}}$, belonging to an obstacle located inside the space region where the robot moves and placed on one side of plane- $\pi_{2}$, which is identified by the sign $g$. Additionally, let us consider the $\boldsymbol{P}_{\mathrm{c}}$ projection points $\boldsymbol{P}_{\mathrm{c} 1}$ and
$\boldsymbol{P}_{\mathrm{c} 2}$ onto the lines defined by the referential links $\boldsymbol{P}_{\mathrm{s}} \boldsymbol{P}_{\mathrm{e}}$ and $\boldsymbol{P}_{\mathrm{e}} \boldsymbol{P}_{\mathrm{w}}$, respectively [47]. The following relationships hold:

$$
\begin{gather*}
\boldsymbol{P}_{\mathrm{c} 1}=\boldsymbol{P}_{\mathrm{s}}+\left(\boldsymbol{P}_{\mathrm{c}}-\boldsymbol{P}_{\mathrm{s}}\right) \cdot\left(\boldsymbol{P}_{\mathrm{e}}-\boldsymbol{P}_{\mathrm{s}}\right)\left(\frac{\left(\boldsymbol{P}_{\mathrm{e}}-\boldsymbol{P}_{\mathrm{s}}\right)}{\left\|\boldsymbol{P}_{\mathrm{e}}-\boldsymbol{P}_{\mathrm{s}}\right\|^{2}}\right)  \tag{15}\\
\boldsymbol{P}_{\mathrm{c} 2}=\boldsymbol{P}_{\mathrm{e}}+\left(\boldsymbol{P}_{\mathrm{c}}-\boldsymbol{P}_{\mathrm{e}}\right) \cdot\left(\boldsymbol{P}_{\mathrm{w}}-\boldsymbol{P}_{\mathrm{e}}\right)\left(\frac{\left(\boldsymbol{P}_{\mathrm{w}}-\boldsymbol{P}_{\mathrm{e}}\right)}{\left\|\boldsymbol{P}_{\mathrm{w}}-\boldsymbol{P}_{\mathrm{e}}\right\|^{2}}\right)
\end{gather*}
$$



Figure 3. Obstacle point $P_{\mathrm{c}}$ on left or right of plane- $\pi_{2}$ and its projection points $P_{\mathrm{c} 1}$ and $P_{\mathrm{c} 2}$.
In the proposed algorithm, evaluating whether point $\boldsymbol{P}_{\mathrm{c} 1}\left(\boldsymbol{P}_{\mathrm{C} 2}\right)$ is inside the segment $\boldsymbol{P}_{\mathrm{s}} \boldsymbol{P}_{\mathrm{e}}$ (segment $\boldsymbol{P}_{\mathrm{e}} \boldsymbol{P}_{\mathrm{w}}$ ) is the first step. Both, just one, or even none of the two points may belong to their respective segments. Such an evaluation will be true if it is true that for the two parameters $u_{1}$ and $u_{2}$, defined as follows:

$$
\begin{equation*}
u_{1}=\frac{\left(\boldsymbol{P}_{\mathrm{c} 1}-\boldsymbol{P}_{\mathrm{s}}\right) \cdot\left(\boldsymbol{P}_{\mathrm{e}}-\boldsymbol{P}_{\mathrm{s}}\right)\left\|\boldsymbol{P}_{\mathrm{c} 1}-\boldsymbol{P}_{\mathrm{s}}\right\|}{\left|\left(\boldsymbol{P}_{\mathrm{c} 1}-\boldsymbol{P}_{\mathrm{s}}\right) \cdot\left(\boldsymbol{P}_{\mathrm{e}}-\boldsymbol{P}_{\mathrm{s}}\right)\right|\left\|\boldsymbol{P}_{\mathrm{e}}-\boldsymbol{P}_{\mathrm{s}}\right\|} \quad u_{2}=\frac{\left(\boldsymbol{P}_{\mathrm{c} 2}-\boldsymbol{P}_{\mathrm{e}}\right) \cdot\left(\boldsymbol{P}_{\mathrm{w}}-\boldsymbol{P}_{\mathrm{e}}\right)\left\|\boldsymbol{P}_{\mathrm{c} 2}-\boldsymbol{P}_{\mathrm{e}}\right\|}{\left\|\left(\boldsymbol{P}_{\mathrm{c} 2}-\boldsymbol{P}_{\mathrm{e}}\right) \cdot\left(\boldsymbol{P}_{\mathrm{w}}-\boldsymbol{P}_{\mathrm{e}}\right) \mid\right\| \boldsymbol{P}_{\mathrm{w}}-\boldsymbol{P}_{\mathrm{e}} \|}, \tag{16}
\end{equation*}
$$

where the conditions $u_{1} \in[0,1]$ and $u_{2} \in[0,1]$ hold.
If $\boldsymbol{P}_{\mathrm{c} 1}\left(\boldsymbol{P}_{\mathrm{c} 2}\right)$ belongs to $\boldsymbol{P}_{\mathrm{s}} \boldsymbol{P}_{\mathrm{e}}$ (to $\left.\boldsymbol{P}_{\mathrm{e}} \boldsymbol{P}_{\mathrm{w}}\right)$, the next step consists of the computation of the three distances: $d_{\mathrm{a}}=\left\|\boldsymbol{P}_{\mathrm{c}}-\boldsymbol{P}_{\mathrm{c} 1}\right\|$ if $u_{1} \in[0,1], d_{\mathrm{b}}=\left\|\boldsymbol{P}_{\mathrm{c}}-\boldsymbol{P}_{\mathrm{e}}\right\|$ and $d_{\mathrm{c}}=\left\|\boldsymbol{P}_{\mathrm{c}}-\boldsymbol{P}_{\mathrm{c} 2}\right\|$ if $u_{2} \in[0,1]$, which are the distances of $\boldsymbol{P}_{\mathrm{c}}$, respectively, from the referential link $\boldsymbol{P}_{\mathrm{s}} \boldsymbol{P}_{\mathrm{e}}$, the relevant point $\boldsymbol{P}_{\mathrm{e}}$, and the referential link $\boldsymbol{P}_{\mathrm{e}} \boldsymbol{P}_{\mathrm{w}}$. Considering the minimum and maximum radii of the truncated cones (see Figure 2), the minimum allowed safety distance $d_{\mathrm{m} 1}$ and $d_{\mathrm{m} 2}$, for each cone of each link are calculated as follows:

$$
\begin{align*}
& d_{\mathrm{m} 1}=\left(1-u_{1}\right) d_{\mathrm{cmin}}+u_{1} d_{\mathrm{cmax}}  \tag{17}\\
& d_{\mathrm{m} 2}=\left(1-u_{2}\right) d_{\mathrm{cmax}}+u_{2} d_{\mathrm{cmin}}
\end{align*}
$$

The collision will be imminent if $d_{\mathrm{a}}<d_{\mathrm{m} 1}$ or $d_{\mathrm{b}}<d_{\mathrm{cmax}}$ or $d_{\mathrm{c}}<d_{\mathrm{m} 2}$. The three inequalities can be false, which implies that there is no possibility of collision; that is, $\alpha_{\mathrm{c}}(n)=0 \mathrm{rad}$ (see Equations (2) and (3)). Differently, if one or more inequalities are true, one or more points on the robot's kinematic chain are under collision imminence. In this case, with only one degree of redundancy and, therefore, only one possible additional movement, the smallest among the minimum distances exceeded ( $d_{\mathrm{a}}$ or $d_{\mathrm{b}}$ or $d_{\mathrm{c}}$ ) will be identified and will serve as a reference for calculating angle $\alpha_{\mathrm{c}}(n)$ (see Figure 4).


Figure 4. Case with the collision point, $P_{\text {col }}$, belonging to the segment $P_{\mathrm{s}} P_{\mathrm{e}}$ : computation of the $\alpha_{\mathrm{c}}$ value for avoiding collision.

Let us consider the case (see Figure 4) where the minimum distance between the point $\boldsymbol{P}_{\mathrm{c}}$ and the robot link $\boldsymbol{P}_{\mathrm{s}} \boldsymbol{P}_{\mathrm{e}}$ is less than the allowed distance $d_{\mathrm{m} 1}$. Angle $\alpha_{\mathrm{c}}(n)$ must make the distance between $\boldsymbol{P}_{\mathrm{c}}$ and its projection, $\boldsymbol{P}_{\mathrm{col}}$, onto $\boldsymbol{P}_{\mathrm{s}} \boldsymbol{P}_{\mathrm{e}}$ at least equal to $d_{\mathrm{m} 1}$, which implies moving $\boldsymbol{P}_{\text {col }}$ from its initial position to at least point $\boldsymbol{P}_{\mathrm{r}}$ of Figure 4 by changing $\alpha$ (see Figure 1b).

Let $\boldsymbol{P}_{\mathrm{cu}}$ be the projection point of $\boldsymbol{P}_{\mathrm{c}}$ onto the line segment $\boldsymbol{P}_{\mathrm{s}} \boldsymbol{P}_{\mathrm{w}}$, calculated as follows:

$$
\begin{equation*}
\boldsymbol{P}_{\mathrm{cu}}=\boldsymbol{P}_{\mathrm{s}}+\left(\boldsymbol{P}_{\mathrm{c}}-\boldsymbol{P}_{\mathrm{s}}\right) \cdot\left(\boldsymbol{P}_{\mathrm{w}}-\boldsymbol{P}_{\mathrm{s}}\right)\left(\frac{\left(\boldsymbol{P}_{\mathrm{w}}-\boldsymbol{P}_{\mathrm{s}}\right)}{\left\|\boldsymbol{P}_{\mathrm{w}}-\boldsymbol{P}_{\mathrm{s}}\right\|^{2}}\right) \tag{18}
\end{equation*}
$$

Thus, inspecting Figure 4 , one notes that the angle $\alpha_{c}(n)=\gamma-\beta$, with

$$
\begin{gather*}
\gamma=\operatorname{Atan} 2\left(\operatorname{sign}(g) \sqrt{1-\left(\frac{k_{1}^{2}+k_{2}^{2}-d_{\mathrm{m} 1}^{2}}{2 k_{1} k_{2}}\right)^{2}}, \frac{k_{1}^{2}+k_{2}^{2}-d_{\mathrm{m} 1}^{2}}{2 k_{1} k_{2}}\right)  \tag{19}\\
\beta=\operatorname{Atan} 2\left(\operatorname{sign}(g) \sqrt{1-\left(\mathbf{v}_{1} \cdot \mathbf{v}_{2}\right)^{2}}, \mathbf{v}_{1} \cdot \mathbf{v}_{2}\right)
\end{gather*}
$$

where $k_{1}=\left\|\boldsymbol{P}_{\mathrm{col}}-\boldsymbol{P}_{\mathrm{cu}}\right\|$, and $k_{2}=\left\|\boldsymbol{P}_{\mathrm{c}}-\boldsymbol{P}_{\mathrm{cu}}\right\|, \mathbf{v}_{1}=\frac{\boldsymbol{P}_{\mathrm{eo}}-P_{\mathrm{eu}}}{\left\|P_{\mathrm{eo}}-P_{\mathrm{eu}}\right\|}, \mathbf{v}_{2}=\frac{\boldsymbol{P}_{\mathrm{c}}-P_{\mathrm{eu}}}{\left\|\boldsymbol{P}_{\mathrm{c}}-P_{\mathrm{eu}}\right\|}$, and $g=\left(\left(\boldsymbol{P}_{\mathrm{c}}-\boldsymbol{P}_{\mathrm{cu}}\right) \times\left(\boldsymbol{P}_{\mathrm{col}}-\boldsymbol{P}_{\mathrm{cu}}\right)\right) \cdot\left(\boldsymbol{P}_{\mathrm{w}}-\boldsymbol{P}_{\mathrm{s}}\right)$. The sign of $g$ indicates which side of plane- $\pi_{2}$ point $\boldsymbol{P}_{\mathrm{C}}$ belongs to (see Figure 3) and determines the rotation direction of the angles $\gamma$ and $\beta$.

For the $n^{\text {th }}$ iteration of the trajectory generation, the previous steps can be summarized in Algorithm 1.

```
Algorithm 1. Computation of angle \(\alpha_{\mathrm{f}}\) at the \(\mathrm{n}^{\text {th }}\) iteration.
    Input
    Desired position and orientation of the end-effector at the iteration \(n\);
    Compute the inverse kinematics for \(\alpha_{c}=0 \mathrm{rad}\);
    Coordinates of the points belonging to the referential links and relevant points
    \(\%\) In this development \(\boldsymbol{P}_{\mathrm{s}}, \boldsymbol{P}_{\mathrm{e}}\) and \(\boldsymbol{P}_{\mathrm{w}}\)
    Retrieve the values of \(\alpha_{c}(n-1), \alpha_{c}(n-2), \alpha_{f}(n-1), \alpha_{f}(n-2)\)
    \(\boldsymbol{P}_{\mathrm{c}} \%\) Coordinates of a possible collision point
    find \(\leftarrow\) false; \% Boolean variable to indicate if a collision point exists inside safety volume.
    \(d_{\mathrm{mc}} \leftarrow 0\); \% Initializing the minimum of the minimal distances.
    \(\boldsymbol{P}_{\mathrm{col}} \leftarrow[] ; \%\) Point in the kinematic chain with the minor distance to \(\boldsymbol{P}_{\mathrm{c}}\).
    Compute \(u_{1}\) and \(u_{2}\);
    if \(u_{1} \in[0,1]\) then \(\% \boldsymbol{P}_{\mathrm{c} 1}\) is between \(\boldsymbol{P}_{\mathrm{s}}\) and \(\boldsymbol{P}_{\mathrm{e}}\)
        \(d_{\mathrm{a}}=\left\|\boldsymbol{P}_{\mathrm{c}}-\boldsymbol{P}_{\mathrm{c} 1}\right\| ;\)
        \(d_{\mathrm{m} 1}=\left(1-u_{1}\right) d_{\mathrm{cmin}}+u_{1} d_{\mathrm{cmax}} ;\)
            if \(d_{\mathrm{a}}<d_{\mathrm{m} 1}\) then
                \(d_{\mathrm{mc}} \leftarrow d_{\mathrm{m} 1} ; \%\) saving the minimal allowed distance
                \(\boldsymbol{P}_{\mathrm{col}} \leftarrow \boldsymbol{P}_{\mathrm{c} 1} ; \%\) saving the point on the kinematic chain
                find \(\leftarrow\) true;
            end
    elseif \(u_{2} \in[0,1]\) then \(\% \boldsymbol{P}_{\mathrm{c} 2}\) is between \(\boldsymbol{P}_{\mathrm{e}}\) and \(\boldsymbol{P}_{\mathrm{w}}\)
        \(d_{\mathrm{c}}=\left\|\boldsymbol{P}_{\mathrm{c}}-\boldsymbol{P}_{\mathrm{c} 2}\right\| ;\)
        \(d_{\mathrm{m} 2}=\left(1-u_{2}\right) d_{\mathrm{cmin}}+u_{2} d_{\mathrm{cmax}} ;\)
        if \(d_{c}<d_{\mathrm{m} 2}\) then
            if \(d_{\mathrm{c}}<d_{\mathrm{a}}\) then
                    \(d_{\mathrm{mc}} \leftarrow d_{\mathrm{m} 2} ; \%\) saving the minimal distance
                    \(\boldsymbol{P}_{\mathrm{col}} \leftarrow \boldsymbol{P}_{\mathrm{c} 2} ; \%\) saving the point on the kinematic chain
                    find \(\leftarrow\) true;
            end if
        end if
    end if
    \(d_{\mathrm{b}}=\left\|\boldsymbol{P}_{\mathrm{c}}-\boldsymbol{P}_{\mathrm{e}}\right\| ; \%\) evaluating the collision distance from \(\boldsymbol{P}_{\mathrm{c}}\) to the point \(\boldsymbol{P}_{\mathrm{e}}\)
    if \(d_{\mathrm{b}}<d_{\mathrm{cmax}}\) then \(\%\) considering a sphere as safety region around \(\mathrm{P}_{\mathrm{e}}\)-see Figure 2
        if find=false then;
            \(d_{\mathrm{mc}} \leftarrow d_{\mathrm{b}} ;\)
            \(P_{\text {col }} \leftarrow P_{\mathrm{e}}\);
            find \(\leftarrow\) true;
        elseif \(d_{\mathrm{b}}<d_{\mathrm{mc}}\) then
            \(d_{\mathrm{mc}} \leftarrow d_{\mathrm{b}} ;\)
            \(P_{\mathrm{col}} \leftarrow P_{\mathrm{e}} ;\)
        end if
    end if
    if find=false \% if there is no need to avoid collision
        \(\alpha_{c}(n)=0 \mathrm{rad} ;\)
        \(d_{\mathrm{mc}}=0\);
    else \% computing the value of \(\alpha_{c}\) to move the robot away from the collision point.
        Compute \(\gamma\) and \(\beta\);
        \(\alpha_{c}(n)=\gamma-\beta\);
    end if
    \(\alpha_{\mathrm{f}}(n)=h_{1} \alpha_{\mathrm{c}}(n-1)+h_{2} \alpha_{\mathrm{c}}(n-2)+b_{1} \alpha_{\mathrm{f}}(n-1)+b_{2} \alpha_{\mathrm{f}}(n-2) ; \%\) Equation (3)
    Solve inverse kinematics using \(\alpha_{\mathrm{f}}(n)\);
    Output Save joint positions;
```


## 5. Graphical Results

Numerical simulations were conducted to validate the proposed collision-avoidance strategy. In these simulations, the Kuka-LBR-iiwa real lengths [45], that is, $\mathrm{a}_{0}=340 \mathrm{~mm}$, $\mathrm{a}_{1}=400 \mathrm{~mm}, \mathrm{a}_{2}=400 \mathrm{~mm}$, and $\mathrm{a}_{3}=126 \mathrm{~mm}$, were selected for the geometric model of the SRS-type robot. Additionally, the chosen motion task for the robot is an end-effector
path (see Figures 2 and 5) that keeps the $z_{e}$ axis perpendicular to the $x_{b} z_{b}$ coordinate-plane and makes point $\mathbf{O}_{\mathrm{e}}$ perform five rides along the circular trajectory, with the center at point [400 200200$]^{\mathrm{T}} \mathrm{mm}$ and radius 200 mm , that lies on the plane $y_{b}=200 \mathrm{~mm}$. The robot motion is sampled in 1000 equidistant time-instants, and at every sampling instant, Algorithm 1 is executed.


Figure 5. Virtual simulation environment at iteration 390. Blue ball-shoulder coordinates; green ball-coordinates of the elbows and hands; red ball-point under imminent collision.

The simulation environment, over the robot, includes two human arms identified as Human-arm 1 and Human-arm 2, composed of two links and located in the space by three points named shoulder, elbow, and hand, thus improving the experiments presented in [48], where only one arm is used. The links shoulder-elbow and elbow-hand have lengths [49] of 319.6 mm and 246.5 mm with angle displacement defined with respect to the $\mathrm{x}_{\mathrm{b}}$-axis. The chosen motion for these two arms makes the three above-mentioned points perform oscillatory movements with the motion parameters reported in Table 1. Human-arm motion takes place while the robot's end-effector performs the above-defined five circular paths with the center at [400 200200$]^{\mathrm{T}} \mathrm{mm}$ and a radius of 200 mm .

Table 1. Human-arms simulation parameters.

|  | Human-Arm 1 | Human-Arm 2 |
| :---: | :---: | :---: |
| Base (shoulder) | $[-50500250]^{\mathrm{T}} \mathrm{mm}$ | $[150500-200]^{\mathrm{T}} \mathrm{mm}$ |
| Base rotation radius (around y-axis) | 50 mm | 50 mm |
| Base number of turns | 5 | 11 |
| Shoulder angle range | 0.4 rad | 0.4 rad |
| Shoulder angle offset | 0.4 rad | 0.2 rad |
| Shoulder number of turns | 9 | 13 |
| Elbow angle range | 0.4 rad | 0.4 rad |
| Elbow angle offset | 0.4 rad | 0 rad |
| Elbow number of turns | 7 | 9 |

The tests were developed on a laptop with an Intel Core i7 CPU ( $2.7 \mathrm{GHz}, 800 \mathrm{~Gb}$ RAM), spending 3.68 s in execution. All the simulations were developed by using MATLAB R2021a. Eventually, the second-order transfer function, the reference for programming the filter, was adjusted with $p=0.2 \mathrm{~s}^{-1}$, and the sampling time was adjusted to $T=0.06 \mathrm{~s}$, which corresponds to $m=p T=0.012$ and a simulation cycle of 60 s . It is worth stressing that, to avoid muscular injuries, a worker should not execute motion cycles with a period lower than 60 s ; so, in these simulations, the human-arm motion is much faster than the admitted one (i.e., the chosen parameters make the simulation environment much faster than a realistic one).

The graphical simulation environment presented in Figure 5 enables us to observe the evolution of the proposed algorithm and the SRS-type's end-effector performance following the desired trajectory while dealing with collision avoidance.

A video that presents the complete simulation experiment of the proposed algorithm is available at [50] and as "Supplementary Materials" accompanying this paper. Figure 6 presents three frames from the above-mentioned video showing the SRS-type robot while avoiding a collision. The video shows that, in this simulation environment, a sampling rate $(=1 / \mathrm{T})$ of 16.7 Hz is sufficient to avoid collision with the proposed strategy. It is worth stressing that since this sampling rate corresponds to a "reaction time" of 60 ms for the robot and the human reaction time is about 200 ms , the proposed strategy can enable the robot to react three times faster than a human being.


Figure 6. Frames from the simulation video at iteration (a) 76; (b) 179; (c) 407.
Figure 7 shows the computed angle $\alpha_{c}$ and its filtered counterpart $\alpha_{f}$, used as a reference for the inverse kinematics, during the simulation cycle. The analysis of Figure 7 reveals that $\alpha_{\mathrm{f}}$ is a regular curve.


Figure 7. Comparison between the computed angle $\alpha_{c}$ and its filtered $\alpha_{f}$ used to solve the inverse kinematics.

Figures 8 and 9 show the rates of angle and angular speed as a function of the sampling period T to evaluate the continuity and smoothness of the trajectory for the filtered angle $\alpha_{\mathrm{f}}$.


Figure 8. Computed rate of change of $\alpha_{f}$.


Figure 9. Computed rate of change of $\dot{\alpha}_{f}$.
The inverse-kinematics solution of the SRS-type robot yields the position profile of joints 1, 2, and 3, which are $\theta_{1}, \theta_{2}$, and $\theta_{3}$, respectively, presented in Figure 10; as well as joints $4,5,6$, and 7 , which are $\theta_{4}, \theta_{5}, \theta_{6}$, and $\theta_{7}$, respectively, presented in Figure 11.


Figure 10. Result of the inverse kinematic for SRS-type robot joints 1, 2, and 3.


Figure 11. Result of the inverse kinematic for SRS-type robot joints 4, 5, 6, and 7 .
For each iteration, and considering the known sampling time T, the rates of changes of joint variables and corresponding accelerations were calculated for each joint by first-order approximations. Thus, taking the maximum and minimum values obtained, Figures 12 and 13 show the range achieved for the rate of change of position and acceleration, respectively, in each iteration of all robot joint variables. The rates of joint positions and acceleration behavior did not show abrupt variations, remaining in a limited range with similar magnitudes.


Figure 12. Range of computed maximum and minimum rates of change of joint variables.


Figure 13. Range of computed maximum and minimum accelerations of joint.
The angle $\alpha_{\mathrm{f}}$ smooths the resultant distances between the robot and the collision point. Figure 14 shows the behavior of the distance between the SRS-type robot and the collision point (red) along the simulation, compared with the distances when under imminent collision (blue). It is worth mentioning that when the robot is out of collision avoidance, the distance $d_{\mathrm{mc}}$ used to calculate the angle $\alpha_{\mathrm{f}}$ is adjusted to 0 , as seen in line 37 of Algorithm 1 .


Figure 14. Computed $\mathrm{d}_{\mathrm{mc}}$ distances from obstacle and the SRS-type robot along the simulation and the respective distance $\mathrm{d}_{\text {mcf }}$ used to compute the $\alpha_{\mathrm{f}}$ when under collision imminence.

## 6. Discussions

The results presented in the test showed that the proposed algorithm smoothed all the joints' position and velocity profiles in a dynamic environment.

The test aims at replicating the relationship between a collision point crossing a circle and the consequent problem of variation in the resulting distances projected on the robot's links. Although the collision curve is deterministic in the test, the procedure applies to random variations in the collision point coordinates or a more significant number of collision points, including the number of links and relevant robot points. The algorithm can deal with multiple collision points, attempting to move the robot away from that nearest collision point. For the collision avoidance on $k$ simultaneous collision points, the robot
should have a redundancy index $r=k$; for example, if it is necessary to have three collision points or control the three distances, such as $d_{\mathrm{a}}, d_{\mathrm{b}}$, and $d_{\mathrm{c}}$ discussed in Section 4.3, the robot should have degrees of redundancy $r=3$. In this way, the algorithm should be executed three times for each collision point featuring its expandability.

The presented inverse kinematics, which solves the $\alpha$ angle for the four quadrants, is based on review propositions $[8,39,48]$ and refines them, thus improving the formulation.

Additionally, in the presented simulation, the available degree of redundancy is 1 , and it is strictly sufficient to solve the collision-avoidance problem without including the joint limits control, as was achieved in other papers [15,20,48,51-53] where the introduced redundancy was exploited by optimization procedures to find the best $\alpha$ that avoids reaching joint-position limits. The possible involvement of joint-position limits' control, over collision avoidance, in programming trajectories and kinematic algorithms solely depends on the availability of redundancy degrees higher than one, which, if available, can be exploited by implementing one of the strategies proposed in the literature, even with the proposed algorithm.

Similar algorithms present safety volumes described by a limited number of points $[44,54]$ or based on numerical approaches [4,20]. The here-discussed proposal uses a parametric surface around the links, instead of limited volumes as discussed in [4], to define the safety volume in the computation of the collision distance for any point of the link, which makes this new approach more realistic and reliable.

At the same time, the use of a second-order filter makes the strategy feasible, adjustable, and replicable, ensuring, together with the description of the safety volume, smooth transients in the trajectories as well as an analytical collision-avoidance algorithm without numerical procedures that increase the computational burden, as found in [23]. The smoothing of the collision-avoidance transients appears in the bounded rate of positions and acceleration profiles for the robot joints (see Figures 12 and 13), continuously ensuring that discontinuities, such as those shown in [4,54,55], do not arise despite the dynamic environment.

Using a digital filter in the transition between paths to be followed by the joints additionally guarantees the smoothness of the programmed trajectories.

It is important to note that the collision-avoidance algorithm's proposition has limitations when several collision points or several links lead to opposite displacements generating conflicts of movements characterizing singularities. Concerning the singularities, it is observed that collision avoidance does not occur when $g=0$, or the collision point $\boldsymbol{P}_{\mathrm{c}}$ belongs to the plane formed by the points $\boldsymbol{P}_{\mathrm{s}}, \boldsymbol{P}_{\mathrm{w}}$, and $\boldsymbol{P}_{\mathrm{e}}$, as can be seen in Figures 3 and 4; that is,

$$
\begin{equation*}
D=\frac{\left|\left(\boldsymbol{P}_{\mathrm{c}}-\boldsymbol{P}_{\mathrm{s}}\right) \cdot \boldsymbol{n}_{\mathrm{p}}\right|}{\left\|\boldsymbol{n}_{\mathrm{p}}\right\|}=0 \tag{20}
\end{equation*}
$$

where $D$ corresponds to the distance between the point $P_{c}$ and the plane formed by the points $P_{\mathrm{s}}, P_{\mathrm{W}}$, and $P_{\mathrm{e}}$, and $n_{\mathrm{p}}$ is the result of a cross-product as follows:

$$
\begin{equation*}
n_{\mathrm{p}}=\frac{\left(\boldsymbol{P}_{\mathrm{e}}-\boldsymbol{P}_{\mathrm{s}}\right)}{\left\|\left(\boldsymbol{P}_{\mathrm{e}}-\boldsymbol{P}_{\mathrm{s}}\right)\right\|} \times \frac{\left(\boldsymbol{P}_{\mathrm{w}}-\boldsymbol{P}_{\mathrm{e}}\right)}{\left\|\left(\boldsymbol{P}_{\mathrm{w}}-\boldsymbol{P}_{\mathrm{e}}\right)\right\|} \tag{21}
\end{equation*}
$$

It is interesting to note that angle $\alpha_{\mathrm{f}}$ does not produce errors of position and orientation of the end effector, despite the need for a time of accommodation or convergence to the final values following trajectories, since its primary task is to control the distance from the collision.

However, the need for transitory times for collision avoidance means suitable adjustments to the filter time constant according to the desired performance and control specifications.

The proposed algorithm can deal with collision avoidance between multiple robots simultaneously. In this case, the distance between the robot's links is controlled by calculating the geometric distance between the line segments to which the links belong. Thus, taking a robot as a reference, the $\mathbf{P}_{\mathrm{C}}$ points belong to the other robots, and running the
proposed algorithm in each robot's trajectory generator allows several robots to share the same space without generating collisions.

## 7. Conclusions

Workspaces shared between robots and humans in collaborative tasks require strategies that include collision avoidance and the programming of smooth transitional displacements.

This paper presented an algorithm for the treatment of collision and posture adjustment of robots based on analytical spatial geometry and the use of digital second-order critically damped filters. The strategy includes a posture adjustment of the robot based on an additional movement, defined as $\alpha$, available for the redundant 7-DOF SRS-type robot. The simulations showed the smoothing of the joints' trajectory profiles and collision avoidance effectiveness without collisions in a dynamic environment.

The geometric approach allowed us to present a proposition for inverse kinematics considering the posture adjustment and the projection of the collision point on any point on the links of the robot's kinematic chain.

Spatial surfaces were used as an example for the determination of the safety regions of the robot. For relevant points and links (under imminent collision), we used the formulation of spheres and truncated cones, which allows us to identify the possibility of collision and activate the collision-avoidance strategy. According to the geometry of links and components that form the environment where the robot is inserted, other formulations can be adapted and used as safety surfaces.

The proposed collision-avoidance solution is feasible and straightforward, providing a quick implementation solution for collaborative robots. The fact that the proposal is based only on analytical formulations reduces the computational effort, thus increasing the reliability of the solutions for trajectories and the efficiency of collision control and other processing in each sampling time.
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#### Abstract

The spread of cobotsin common industrial practice has led constructors to prefer the development of collaborative features that are necessary to prevent injuries to operators over the realization of simple kinematic structures for which the joints-to-workspace mapping is well known. An example is given by the replacement in serial robots of spherical wrists with safer solutions, where the danger of crushing and shearing is intrinsically avoided. Despite this tendency, the kinematic map between actuated joints and the Cartesian workspace remains of paramount importance for robot analysis and programming, deserving the attention of the research community. This paper proposes a closed-form solution for the inverse kinematics of a class of 6 R robotic arms with six degrees of freedom and non-spherical wrists. The solutions are worked out by a single polynomial, of minimum degree, in terms of one of the positioning parameters chosen for the description of the robot posture. The roots of such a polynomial are then back-substituted to determine all the remaining unknowns. A numerical example is finally shown to verify the validity of the proposed implementation for a commercial collaborative robot.


Keywords: inverse kinematics; collaborative robot; non-spherical wrist

## 1. Introduction

The last decade has witnessed the spread of collaborative robotics in many aspects of everyday life, from common industrial practice [1] to home assistance and healthcare [2,3], and service robotics in general [4]. The main reason for such an impact lies in the flexible use of cobots (collaborative robots). Their success in industry, in fact, is mostly attributed to the possibility to implement workflows where humans and robots safely cooperate in a shared environment [5-7]. This feature has recently being exploited in fields of applications different from bare production, where the use of classical industrial robots would be impossible for obvious safety reasons.

From the point of view of robot producers, such an unprecedented diffusion has required the development of innovative safety features, aimed at making the use of cobots increasingly secure and accessible to the wider public. Therefore, on the one hand, producers have been required to implement expensive sensors and use appropriate materials to assess the risk of injury in using cobots, and, on the other, they have been forced to maintain competitive production costs to make their machines accessible. The first consequence, as visible in many well-known commercial cobots, has been the adoption of serial kinematic structures that are simple and inexpensive to realize, such as those characterized by non-serial wrists.

The class of collaborative robots produced by FANUC, among others, belongs to such a category. Their kinematic structure, described in the following in detail, is characterized by a non-spherical roll-pitch-roll wrist that makes inverse kinematics mapping quite challenging. Recent literature shows different approaches to the issue. Trinh et al. [8]
proposed a geometrical approach consisting of the solution of four separate univariate polynomials. In [9], the authors proposed a solution via numerical optimization of a problem formulated by means of polynomials for a similar robot (namely the Kinova Gen-3 Lite). In [10], a solution for a different non-spherical collaborative robot is tackled as well, although the wrist topology in this case allows a far simpler approach based on the computation of the first joint rotation at the very first step of the algorithm.

In less recent years, the problem has been approached in more general ways. Among others, Raghavan and Roth approached the problem of general linkages [11,12], demonstrating the existence of a maximum number of 16 solutions for the inverse kinematics of 6R (i.e., mechanisms owning a kinematic chain of six revolute joints) linkages. Their work, based on the solution via dialytic elimination of joints variables, inspired many other polynomial approaches, such as the Groebner basis work proposed by Wang et al. [13], or the eigenvalue approaches of Fu et al. [14] and Ghazvini [15].

Aside from such general solutions, the research community has provided many others for manipulators with spherical wrists. Among them, the method proposed by Xiao et al. [16] proposed to reach a solution by applying two cutting points within the kinematic chain and comparing the equations coming from their re-connection. Li et al. [17] considered the effect of compensation of the link lengths, so that their approach became effective after kinematic calibration.

Of course, the literature also offers plenty of numerical approaches to the problem, commonly used to find a solution by letting a starting configuration converge towards an end pose. Such methods are often based on the robot Jacobian matrix [18], differing one from the other for the management of singularities within the solution path. Among them, the Damped Least-Squares is the iterative approach most widely used [19-22], although convergence is strictly dependent on the used damping factor. Other more recent approaches have also been experimented with, such as the training of specific artificial intelligence as done in [23]. In any case, all of these approaches only allow the discovery of one solution to the problem (the closest to a first guess, usually), disregarding the large number of postures a 6 R kinematic chain can exhibit to reach a given pose.

To overcome the limits of numerical approaches, a specific closed-form solution to the inverse kinematics of the FANUC CRX family of collaborative robots is proposed in this manuscript. As discussed in the following, the solution is worked out in the form of a univariate polynomial in one of the orientation parameters of the first body of the wrist. Such an approach allows the obtaining of the solving polynomial (of degree 16) with relative ease, starting from a system of six constraint equations. The backwards substitution needed for the computation of the remainder of the unknowns is then described in detail. Finally, a numerical example to verify the correctness of the solution is also proposed.

## 2. Robot Description

A robot of great interest in the collaborative robotics scene is the FANUC CRX-10iA/L (see Figure 1a), which meets industrial reliability requirements and provides all the necessary functionality for human-robot collaboration. In this paper, it is taken as a reference from the family of serial robots with non-spherical wrists, without loss of generality. The kinematic chain of the FANUC CRX-10iA/L is made of six revolute joints (6R) arranged in serial configuration. The first three joints $\left(\mathrm{J}_{1}, \mathrm{~J}_{2}\right.$ and $\mathrm{J}_{3}$ in Figure 1b) are arranged in a classic kinematic sequence typical of robotic arms while the roll-pitch-roll wrist has a non-spherical configuration. The last three joints ( $\mathrm{J}_{4}, \mathrm{~J}_{5}$ and $\mathrm{J}_{6}$ ), in fact, have axes that are two-by-two perpendicular and incident. Moreover, the lack of a common intersection point obviously makes the wrist non-spherical, making it impossible to approach the inverse kinematic problem with the usual methods for serial anthropomorphic manipulators, such as the solution proposed by Pieper [24].


Figure 1. (a) Collaborative Robot FANUC CRX-10iA/L and (b) its kinematic architecture.
The position and orientation of robot bodies in space are described here with the usual Denavit-Hartenberg notation. It is worth remembering that the mutual position between two frames can be represented by a homogeneous transformation, whose expression is given by:

$$
{ }^{i} \mathbf{T}_{j}=\left[\begin{array}{cccc}
\cos \theta_{i} & -\sin \theta_{i} & 0 & 0  \tag{1}\\
\sin \theta_{i} & \cos \theta_{i} & 0 & 0 \\
0 & 0 & 1 & d_{i} \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{cccc}
1 & 0 & 0 & a_{i} \\
0 & \cos \alpha_{i} & -\sin \alpha_{i} & 0 \\
0 & \sin \alpha_{i} & \cos \alpha_{i} & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

where $\theta_{i}, d_{i}, \alpha_{i}, a_{i}$ are the well-known Denavit-Hartenberg parameters. In the present case, the actuated joint variables $q_{i}$ are the rotations $\theta_{i}$ around the local $z$-axes.

The FANUC CRX-10iA/L frames are arranged as shown in Figure 2a, while the parameters collected in Table 1 complete their description. The configuration in space of the tool frame $\{6\}$ with respect to the global reference frame $\{0\}$ is obtained by composing the local transformations ${ }^{i} \mathbf{T}_{j}$ according to the convention of successive transformation on mobile axes:

$$
\begin{equation*}
{ }^{0} \mathbf{T}_{6}=\prod_{i=1}^{6}{ }^{i-1} \mathbf{T}_{i}={ }^{0} \mathbf{T}_{1}{ }^{1} \mathbf{T}_{2}{ }^{2} \mathbf{T}_{3}{ }^{3} \mathbf{T}_{4}{ }^{4} \mathbf{T}_{5}{ }^{5} \mathbf{T}_{6} \tag{2}
\end{equation*}
$$

Table 1. Denavit-Hartenberg parameters of the FANUC CRX-10iA/L.

| $i$ | $\alpha_{i}(\mathrm{rad})$ | $a_{i}(\mathrm{~mm})$ | $d_{i}(\mathrm{~mm})$ | $\theta_{i}(\mathrm{rad})$ | Motion <br> Range (rad) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\pi / 2$ | 0 | 250.3 | $q_{1}$ | $\pm \pi$ |
| 2 | $-\pi$ | 710.0 | 260.4 | $q_{2}$ | $\pm \pi$ |
| 3 | $-\pi / 2$ | 0 | 260.4 | $q_{3}$ | $\pm 1.5 \pi$ |
| 4 | $-\pi / 2$ | 0 | 540.0 | $q_{4}$ | $\pm 1.06 \pi$ |
| 5 | $\pi / 2$ | 0 | 150.0 | $q_{5}$ | $\pm \pi$ |
| 6 | 0 | 0 | 160.0 | $\pm 1.25 \pi$ |  |



Figure 2. (a) Frames attached to the robot bodies and (b) details of their lengths.

## 3. Inverse Kinematics Problem

As is well known, the inverse kinematics mapping of a serial chain consists of determining the joint parameters ( $q_{i}$ in the previous notation) able to provide a given pose for the terminal body of the chain (i.e., body 6 in this manuscript, described by frame $\{6\}$ ). It is also well known that such a problem has many real solutions corresponding to the many postures that the robot can exhibit while reaching a given position and orientation of the terminal body.

A usual approach to this problem consists of simply comparing the elements of the final transformation ${ }^{0} \mathrm{~T}_{6}$ with a symbolic expression of the same matrix obtained considering unknown the six joint parameters $q_{i}$ :

$$
{ }^{0} \mathbf{T}_{6} \xrightarrow[\text { kinematics }]{\text { inverse }} \quad \mathbf{q}=\left[\begin{array}{llllll}
q_{1} & q_{2} & q_{3} & q_{4} & q_{5} & q_{6} \tag{3}
\end{array}\right]
$$

This allows the obtaining of a set of 12 equations that can be reduced to six considering that only three elements of the rotational part of the homogeneous transformation matrix are actually independent. Additionally, a common issue in approaching this kind of equation is given by the presence of sines and cosines, which add complexity to the problem. The usual solution is to apply the Weierstrass substitution to have a common parameterization without trigonometric functions, or to treat them (in this case, 12 expressions of $\cos q_{i}$ and $\sin q_{i}$ for $\left.i=1, \ldots, 6\right)$ as distinct unknowns related by six further homogeneous equations $\left(\cos ^{2} q_{i}+\sin ^{2} q_{i}-1=0\right)$. Both strategies lead to a set of polynomial equations of degree 2 , whose solution yields to a univariate polynomial: nonetheless, the reduction of such a system is often computationally burdening and the possibility of obtaining a final degree higher than the number of expected results is also significant.

The approach proposed in this manuscript takes into account a different set of unknown variables, hereby collected in a vector called $\mathbf{p}$, which locates the reference frame of one of the robot bodies (frame $\{4\}$ in particular) and, as a result, allows the computation of the coordinates in space of the robot nodal points $\mathbf{P}_{i}$ (shown in Figure 2). From such points, then, the computation of the joint variables becomes a trivial issue.

In more detail, the parameterization chosen to express the rotation matrix ${ }^{0} \mathbf{R}_{4}$ between frame $\{4\}$ and the fixed frame $\{0\}$ avoiding trigonometric functions is the Cayley transform, which maps the skew-symmetric matrix $\mathbf{C}$ given by:

$$
\mathbf{C}=\left[\begin{array}{ccc}
0 & -c_{3} & c_{2}  \tag{4}\\
c_{3} & 0 & -c_{1} \\
-c_{2} & c_{1} & 0
\end{array}\right]
$$

into a rotation matrix:

$$
\begin{equation*}
{ }^{0} \mathbf{R}_{4}=(\mathbf{I}+\mathbf{C})(\mathbf{I}-\mathbf{C})^{-1} \tag{5}
\end{equation*}
$$

Therefore, the shape assumed by the resulting rotation matrix ${ }^{0} \mathbf{R}_{4}$ in terms of the three parameters $c_{i}$ (with $i=1,2,3$ ) is:

$$
{ }^{0} \mathbf{R}_{4}=\frac{1}{c_{1}^{2}+c_{2}^{2}+c_{3}^{2}+1}\left[\begin{array}{ccc}
c_{1}^{2}-c_{2}^{2}-c_{3}^{2}+1 & 2 c_{1} c_{2}-2 c_{3} & 2 c_{2}+2 c_{1} c_{3}  \tag{6}\\
2 c_{3}+2 c_{1} c_{2} & -c_{1}^{2}+c_{2}^{2}-c_{3}^{2}+1 & 2 c_{2} c_{3}-2 c_{1} \\
2 c_{1} c_{3}-2 c_{2} & 2 c_{1}+2 c_{2} c_{3} & -c_{1}^{2}-c_{2}^{2}+c_{3}^{2}+1
\end{array}\right]
$$

Based on such a choice, the Inverse Kinematics Problem actually consists of finding the parameters that allow the determination of the pose of $\{4\}$ (expressed by means of $c_{1}$, $c_{2}, c_{3}$ and coordinates of $\mathbf{P}_{4}$ ) starting from $\{6\}$, and it can be stated as:

$$
{ }^{0} \mathbf{T}_{6} \xrightarrow[\text { kinematics }]{\text { inverse }} \quad \mathbf{p}=\left[\begin{array}{llllll}
c_{1} & c_{2} & c_{3} & P_{4, x} & P_{4, y} & P_{4, z} \tag{7}
\end{array}\right]
$$

where the variables $c_{i}$ can be used to describe the orientation of frame $\{4\}$, as mentioned above, and $P_{4, x}, P_{4, y}, P_{4, z}$ are the coordinates of its origin, gathered in the column vector $\mathbf{P}_{4}$. The 6 parameters are then used to build up the needed transformation matrix:

$$
{ }^{0} \mathbf{T}_{4}=\left[\begin{array}{cc}
{ }^{0} \mathbf{R}_{4} & \mathbf{P}_{4}  \tag{8}\\
\mathbf{0}_{1 \times 3} & 1
\end{array}\right]
$$

with obvious meaning of the terms involved. In the following, the system of equations used to work out the solution of the kinematic problem is shown in detail together with its solution path.

### 3.1. System of Equations

To find the configuration of frame $\{4\}$ once given a value for ${ }^{0} \mathbf{R}_{6}$, a set of six equations must be provided. To achieve such an aim, it is possible to exploit both the loop-closure of the kinematic chain and the mobility provided by the joint topology. The former can be obtained by considering as known the position in space of points $\mathbf{P}_{5}$ and $\mathbf{P}_{6}$, while the latter is achieved through the mobility of the non-spherical wrist and the anthropomorphic arm.

Starting from the kinematic closure, the coordinates of $\mathbf{P}_{5}$ are easily obtained via:

$$
\left[\begin{array}{c}
\mathbf{P}_{5}  \tag{9}\\
1
\end{array}\right]={ }^{0} \mathbf{T}_{6}\left[\begin{array}{c}
0 \\
0 \\
-d_{6} \\
1
\end{array}\right]=\left[\begin{array}{c}
P_{5, x} \\
P_{5, y} \\
P_{5, z} \\
1
\end{array}\right]
$$

The same point can be written starting from $\{4\}$ in terms of the problem unknowns, namely:

$$
\left[\begin{array}{c}
\mathbf{P}_{5}  \tag{10}\\
1
\end{array}\right]={ }^{0} \mathbf{T}_{4}\left[\begin{array}{c}
0 \\
0 \\
d_{5} \\
1
\end{array}\right]
$$

By comparing (9) and (10), the first three equations are obtained. After simplification and elimination of the non-vanishing terms, the three equations obtained are three polynomials in terms of the six unknowns collected in $\mathbf{p}$ :

$$
\begin{array}{ll}
\Phi_{1}: & \left(P_{4, x}-P_{5, x}\right)\left(c_{1}^{2}+c_{2}^{2}+c_{3}^{2}+1\right)+2 d_{5}\left(c_{1} c_{3}+c_{2}\right)=0 \\
\Phi_{2}: & \left(P_{4, y}-P_{5, y}\right)\left(c_{1}^{2}+c_{2}^{2}+c_{3}^{2}+1\right)+2 d_{5}\left(c_{2} c_{3}-c_{1}\right)=0  \tag{11}\\
\Phi_{3}: & \left(P_{4, z}-P_{5, z}\right)\left(c_{1}^{2}+c_{2}^{2}+c_{3}^{2}+1\right)-d_{5}\left(c_{1}^{2}+c_{2}^{2}-c_{3}^{2}-1\right)=0
\end{array}
$$

Three additional equations can be worked out from the mobility of frame $\{4\}$. First, it can be noticed that the $y_{4}$-axis of the frame is constrained to intersect the $z_{0}$-axis of the global coordinate system (since $d_{2}=d_{3}$ ), except for the case where the two axes are parallel and not coincident, i.e., when the $y_{4}$-axis is directed along vertical and does not pass through the origin of the fixed frame. The latter condition, by the way, is far from the operating conditions of the robot. A more general condition can be stated as the coplanarity of the four points $\mathbf{P}_{0}, \mathbf{P}_{1}, \mathbf{P}_{3}$ and $\mathbf{P}_{4}$ or better as the linear dependency among the three vectors $\mathbf{z}_{0}, \mathbf{y}_{4}$ and $\left(\mathbf{P}_{4}-\mathbf{P}_{0}\right)$. Such a condition is fulfilled when:

$$
\operatorname{det}\left[\begin{array}{lll}
\mathbf{z}_{0} & \mathbf{y}_{4} & \left.\left(\mathbf{P}_{4}-\mathbf{P}_{0}\right)\right]=0 \tag{12}
\end{array}\right.
$$

where $\mathbf{z}_{0}=\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]^{T}, \mathbf{y}_{4}={ }^{0} \mathbf{R}_{4}\left[\begin{array}{lll}0 & 1 & 0\end{array}\right]^{T}$ and $\left(\mathbf{P}_{4}-\mathbf{P}_{0}\right)=\left[\begin{array}{lll}P_{4, x} & P_{4, y} & P_{4, z}\end{array}\right]^{T}$. After some manipulation and elimination of non-vanishing components, the determinant in (12) can be expanded to obtain the fourth equation of the system:

$$
\begin{equation*}
\Phi_{4}: \quad\left(c_{1}^{2}-c_{2}^{2}+c_{3}^{2}-1\right) P_{4, x}+\left(2 c_{1} c_{2}-2 c_{3}\right) P_{4, y}=0 \tag{13}
\end{equation*}
$$

The mobility of the kinematic chain, of the wrist in particular, also constrains frame $\{4\}$ to maintain an axis perpendicular to the assigned coordinate system $\{6\}$, i.e., the axes identified by vectors $\mathbf{z}_{4}$ and $\mathbf{z}_{6}$. The perpendicularity is fulfilled when:

$$
\begin{equation*}
\mathbf{z}_{4}^{T} \mathbf{z}_{6}=0 \tag{14}
\end{equation*}
$$

where $\mathbf{z}_{4}={ }^{0} \mathbf{R}_{4}\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]^{T}$ and $\mathbf{z}_{6}$ is the unit vector of $\left(\mathbf{P}_{5}-\mathbf{P}_{6}\right)$ (for the constraint purpose, they can be used interchangeably). After substitution and simplification, the following polynomial is obtained:

$$
\begin{align*}
\Phi_{5}: & 2\left(c_{1} c_{3}+c_{2}\right)\left(P_{5, x}-P_{6, x}\right)+2\left(c_{2} c_{3}-c_{1}\right)\left(P_{5, y}-P_{6, y}\right)+  \tag{15}\\
& -\left(c_{1}^{2}+c_{2}^{2}-c_{3}^{2}-1\right)\left(P_{5, z}-P_{6, z}\right)=0
\end{align*}
$$

Finally, it must be noted that point $\mathbf{P}_{3}$ maintains a constant distance with respect to the center of the robot shoulder, i.e., to the point $\mathbf{P}_{1}$. Thus, it is:

$$
\begin{equation*}
\left(\mathbf{P}_{3}-\mathbf{P}_{1}\right)^{T}\left(\mathbf{P}_{3}-\mathbf{P}_{1}\right)-a_{2}^{2}=0 \tag{16}
\end{equation*}
$$

where $\mathbf{P}_{3}=\mathbf{P}_{4}+{ }^{0} \mathbf{R}_{4}\left[\begin{array}{lll}0 & d_{4} & 0\end{array}\right]^{T}$ and $\mathbf{P}_{1}=\left[\begin{array}{lll}0 & 0 & d_{1}\end{array}\right]^{T}$, yielding the simplified form:

$$
\begin{align*}
\Phi_{6}: & \left(P_{4, x}\left(c_{1}^{2}+c_{2}^{2}+c_{3}^{2}+1\right)+2 d_{4}\left(c_{1} c_{2}-c_{3}\right)\right)^{2}+ \\
& +\left(P_{4, y}\left(c_{1}^{2}+c_{2}^{2}+c_{3}^{2}+1\right)+d_{4}\left(c_{1}^{2}-c_{2}^{2}+c_{3}^{2}-1\right)\right)^{2}+  \tag{17}\\
& +\left(\left(P_{4, z}-d_{1}\right)\left(c_{1}^{2}+c_{2}^{2}+c_{3}^{2}+1\right)+2 d_{4}\left(c_{2} c_{3}+c_{1}\right)\right)^{2}-a_{2}^{2}=0
\end{align*}
$$

The six polynomial equations $\Phi_{i}$ must now be solved in the unknown variables of p to obtain a single polynomial in terms of $c_{1}$ only. The solution path is detailed in the following section.

### 3.2. System Solution

At first, it is possible to remove the three Cartesian variables $P_{4, x}, P_{4, y}$ and $P_{4, z}$ exploiting the three equations $\Phi_{1}, \Phi_{2}$ and $\Phi_{3}$ in which they only appear in linear form. Thus, the following expressions can be found in terms of $c_{1}, c_{2}$ and $c_{3}$ :

$$
\begin{align*}
& P_{4, x}\left(c_{1}, c_{2}, c_{3}\right)=P_{5, x}-d_{5} \frac{2\left(c_{1} c_{3}+c_{2}\right)}{c_{1}^{2}+c_{2}^{2}+c_{3}^{2}+1} \\
& P_{4, y}\left(c_{1}, c_{2}, c_{3}\right)=P_{5, y}-d_{5} \frac{2\left(c_{2} c_{3}-c_{1}\right)}{c_{1}^{2}+c_{2}^{2}+c_{3}^{2}+1}  \tag{18}\\
& P_{4, z}\left(c_{1}, c_{2}, c_{3}\right)=P_{5, z}+d_{5} \frac{c_{1}^{2}+c_{2}^{2}-c_{3}^{2}-1}{c_{1}^{2}+c_{2}^{2}+c_{3}^{2}+1}
\end{align*}
$$

Substitution of (18) into $\Phi_{4}, \Phi_{5}$ and $\Phi_{6}$ yields to a formulation of the robot kinematics in terms of only $c_{1}, c_{2}$ and $c_{3}$. The resulting polynomials own a maximum degree of 2 and can be expressed as:

$$
\begin{equation*}
\Phi_{h}: \sum_{i, j, k=0}^{i+j+k \leq 2} \varphi_{h, i j k} c_{1}^{i} c_{2}^{j} c_{3}^{k}=0 \tag{19}
\end{equation*}
$$

where the coefficients $\varphi_{h, i j k}$ are function of the robot geometric parameters and $h=4,5,6$. Appendix A shows in detail the value of such coefficients.

To reduce the system of equations and obtain a polynomial in terms of just one of the three unknowns (namely $c_{1}$ ), the Equation (19) can be rewritten consequently. To remove $c_{3}$ at first, the following shape can be worked out:

$$
\begin{equation*}
X_{h}: \sum_{k=0}^{2} \chi_{h, k} c_{3}^{k}=0 \tag{20}
\end{equation*}
$$

where the coefficients $\chi_{h, k}$ (detailed in Appendix $B$ ) are functions of $c_{1}$ and $c_{2}$. It is worth remarking that the formulations (19) and (20) coincide, thus $\Phi_{h}=X_{h}$. However, polynomials (20) can be used to remove $c_{3}$ by means of two Sylvester matrices, whose determinants provide two further reduced equations:

$$
\begin{align*}
& \Psi_{1}: \operatorname{det}\left[\begin{array}{cccc}
\chi_{4,2} & \chi_{4,1} & \chi_{4,0} & 0 \\
0 & \chi_{4,2} & \chi_{4,1} & \chi_{4,0} \\
\chi_{6,2} & \chi_{6,1} & \chi_{6,0} & 0 \\
0 & \chi_{6,2} & \chi_{6,1} & \chi_{6,0}
\end{array}\right]=0  \tag{21}\\
& \Psi_{2}: \operatorname{det}\left[\begin{array}{cccc}
\chi_{5,2} & \chi_{5,1} & \chi_{5,0} & 0 \\
0 & \chi_{5,2} & \chi_{5,1} & \chi_{5,0} \\
\chi_{6,2} & \chi_{6,1} & \chi_{6,0} & 0 \\
0 & \chi_{6,2} & \chi_{6,1} & \chi_{6,0}
\end{array}\right]=0
\end{align*}
$$

The vanishing set of the determinants $\Psi_{1}$ and $\Psi_{2}$ (which are polynomials of $c_{1}$ and $c_{2}$ ) represent the solution to the inverse kinematics problem. The maximum degree of the polynomials is 4 and in compact form they can be formulated as:

$$
\begin{equation*}
\Psi_{h}: \sum_{i, j=0}^{i+j \leq 4} \psi_{h, i j} c_{1}^{i} c_{2}^{j}=0 \tag{22}
\end{equation*}
$$

The elimination via Sylvester matrix can be adopted also to remove the unknown $c_{2}$ by rewriting (22) as:

$$
\begin{equation*}
\Omega_{h}: \sum_{j=0}^{4} \omega_{h, j} c_{2}^{j}=0 \tag{23}
\end{equation*}
$$

Again, it is remarked that (23) is a different formulation of (22), nevertheless $\Psi_{h}=\Omega_{h}$. A complete formulation of coefficients $\omega_{h, j}$ is provided in Appendix C, where they are presented already as polynomials of the only unknown $c_{1}$.

The last step of the solution is made using again the Sylvester method for reduction of variable $c_{2}$ by means of (23). A further matrix is built, whose determinant is a polynomial of degree 16 in terms of the only unknown $c_{1}$ :

$$
\Lambda: \operatorname{det}\left[\begin{array}{cccccccc}
\omega_{1,4} & \omega_{1,3} & \omega_{1,2} & \omega_{1,1} & \omega_{1,0} & 0 & 0 & 0  \tag{24}\\
0 & \omega_{1,4} & \omega_{1,3} & \omega_{1,2} & \omega_{1,1} & \omega_{1,0} & 0 & 0 \\
0 & 0 & \omega_{1,4} & \omega_{1,3} & \omega_{1,2} & \omega_{1,1} & \omega_{1,0} & 0 \\
0 & 0 & 0 & \omega_{1,4} & \omega_{1,3} & \omega_{1,2} & \omega_{1,1} & \omega_{1,0} \\
\omega_{2,4} & \omega_{2,3} & \omega_{2,2} & \omega_{2,1} & \omega_{2,0} & 0 & 0 & 0 \\
0 & \omega_{2,4} & \omega_{2,3} & \omega_{2,2} & \omega_{2,1} & \omega_{2,0} & 0 & 0 \\
0 & 0 & \omega_{2,4} & \omega_{2,3} & \omega_{2,2} & \omega_{2,1} & \omega_{2,0} & 0 \\
0 & 0 & 0 & \omega_{2,4} & \omega_{2,3} & \omega_{2,2} & \omega_{2,1} & \omega_{2,0}
\end{array}\right]=0
$$

In more compact form, the solving equation $\Lambda$ is:

$$
\begin{equation*}
\Lambda: \sum_{i=0}^{16} \lambda_{i} c_{1}^{i}=0 \tag{25}
\end{equation*}
$$

where the coefficients $\lambda_{i}$ for $i=1, \ldots, 16$ are finally functions of only geometric parameters. Unfortunately, explicit expressions for the coefficients are too large to be shown in this document. Nonetheless, Appendix D shows (25) in terms of the polynomials $\omega_{h, i}$ appearing in matrix (24). The polynomial provides up to 16 real solutions to the problem, corresponding to its roots. The number of solutions does not change depending on proximity to singular poses or joint limits. However, it obviously becomes equal to 0 for singular configurations (such as any point out of the robot workspace) for which only complex roots can be found (25). In the remainder of the manuscript, details are provided about the back-substitution of such values and the numeric implementation for the computation of the other variables of the problem.

## 4. Implementation and Verification

As aforementioned, the vanishing set of the polynomial (25) allows the discovery of up to 16 real solutions for the inverse kinematics problem, corresponding to the roots of $\Lambda$. The expanded equations shown in the appendices provide an impression of the coefficient dimensions that cannot be further reduced. For this reason, the products of polynomials $\omega_{h, i}$ have not been made explicit during the implementation of the inverse kinematics algorithm. On the contrary, the coefficients of $\Lambda$ have been obtained as a sum of the coefficients of each addendum appearing in Appendix D, and each of them was worked out via the convolution of the corresponding discrete sequence of coefficients.

As is known, in fact, given two polynomials $f(x)$ and $g(x)$ of degree $m$ and $n$, respectively:

$$
\begin{equation*}
f(x)=\sum_{i=0}^{m} f_{i} x^{i} \quad g(x)=\sum_{i=0}^{n} g_{i} x^{i} \tag{26}
\end{equation*}
$$

the product $f(x) g(x)$ is a $m+n$ degree polynomial given by:

$$
\begin{equation*}
h(x)=f(x) g(x)=\sum_{i=0}^{m+n} h_{i} x^{i} \quad \text { with } \quad h_{i}=\sum_{k=0}^{i} f_{k} g_{i-k} \tag{27}
\end{equation*}
$$

The definition of $h_{i}$ can be easily extended to a $-\infty,+\infty$ sum, and then to a definition of the convolution of a discrete series. Therefore, the coefficients $h_{i}$ of polynomial $h(x)=f(x) g(x)$ are computable as the convolution $f_{i} \circledast g_{i}$. Let us take, for example, the
multiplication $\omega_{1,3} \omega_{2,2}$. The coefficients of the resulting polynomial will be provided by the convolution of the coefficients of the factors, thus:

$$
\omega_{1,3} \omega_{2,2}=\left(\left[B_{1}, C_{1}\right]\left[\begin{array}{c}
c_{1}  \tag{28}\\
1
\end{array}\right]\right)\left(\left[D_{2}, E_{2}, F_{2}\right]\left[\begin{array}{c}
c_{1}^{2} \\
c_{1} \\
1
\end{array}\right]\right)=\left(\left[B_{1}, C_{1}\right] \circledast\left[D_{2}, E_{2}, F_{2}\right]\right)\left[\begin{array}{c}
c_{1}^{3} \\
c_{1}^{2} \\
c_{1} \\
1
\end{array}\right]
$$

where expressions in terms of the robot geometric parameters are provided in the appendices for $A_{i}, B_{i}, C_{i}$, etc.

Using convolution rather than multiplication allows computation with relative ease of the coefficients of $\Lambda$ and therefore its 16 roots. Then, the remaining unknowns can be computed following the solution path backwards and substituting the values obtained time by time. Starting from (24), a linear system of equation can be built as:

$$
\left[\begin{array}{cccccc}
\omega_{1,4} & \omega_{1,3} & \omega_{1,2} & \omega_{1,1} & \omega_{1,0} & 0  \tag{29}\\
0 & \omega_{1,4} & \omega_{1,3} & \omega_{1,2} & \omega_{1,1} & \omega_{1,0} \\
0 & 0 & \omega_{1,4} & \omega_{1,3} & \omega_{1,2} & \omega_{1,1} \\
\omega_{2,4} & \omega_{2,3} & \omega_{2,2} & \omega_{2,1} & \omega_{2,0} & 0 \\
0 & \omega_{2,4} & \omega_{2,3} & \omega_{2,2} & \omega_{2,1} & \omega_{2,0} \\
0 & 0 & \omega_{2,4} & \omega_{2,3} & \omega_{2,2} & \omega_{2,1}
\end{array}\right]\left[\begin{array}{c}
c_{2}^{6} \\
c_{2}^{5} \\
c_{2}^{4} \\
c_{2}^{3} \\
c_{2}^{2} \\
c_{2}
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
-\omega_{1,0} \\
0 \\
0 \\
-\omega_{2,0}
\end{array}\right]
$$

Substituting one at a time the 16 values of $c_{1}$ (corresponding to the roots of $\Lambda$ ) to evaluate the polynomials $\omega_{h, i}$, the respective values of $c_{2}$ can be found from a solution of (29). As $c_{1}$ and $c_{2}$ are now known, the coefficients $\chi_{h, k}$ of (20) can be computed and used to obtain $c_{3}$ picking two equations from the three $X_{h}$. For example, it is possible to formulate the linear system:

$$
\left[\begin{array}{ll}
\chi_{4,2} & \chi_{4,1}  \tag{30}\\
\chi_{5,2} & \chi_{5,1}
\end{array}\right]\left[\begin{array}{l}
c_{3}^{2} \\
c_{3}
\end{array}\right]=\left[\begin{array}{l}
-\chi_{4,0} \\
-\chi_{5,0}
\end{array}\right]
$$

Lastly, the three orientation parameters $c_{1}, c_{2}$ and $c_{3}$ can be substituted into (18) to obtain the coordinates $P_{4, x}, P_{4, y}, P_{4, z}$ of the origin of the reference frame $\{4\}$. This passage almost closes the inverse kinematics problem, although the last few steps of joint variables computation are still at stake. To provide a complete mapping ${ }^{0} \mathbf{T}_{6} \longrightarrow \mathbf{q}$, the coordinates of the points $\mathbf{P}_{4}$ and $\mathbf{P}_{3}=\mathbf{P}_{4}+{ }^{0} \mathbf{R}_{4}\left[\begin{array}{lll}0 & d_{4} & 0\end{array}\right]^{T}$ can be exploited. The passages to obtain the values of the joint variables, which are quite trivial, are not shown here for the sake of conciseness, although their full formulation is shown in Appendix E. However, it is worth remarking that their values are calculated in cascade, following the order $q_{2}, q_{1}, q_{3}$, $q_{4}, q_{5}, q_{6}$.

It is also worth noting that the very first computation, i.e., $q_{2}=\arcsin \left(P_{3, x}-P_{1, x}\right) / a_{2}$, doubles the number of available solutions (being acceptable both $q_{2}$ and $\pi-q_{2}$ ). Actually, the solutions obtained considering the full domain of the function arcsin are already present within the set of points coordinates previously found. In practice, applying in sequence the mapping ${ }^{0} \mathbf{T}_{6} \longrightarrow \mathbf{p}$ and $\mathbf{p} \longrightarrow \mathbf{q}$ duplicated solutions are added to the available ones (that can be easily eliminated).

## Numerical Example

Finally, to verify the effectiveness of the proposed solution, a numerical example is shown. A random set of joint angles is picked to compute the robot forward kinematics by (2). In particular, in degrees:

$$
\mathbf{q}=\left[\begin{array}{llllll}
78^{\circ} & 131^{\circ} & 24^{\circ} & 42^{\circ} & -60^{\circ} & -10^{\circ} \tag{31}
\end{array}\right]^{T}
$$

which provide the transformation matrix:

$$
{ }^{0} \mathbf{T}_{6}=\left[\begin{array}{cccc}
0.3363 & 0.8387 & -0.4283 & 0.0571  \tag{32}\\
0.6182 & 0.1464 & 0.7722 & 0.1786 \\
0.7104 & -0.5245 & -0.4693 & 0.7677 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

The resulting known points useful for inverse kinematics computations and for results check are (in mm):

$$
\begin{gather*}
\mathbf{P}_{0}=\left[\begin{array}{l}
0.0 \\
0.0 \\
0.0
\end{array}\right] \quad \mathbf{P}_{1}=\left[\begin{array}{c}
0.0 \\
0.0 \\
250.3
\end{array}\right] \quad \mathbf{P}_{3}=\left[\begin{array}{c}
125.7 \\
55.0 \\
842.7
\end{array}\right] \\
\mathbf{P}_{4}=\left[\begin{array}{c}
0.0 \\
0.0 \\
250.3
\end{array}\right] \quad \mathbf{P}_{5}=\left[\begin{array}{c}
125.7 \\
55.0 \\
842.7
\end{array}\right] \quad \mathbf{P}_{6}=\left[\begin{array}{c}
57.1 \\
178.6 \\
767.7
\end{array}\right] \tag{33}
\end{gather*}
$$

Such coordinates, together with the geometrical parameters already introduced in Table 1, can be substituted into the explicit expressions of the coefficients of polynomials $\omega_{h, i}$. Such polynomials allow computing, via convolution, the coefficients of $\Lambda$, whose roots represent the values of $c_{1}$ which are the solution of the inverse kinematics problem. Substituting in cascade into (29), (30) and (18), it is possible to obtain the values of the remaining unknowns, which are shown in Table 2. As is shown, the polynomial $\Lambda$ provides in this case only eight real solutions, for which it is possible to evaluate eight poses for the reference frame $\{4\}$.

Table 2. Solutions of the inverse kinematics for the given joint variables (31): eight real solutions for $c_{1}$ out of 16 roots of $\Lambda$.

| $\mathrm{c}_{1}$ | $\mathrm{c}_{2}$ | $\mathrm{c}_{3}$ | $\mathrm{P}_{4, \mathrm{x}}$ | $\mathrm{P}_{4, \mathrm{y}}$ | $\mathrm{P}_{4, \mathrm{z}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| -13.105 | -0.262 | -22.831 | -3.5 | 46.7 | 766.9 |
| -9.673 | 1.672 | -4.490 | 10.5 | 49.4 | 938.7 |
| -7.730 | -18.981 | 8.395 | 176.8 | 147.5 | 949.1 |
| -7.603 | 0.844 | -3.933 | 2.6 | 37.9 | 926.8 |
| -6.135 | 0.372 | -3.417 | -1.2 | 26.1 | 917.3 |
| -3.738 | -0.223 | -2.270 | 2.7 | -8.0 | 901.1 |
| -3.230 | -0.296 | -4.901 | -5.4 | 15.5 | 781.5 |
| $-0.667+0.50 \mathrm{i}$ | - | - | - | - | - |
| $-0.667-0.50 \mathrm{i}$ | - | - | - | - | - |
| -0.480 | 1.417 | -0.041 | -7.3 | 16.0 | 900.0 |
| $-0.233+0.01 \mathrm{i}$ | - | - | - | - | - |
| $-0.233-0.01 \mathrm{i}$ | - | - | - | - | - |
| $-0.088+0.04 \mathrm{i}$ | - | - | - | - | - |
| $-0.088-0.04 \mathrm{i}$ | - | - | - | - | - |
| $-0.041+0.02 \mathrm{i}$ | - | - | - | - | - |
| $-0.041-0.02 \mathrm{i}$ | - | - | - | - | - |

The results offered by the algorithm in terms of pose of $\{4\}$ can be then mapped into sets of joint variables by means of the equations presented in Appendix D. As aforementioned, the eight real solutions of $c_{1}$ are doubled by the angle computations (see Table 3), although four of the resulting configurations (shown in Figure 3) are repeated.

Table 3. Computedjoints variables corresponding to the eight real roots of $\Lambda$ : total of 16 configurations, four of which repeated.


Figure 3. Representation of the 16 configurations resulting from the inverse kinematics problem solution.

## 5. Conclusions

This manuscript proposes a closed-form solution for the inverse kinematics mapping of a class of 6 R robotic manipulators, characterized by a non-spherical wrist. On the one hand, such a feature improves the robot mechanical simplicity and provides some advantage in terms of dexterity; on the other, it prevents the use of common methods developed for anthropomorphic arms. For this reason, a specific approach has been worked out based on the constraint equations that characterize the mobility of an inner body of
the kinematic chain (i.e., the first body of the non-spherical wrist). The solution path eliminates one at a time five out of the six unknowns of the problem and provides a univariate polynomial of degree 16, whose roots represent the problem solution. Backward substitution and computation of the actuated joint angles are shown to close the solution path and provide a full map of the end-effector configurations space and the motors space. In conclusion, the manuscript provides a complete walk-through to compute all the possible postures that the FANUC CRX family of cobots can exhibit to reach a given pose. Obviously, the proposed method is effective also for all the manipulators sharing their joint topology with the FANUC CRX family, i.e., for those manipulators for which the written equations are valid. Future developments will involve the analysis of the robot workspace to also provide a complete map of robot workspace boundaries and inner singularities, the analysis of representation singularities, and the impact of the problem of numerical conditioning on the accuracy of the kinematics solution.
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## Appendix A. Coefficients of Polynomials $\boldsymbol{\Phi}_{h}$

$$
\begin{array}{cl}
\varphi_{4,002}=P_{5, x} & \varphi_{5,002}=P_{5, z}-P_{6, z} \\
\varphi_{4,011}=0 & \varphi_{5,011}=2 P_{5, y}-2 P_{6, y} \\
\varphi_{4,101}=-2 d_{5} & \varphi_{5,101}=2 P_{5, x}-2 P_{6, x} \\
\varphi_{4,001}=-2 P_{5, y} & \varphi_{5,001}=0 \\
\varphi_{4,020}=-P_{5, x} & \varphi_{5,020}=P_{6, z}-P_{5, z} \\
\varphi_{4,110}=2 P_{5, y} & \varphi_{5,110}=0 \\
\varphi_{4,010}=2 d_{5} & \varphi_{5,010}=2 P_{5, x}-2 P_{6, x} \\
\varphi_{4,200}=P_{5, x} & \varphi_{5,200}=P_{6, z}-P_{5, z} \\
\varphi_{4,100}=0 & \varphi_{5,100}=2 P_{6, y}-2 P_{5, y} \\
\varphi_{4,000}=-P_{5, x} & \varphi_{5,000}=P_{5, z}-P_{6, z} \\
& \\
\varphi_{6,002}=P_{5, x}^{2}+P_{5, y}^{2}+P_{5, z}^{2}-2 P_{5, y} d_{4}-2 P_{5, z}\left(d_{1}+d_{5}\right)-d_{2}^{2}+d_{1}^{2}+2 d_{1} d_{5}+d_{4}^{2}+d_{5}^{2} \\
\varphi_{6,011}=4 P_{5, z} d_{4}-4 P_{5, y} d_{5}-4 d_{1} d_{4} & \\
\varphi_{6,101}=-4 P_{5, x} d_{5} & \\
\varphi_{6,001}=-4 P_{5, x} d_{4} & \\
\varphi_{6,020}=P_{5, x}^{2}+P_{5, y}^{2}+P_{5, z}^{2}+2 P_{5, y} d_{4}-2 P_{5, z}\left(d_{1}-d_{5}\right)-d_{2}^{2}+d_{1}^{2}-2 d_{1} d_{5}+d_{4}^{2}+d_{5}^{2} \\
\varphi_{6,110}=4 P_{5, x} d_{4} & \\
\varphi_{6,010}=-4 P_{5, x} d_{5} & \\
\varphi_{6,200}=P_{5, x}^{2}+P_{5, y}^{2}+P_{5, z}^{2}-2 P_{5, y} d_{4}-2 P_{5, z}\left(d_{1}+d_{5}\right)-d_{2}^{2}+d_{1}^{2}-2 d_{1} d_{5}+d_{4}^{2}+d_{5}^{2} \\
\varphi_{6,100}=4 P_{5, y} d_{5}+4 P_{5, z} d_{4}-4 d_{1} d_{4} & \\
\varphi_{6,000}=P_{5, x}^{2}+P_{5, y}^{2}+P_{5, z}^{2}+2 P_{5, y} d_{4}-2 P_{5, z}\left(d_{1}+d_{5}\right)-d_{2}^{2}+d_{1}^{2}+2 d_{1} d_{5}+d_{4}^{2}+d_{5}^{2}
\end{array}
$$

## Appendix B. Coefficients of Polynomials $X_{h}$

$$
\begin{aligned}
& \chi_{h, 2}=\varphi_{h, 002} \\
& \chi_{h, 1}=\varphi_{h, 001}+\varphi_{h, 101} c_{1}+\varphi_{h, 011} c_{2} \\
& \chi_{h, 0}=\varphi_{h, 200} c_{1}^{2}+\varphi_{h, 110} c_{1} c_{2}+\varphi_{h, 100} c_{1}+\varphi_{h, 020} c_{2}^{2}+\varphi_{h, 010} c_{2}+\varphi_{h, 000}
\end{aligned}
$$

## Appendix C. Coefficients of Polynomials $\Omega_{h}$

$$
\begin{aligned}
& \omega_{h, 4}=A_{h} \\
& \omega_{h, 3}=B_{h} c_{1}+C_{h} \\
& \omega_{h, 2}=D_{h} c_{1}^{2}+E_{h} c_{1}+F_{h} \\
& \omega_{h, 1}=G_{h} c_{1}^{3}+H_{h} c_{1}^{2}+I_{h} c_{1}+J_{h} \\
& \omega_{h, 0}=K_{h} c_{1}^{4}+L_{h} c_{1}^{3}+M_{h} c_{1}^{2}+N_{h} c_{1}+O_{h}
\end{aligned}
$$

$$
\text { In the following, } h^{*}=4 \text { for } h=1 \text { and } h^{*}=5 \text { for } h=2 .
$$

$A_{h}=\varphi_{h^{*}, 002}^{2} \varphi_{6,020}^{2}-\varphi_{h^{*}, 002} \varphi_{h^{*}, 011} \varphi_{6,011} \varphi_{6,020}-2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 020} \varphi_{6,002} \varphi_{6,020}$ $+\varphi_{h^{*}, 002} \varphi_{h^{*}, 020} \varphi_{6,011}^{2}+\varphi_{h^{*}, 011}^{2} \varphi_{6,002} \varphi_{6,020}-\varphi_{h^{*}, 011} \varphi_{h^{*}, 020} \varphi_{6,002} \varphi_{6,011}+\varphi_{h^{*}, 020}^{2} \varphi_{6,002}^{2}$
$B_{h}=\varphi_{h^{*}, 002} \varphi_{h^{*}, 110} \varphi_{6,011}^{2}+2 \varphi_{h^{*}, 020} \varphi_{h^{*}, 110} \varphi_{6,002}^{2}+\varphi_{h^{*}, 011}^{2} \varphi_{6,002} \varphi_{6,110}+2 \varphi_{h^{*}, 002}^{2} \varphi_{6,020} \varphi_{6,110}$ $-\varphi_{h^{*}, 002} \varphi_{h^{*}, 011} \varphi_{6,011} \varphi_{6,110}-\varphi_{h^{*}, 002} \varphi_{h^{*}, 011} \varphi_{6,020} \varphi_{6,101}-2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 020} \varphi_{6,002} \varphi_{6,110}$
$+2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 020} \varphi_{6,011} \varphi_{6,101}-\varphi_{h^{*}, 002} \varphi_{h^{*}, 101} \varphi_{6,011} \varphi_{6,020}-2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 110} \varphi_{6,002} \varphi_{6,020}$
$-\varphi_{h^{*}, 011} \varphi_{h^{*}, 020} \varphi_{6,002} \varphi_{6,101}+2 \varphi_{h^{*}, 011} \varphi_{h^{*}, 101} \varphi_{6,002} \varphi_{6,020}-\varphi_{h^{*}, 011} \varphi_{h^{*}, 110} \varphi_{6,002} \varphi_{6,011}$
$-\varphi_{h^{*}, 020} \varphi_{h^{*}, 101} \varphi_{6,002} \varphi_{6,011}$
$C_{h}=\varphi_{h^{*}, 002} \varphi_{h^{*}, 010} \varphi_{6,011}^{2}+2 \varphi_{h^{*}, 010} \varphi_{h^{*}, 020} \varphi_{6,002}^{2}+\varphi_{h^{*}, 011}^{2} \varphi_{6,002} \varphi_{6,010}+2 \varphi_{h^{*}, 002}^{2} \varphi_{6,010} \varphi_{6,020}$
$-\varphi_{h^{*}, 001} \varphi_{h^{*}, 002} \varphi_{6,011} \varphi_{6,020}+2 \varphi_{h^{*}, 001} \varphi_{h^{*}, 011} \varphi_{6,002} \varphi_{6,020}-\varphi_{h^{*}, 001} \varphi_{h^{*}, 020} \varphi_{6,002} \varphi_{6,011}$
$-2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 010} \varphi_{6,002} \varphi_{6,020}-\varphi_{h^{*}, 002} \varphi_{h^{*}, 011} \varphi_{6,001} \varphi_{6,020}-\varphi_{h^{*}, 002} \varphi_{h^{*}, 011} \varphi_{6,010} \varphi_{6,011}$
$+2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 020} \varphi_{6,001} \varphi_{6,011}-2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 020} \varphi_{6,002} \varphi_{6,010}-\varphi_{h^{*}, 010} \varphi_{h^{*}, 011} \varphi_{6,002} \varphi_{6,011}$
$-\varphi_{h^{*}, 011} \varphi_{h^{*}, 020} \varphi_{6,001} \varphi_{6,002}$
$D_{h}=\varphi_{h^{*}, 002}^{2} \varphi_{6,110}^{2}+\varphi_{h^{*}, 110}^{2} \varphi_{6,002}^{2}+\varphi_{h^{*}, 002} \varphi_{h^{*}, 020} \varphi_{6,101}^{2}+\varphi_{h^{*}, 002} \varphi_{h^{*}, 200} \varphi_{6,011}^{2}$
$+2 \varphi_{h^{*}, 020} \varphi_{h^{*}, 200} \varphi_{6,002}^{2}+\varphi_{h^{*}, 101}^{2} \varphi_{6,002} \varphi_{6,020}+\varphi_{h^{*}, 011}^{2} \varphi_{6,002} \varphi_{6,200}+2 \varphi_{h^{*}, 002}^{2} \varphi_{6,020} \varphi_{6,200}$
$-\varphi_{h^{*}, 002} \varphi_{h^{*}, 011} \varphi_{6,011} \varphi_{6,200}-\varphi_{h^{*}, 002} \varphi_{h^{*}, 011} \varphi_{6,101} \varphi_{6,110}-2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 020} \varphi_{6,002} \varphi_{6,200}$
$-\varphi_{h^{*}, 002} \varphi_{h^{*}, 101} \varphi_{6,011} \varphi_{6,110}-\varphi_{h^{*}, 002} \varphi_{h^{*}, 101} \varphi_{6,020} \varphi_{6,101}-2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 110} \varphi_{6,002} \varphi_{6,110}$
$+2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 110} \varphi_{6,011} \varphi_{6,101}-2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 200} \varphi_{6,002} \varphi_{6,020}+2 \varphi_{h^{*}, 011} \varphi_{h^{*}, 101} \varphi_{6,002} \varphi_{6,110}$
$-\varphi_{h^{*}, 011} \varphi_{h^{*}, 110} \varphi_{6,002} \varphi_{6,101}-\varphi_{h^{*}, 011} \varphi_{h^{*}, 200} \varphi_{6,002} \varphi_{6,011}-\varphi_{h^{*}, 020} \varphi_{h^{*}, 101} \varphi_{6,002} \varphi_{6,101}$
$-\varphi_{h^{*}, 101} \varphi_{h^{*}, 110} \varphi_{6,002} \varphi_{6,011}$
$E_{h}=\quad \varphi_{h^{*}, 002} \varphi_{h^{*}, 100} \varphi_{6,011}^{2}+2 \varphi_{h^{*}, 010} \varphi_{h^{*}, 110} \varphi_{6,002}^{2}+2 \varphi_{h^{*}, 020} \varphi_{h^{*}, 100} \varphi_{6,002}^{2}$
$+\varphi_{h^{*}, 011}^{2} \varphi_{6,002} \varphi_{6,100}+2 \varphi_{h^{*}, 002}^{2} \varphi_{6,010} \varphi_{6,110}+2 \varphi_{h^{*}, 002}^{2} \varphi_{6,020} \varphi_{6,100}$
$-\varphi_{h^{*}, 001} \varphi_{h^{*}, 002} \varphi_{6,011} \varphi_{6,110}-\varphi_{h^{*}, 001} \varphi_{h^{*}, 002} \varphi_{6,020} \varphi_{6,101}+2 \varphi_{h^{*}, 001} \varphi_{h^{*}, 011} \varphi_{6,002} \varphi_{6,110}$
$-\varphi_{h^{*}, 001} \varphi_{h^{*}, 020} \varphi_{6,002} \varphi_{6,101}+2 \varphi_{h^{*}, 001} \varphi_{h^{*}, 101} \varphi_{6,002} \varphi_{6,020}-\varphi_{h^{*}, 001} \varphi_{h^{*}, 110} \varphi_{6,002} \varphi_{6,011}$
$-2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 010} \varphi_{6,002} \varphi_{6,110}+2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 010} \varphi_{6,011} \varphi_{6,101}-\varphi_{h^{*}, 002} \varphi_{h^{*}, 011} \varphi_{6,001} \varphi_{6,110}$
$-\varphi_{h^{*}, 002} \varphi_{h^{*}, 011} \varphi_{6,010} \varphi_{6,101}-\varphi_{h^{*}, 002} \varphi_{h^{*}, 011} \varphi_{6,011} \varphi_{6,100}+2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 020} \varphi_{6,001} \varphi_{6,101}$
$-2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 020} \varphi_{6,002} \varphi_{6,100}-2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 100} \varphi_{6,002} \varphi_{6,020}-\varphi_{h^{*}, 002} \varphi_{h^{*}, 101} \varphi_{6,001} \varphi_{6,020}$
$-\varphi_{h^{*}, 002} \varphi_{h^{*}, 101} \varphi_{6,010} \varphi_{6,011}+2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 110} \varphi_{6,001} \varphi_{6,011}-2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 110} \varphi_{6,002} \varphi_{6,010}$
$-\varphi_{h^{*}, 010} \varphi_{h^{*}, 011} \varphi_{6,002} \varphi_{6,101}-\varphi_{h^{*}, 010} \varphi_{h^{*}, 101} \varphi_{6,002} \varphi_{6,011}-\varphi_{h^{*}, 011} \varphi_{h^{*}, 100} \varphi_{6,002} \varphi_{6,011}$
$+2 \varphi_{h^{*}, 011} \varphi_{h^{*}, 101} \varphi_{6,002} \varphi_{6,010}-\varphi_{h^{*}, 011} \varphi_{h^{*}, 110} \varphi_{6,001} \varphi_{6,002}-\varphi_{h^{*}, 020} \varphi_{h^{*}, 101} \varphi_{6,001} \varphi_{6,002}$
$F_{h}=\varphi_{h^{*}, 002}^{2} \varphi_{6,010}^{2}+\varphi_{h^{*}, 010}^{2} \varphi_{6,002}^{2}+\varphi_{h^{*}, 000} \varphi_{h^{*}, 002} \varphi_{6,011}^{2}+2 \varphi_{h^{*}, 000} \varphi_{h^{*}, 020} \varphi_{6,002}^{2}$
$+\varphi_{h^{*}, 002} \varphi_{h^{*}, 020} \varphi_{6,001}^{2}+\varphi_{h^{*}, 011}^{2} \varphi_{6,000} \varphi_{6,002}+2 \varphi_{h^{*}, 002}^{2} \varphi_{6,000} \varphi_{6,020}+\varphi_{h^{*}, 001}^{2} \varphi_{6,002} \varphi_{6,020}$
$-2 \varphi_{h^{*}, 000} \varphi_{h^{*}, 002} \varphi_{6,002} \varphi_{6,020}-\varphi_{h^{*}, 000} \varphi_{h^{*}, 011} \varphi_{6,002} \varphi_{6,011}-\varphi_{h^{*}, 001} \varphi_{h^{*}, 002} \varphi_{6,001} \varphi_{6,020}$
$-\varphi_{h^{*}, 001} \varphi_{h^{*}, 002} \varphi_{6,010} \varphi_{6,011}-\varphi_{h^{*}, 001} \varphi_{h^{*}, 010} \varphi_{6,002} \varphi_{6,011}+2 \varphi_{h^{*}, 001} \varphi_{h^{*}, 011} \varphi_{6,002} \varphi_{6,010}$
$-\varphi_{h^{*}, 001} \varphi_{h^{*}, 020} \varphi_{6,001} \varphi_{6,002}+2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 010} \varphi_{6,001} \varphi_{6,011}-2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 010} \varphi_{6,002} \varphi_{6,010}$
$-\varphi_{h^{*}, 002} \varphi_{h^{*}, 011} \varphi_{6,000} \varphi_{6,011}-\varphi_{h^{*}, 002} \varphi_{h^{*}, 011} \varphi_{6,001} \varphi_{6,010}-2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 020} \varphi_{6,000} \varphi_{6,002}$
$-\varphi_{h^{*}, 010} \varphi_{h^{*}, 011} \varphi_{6,001} \varphi_{6,002}$
$G_{h}=\varphi_{h^{*}, 002} \varphi_{h^{*}, 110} \varphi_{6,101}^{2}+2 \varphi_{h^{*}, 110} \varphi_{h^{*}, 200} \varphi_{6,002}^{2}+\varphi_{h^{*}, 101}^{2} \varphi_{6,002} \varphi_{6,110}+2 \varphi_{h^{*}, 002}^{2} \varphi_{6,110} \varphi_{6,200}$ $-\varphi_{h^{*}, 002} \varphi_{h^{*}, 011} \varphi_{6,101} \varphi_{6,200}-\varphi_{h^{*}, 002} \varphi_{h^{*}, 101} \varphi_{6,011} \varphi_{6,200}-\varphi_{h^{*}, 002} \varphi_{h^{*}, 101} \varphi_{6,101} \varphi_{6,110}$ $-2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 110} \varphi_{6,002} \varphi_{6,200}-2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 200} \varphi_{6,002} \varphi_{6,110}+2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 200} \varphi_{6,011} \varphi_{6,101}$ $+2 \varphi_{h^{*}, 011} \varphi_{h^{*}, 101} \varphi_{6,002} \varphi_{6,200}-\varphi_{h^{*}, 011} \varphi_{h^{*}, 200} \varphi_{6,002} \varphi_{6,101}-\varphi_{h^{*}, 101} \varphi_{h^{*}, 110} \varphi_{6,002} \varphi_{6,101}$ $-\varphi_{h^{*}, 101} \varphi_{h^{*}, 200} \varphi_{6,002} \varphi_{6,011}$
$H_{h}=\varphi_{h^{*}, 002} \varphi_{h^{*}, 010} \varphi_{6,101}^{2}+2 \varphi_{h^{*}, 010} \varphi_{h^{*}, 200} \varphi_{6,002}^{2}+2 \varphi_{h^{*}, 100} \varphi_{h^{*}, 110} \varphi_{6,002}^{2}+\varphi_{h^{*}, 101}^{2} \varphi_{6,002} \varphi_{6,010}$ $+2 \varphi_{h^{*}, 002}^{2} \varphi_{6,010} \varphi_{6,200}+2 \varphi_{h^{*}, 002}^{2} \varphi_{6,100} \varphi_{6,110}-\varphi_{h^{*}, 001} \varphi_{h^{*}, 002} \varphi_{6,011} \varphi_{6,200}$
$-\varphi_{h^{*}, 001} \varphi_{h^{*}, 002} \varphi_{6,101} \varphi_{6,110}+2 \varphi_{h^{*}, 001} \varphi_{h^{*}, 011} \varphi_{6,002} \varphi_{6,200}+2 \varphi_{h^{*}, 001} \varphi_{h^{*}, 101} \varphi_{6,002} \varphi_{6,110}$
$-\varphi_{h^{*}, 001} \varphi_{h^{*}, 110} \varphi_{6,002} \varphi_{6,101}-\varphi_{h^{*}, 001} \varphi_{h^{*}, 200} \varphi_{6,002} \varphi_{6,011}-2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 010} \varphi_{6,002} \varphi_{6,200}$
$-\varphi_{h^{*}, 002} \varphi_{h^{*}, 011} \varphi_{6,001} \varphi_{6,200}-\varphi_{h^{*}, 002} \varphi_{h^{*}, 011} \varphi_{6,100} \varphi_{6,101}-2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 100} \varphi_{6,002} \varphi_{6,110}$
$+2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 100} \varphi_{6,011} \varphi_{6,101}-\varphi_{h^{*}, 002} \varphi_{h^{*}, 101} \varphi_{6,001} \varphi_{6,110}-\varphi_{h^{*}, 002} \varphi_{h^{*}, 101} \varphi_{6,010} \varphi_{6,101}$
$-\varphi_{h^{*}, 002} \varphi_{h^{*}, 101} \varphi_{6,011} \varphi_{6,100}+2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 110} \varphi_{6,001} \varphi_{6,101}-2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 110} \varphi_{6,002} \varphi_{6,100}$
$+2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 200} \varphi_{6,001} \varphi_{6,011}-2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 200} \varphi_{6,002} \varphi_{6,010}-\varphi_{h^{*}, 010} \varphi_{h^{*}, 101} \varphi_{6,002} \varphi_{6,101}$
$-\varphi_{h^{*}, 011} \varphi_{h^{*}, 100} \varphi_{6,002} \varphi_{6,101}+2 \varphi_{h^{*}, 011} \varphi_{h^{*}, 101} \varphi_{6,002} \varphi_{6,100}-\varphi_{h^{*}, 011} \varphi_{h^{*}, 200} \varphi_{6,001} \varphi_{6,002}$
$-\varphi_{h^{*}, 100} \varphi_{h^{*}, 101} \varphi_{6,002} \varphi_{6,011}-\varphi_{h^{*}, 101} \varphi_{h^{*}, 110} \varphi_{6,001} \varphi_{6,002}$
$I_{h}=2 \varphi_{h^{*}, 000} \varphi_{h^{*}, 110} \varphi_{6,002}^{2}+2 \varphi_{h^{*}, 010} \varphi_{h^{*}, 100} \varphi_{6,002}^{2}+\varphi_{h^{*}, 002} \varphi_{h^{*}, 110} \varphi_{6,001}^{2}+2 \varphi_{h^{*}, 002}^{2} \varphi_{6,000} \varphi_{6,110}$ $+2 \varphi_{h^{*}, 002}^{2} \varphi_{6,010} \varphi_{6,100}+\varphi_{h^{*}, 001}^{2} \varphi_{6,002} \varphi_{6,110}-2 \varphi_{h^{*}, 000} \varphi_{h^{*}, 002} \varphi_{6,002} \varphi_{6,110}$
$+2 \varphi_{h^{*}, 000} \varphi_{h^{*}, 002} \varphi_{6,011} \varphi_{6,101}-\varphi_{h^{*}, 000} \varphi_{h^{*}, 011} \varphi_{6,002} \varphi_{6,101}-\varphi_{h^{*}, 000} \varphi_{h^{*}, 101} \varphi_{6,002} \varphi_{6,011}$
$-\varphi_{h^{*}, 001} \varphi_{h^{*}, 002} \varphi_{6,001} \varphi_{6,110}-\varphi_{h^{*}, 001} \varphi_{h^{*}, 002} \varphi_{6,010} \varphi_{6,101}-\varphi_{h^{*}, 001} \varphi_{h^{*}, 002} \varphi_{6,011} \varphi_{6,100}$
$-\varphi_{h^{*}, 001} \varphi_{h^{*}, 010} \varphi_{6,002} \varphi_{6,101}+2 \varphi_{h^{*}, 001} \varphi_{h^{*}, 011} \varphi_{6,002} \varphi_{6,100}-\varphi_{h^{*}, 001} \varphi_{h^{*}, 100} \varphi_{6,002} \varphi_{6,011}$
$+2 \varphi_{h^{*}, 001} \varphi_{h^{*}, 101} \varphi_{6,002} \varphi_{6,010}-\varphi_{h^{*}, 001} \varphi_{h^{*}, 110} \varphi_{6,001} \varphi_{6,002}+2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 010} \varphi_{6,001} \varphi_{6,101}$
$-2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 010} \varphi_{6,002} \varphi_{6,100}-\varphi_{h^{*}, 002} \varphi_{h^{*}, 011} \varphi_{6,000} \varphi_{6,101}-\varphi_{h^{*}, 002} \varphi_{h^{*}, 011} \varphi_{6,001} \varphi_{6,100}$
$+2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 100} \varphi_{6,001} \varphi_{6,011}-2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 100} \varphi_{6,002} \varphi_{6,010}-\varphi_{h^{*}, 002} \varphi_{h^{*}, 101} \varphi_{6,000} \varphi_{6,011}$
$-\varphi_{h^{*}, 002} \varphi_{h^{*}, 101} \varphi_{6,001} \varphi_{6,010}-2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 110} \varphi_{6,000} \varphi_{6,002}-\varphi_{h^{*}, 010} \varphi_{h^{*}, 101} \varphi_{6,001} \varphi_{6,002}$
$-\varphi_{h^{*}, 011} \varphi_{h^{*}, 100} \varphi_{6,001} \varphi_{6,002}+2 \varphi_{h^{*}, 011} \varphi_{h^{*}, 101} \varphi_{6,000} \varphi_{6,002}$
$J_{h}=2 \varphi_{h^{*}, 000} \varphi_{h^{*}, 010} \varphi_{6,002}^{2}+\varphi_{h^{*}, 002} \varphi_{h^{*}, 010} \varphi_{6,001}^{2}+2 \varphi_{h^{*}, 002}^{2} \varphi_{6,000} \varphi_{6,010}+\varphi_{h^{*}, 001}^{2} \varphi_{6,002} \varphi_{6,010}$
$-\varphi_{h^{*}, 000} \varphi_{h^{*}, 001} \varphi_{6,002} \varphi_{6,011}+2 \varphi_{h^{*}, 000} \varphi_{h^{*}, 002} \varphi_{6,001} \varphi_{6,011}-2 \varphi_{h^{*}, 000} \varphi_{h^{*}, 002} \varphi_{6,002} \varphi_{6,010}$
$-\varphi_{h^{*}, 000} \varphi_{h^{*}, 011} \varphi_{6,001} \varphi_{6,002}-\varphi_{h^{*}, 001} \varphi_{h^{*}, 002} \varphi_{6,000} \varphi_{6,011}-\varphi_{h^{*}, 001} \varphi_{h^{*}, 002} \varphi_{6,001} \varphi_{6,010}$
$-\varphi_{h^{*}, 001} \varphi_{h^{*}, 010} \varphi_{6,001} \varphi_{6,002}+2 \varphi_{h^{*}, 001} \varphi_{h^{*}, 011} \varphi_{6,000} \varphi_{6,002}-2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 010} \varphi_{6,000} \varphi_{6,002}$
$-\varphi_{h^{*}, 002} \varphi_{h^{*}, 011} \varphi_{6,000} \varphi_{6,001}$
$K_{h}=\varphi_{h^{*}, 002}^{2} \varphi_{6,200}^{2}-\varphi_{h^{*}, 002} \varphi_{h^{*}, 101} \varphi_{6,101} \varphi_{6,200}-2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 200} \varphi_{6,002} \varphi_{6,200}$
$+\varphi_{h^{*}, 002} \varphi_{h^{*}, 200} \varphi_{6,101}^{2}+\varphi_{h^{*}, 101}^{2} \varphi_{6,002} \varphi_{6,200}-\varphi_{h^{*}, 101} \varphi_{h^{*}, 200} \varphi_{6,002} \varphi_{6,101}$
$+\varphi_{h^{*}, 200}^{2} \varphi_{6,002}^{2}$
$L_{h}=\varphi_{h^{*}, 002} \varphi_{h^{*}, 100} \varphi_{6,101}^{2}+2 \varphi_{h^{*}, 100} \varphi_{h^{*}, 200} \varphi_{6,002}^{2}+\varphi_{h^{*}, 101}^{2} \varphi_{6,002} \varphi_{6,100}+2 \varphi_{h^{*}, 002}^{2} \varphi_{6,100} \varphi_{6,200}$ $-\varphi_{h^{*}, 001} \varphi_{h^{*}, 002} \varphi_{6,101} \varphi_{6,200}+2 \varphi_{h^{*}, 001} \varphi_{h^{*}, 101} \varphi_{6,002} \varphi_{6,200}-\varphi_{h^{*}, 001} \varphi_{h^{*}, 200} \varphi_{6,002} \varphi_{6,101}$
$-2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 100} \varphi_{6,002} \varphi_{6,200}-\varphi_{h^{*}, 002} \varphi_{h^{*}, 101} \varphi_{6,001} \varphi_{6,200}-\varphi_{h^{*}, 002} \varphi_{h^{*}, 101} \varphi_{6,100} \varphi_{6,101}$
$+2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 200} \varphi_{6,001} \varphi_{6,101}-2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 200} \varphi_{6,002} \varphi_{6,100}-\varphi_{h^{*}, 100} \varphi_{h^{*}, 101} \varphi_{6,002} \varphi_{6,101}$ $-\varphi_{h^{*}, 101} \varphi_{h^{*}, 200} \varphi_{6,001} \varphi_{6,002}$
$M_{h}=\varphi_{h^{*}, 002}^{2} \varphi_{6,100}^{2}+\varphi_{h^{*}, 100}^{2} \varphi_{6,002}^{2}+\varphi_{h^{*}, 000} \varphi_{h^{*}, 002} \varphi_{6,101}^{2}+2 \varphi_{h^{*}, 000} \varphi_{h^{*}, 200} \varphi_{6,002}^{2}$
$+\varphi_{h^{*}, 002} \varphi_{h^{*}, 200} \varphi_{6,001}^{2}+\varphi_{h^{*}, 101}^{2} \varphi_{6,000} \varphi_{6,002}+2 \varphi_{h^{*}, 002}^{2} \varphi_{6,000} \varphi_{6,200}+\varphi_{h^{*}, 001}^{2} \varphi_{6,002} \varphi_{6,200}$
$-2 \varphi_{h^{*}, 000} \varphi_{h^{*}, 002} \varphi_{6,002} \varphi_{6,200}-\varphi_{h^{*}, 000} \varphi_{h^{*}, 101} \varphi_{6,002} \varphi_{6,101}-\varphi_{h^{*}, 001} \varphi_{h^{*}, 002} \varphi_{6,001} \varphi_{6,200}$
$-\varphi_{h^{*}, 001} \varphi_{h^{*}, 002} \varphi_{6,100} \varphi_{6,101}-\varphi_{h^{*}, 001} \varphi_{h^{*}, 100} \varphi_{6,002} \varphi_{6,101}+2 \varphi_{h^{*}, 001} \varphi_{h^{*}, 101} \varphi_{6,002} \varphi_{6,100}$
$-\varphi_{h^{*}, 001} \varphi_{h^{*}, 200} \varphi_{6,001} \varphi_{6,002}+2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 100} \varphi_{6,001} \varphi_{6,101}-2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 100} \varphi_{6,002} \varphi_{6,100}$
$-\varphi_{h^{*}, 002} \varphi_{h^{*}, 101} \varphi_{6,000} \varphi_{6,101}-\varphi_{h^{*}, 002} \varphi_{h^{*}, 101} \varphi_{6,001} \varphi_{6,100}-2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 200} \varphi_{6,000} \varphi_{6,002}$
$-\varphi_{h^{*}, 100} \varphi_{h^{*}, 101} \varphi_{6,001} \varphi_{6,002}$
$N_{h}=2 \varphi_{h^{*}, 000} \varphi_{h^{*}, 100} \varphi_{6,002}^{2}+\varphi_{h^{*}, 002} \varphi_{h^{*}, 100} \varphi_{6,001}^{2}+2 \varphi_{h^{*}, 002}^{2} \varphi_{6,000} \varphi_{6,100}+\varphi_{h^{*}, 001}^{2} \varphi_{6,002} \varphi_{6,100}$
$-\varphi_{h^{*}, 000} \varphi_{h^{*}, 001} \varphi_{6,002} \varphi_{6,101}+2 \varphi_{h^{*}, 000} \varphi_{h^{*}, 002} \varphi_{6,001} \varphi_{6,101}-2 \varphi_{h^{*}, 000} \varphi_{h^{*}, 002} \varphi_{6,002} \varphi_{6,100}$
$-\varphi_{h^{*}, 000} \varphi_{h^{*}, 101} \varphi_{6,001} \varphi_{6,002}-\varphi_{h^{*}, 001} \varphi_{h^{*}, 002} \varphi_{6,000} \varphi_{6,101}-\varphi_{h^{*}, 001} \varphi_{h^{*}, 002} \varphi_{6,001} \varphi_{6,100}$
$-\varphi_{h^{*}, 001} \varphi_{h^{*}, 100} \varphi_{6,001} \varphi_{6,002}+2 \varphi_{h^{*}, 001} \varphi_{h^{*}, 101} \varphi_{6,000} \varphi_{6,002}-2 \varphi_{h^{*}, 002} \varphi_{h^{*}, 100} \varphi_{6,000} \varphi_{6,002}$
$-\varphi_{h^{*}, 002} \varphi_{h^{*}, 101} \varphi_{6,000} \varphi_{6,001}$
$O_{h}=\varphi_{h^{*}, 000}^{2} \varphi_{6,002}^{2}-\varphi_{h^{*}, 000} \varphi_{h^{*}, 001} \varphi_{6,001} \varphi_{6,002}-2 \varphi_{h^{*}, 000} \varphi_{h^{*}, 002} \varphi_{6,000} \varphi_{6,002}$
$+\varphi_{h^{*}, 000} \varphi_{h^{*}, 002} \varphi_{6,001}^{2}+\varphi_{h^{*}, 001}^{2} \varphi_{6,000} \varphi_{6,002}-\varphi_{h^{*}, 001} \varphi_{h^{*}, 002} \varphi_{6,000} \varphi_{6,001}+\varphi_{h^{*}, 002}^{2} \varphi_{6,000}^{2}$

## Appendix D. Univariate Polynomial

## $\Lambda$ :

$\omega_{1,4}^{4} \omega_{2,0}^{4}+\omega_{1,0}^{4} \omega_{2,4}^{4}+\omega_{1,4}^{2} \omega_{1,0}^{2} \omega_{2,2}^{4}+\omega_{1,2}^{4} \omega_{2,4}^{2} \omega_{2,0}^{2}+\omega_{1,4} \omega_{1,0}^{3} \omega_{2,3}^{4}+\omega_{1,4}^{3} \omega_{1,0} \omega_{2,1}^{4}$ $+\omega_{1,3}^{4} \omega_{2,4} \omega_{2,0}^{3}+\omega_{1,1}^{4} \omega_{2,4}^{3} \omega_{2,0}-\omega_{1,4} \omega_{1,3}^{3} \omega_{2,3} \omega_{2,0}^{3}-\omega_{1,3} \omega_{1,0}^{3} \omega_{2,4} \omega_{2,3}^{3}-\omega_{1,4} \omega_{1,1}^{3,} \omega_{2,3}^{3} \omega_{2,0}$ $-4 \omega_{1,4} \omega_{1,0}^{3} \omega_{2,4}^{3} \omega_{2,0}-3 \omega_{1,3} \omega_{1,0}^{3} \omega_{2,4}^{3} \omega_{2,1}-2 \omega_{1,2} \omega_{1,0}^{3} \omega_{2,4}^{3} \omega_{2,2}-\omega_{1,1} \omega_{1,0}^{3} \omega_{2,4}^{3} \omega_{2,3}$ $-\omega_{1,4}^{3} \omega_{1,3} \omega_{2,1} \omega_{2,0}^{3}-2 \omega_{1,4}^{3} \omega_{1,2} \omega_{2,2} \omega_{2,0}^{3}-3 \omega_{1,4}^{3} \omega_{1,1} \omega_{2,3} \omega_{2,0}^{3}-4 \omega_{1,4}^{3} \omega_{1,0} \omega_{2,4} \omega_{2,0}^{3}$ $-\omega_{1,3}^{3} \omega_{1,0} \omega_{2,4} \omega_{2,1}^{3}-\omega_{1,4}^{3} \omega_{1,1} \omega_{2,1}^{3} \omega_{2,0}-\omega_{1,1}^{3} \omega_{1,0} \omega_{2,4}^{3} \omega_{2,1}+2 \omega_{1,4} \omega_{1,0}^{3} \omega_{2,4}^{2} \omega_{2,2}^{2}$ $+2 \omega_{1,4}^{2} \omega_{1,2}^{2} \omega_{2,4} \omega_{2,0}^{3}+\omega_{1,4} \omega_{1,2}^{3} \omega_{2,3}^{2} \omega_{2,0}^{2}+\omega_{1,2} \omega_{1,0}^{3} \omega_{2,4}^{2} \omega_{2,3}^{2}+\omega_{1,4}^{2} \omega_{1,3}^{2} \omega_{2,2} \omega_{2,0}^{3}$ $+\omega_{1,3}^{2} \omega_{1,0}^{2} \omega_{2,4} \omega_{2,2}^{3}+\omega_{1,4}^{2} \omega_{1,1}^{2} \omega_{2,2}^{3} \omega_{2,0}+\omega_{1,4}^{3} \omega_{1,2} \omega_{2,1}^{2} \omega_{2,0}^{2}+\omega_{1,2}^{3} \omega_{1,0} \omega_{2,4}^{2} \omega_{2,1}^{2}$
$+\omega_{1,1}^{2} \omega_{1,0}^{2} \omega_{2,4}^{3} \omega_{2,2}+2 \omega_{1,4}^{3} \omega_{1,0} \omega_{2,2}^{2} \omega_{2,0}^{2}+2 \omega_{1,2}^{2} \omega_{1,0}^{2} \omega_{2,4}^{3} \omega_{2,0}+\omega_{1,4}^{2} \omega_{1,2}^{2} \omega_{2,2}^{2} \omega_{2,0}^{2}$
$+3 \omega_{1,4}^{2} \omega_{1,1}^{2} \omega_{2,3}^{2} \omega_{2,0}^{2}+6 \omega_{1,4}^{2} \omega_{1,0}^{2} \omega_{2,4}^{2} \omega_{2,0}^{2}+2 \omega_{1,4}^{2} \omega_{1,0}^{2} \omega_{2,3}^{2} \omega_{2,1}^{2}+2 \omega_{1,3}^{2} \omega_{1,1}^{2} \omega_{2,4}^{2} \omega_{2,0}^{2}$
$+3 \omega_{1,3}^{2} \omega_{1,0}^{2} \omega_{2,4}^{2} \omega_{2,1}^{2}+\omega_{1,2}^{2} \omega_{1,0}^{2} \omega_{2,4}^{2} \omega_{2,2}^{2}-4 \omega_{1,4} \omega_{1,3}^{2} \omega_{1,2} \omega_{2,4} \omega_{2,0}^{3}$
$-\omega_{1,4} \omega_{1,3} \omega_{1,0}^{2} \omega_{2,3} \omega_{2,2}^{3}-2 \omega_{1,4} \omega_{1,2} \omega_{1,0}^{2} \omega_{2,4} \omega_{2,2}^{3}+3 \omega_{1,4}^{2} \omega_{1,3} \omega_{1,2} \omega_{2,3} \omega_{2,0}^{3}$
$+4 \omega_{1,4}^{2} \omega_{1,3} \omega_{1,1} \omega_{2,4} \omega_{2,0}^{3}+\omega_{1,4} \omega_{1,3}^{2} \omega_{1,0} \omega_{2,3} \omega_{2,1}^{3,}-3 \omega_{1,4} \omega_{1,3} \omega_{1,0}^{2} \omega_{2,3}^{3} \omega_{2,0}$
$-2 \omega_{1,4} \omega_{1,2} \omega_{1,0}^{2} \omega_{2,3}^{3} \omega_{2,1}-\omega_{1,4} \omega_{1,1} \omega_{1,0}^{2} \omega_{2,3}^{3} \omega_{2,2}-\omega_{1,4}^{2} \omega_{1,3} \omega_{1,0} \omega_{2,2} \omega_{2,1}^{3}$
$-2 \omega_{1,4}^{2} \omega_{1,2} \omega_{1,0} \omega_{2,3} \omega_{2,1}^{3}-3 \omega_{1,4}^{2} \omega_{1,1} \omega_{1,0} \omega_{2,4} \omega_{2,1}^{3}+\omega_{1,4} \omega_{1,1}^{2} \omega_{1,0} \omega_{2,3}^{3} \omega_{2,1}$
$+4 \omega_{1,3} \omega_{1,1} \omega_{1,0}^{2} \omega_{2,4}^{3} \omega_{2,0}+3 \omega_{1,2} \omega_{1,1} \omega_{1,0}^{2} \omega_{2,4}^{3} \omega_{2,1}-2 \omega_{1,4}^{2} \omega_{1,2} \omega_{1,0} \omega_{2,2}^{3} \omega_{2,0}$
$-\omega_{1,4}^{2} \omega_{1,1} \omega_{1,0} \omega_{2,2}^{3} \omega_{2,1}-4 \omega_{1,2} \omega_{1,1}^{2} \omega_{1,0} \omega_{2,4}^{3} \omega_{2,0}-4 \omega_{1,4} \omega_{1,0}^{3} \omega_{2,4} \omega_{2,3}^{2,2} \omega_{2,2}$
$-2 \omega_{1,4} \omega_{1,2}^{3} \omega_{2,4} \omega_{2,2} \omega_{2,0}^{2}+4 \omega_{1,4} \omega_{1,0}^{3} \omega_{2,4}^{2} \omega_{2,3} \omega_{2,1}-\omega_{1,3} \omega_{1,2}^{3} \omega_{2,4} \omega_{2,3} \omega_{2,0}^{2}$
$+3 \omega_{1,3} \omega_{1,0}^{3,2} \omega_{2,4}^{2} \omega_{2,3} \omega_{2,2}+\omega_{1,3} \omega_{1,1}^{3,0} \omega_{2,4} \omega_{2,3}^{2} \omega_{2,0}-3 \omega_{1,4} \omega_{1,1}^{3,2} \omega_{2,4}^{2} \omega_{2,1} \omega_{2,0}$
$-2 \omega_{1,3} \omega_{1,1}^{3} \omega_{2,4}^{2} \omega_{2,2} \omega_{2,0}-\omega_{1,2} \omega_{1,1}^{3} \omega_{2,4}^{2} \omega_{2,3} \omega_{2,0}-\omega_{1,3}^{3} \omega_{1,2} \omega_{2,4} \omega_{2,1} \omega_{2,0}^{2}$
$-2 \omega_{1,3}^{3} \omega_{1,1} \omega_{2,4} \omega_{2,2} \omega_{2,0}^{2}-3 \omega_{1,3}^{3} \omega_{1,0} \omega_{2,4}^{3} \omega_{2,3} \omega_{2,0}^{2}+\omega_{1,3}^{3} \omega_{1,1} \omega_{2,4} \omega_{2,1}^{2} \omega_{2,0}$
$+3 \omega_{1,4}^{3} \omega_{1,1} \omega_{2,2} \omega_{2,1} \omega_{2,0}^{2}+4 \omega_{1,4}^{3} \omega_{1,0} \omega_{2,3} \omega_{2,1} \omega_{2,0}^{2}-\omega_{1,2}^{3} \omega_{1,1} \omega_{2,4}^{2} \omega_{2,1}^{3} \omega_{2,0}$
$-2 \omega_{1,2}^{3} \omega_{1,0} \omega_{2,4}^{2} \omega_{2,2} \omega_{2,0}-4 \omega_{1,4}^{3} \omega_{1,0} \omega_{2,2} \omega_{2,1}^{2} \omega_{2,0}+4 \omega_{1,4} \omega_{1,2} \omega_{1,1}^{2} \omega_{2,4}^{2} \omega_{2,0}^{2}$
$-3 \omega_{1,4} \omega_{1,2} \omega_{1,0}^{2} \omega_{2,4}^{2} \omega_{2,1}^{2}+\omega_{1,4} \omega_{1,2} \omega_{1,0}^{2} \omega_{2,3}^{2} \omega_{2,2}^{2}+3 \omega_{1,4} \omega_{1,3}^{2} \omega_{1,0}^{2} \omega_{2,3}^{2,} \omega_{2,0}^{2}$
$-4 \omega_{1,4} \omega_{1,2}^{2} \omega_{1,0} \omega_{2,4}^{2} \omega_{2,0}^{2}+\omega_{1,4} \omega_{1,2}^{2} \omega_{1,0} \omega_{2,3}^{2} \omega_{2,1}^{2}+3 \omega_{1,4} \omega_{1,1}^{2} \omega_{1,0} \omega_{2,4}^{2} \omega_{2,1}^{2}$
$-2 \omega_{1,3} \omega_{1,1} \omega_{1,0}^{2} \omega_{2,4}^{2} \omega_{2,2}^{2}-4 \omega_{1,3} \omega_{1,2}^{2} \omega_{1,1} \omega_{2,4}^{2} \omega_{2,0}^{2}-2 \omega_{1,4}^{2} \omega_{1,3} \omega_{1,1} \omega_{2,2}^{2} \omega_{2,0}^{2}$
$-3 \omega_{1,4}^{2} \omega_{1,2} \omega_{1,0} \omega_{2,3}^{2} \omega_{2,0}^{2}+\omega_{1,4}^{2} \omega_{1,2} \omega_{1,0} \omega_{2,2}^{2} \omega_{2,1}^{2}+4 \omega_{1,3}^{2} \omega_{1,2} \omega_{1,0} \omega_{2,4}^{2,} \omega_{2,0}^{2}$
$-3 \omega_{1,4}^{2} \omega_{1,1}^{2} \omega_{2,4} \omega_{2,2} \omega_{2,0}^{2}+4 \omega_{1,4}^{2} \omega_{1,0}^{2} \omega_{2,4} \omega_{2,2} \omega_{2,1}^{2}+\omega_{1,3}^{2} \omega_{1,2}^{2} \omega_{2,4} \omega_{2,2} \omega_{2,0}^{2}$
$-2 \omega_{1,4}^{2} \omega_{1,2}^{2} \omega_{2,3} \omega_{2,1} \omega_{2,0}^{2}+3 \omega_{1,4}^{2} \omega_{1,1}^{2} \omega_{2,4} \omega_{2,1}^{2} \omega_{2,0}-4 \omega_{1,4}^{2} \omega_{1,0}^{2} \omega_{2,4} \omega_{2,2}^{2} \omega_{2,0}$
$-4 \omega_{1,4}^{2} \omega_{1,0}^{2} \omega_{2,3} \omega_{2,2}^{2} \omega_{2,1}+\omega_{1,3}^{2} \omega_{1,1}^{2} \omega_{2,4} \omega_{2,2}^{2} \omega_{2,0}+3 \omega_{1,3}^{2} \omega_{1,0}^{2} \omega_{2,4} \omega_{2,3}^{2,} \omega_{2,0}$
$-2 \omega_{1,2}^{2} \omega_{1,0}^{2} \omega_{2,4}^{2} \omega_{2,3} \omega_{2,1}+4 \omega_{1,4}^{2} \omega_{1,0}^{2} \omega_{2,3}^{2} \omega_{2,2} \omega_{2,0}-3 \omega_{1,3}^{2} \omega_{1,0}^{2} \omega_{2,4}^{2} \omega_{2,2} \omega_{2,0}$
$+\omega_{1,2}^{2} \omega_{1,1}^{2} \omega_{2,4}^{2} \omega_{2,2} \omega_{2,0}+3 \omega_{1,4} \omega_{1,3} \omega_{1,2} \omega_{1,0} \omega_{2,4} \omega_{2,1}^{3}+3 \omega_{1,4} \omega_{1,2} \omega_{1,1} \omega_{1,0} \omega_{2,3}^{3} \omega_{2,0}$
$+3 \omega_{1,4} \omega_{1,1}^{3} \omega_{2,4} \omega_{2,3} \omega_{2,2} \omega_{2,0}+3 \omega_{1,3}^{3} \omega_{1,0} \omega_{2,4} \omega_{2,2} \omega_{2,1} \omega_{2,0}-3 \omega_{1,4} \omega_{1,3} \omega_{1,2} \omega_{1,1} \omega_{2,3}^{2} \omega_{2,0}^{2}$
$-8 \omega_{1,4} \omega_{1,3} \omega_{1,1} \omega_{1,0} \omega_{2,4}^{2} \omega_{2,0}^{2}-2 \omega_{1,4} \omega_{1,3} \omega_{1,1} \omega_{1,0} \omega_{2,3}^{2} \omega_{2,1}^{2}-3 \omega_{1,3} \omega_{1,2} \omega_{1,1} \omega_{1,0} \omega_{2,4}^{2} \omega_{2,1}^{2}$
$-5 \omega_{1,4} \omega_{1,3} \omega_{1,1}^{2} \omega_{2,4} \omega_{2,3} \omega_{2,0}^{2}-5 \omega_{1,4} \omega_{1,3} \omega_{1,0}^{2} \omega_{2,4} \omega_{2,3} \omega_{2,1}^{2}+3 \omega_{1,4} \omega_{1,3} \omega_{1,2}^{2} \omega_{2,4} \omega_{2,1} \omega_{2,0}^{2}$
$-\omega_{1,4} \omega_{1,3} \omega_{1,2}^{2} \omega_{2,3} \omega_{2,2} \omega_{2,0}^{2}+\omega_{1,4} \omega_{1,3} \omega_{1,0}^{2} \omega_{2,4} \omega_{2,2}^{2} \omega_{2,1}+3 \omega_{1,4} \omega_{1,1} \omega_{1,0}^{2} \omega_{2,4} \omega_{2,3} \omega_{2,2}^{2}$
$+\omega_{1,4} \omega_{1,2}^{2} \omega_{1,1} \omega_{2,4} \omega_{2,3} \omega_{2,0}^{2}-\omega_{1,3} \omega_{1,2} \omega_{1,0}^{2} \omega_{2,4} \omega_{2,3} \omega_{2,2}^{2}-\omega_{1,4} \omega_{1,3} \omega_{1,1}^{2} \omega_{2,3} \omega_{2,2}^{2} \omega_{2,0}$
$+3 \omega_{1,4} \omega_{1,3} \omega_{1,0}^{2} \omega_{2,3}^{2} \omega_{2,2} \omega_{2,1}-2 \omega_{1,4} \omega_{1,2} \omega_{1,1}^{2} \omega_{2,4} \omega_{2,2}^{2,} \omega_{2,0}+2 \omega_{1,4} \omega_{1,2} \omega_{1,0}^{2} \omega_{2,4} \omega_{2,3}^{2} \omega_{2,0}$
$+\omega_{1,4} \omega_{1,1} \omega_{1,0}^{2} \omega_{2,4} \omega_{2,3}^{2} \omega_{2,1}+\omega_{1,4} \omega_{1,3}^{2} \omega_{1,2} \omega_{2,3} \omega_{2,1} \omega_{2,0}^{2}+\omega_{1,4} \omega_{1,3}^{2} \omega_{1,1} \omega_{2,4} \omega_{2,1} \omega_{2,0}^{2}$
$+2 \omega_{1,4} \omega_{1,3}^{2} \omega_{1,1} \omega_{2,3} \omega_{2,2} \omega_{2,0}^{2}+2 \omega_{1,4} \omega_{1,3}^{2} \omega_{1,0} \omega_{2,4} \omega_{2,2} \omega_{2,0}^{2}-2 \omega_{1,4} \omega_{1,2}^{2} \omega_{1,0} \omega_{2,4} \omega_{2,2} \omega_{2,1}^{2}$
$+2 \omega_{1,3} \omega_{1,2} \omega_{1,0}^{2} \omega_{2,4} \omega_{2,3}^{2} \omega_{2,1}+\omega_{1,3} \omega_{1,1} \omega_{1,0}^{2} \omega_{2,4} \omega_{2,3}^{2} \omega_{2,2}-\omega_{1,3} \omega_{1,2}^{2} \omega_{1,0} \omega_{2,4} \omega_{2,3} \omega_{2,1}^{2}$
$+3 \omega_{1,3}^{2} \omega_{1,2} \omega_{1,1} \omega_{2,4} \omega_{2,3} \omega_{2,0}^{2}+2 \omega_{1,4} \omega_{1,3} \omega_{1,1}^{2} \omega_{2,3}^{2} \omega_{2,1} \omega_{2,0}+5 \omega_{1,4} \omega_{1,3} \omega_{1,0}^{2} \omega_{2,4}^{2} \omega_{2,1} \omega_{2,0}$
$+\omega_{1,4} \omega_{1,2} \omega_{1,1}^{2} \omega_{2,3}^{2} \omega_{2,2} \omega_{2,0}+2 \omega_{1,4} \omega_{1,2} \omega_{1,0}^{2} \omega_{2,4}^{2,} \omega_{2,2} \omega_{2,0}-\omega_{1,4} \omega_{1,1} \omega_{1,0}^{2} \omega_{2,4}^{2} \omega_{2,3} \omega_{2,0}$
$-5 \omega_{1,4} \omega_{1,1} \omega_{1,0}^{2} \omega_{2,4}^{2} \omega_{2,2} \omega_{2,1}-\omega_{1,4} \omega_{1,3}^{2} \omega_{1,1} \omega_{2,3} \omega_{2,1}^{2} \omega_{2,0}-\omega_{1,4} \omega_{1,3}^{2} \omega_{1,0} \omega_{2,4}^{2} \omega_{2,1}^{2} \omega_{2,0}$
$+4 \omega_{1,4} \omega_{1,2}^{2} \omega_{1,0} \omega_{2,4} \omega_{2,2}^{2} \omega_{2,0}-\omega_{1,4} \omega_{1,1}^{2} \omega_{1,0} \omega_{2,4} \omega_{2,3}^{2,} \omega_{2,0}-5 \omega_{1,3} \omega_{1,2} \omega_{1,0}^{2} \omega_{2,4}^{2} \omega_{2,3} \omega_{2,0}$
$+\omega_{1,3} \omega_{1,2} \omega_{1,0}^{2} \omega_{2,4}^{2} \omega_{2,2} \omega_{2,1}-\omega_{1,3} \omega_{1,1} \omega_{1,0}^{2} \omega_{2,4}^{2} \omega_{2,3} \omega_{2,1}-\omega_{1,3} \omega_{1,1}^{2} \omega_{1,0} \omega_{2,4} \omega_{2,3}^{2} \omega_{2,1}$
$-\omega_{1,2} \omega_{1,1} \omega_{1,0}^{2} \omega_{2,4}^{2} \omega_{2,3} \omega_{2,2}-\omega_{1,4}^{2} \omega_{1,3} \omega_{1,2} \omega_{2,2} \omega_{2,1} \omega_{2,0}^{2}-\omega_{1,4}^{2} \omega_{1,3} \omega_{1,1} \omega_{2,3} \omega_{2,1} \omega_{2,0}^{2}$
$-\omega_{1,4}^{2} \omega_{1,3} \omega_{1,0} \omega_{2,4} \omega_{2,1} \omega_{2,0}^{2}-5 \omega_{1,4}^{2} \omega_{1,3} \omega_{1,0} \omega_{2,3} \omega_{2,2} \omega_{2,0}^{2}-5 \omega_{1,4}^{2} \omega_{1,2} \omega_{1,1} \omega_{2,4} \omega_{2,1} \omega_{2,0}^{2}$
$+\omega_{1,4}^{2} \omega_{1,2} \omega_{1,1} \omega_{2,3} \omega_{2,2} \omega_{2,0}^{2}+2 \omega_{1,4}^{2} \omega_{1,2} \omega_{1,0} \omega_{2,4} \omega_{2,2} \omega_{2,0}^{2}+5 \omega_{1,4}^{2} \omega_{1,1} \omega_{1,0} \omega_{2,4} \omega_{2,3} \omega_{2,0}^{2}$
$+\omega_{1,3}^{2} \omega_{1,2} \omega_{1,0} \omega_{2,4} \omega_{2,2} \omega_{2,1}^{2}+2 \omega_{1,3}^{2} \omega_{1,1} \omega_{1,0} \omega_{2,4} \omega_{2,3} \omega_{2,1}^{2}-\omega_{1,4} \omega_{1,2}^{2} \omega_{1,1} \omega_{2,3}^{2} \omega_{2,1} \omega_{2,0}$
$-2 \omega_{1,4} \omega_{1,2}^{2} \omega_{1,0} \omega_{2,3}^{2} \omega_{2,2} \omega_{2,0}+2 \omega_{1,4} \omega_{1,1}^{2} \omega_{1,0} \omega_{2,4}^{2} \omega_{2,2} \omega_{2,0}+3 \omega_{1,3} \omega_{1,2} \omega_{1,1}^{2} \omega_{2,4}^{2} \omega_{2,1} \omega_{2,0}$
$+\omega_{1,3} \omega_{1,1}^{2} \omega_{1,0} \omega_{2,4}^{2} \omega_{2,3} \omega_{2,0}+2 \omega_{1,3} \omega_{1,1}^{2} \omega_{1,0} \omega_{2,4}^{2} \omega_{2,2} \omega_{2,1}+\omega_{1,2} \omega_{1,1}^{2} \omega_{1,0} \omega_{2,4}^{2} \omega_{2,3} \omega_{2,1}$
$+\omega_{1,4}^{2} \omega_{1,3} \omega_{1,1} \omega_{2,2} \omega_{2,1}^{2} \omega_{2,0}+\omega_{1,4}^{2} \omega_{1,3} \omega_{1,0} \omega_{2,3} \omega_{2,1}^{2} \omega_{2,0}+2 \omega_{1,4}^{2} \omega_{1,2} \omega_{1,1} \omega_{2,3} \omega_{2,1}^{2} \omega_{2,0}$
$+2 \omega_{1,4}^{2} \omega_{1,2} \omega_{1,0} \omega_{2,4} \omega_{2,1}^{2} \omega_{2,0}+3 \omega_{1,4}^{2} \omega_{1,1} \omega_{1,0} \omega_{2,3} \omega_{2,2} \omega_{2,1}^{2}-2 \omega_{1,3}^{2} \omega_{1,2} \omega_{1,0} \omega_{2,4} \omega_{2,2}^{2} \omega_{2,0}$
$-\omega_{1,3}^{2} \omega_{1,1} \omega_{1,0} \omega_{2,4} \omega_{2,2}^{2} \omega_{2,1}+\omega_{1,3} \omega_{1,2}^{2} \omega_{1,0} \omega_{2,4}^{2} \omega_{2,1} \omega_{2,0}+3 \omega_{1,4}^{2} \omega_{1,3} \omega_{1,0} \omega_{2,2}^{2} \omega_{2,1} \omega_{2,0}$
$-\omega_{1,4}^{2,} \omega_{1,2} \omega_{1,1} \omega_{2,2}^{2} \omega_{2,1}^{2,} \omega_{2,0}+\omega_{1,4}^{2} \omega_{1,1} \omega_{1,0} \omega_{2,3} \omega_{2,2}^{2} \omega_{2,0}+3 \omega_{1,2}^{2} \omega_{1,1} \omega_{1,0} \omega_{2,4}^{2} \omega_{2,3} \omega_{2,0}$
$-\omega_{1,2}^{2} \omega_{1,1} \omega_{1,0} \omega_{2,4}^{2} \omega_{2,2} \omega_{2,1}-5 \omega_{1,4}^{2} \omega_{1,1} \omega_{1,0} \omega_{2,3}^{2} \omega_{2,1} \omega_{2,0}-5 \omega_{1,3}^{2} \omega_{1,1} \omega_{1,0} \omega_{2,4}^{2} \omega_{2,1} \omega_{2,0}$
$-3 \omega_{1,3}^{2} \omega_{1,0}^{2} \omega_{2,4} \omega_{2,3} \omega_{2,2} \omega_{2,1}-8 \omega_{1,4}^{2} \omega_{1,0}^{2} \omega_{2,4} \omega_{2,3} \omega_{2,1} \omega_{2,0}-2 \omega_{1,3}^{2} \omega_{1,1}^{2} \omega_{2,4} \omega_{2,3} \omega_{2,1} \omega_{2,0}$
$-3 \omega_{1,4}^{2} \omega_{1,1}^{2} \omega_{2,3} \omega_{2,2} \omega_{2,1} \omega_{2,0}+4 \omega_{1,4} \omega_{1,3} \omega_{1,2} \omega_{1,1} \omega_{2,4} \omega_{2,2} \omega_{2,0}^{2}$
$+2 \omega_{1,4} \omega_{1,3} \omega_{1,2} \omega_{1,0} \omega_{2,4} \omega_{2,3} \omega_{2,0}^{2}-3 \omega_{1,4} \omega_{1,3} \omega_{1,2} \omega_{1,1} \omega_{2,4} \omega_{2,1}^{2} \omega_{2,0}$
$-\omega_{1,4} \omega_{1,3} \omega_{1,2} \omega_{1,0} \omega_{2,3} \omega_{2,2} \omega_{2,1}^{2,0}-\omega_{1,4} \omega_{1,3} \omega_{1,1} \omega_{1,0} \omega_{2,4} \omega_{2,2} \omega_{2,1}^{2}$
$+\omega_{1,4} \omega_{1,2} \omega_{1,1} \omega_{1,0} \omega_{2,4} \omega_{2,3} \omega_{2,1}^{2}+2 \omega_{1,4} \omega_{1,3} \omega_{1,2} \omega_{1,0} \omega_{2,3} \omega_{2,2}^{2} \omega_{2,0}$
$+\omega_{1,4} \omega_{1,3} \omega_{1,1} \omega_{1,0} \omega_{2,3} \omega_{2,2}^{2} \omega_{2,1}+2 \omega_{1,4} \omega_{1,2} \omega_{1,1} \omega_{1,0} \omega_{2,4} \omega_{2,2}^{2} \omega_{2,1}$
$+\omega_{1,4} \omega_{1,3} \omega_{1,2} \omega_{1,0} \omega_{2,3}^{2} \omega_{2,1} \omega_{2,0}-\omega_{1,4} \omega_{1,3} \omega_{1,1} \omega_{1,0} \omega_{2,3}^{2} \omega_{2,2} \omega_{2,0}$
$-\omega_{1,4} \omega_{1,2} \omega_{1,1} \omega_{1,0} \omega_{2,3}^{2} \omega_{2,2} \omega_{2,1}-3 \omega_{1,3} \omega_{1,2} \omega_{1,1} \omega_{1,0} \omega_{2,4} \omega_{2,3}^{2} \omega_{2,0}$
$+2 \omega_{1,4} \omega_{1,2} \omega_{1,1} \omega_{1,0} \omega_{2,4}^{2} \omega_{2,1} \omega_{2,0}+4 \omega_{1,3} \omega_{1,2} \omega_{1,1} \omega_{1,0} \omega_{2,4}^{2} \omega_{2,2} \omega_{2,0}$
$+2 \omega_{1,4} \omega_{1,3} \omega_{1,0}^{2} \omega_{2,4} \omega_{2,3} \omega_{2,2} \omega_{2,0}+4 \omega_{1,4} \omega_{1,2} \omega_{1,0}^{2} \omega_{2,4} \omega_{2,3} \omega_{2,2} \omega_{2,1}$
$+\omega_{1,4} \omega_{1,3} \omega_{1,1}^{2} \omega_{2,4} \omega_{2,2} \omega_{2,1} \omega_{2,0}-\omega_{1,4} \omega_{1,2} \omega_{1,1}^{2} \omega_{2,4} \omega_{2,3} \omega_{2,1} \omega_{2,0}$
$-3 \omega_{1,4} \omega_{1,1}^{2} \omega_{1,0} \omega_{2,4} \omega_{2,3} \omega_{2,2} \omega_{2,1}-\omega_{1,3} \omega_{1,2} \omega_{1,1}^{2} \omega_{2,4} \omega_{2,3} \omega_{2,2} \omega_{2,0}$
$+2 \omega_{1,4} \omega_{1,2}^{2} \omega_{1,1} \omega_{2,4} \omega_{2,2} \omega_{2,1} \omega_{2,0}+\omega_{1,3} \omega_{1,2}^{2} \omega_{1,1} \omega_{2,4} \omega_{2,3} \omega_{2,1} \omega_{2,0}$
$+2 \omega_{1,3} \omega_{1,2}^{2} \omega_{1,0} \omega_{2,4} \omega_{2,3} \omega_{2,2} \omega_{2,0}-3 \omega_{1,4} \omega_{1,3}^{2} \omega_{1,0} \omega_{2,3} \omega_{2,2} \omega_{2,1} \omega_{2,0}$
$-\omega_{1,3}^{2} \omega_{1,2} \omega_{1,1} \omega_{2,4} \omega_{2,2} \omega_{2,1} \omega_{2,0}-\omega_{1,3}^{2} \omega_{1,2} \omega_{1,0} \omega_{2,4} \omega_{2,3} \omega_{2,1} \omega_{2,0}$
$+\omega_{1,3}^{2} \omega_{1,1} \omega_{1,0} \omega_{2,4} \omega_{2,3} \omega_{2,2} \omega_{2,0}+4 \omega_{1,4}^{2} \omega_{1,2} \omega_{1,0} \omega_{2,3} \omega_{2,2} \omega_{2,1} \omega_{2,0}$
$+2 \omega_{1,4}^{2} \omega_{1,1} \omega_{1,0} \omega_{2,4} \omega_{2,2} \omega_{2,1} \omega_{2,0}+\omega_{1,4} \omega_{1,3} \omega_{1,2} \omega_{1,1} \omega_{2,3} \omega_{2,2} \omega_{2,1} \omega_{2,0}$
$-8 \omega_{1,4} \omega_{1,3} \omega_{1,2} \omega_{1,0} \omega_{2,4} \omega_{2,2} \omega_{2,1} \omega_{2,0}+10 \omega_{1,4} \omega_{1,3} \omega_{1,1} \omega_{1,0} \omega_{2,4} \omega_{2,3} \omega_{2,1} \omega_{2,0}$
$-8 \omega_{1,4} \omega_{1,2} \omega_{1,1} \omega_{1,0} \omega_{2,4} \omega_{2,3} \omega_{2,2} \omega_{2,0}+\omega_{1,3} \omega_{1,2} \omega_{1,1} \omega_{1,0} \omega_{2,4} \omega_{2,3} \omega_{2,2} \omega_{2,1}=0$

## Appendix E. Joint Variables

For the sake of conciseness, in the following the notation $\cos q_{i}=C_{i}$ and $\sin q_{i}=S_{i}$ has been used.

$$
\begin{aligned}
& q_{2}=\arcsin \frac{P_{3, x}-P_{1, x}}{a_{2}} \\
& q_{1}=\operatorname{atan} 2\left(\frac{P_{3, y}}{a_{2} C_{2}}, \frac{P_{3, x}}{a_{2} C_{2}}\right) \\
& q_{3}=\operatorname{atan} 2\left(S_{3}, C_{3}\right)
\end{aligned}
$$

where
$S_{3}=\frac{P_{3, y} C_{2}-P_{4, y} C_{2}+P_{3, z} S_{1} S_{2}-P_{4, z} S_{1} S_{2}}{d_{4} S_{1}}$
$C_{3}=-\frac{P_{3, y} S_{2}-P_{4, y}{ }_{3} S_{2}-S_{1} S_{3, z} C_{2} S_{1}+P_{4, z} C_{2} S_{1}}{d_{4} S_{1}}$
$q_{4}=\operatorname{atan} 2\left(S_{4}, C_{4}\right)$
where
$S_{4}=\frac{P_{4, z}-P_{5, z}}{d_{5} S_{2-3}}$
$C_{4}=-\frac{P_{4, z} C_{1+2-3}+P_{4, z} C_{1-2+3}-P_{5, z} C_{1+2-3}-P_{5, z} C_{1-2+3}-2 P_{4, x} S_{2-3}+2 P_{5, x} S_{2-3}}{2 d_{5} S_{2-3} S_{1}}$

$$
\begin{aligned}
q_{5}= & \operatorname{atan} 2\left(S_{5}, C_{5}\right) \\
& \text { where } \\
& S_{5}=\frac{1}{d_{6}}\left(P_{65, x}+d_{2} S_{4}-d_{3} S_{4}+a_{2} C_{3} C_{4}-d_{1} C_{2} C_{4} S_{3}+d_{1} C_{3} C_{4} S_{2}\right) \\
& C_{5}=-\frac{1}{d_{6}}\left(P_{65, y}-d_{4}+a_{2} S_{3}+d_{1} C_{2-3}\right)
\end{aligned}
$$

and

$$
\left[\begin{array}{c}
\mathbf{P}_{65} \\
1
\end{array}\right]=\left[\begin{array}{c}
P_{65, x} \\
P_{65, y} \\
P_{65, z} \\
1
\end{array}\right]={ }^{0} \mathbf{T}_{4}^{-1}\left[\begin{array}{c}
\mathbf{P}_{6}-\mathbf{P}_{5} \\
1
\end{array}\right]
$$

$$
q_{6}=\operatorname{atan} 2\left(S_{6}, C_{6}\right)
$$

where

$$
\begin{aligned}
& S_{6}=\left[\begin{array}{llll}
0 & 1 & 0 & 0
\end{array}\right]^{5} \mathbf{T}_{\mathbf{6}}\left[\begin{array}{llll}
1 & 0 & 0 & 0
\end{array}\right]^{T} \\
& C_{6}=\left[\begin{array}{lll}
1 & 0 & 0
\end{array} 00\right]^{5} \mathbf{T}_{6}\left[\begin{array}{llll}
1 & 0 & 0 & 0
\end{array}\right]^{T}
\end{aligned}
$$

and

$$
{ }^{5} \mathbf{T}_{6}={ }^{0} \mathbf{T}_{5}{ }^{-1}\left(q_{1}, q_{2}, q_{3}, q_{4}, q_{5}\right)^{0} \mathbf{T}_{6}
$$
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#### Abstract

Improving the strategies employed to control robotic arms is of great importance because of the increase in their use in advanced supervisory control strategies, such as digital twins. The inverse kinematic (IK) control of manipulators requires an IK solution and an awareness of the singular configurations. This work presents a complete IK calculation system with singularity analysis for the UR5 robotic arm created by Universal Robots. For a specific robot pose, different angle solution sets are obtained, and one of these solution sets has to be selected to achieve movement continuity and avoid singularities. Two methods for this double purpose are proposed: one calculates all the solution possibilities, and the other obtains only one solution set by following a sequence of decisions and calculations clearly stated by a finite state machine (FSM). Both methods are effective in managing singularities. The FSM-based method complements the IK solution procedure with advantages in the number of computations and performance by producing results that would not lead the joints to move abruptly. The results prove that the presented methods select an IK solution that does not result in a singular configuration, and that most of the time, they lead to the same valid IK solution.


Keywords: inverse kinematics; singularity analysis; finite state machine; complete kinematic solution analysis

## 1. Introduction

Robots are used to increase production and improve product quality; because of this, Industry 4.0 uses technologies such as robotic manipulators and their digital twins to create cyber-physical systems that are advanced supervisory control systems that improve the overall performance of the physical systems. An inverse kinematic (IK) solution of a robot is required when controlling robots and their digital twins. The twin-in-the-loop architecture [1] is one example of how digital twins can be used. The extensive use of robots and the fact that they interact with their users make it necessary to improve their behavior; this can be achieved by using control strategies such as the IK control and the model reference adaptive control [2]; however, singularities must be avoided for the robot to be free to move in any direction within its workspace and with reasonable joint speed; the latter is necessary because joint velocities tend to infinity as a singular configuration is approached.

Improving the behavior of collaborative robots (cobots) is important because they should safely interact with their users. This is the case of the UR5 robotic arm, a 6-degree-of-freedom (DOF) manipulator created by Universal Robots, and other cobots that have been produced with the same geometry by companies such as Smokie Robotics, Techman Robot, AUBO Robotics, and Doosan Robotics. The kinematics of the UR5 robot has been studied in [3-9], some solutions have been statistically compared in [10], and a method to classify IK branches of the UR-type robot has been recently proposed [11]. The forward or direct (DK) and inverse kinematics (IK) can be studied with different methods;
a well-known technique uses the original or the modified Denavit-Hartenberg ( DH ) parameters [12]. An IK solution allows for computing the configurations that lead to a specific pose, which is necessary when the position and orientation of the end effector are controlled. Even though works such as [13-18] studied the IK of the general 6R serial manipulator that results in 16 solutions, robots with the UR5 geometry only have 8. However, in the analytical and numerical IK solutions of serial robot architectures, it is required to avoid singular configurations; therefore, singularity analysis need to be considered as a part of the complete IK solution, as in [19]. Although singularity analyses for the UR robot geometry were performed [20,21], a simplified expression is more appropriate for implementations. A code that allows for computing the Jacobian and its determinant can be found in [22], and only a few changes are necessary to adapt it to other robots; in [23], the same authors presented the Denavit-Hartenberg parameters for the Open Unit Robot (OUR) manipulator created by Smokie Robotics.

To the best of the authors' knowledge, a complete IK solution that integrates the calculation of singularities and a strategy to circumvent them has not been published. Therefore, this work provides a practical IK solution that manages singularities besides the multiplicity of angle solutions inherent to the IK problem, and constitutes a ready-to-use tool for developing, simulating, and controlling robotic systems.

Additionally, two modalities or methods for dealing with singularities and multiple solution sets are proposed. A finite state machine (FSM) is used to tailor one of the methods for complementing the IK analysis with the direct production of an appropriate nonsingular solution without calculating all the possible solutions. An IK solution that avoids singular configurations is helpful in designing and controlling a robot and its digital twin [24], and in image-based visual servoing [25].

This paper presents a complete IK solution, a compact expression for the determinant of the Jacobian that can be easily implemented, and two effective methods with their corresponding algorithms for handling singularities and choosing a set of angles or calculating a single one. The rest of this paper is organized as follows: Section 2 shows a set of expressions used to compute the IK solution, and presents the singularity analysis for robots with the UR geometry and two algorithms that can be used to choose a set of angles. The results obtained with the two algorithms are compared in Section 3. Lastly, conclusions are presented in Section 4.

## 2. Materials and Methods

First, this section shows the IK solution on which the selection algorithms are based; then, it describes the singularity problem and presents the singularity analysis for robots with the same geometry as the UR5; lastly, the proposed selection algorithms are described.

### 2.1. Inverse Kinematic Solution

The UR5, which is the specific robot that was used for the experiments, is a 6-degree-of-freedom (DOF) cobot that only has rotational joints. Table 1 presents its DH parameters, which are illustrated in Figure 1. However, the IK solution and the singularity analysis only use variables, because this allows for using them for any other robot with the same geometry.

Table 1. Denavit-Hartenberg (DH) parameters of the UR5.

| $\mathbf{i}$ | $\alpha_{i}(\mathbf{r a d})$ | $a_{i}(\mathbf{m m})^{\mathbf{1}}$ | $d_{i}(\mathbf{m m})^{\mathbf{1}}$ | $\theta_{i}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $\pi / 2$ | 0 | $d_{1}=89.2$ | $\theta_{1}$ |
| 2 | 0 | $a_{2}=425.0$ | 0 | $\theta_{2}$ |
| 3 | 0 | $a_{3}=392.0$ | 0 | $\theta_{3}$ |
| 4 | $\pi / 2$ | 0 | $d_{4}=109.3$ | $\theta_{4}$ |
| 5 | $-\pi / 2$ | 0 | $d_{5}=94.75$ | $\theta_{5}$ |
| 6 | - | - | $d_{6}=82.5$ | $\theta_{6}$ |

[^1]From the different IK solutions found in the literature, only one was considered to define the algorithms presented here; however, these algorithms can be easily modified to use a solution that calculates the angles in a different order. The following notation is used in this work: $s_{i}=\sin \theta_{i}, c_{i}=\cos \theta_{i}, s_{i j \ldots}=\sin \left(\theta_{i}+\theta_{j}+\ldots\right)$ and $c_{i j \ldots}=\cos \left(\theta_{i}+\theta_{j}+\ldots\right)$. The homogeneous transformation matrix from Equation (1) is composed of a rotational submatrix (elements represented by $r$ ) and a position vector ( $p$ elements); these define the orientation and position of frame 6 with respect to the base (frame 0). Since the DK solution is required to compute the IK solution, the resulting transformation matrix and its elements are shown next [10]:

$$
\begin{gather*}
{ }_{6}^{0} T=\left[\begin{array}{cccc}
r_{11} & r_{12} & r_{13} & p_{x} \\
r_{21} & r_{22} & r_{23} & p_{y} \\
r_{31} & r_{32} & r_{33} & p_{z} \\
0 & 0 & 0 & 1
\end{array}\right]  \tag{1}\\
r_{11}=c_{1} c_{234} c_{5} c_{6}+c_{6} s_{1} s_{5}-c_{1} s_{234} s_{6}  \tag{2}\\
r_{21}=c_{234} c_{5} c_{6} s_{1}-c_{1} c_{6} s_{5}-s_{1} s_{234} s_{6}  \tag{3}\\
r_{31}=c_{5} c_{6} s_{234}+c_{234} s_{6}  \tag{4}\\
r_{12}=-c_{1} c_{234} c_{5} s_{6}-s_{1} s_{5} s_{6}-c_{1} c_{6} s_{234}  \tag{5}\\
r_{22}=-c_{234} c_{5} s_{1} s_{6}+c_{1} s_{5} s_{6}-c_{6} s_{1} s_{234}  \tag{6}\\
r_{32}=-c_{5} s_{234} s_{6}+c_{234} c_{6}  \tag{7}\\
r_{13}=-c_{1} c_{234} s_{5}+c_{5} s_{1}  \tag{8}\\
r_{23}=-c_{234} s_{1} s_{5}-c_{1} c_{5}  \tag{9}\\
p_{z}=r_{33} d_{6}-c_{234} d_{5}+s_{23} a_{3}+s_{2} a_{2}+d_{1}  \tag{10}\\
r_{33}=-s_{234} s_{5}  \tag{11}\\
p_{y}=r_{23} d_{6}+s_{1}\left(s_{234} d_{5}+c_{23} a_{3}+c_{2} a_{2}\right)-c_{1} d_{4}  \tag{12}\\
c_{1}\left(s_{234} d_{5}+c_{23} a_{3}+c_{2} a_{2}\right)+s_{1} d_{4}  \tag{13}\\
r_{1}
\end{gather*}
$$



Figure 1. Coordinate frame assignment using the original DH convention ( $\theta_{i}=0$ for $i=0,1,2,3,4,5,6$ ).
Although some equations are expressed differently, the IK solution used in this work consists of the following expressions that were proposed in [8]:

$$
\begin{gather*}
A=p_{y}-d_{6} r_{23}  \tag{14}\\
B=p_{x}-d_{6} r_{13}  \tag{15}\\
C=c_{1} r_{11}+s_{1} r_{21}  \tag{16}\\
D=c_{1} r_{22}-s_{1} r_{12}  \tag{17}\\
E=s_{1} r_{11}-c_{1} r_{21}  \tag{18}\\
\theta_{1}=c_{5} c_{6}  \tag{19}\\
\theta_{5}= \pm \operatorname{atan} 2\left(\sqrt{B^{2}+(-A)^{2}-d_{4}^{2}}, d_{4}\right)+\operatorname{atan2} 2(B,-A)  \tag{20}\\
\left.\theta_{6}+D^{2}, s_{1} r_{13}-c_{1} r_{23}\right)  \tag{21}\\
\left.\theta_{6}=\operatorname{atan} 2^{E^{2}} \frac{D}{s_{5}}, \frac{E}{s_{5}}\right)  \tag{22}\\
\theta_{234}=\operatorname{atan2}\left(r_{31} F-s_{6} C, F C+s_{6} r_{31}\right)  \tag{23}\\
K_{C}=c_{1} p_{x}+s_{1} p_{y}-s_{234} d_{5}+c_{234} s_{5} d_{6}  \tag{24}\\
K_{S}=p_{z}-d_{1}+c_{234} d_{5}+s_{234} s_{5} d_{6}  \tag{25}\\
c_{3}=\frac{K_{S}^{2}+K_{C}^{2}-a_{2}^{2}-a_{3}^{2}}{2 a_{2} a_{3}} \tag{26}
\end{gather*}
$$

$$
\begin{gather*}
s_{3}=\sqrt{1-c_{3}^{2}}  \tag{27}\\
\theta_{3}= \pm \operatorname{atan} 2\left(s_{3}, c_{3}\right)  \tag{28}\\
\theta_{2}=\operatorname{atan} 2\left(K_{S}, K_{C}\right)-\operatorname{atan} 2\left(s_{3} a_{3}, c_{3} a_{3}+a_{2}\right)  \tag{29}\\
\theta_{4}=\theta_{234}-\theta_{2}-\theta_{3} \tag{30}
\end{gather*}
$$

### 2.2. Singularities

The Jacobian is a matrix that relates the joint velocities to the linear and angular velocities of the end effector. This matrix is used to find singularities because, for nonredundant robots such as the UR5, they exist when $\operatorname{det}(J)=0$; the Jacobian can be computed using different methods, one of which is shown in [27].

In [28], the authors mentioned that a robot is at a singularity or singular configuration when it is impossible to move the end effector in at least one direction; there, the Jacobian was computed as in Equations (31) and (32) for prismatic and rotational joints, respectively.

$$
\begin{gather*}
\boldsymbol{J}=\left[\begin{array}{l}
\boldsymbol{J}_{L_{i}} \\
\boldsymbol{J}_{A_{i}}
\end{array}\right]=\left[\begin{array}{c}
\boldsymbol{b}_{i-1} \\
\mathbf{0}
\end{array}\right]  \tag{31}\\
\boldsymbol{J}=\left[\begin{array}{l}
\boldsymbol{J}_{L_{i}} \\
\boldsymbol{J}_{A_{i}}
\end{array}\right]=\left[\begin{array}{c}
\boldsymbol{b}_{i-1} \times \boldsymbol{r}_{i-1, e} \\
\boldsymbol{b}_{i-1}
\end{array}\right] \tag{32}
\end{gather*}
$$

In the previous equations, $\boldsymbol{b}_{i-1}$ is the unit vector representing the $z$-axis of joint $i-1$ with respect to the base (frame 0 ), $\boldsymbol{r}_{i-1, e}$ is the end-effector position with respect to frame $i-1$, and $J_{L_{i}}$ and $J_{A_{i}}$ represent the parts of the Jacobian that relate the joint velocities to the linear and angular ones, respectively. An example of how the Jacobian matrix is computed using this method can be found in [28].

Vectors $\boldsymbol{b}_{i-1}$ and $\boldsymbol{r}_{i-1, e}$ can be obtained from the DK study because $\boldsymbol{b}_{i-1}$ is equal to ${ }^{0} \hat{z}_{i-1}$ (third column of rotational matrix ${ }_{i-1}^{0} R$ ), and $r_{i-1, e}$ can be obtained by subtracting the translation vector ${ }_{i-1}^{0} P$ from the end-effector position.

Since joint velocities tend to infinity as the robot approaches a singular configuration, studying and avoiding singularities is necessary to help in rendering the interaction between robot and user safer.

### 2.3. Singularity Analysis

Only Equation (32) is necessary to compute the Jacobian because the UR5 consists exclusively of rotational joints. Adapting the Jacobian matrix with the corresponding UR5 parameters, the following can be expressed:

$$
\begin{gather*}
J_{A}=\left[\begin{array}{cccccc}
0 & s_{1} & s_{1} & s_{1} & c_{1} s_{234} & r_{13} \\
0 & -c_{1} & -c_{1} & -c_{1} & s_{1} s_{234} & r_{23} \\
1 & 0 & 0 & 0 & -c_{234} & r_{33}
\end{array}\right]  \tag{33}\\
r_{0, e}=\left[\begin{array}{c}
p_{x} \\
p_{y} \\
p_{z}
\end{array}\right]  \tag{34}\\
r_{1, e}=\left[\begin{array}{c}
p_{x} \\
p_{y} \\
p_{z}-d_{1}
\end{array}\right] \tag{35}
\end{gather*}
$$

$$
\begin{gather*}
r_{2, e}=\left[\begin{array}{c}
p_{x}-c_{1} c_{2} a_{2} \\
p_{y}-c_{2} s_{1} a_{2} \\
p_{z}-s_{2} a_{2}-d_{1}
\end{array}\right]  \tag{36}\\
r_{3, e}=\left[\begin{array}{c}
p_{x}-c_{1} c_{23} a_{3}-c_{1} c_{2} a_{2} \\
p_{y}-c_{23} s_{1} a_{3}-c_{2} s_{1} a_{2} \\
p_{z}-s_{23} a_{3}-s_{2} a_{2}-d_{1}
\end{array}\right]  \tag{37}\\
r_{4, e}=\left[\begin{array}{c}
r_{13} d_{6}+c_{1} s_{234} d_{5} \\
r_{23} d_{6}+s_{1} s_{234} d_{5} \\
r_{33} d_{6}-c_{234} d_{5}
\end{array}\right]  \tag{38}\\
r_{5, e}=\left[\begin{array}{l}
r_{13} d_{6} \\
r_{23} d_{6} \\
r_{33} d_{6}
\end{array}\right] \tag{39}
\end{gather*}
$$

The previous results allow computing $J_{L}$ as shown next:

$$
\begin{gather*}
J_{L_{1}}=\left[\begin{array}{c}
-p_{y} \\
p_{x} \\
0
\end{array}\right]  \tag{40}\\
J_{L_{2}}=\left[\begin{array}{c}
-c_{1}\left(p_{z}-d_{1}\right) \\
-s_{1}\left(p_{z}-d_{1}\right) \\
s_{1} p_{y}+c_{1} p_{x}
\end{array}\right]  \tag{41}\\
J_{L_{3}}=\left[\begin{array}{c}
c_{1}\left(s_{234} s_{5} d_{6}+c_{234} d_{5}-s_{23} a_{3}\right) \\
s_{1}\left(s_{234} s_{5} d_{6}+c_{234} d_{5}-s_{23} a_{3}\right) \\
-c_{234} s_{5} d_{6}+s_{234} d_{5}+c_{23} a_{3}
\end{array}\right]  \tag{42}\\
J_{L_{4}}=\left[\begin{array}{c}
c_{1}\left(s_{234} s_{5} d_{6}+c_{234} d_{5}\right) \\
s_{1}\left(s_{234} s_{5} d_{6}+c_{234} d_{5}\right) \\
-c_{234} s_{5} d_{6}+s_{234} d_{5}
\end{array}\right]  \tag{43}\\
J_{L_{5}}=\left[\begin{array}{c}
-d_{6}\left(s_{1} s_{5}+c_{1} c_{234} c_{5}\right) \\
d_{6}\left(c_{1} s_{5}-c_{234} c_{5} s_{1}\right) \\
-c_{5} s_{234} d_{6}
\end{array}\right]  \tag{44}\\
J_{L_{6}}=\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right] \tag{45}
\end{gather*}
$$

As previously mentioned, to verify if the combination of joint angles results in a singularity, the determinant of the Jacobian matrix must be computed to determine if it is equal to or close to zero. This can be conducted with the following expression:

$$
\begin{equation*}
\operatorname{det}(J)=s_{3} s_{5} a_{2} a_{3}\left(c_{2} a_{2}+c_{23} a_{3}+s_{234} d_{5}\right) \tag{46}
\end{equation*}
$$

Three types of singularities (shoulder, wrist, and elbow) exist for this robot. Information about them can be found in $[20,21]$, and they are briefly described next.

A shoulder singularity happens when the last factor in Equation (46), which involves angles $\theta_{2}, \theta_{3}$, and $\theta_{4}$, is equal to zero. One example can be seen in Figure 2, which shows that the end effector cannot be moved along $z_{6}$.

Wrist singularities exist when $s_{5}=0$, which mathematically happens when $\theta_{5}=0$ or $\theta_{5}= \pm \pi$. This renders $z_{4}$ and $z_{6}$ parallel.

An elbow singularity is present when $s_{3}=0$, which happens when $\theta_{3}=0$ or $\theta_{3}= \pm \pi$. This means that the arm is fully stretched or bent; however, only the former case is physically possible.


Figure 2. Example of shoulder singularity.

### 2.4. Algorithms to Select a Solution

This section presents two complete algorithms that can be used to select one set of angles that does not result in a singularity. In this work, angles close to 0 were considered to be 0 , and angles close to $\pm \pi$ were defined as $\pi ; 2 \pi$ was added or subtracted until the computed angle was within $[-\pi, \pi]$.

Not all values computed by the IK solutions are valid, i.e., some of them lead to computational errors. The cases in which this happens are described next:

- Computed $\theta_{1}$ angles are not acceptable if they are complex and no valid set can be computed. For the used IK solution, it is enough to validate the result of the square root in Equation (20).
- $\theta_{5}$ is not acceptable if it is complex or if $\left|s_{5}\right| \leq 1 \times 10^{-12}$; since the IK solution uses atan2, only the latter validation is necessary. The value of the limit for $\left|s_{5}\right|$ was chosen because if the other sines and cosines in Equation (46) are equal to 1, it results in $\operatorname{det}(J)=1.5190 \times 10^{-4}$, which can be considered equal to zero. The other reason was that although $\sin (0)=\sin (\pi)=\sin (-\pi)=0$, the computational tools do not
always give the exact value, e.g., in MATLAB R2021a $\sin (\pi)=1.2246 \times 10^{-16}$; this means that the determinant is not always exactly 0 .
- The angles for $\theta_{3}$ are not valid if $\left|s_{3}\right| \leq 1 \times 10^{-12}$, or when either $\theta_{3}$ or $s_{3}$ is complex. For the used IK solution, it is enough to validate $s_{3}$. The value defined for $\theta_{3}$ to be valid was obtained using the same considerations described previously for $\theta_{5}$.
- Angles $\theta_{2}$ and $\theta_{4}$ are not considered to be acceptable if $\left|d_{5} s_{234}+a_{2} c_{2}+a_{3} c_{23}\right| \leq$ $1 \times 10^{-9}$; the value of the limit was chosen because if $s_{3}$ and $s_{5}$ are both equal to 1 and this term is $1 \times 10^{-9}$, then $\operatorname{det}(J)=1.6660 \times 10^{-4}$, which can be considered to be zero.
- Lastly, a complete set of angles is not considered to be valid when the manipulator reaches the outer limit of its workspace, which happens when $\theta_{3}=0$ and $\theta_{4}=\pi / 2$. However, this leads to $s_{3}=0$, which was already defined as not valid.
Modifications to the following algorithms may be necessary depending on the application and the order in which the IK solution that is used computes the angles. These algorithms do not consider the presence of obstacles.


### 2.4.1. Algorithm 1

The first algorithm computes all the sets of angles that take the end effector to a previously specified pose, and then selects the one that requires moving the joints the least overall.

To select a set of variables, some works maximize a cost function depending on the objective (avoiding singularities, joint limits, or obstacles) [29] or find trajectories that do not include the mutation of any joint angles at $180^{\circ}$ [30]; however, this algorithm selects the set as in [31], where the total joint displacement is minimized. Although something similar was performed in [32], where the solution that minimized joint movement was selected, weights were used to prioritize moving smaller joints, which were assigned smaller weights.

Even though a specific selection criterion is used, depending on the objective, it is possible to change it without affecting the rest of the steps.

This algorithm consists of the following steps:

1. Both $\theta_{1}$ solutions are computed, and complex angles are discarded.
2. The previously obtained values for $\theta_{1}$ are used to compute $\theta_{5}$. The sets containing values of $\theta_{5}$ that are not considered valid are rejected.
3. $\theta_{6}$ is computed for the remaining sets.
4. The values of $\theta_{3}$ are computed and verified. Again, the solutions with angles that are not acceptable are discarded.
5. Lastly, $\theta_{2}$ and $\theta_{4}$ are computed, and the sets of angles that are not valid are rejected.
6. The algorithm selects the solution with the minimal difference with respect to the current joint positions, which is computed with the following equations:

$$
\begin{equation*}
\Delta \theta_{i}=\theta_{i, p}-\theta_{i, j} \tag{47}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{diff}_{j}=\sqrt{\sum_{i=1}^{6} \Delta \theta_{i}^{2}} \tag{48}
\end{equation*}
$$

where $p$ refers to a previous value, $i$ to a joint, and $j$ to the computed set.

### 2.4.2. Algorithm 2

When there are two possible solutions for an angle, the second algorithm chooses the one that moves the specific joint less and verifies it does not result in a singularity. This is to compute only one complete set of angles that results in the desired pose.

This algorithm uses the FSM shown in Figure 3; this technique was used because it is a comprehensible computational model. The FSM technique defines the steps that have to be followed to complete a specified sequential task; a state is triggered by an event or completion signal activated in the previous state. In the proposed FSM, each step computes one or two angles, selects the closest option (if two possibilities exist), and verifies if the chosen angles are valid. If a value is not acceptable, it is modified, and a previous state is triggered. In this case, the task is to compute and select angles that do not result in singular configurations.


Figure 3. Finite state machine (FSM) for Algorithm 2; $\boldsymbol{c h}_{i j k}$ refers to the number of times that angles $i$, $j$, and $k$ have been changed to try a different set of angles.

The states are described next:

- State 1: The values of $\theta_{1}$ are computed and verified, and the one closer to the previous $\theta_{1}$ is selected. If a valid $\theta_{1}$ is found, State 5 is next.
- State 5: As for $\theta_{1}$, the two possible angles for $\theta_{5}$ are computed and verified, and the one closer to the previous value is selected. If an acceptable $\theta_{5}$ is found, State 6 is next. Since the difference between the values of $\theta_{5}$ is the sign, only one of them is necessary for the validation. If the computed angles are not valid, State 5 is repeated using the other $\theta_{1}$; however, no solution exists if $\theta_{1}$ has already been changed.
- State 6: Here, $\theta_{6}$ is computed. This is followed by State 3 .
- State 3: As for $\theta_{1}$ and $\theta_{5}$, both $\theta_{3}$ values are computed and verified, and the one closer to the previous $\theta_{3}$ is selected; State 24 is run if an acceptable $\theta_{3}$ exists. Again, it is only necessary to verify one of the calculated angles; if $\theta_{3}$ is not valid, one of the following states is next:
- State 6: if $\theta_{5}$ has not been modified, the other value for $\theta_{5}$ is used.
- State 5: if $\theta_{5}$ has been changed and $\theta_{1}$ has not, the other possible angle for $\theta_{1}$ is tested.
- End: no set of angles exists if, after changing $\theta_{1}$, both possibilities for $\theta_{5}$ result in unacceptable values for $\theta_{3}$.
- State 24: $\theta_{2}$ and $\theta_{4}$ are computed in this state; for this reason, it is called State 24 . If the resulting set of angles is valid, the algorithm has found a solution ("End" is the next state); otherwise, one of the following states is run:
- State 24: if the value of $\theta_{3}$ has not been changed, it is modified, and the state is repeated.
- State 6: if both $\theta_{3}$ angles have been used and only one $\theta_{5}$ has been used, the other possible $\theta_{5}$ is tested.
- State 5: if $\theta_{5}$ has been changed and both $\theta_{3}$ options have been tested, but $\theta_{1}$ has not been modified. The other angle $\theta_{1}$ is used.
- End: if the manipulator cannot be taken to the desired pose even after changing $\theta_{1}, \theta_{5}$, and $\theta_{3}$.
- End: this last state is reached when a valid set of angles is found or if it is impossible to find one.


## 3. Results and Discussion

This section compares the results obtained with the algorithms presented in Section 2.4.
For the comparison, the desired poses are shown in Table 2 (only sets 7 and 9 do not result in singularities). However, to choose a set of angles for said poses, the previous ones were assumed to be $\theta_{1}=\theta_{2}=\theta_{3}=\theta_{4}=\theta_{5}=\theta_{6}=0$.

Table 2. Joint angles used to compute the desired poses (rad).

| Test | $\boldsymbol{\theta}_{\mathbf{1}}$ | $\boldsymbol{\theta}_{\mathbf{2}}$ | $\boldsymbol{\theta}_{3}$ | $\boldsymbol{\theta}_{\mathbf{4}}$ | $\boldsymbol{\theta}_{\mathbf{5}}$ | $\boldsymbol{\theta}_{\mathbf{6}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\pi$ | $\pi / 4$ | $\pi / 2$ | $\pi / 2$ | 0 | $\pi / 5$ |
| 2 | $\pi$ | $-\pi / 2$ | 0 | $\pi$ | $\pi / 3$ | 0 |
| 3 | $\pi$ | 0 | $\pi / 2$ | $\pi$ | $\pi$ | 0 |
| 4 | $\pi / 2$ | $\pi / 2$ | 0 | $-\pi / 2$ | $\pi / 3$ | $\pi$ |
| 5 | $\pi / 2$ | 0 | $\pi / 4$ | $\pi$ | $-\pi$ | 0 |
| 6 | $-\pi / 3$ | $3 \pi / 4$ | 0 | $\pi$ | $-\pi$ | 0 |
| 7 | $\pi / 3$ | $\pi / 3$ | $\pi / 2$ | $\pi / 4$ | $\pi / 3$ | 0 |
| 8 | $\pi / 5$ | $\pi / 2$ | $\pi / 2$ | $\pi / 2$ | $\pi$ | $\pi / 2$ |
| 9 | $-\pi$ | $\pi / 3$ | $-\pi / 2$ | $\pi / 2$ | $\pi / 6$ | $\pi / 2$ |
| 10 | $-\pi / 2$ | $\pi / 2$ | 0 | $\pi$ | $-\pi$ | $\pi / 2$ |

Both algorithms were programmed in MATLAB R2021a. Other results can be obtained depending on how the algorithms and IK solutions are programmed (e.g., if values close to $-\pi$ are defined as $-\pi$ and not as $\pi$, or if the joint angles are not limited to be within $[-\pi, \pi]$ ).

Tables 3 and 4 present the sets of angles selected by Algorithms 1 and 2, respectively. Different results were chosen only in three tests (7, 8 , and 9 ).

Table 3. Joint angles selected by Algorithm 1 (rad).

| Test | $\boldsymbol{\theta}_{\mathbf{1}}$ | $\boldsymbol{\theta}_{\mathbf{2}}$ | $\boldsymbol{\theta}_{\mathbf{3}}$ | $\boldsymbol{\theta}_{\mathbf{4}}$ | $\boldsymbol{\theta}_{\mathbf{5}}$ | $\boldsymbol{\theta}_{\mathbf{6}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2.3815 | 0.7054 | 1.6608 | 0.7755 | 0.7601 | 1.4137 |
| 2 | -1.7132 | -2.0438 | 0.5154 | 2.5800 | 1.4998 | 1.4473 |
| 3 | -0.6392 | 1.4741 | 1.9941 | -0.3266 | 0.6392 | -1.5708 |
| 4 | 1.5708 | 0.9088 | 1.3914 | 0.8414 | -1.0472 | 0 |
| 5 | -1.9116 | 2.2113 | 1.1655 | -0.2352 | 0.3408 | -0.7854 |
| 6 | 2.4303 | 0.2367 | 0.7022 | 2.2027 | -0.3359 | -2.3562 |
| 7 | 1.0472 | 1.0472 | 1.5708 | 0.7854 | 1.0472 | 0 |
| 8 | -2.0715 | -0.1327 | 1.5357 | 1.7386 | -0.4418 | 0 |
| 9 | 3.1416 | -0.4429 | 1.5708 | -0.0807 | 0.5236 | 1.5708 |
| 10 | -2.9992 | 0.9905 | 0.9407 | 1.2104 | -1.7132 | 0 |

Table 5 shows the computed determinants and proves that the final sets did not result in singular configurations.

Table 4. Joint angles selected by Algorithm 2 (rad).

| Test | $\theta_{1}$ | $\theta_{2}$ | $\theta_{3}$ | $\theta_{4}$ | $\theta_{5}$ | $\theta_{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2.3815 | 0.7054 | 1.6608 | 0.7755 | 0.7601 | 1.4137 |
| 2 | -1.7132 | -2.0438 | 0.5154 | 2.5800 | 1.4998 | 1.4473 |
| 3 | -0.6392 | 1.4741 | 1.9941 | -0.3266 | 0.6392 | -1.5708 |
| 4 | 1.5708 | 0.9088 | 1.3914 | 0.8414 | -1.0472 | 0 |
| 5 | -1.9116 | 2.2113 | 1.1655 | -0.2352 | 0.3408 | -0.7854 |
| 6 | 2.4303 | 0.2367 | 0.7022 | 2.2027 | -0.3359 | -2.3562 |
| 7 | -0.8445 | 0.5569 | 1.3797 | 2.0214 | 2.8289 | 0.9248 |
| 8 | -2.0715 | 0.3281 | 1.0257 | -1.3537 | 0.4418 | 3.1416 |
| 9 | -0.3414 | 2.5392 | 0.8718 | -1.9651 | 2.6900 | -2.2975 |
| 10 | -2.9992 | 0.9905 | 0.9407 | 1.2104 | -1.7132 | 0 |

Table 5. Determinants computed with the selected joint angles (rad).

| Test | Algorithm 1 | Algorithm 2 |  |
| :---: | :---: | :---: | :---: |
| 1 |  | $4.9919 \times 10^{6}$ |  |
| 2 |  | $-7.7601 \times 10^{6}$ |  |
| 3 |  | $-2.9926 \times 10^{7}$ |  |
| 4 |  | -0.1915 |  |
| 5 |  | $-3.2505 \times 10^{7}$ |  |
| 6 | $-2.2865 \times 10^{7}$ |  |  |
| 7 | $-3.459 \times 10^{7}$ |  | $0.7623 \times 10^{7}$ |
| 8 | $5.2815 \times 10^{7}$ |  | $2.9645 \times 10^{7}$ |
| 9 |  | $-1.2625 \times 10^{7}$ | $-3.5288 \times 10^{7}$ |
| 10 |  |  |  |

Table 6 presents the differences between the selected angles and the previous ones; these were computed as in Algorithm 1 using Equation (48) and prove that Algorithm 2 sometimes chose a set that required moving the joints more than Algorithm 1.

Table 6. Differences computed with the selected joint angles (rad).

| Test | Algorithm 1 |  | Algorithm 2 |
| :---: | :---: | :---: | :---: |
| 1 |  | 3.4792 |  |
| 2 |  | 4.2870 |  |
| 3 |  | 3.0888 |  |
| 4 |  | 2.6521 |  |
| 5 |  | 3.2697 |  |
| 6 | 3.5247 | 4.1197 |  |
| 7 | 3.9091 |  | 3.9838 |
| 8 |  |  | 4.1651 |
| 9 |  | 3.9066 | 4.8683 |
| 10 |  |  |  |

### 3.1. Discussion

The results show that the algorithms did not always choose the same angles. However, selecting any of the computed sets that did not result in a singularity render it safer for the user to interact with the robot.

Although Algorithm 1 selected the angles that moved the robot the least, which means that the robot would reach the desired pose faster, Algorithm 2 would not lead to abrupt movements, which is even safer for the user.

It is recommended to use Algorithm 1 when it is necessary to choose the set of angles that moves the joints the least; however, the memory of the device used to compute the IK
solution should be enough to store up to eight possibilities. Algorithm 2 is suggested for applications using devices with low computational resources and when the new configuration does not need to be as similar as possible to the previous one.

The derived expression and proposed methods to compute the determinant of the Jacobian require fewer parameters and calculations than the ones found in other works; this implies a computational advantage particularly useful for real-time applications. The proposed methods need modifications to use the solution in [20]. Even though it is possible to use the equation in [21] in the proposed algorithms, the determinant does not result in zero when either $\theta_{3}$ or $\theta_{5}$ is equal to $\pi$; these mathematical singularities exist and can be detected with Equation (46).

### 3.2. Applications

A complete IK solution that avoids singularities is helpful in different applications; one of them is robot design, particularly to implement the inverse kinematic control of a robot with the same geometry. Other more advanced applications include image-based visual servoing and the control of robotic digital twins.

Image-based visual servoing, as seen in Figure 4, refers to the use of features extracted from images to move the robot to a desired feature or pose. In the latter case, it is necessary to include the IK solution as a part of an external controller to choose one set of angles that can move the end effector as desired while avoiding singularities.

Using a digital twin as supervisory control of a physical robot requires the IK solution to be implemented in the digital twin controller to verify that the physical system is working as expected and under safe conditions, which is particularly important for cobots. The proposed validated IK solution that uses the FSM is suitable because it avoids abrupt changes in the joint motion, this also renders the system safer because joint velocities can be safely controlled if singularities can be detected and avoided.


Figure 4. Image-based visual servoing control loop adapted from [33].

## 4. Conclusions

Inverse kinematic solutions can be used to control real and virtual robots. However, when an IK solution is used, it is also necessary to consider the robot's singular configurations to have complete and validated robot control algorithms. For that reason, this study used the Jacobian matrix of the UR5 robot and its determinant; the latter was used in two algorithms to select a set of angles that takes the robot to the desired pose
without resulting in a singularity. In this way, the main contribution of this work is the definition of two alternative methods for the complete and validated computational implementation of IK solutions for the UR5 robot. Since reaching singularities leads to faster joint velocities, methods that help in avoiding singular configurations and in making it safer for people to interact with this kind of robot are essential additions to the IK solution and can be considered to be enhanced alternative inverse IK solutions for robotic arms with the UR geometry.

The results show that, although the two algorithms could lead to the same set of angles, this is not always true, which means that one of the presented algorithms can be more suitable depending on the application. For example, if one objective is to reach the desired pose faster, Algorithm 1 can be used to ensure that the set of angles that requires moving the joints the least overall is selected; however, by using an FSM and not computing all the possibilities, Algorithm 2 requires less storage space, which means that it can be used in devices with low computational resources; this algorithm also avoids abrupt joint movements.

As a final remark, the FSM-based method complements the IK solution procedure with advantages in the number of computations and performance by producing results that would not move the joints abruptly, which is desired for collaborative robots, and this method is helpful when using devices with low computational resources.

Future work will focus on using the IK solution and one of the selection algorithms to control a virtual UR5 that will later be used to control a physical UR5 robot. The chosen algorithm will be modified to select the set of angles that consumes the least power or to evaluate which one results in the trajectory that moves the robot as far as possible from singularities.
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#### Abstract

In recent years, many studies have shown that soft robots with elastic actuators enable robust interaction with the environment. Compliant joints can protect mechanical systems and provide better dynamic performance, thus offering huge potential for further developments of humanoid robots. This paper proposes a new biped robot. The new robot combines a torque sensorbased active elastic hip and a spring-based passive elastic knee/ankle. In the first part, the mechanical design is introduced, and in the second part, the kinematics and dynamics capabilities are described. Furthermore, we introduce a new extended capture-point-based walking pattern generator that calculates footstep positions, which are used as input for the controller of our new biped robot. The main contribution of this article is the novel mechanical design and an extended walking pattern generator. The new design offers a unique solution for cable-driven bipeds to achieve both balancing and walking. Meanwhile, the new walking pattern generator can generate smooth desired curves, which is an improvement over traditional generators that use a constant zero-moment-point (ZMP). A simple cartesian controller is applied to test the performance of the walking pattern generator. Although the robot has been built, all experiments regarding the pattern generator are still simulated using MATLAB/Simulink. The focus of this work is to analyze the mechanical design and show the capabilities of the robot by applying a new pattern generator.


Keywords: biped; mechanical design; kinematics

## 1. Introduction

While humans can easily walk with two legs, it remains very challenging to realize two-legged humanoid robots. Over the years, several biped robots have been developed. Compared to wheeled mobile robots, two-legged humanoid robots offer significant advantages, as they can move in difficult or uneven terrains, climb stairs, walk over obstacles, and reach spaces as humans do, even in challenging environments. Therefore, when designing biped robots, researchers need to ensure that they can move like humans with minimal energy consumption and that they are highly compliant when interacting with their environment or with humans.

In the past, the joints of most humanoid robots have been directly driven by actuators, which consist of motors and gears. One of the earliest famous humanoid robots was the ASIMO [1], developed by Honda and first introduced in 2000. It can walk, run, and jump. Additionally, AIST developed the humanoid robot series HRP-(1-5) [2-6]. Unlike the others, the HRP-4 is a smart version with a slim lightweight body and a female shape. The latest generation, HRP-5, is designed to perform heavy tasks or to operate in hazardous environments. Toyota developed the robot T-HR3 [7], which enables the entire robot body to be controlled via a wearable device that maps the movements of the user's hands, arms, and feet to the robot. Takanishi Laboratory developed the robot WABIAN-2R [8], which can walk with straight knees, heel contact, and toe-off. Another excellent humanoid robot is the robot TORO [9], developed by the German Aerospace Center (DLR). The robot TORO
is built based on the legs of the former DLR biped [10] and is completely impedancecontrolled based on the torque controller drive technology, similar to the DLR lightweight arms. It can adapt to an uneven environment similar to a foam mattress. Researchers at TU Munich developed two robots, Johnnie [11] and Lola [12]. The robot Johnnie can walk on flat and uneven ground and around curves. The next-generation robot, Lola, can recognize obstacles and achieve dynamic real-time movement through planning and control. Researchers at Oregon State University invented the biped robot Cassie [13], which has two bird-like legs. The researchers at PAL Robotics developed the biped robot REEM-C in 2013 [14]. In 2017, PAL built their second biped robot TALOS [15], which uses torque control. The robot can walk on uneven terrain. The newer biped robot, called Kangaroo, was released in 2022 [16]. All the robot's joints in Kangaroo are driven by ball-screw linear actuators. The company Tesla also released their biped robot called Optimus in 2022 [17].

All of the abovementioned robots use motor-gear drive systems and rigid joints. However, their dynamic behavior is limited by motor performance. Thus, researchers have developed bipeds that are driven by elastic actuators to improve the dynamic performance and safe interaction with environments. Atlas [18] is one of the world's most famous humanoid robots developed by Boston Dynamics. Atlas uses a hydraulic actuator system to drive all the joints. Compared to motor-gear drivers, the dynamic performance of a hydraulic driver system is more powerful. At Ritsumeikan University, researchers developed a torque-controlled hydraulic humanoid robot called TaeMu [19]. It is capable of full-body compliant balancing. In addition to hydraulic bipeds, another possibility to improve bipeds is to combine motor-gearbox systems with elastic springs. The robot cCub [20] is such a compliant robot that uses compact units based on series elastic actuators. A serial elastic actuator combines the common motor with an elastic spring and thus can provide an elasticity with constant stiffness [21]. Furthermore, the adjustable stiffness of a leg may improve the performance in walking on a variety of terrains [22]. Although variable stiffness actuators that can adjust their stiffness are available [23], they have not yet been applied to biped robots. The humanoid robot Valkyrie [24], which was developed by NASA, applies serial elastic actuators to drive every joint. The robot Valkyrie aims to solve challenging tasks in space. Another elastic biped robot is MABEL [25]. Its hip is constrained to revolute motion in the sagittal plane. It can only walk in a circle around a tower. In [26], the Technical University of Darmstadt presented an elastic biped robot called BioBiped. The robot BioBiped has two three degrees of freedom (DOF) legs and uses musculoskeletal technology. This robot can jump while its trunk is externally constrained to vertical translation. Another similar elastic biped robot, the C-Runner [27], was developed by the DLR. The elastic elements give the legs high impact robustness and are able to store energy in mechanical springs during dynamic movements. The bipeds MABEL, BioBiped, and C-Runner use elastic cable-driven systems. The springs can absorb shocks and store energy for running or jumping. They show good dynamic performance and huge potential for running and jumping. Due to the design difficulties of elastic cable-driven systems for multi-DoF joints (hips and ankles), such bipeds lack of the necessary number of DoFs for balancing. They can only walk around a central tower or in a sagittal plane. In order to achieve a fully compliant leg, we add a spring in the knee and design a new elastic cable-driven ankle with two DoFs to overcome these disadvantages. By applying the new ankle, higher velocities and torques can be reached. With our new leg, our robot is able to walk in a human-like way and save energy. Moreover, jumping and running will become possible in the near future.

In the past, many researchers have developed different control strategies to achieve stable balancing. A comprehensive robot control strategy for bipeds comprises a walking pattern generator and a balance controller. A walking pattern generator plans the desired trajectory for the biped. A simple generator based on the linear inverted pendulum (LIP) and ZMP concepts was developed by AIST [28]. The walking biped robot model is commonly simplified as a LIP, which assumes that the robot's center of mass (CoM) can be approximated as a point mass located above the stance foot. This simplification facilitates
the development of control strategies for maintaining dynamic balance during walking, and this technique forms the basis of most walking pattern generators used today. Moreover, a walking pattern generator using preview control of ZMP was described in [29]. A virtual ZMP tracking control was utilized to generate the actual trajectory from the previewed reference ZMP in future steps. In [30], a third-order polynomial interpolation curve was employed for online gait generation, with the aim of facilitating its implementation in real systems. The real-time walking and running gait pattern generation for the bipedal robot ASIMO was presented in [31,32], where the generator utilized a model consisting of three point masses. One point mass was located at the end of the LIP, another was situated at the ankle of the supporting foot, and the third was positioned at the ankle of the swing foot. The compensation of the dynamics error between the approximate dynamic model and the real ASIMO robot was discussed in [33]. A walking pattern generator based on the capture point (CP) was described in [34]. The capture point was determined from the orbital energy of the LIP model. Specifically, the CP represents the point at which the velocity of the CoM is zero. This property enables the CP to be used for calculating a suitable foothold, thus preventing the robot from falling. The walking robot was stabilized by CP and ZMP controllers. Most generators for walking rely on a constant CoM height to simplify the planning process. However, this approach limits the robot to bending its knees during locomotion. In contrast, human-like walking involves a stretched knee, heel strike, and toe push-off, resulting in variations in the CoM height throughout the gait cycle. An enhanced centroidal moment pivot and virtual repellent point were presented in [35] to expand the 2D capture point concept into a 3D divergent component of motion (DCM). This approach facilitates the planning of the robot's CoM height trajectory, thereby enhancing the robot's ability to adapt to uneven terrain. The method, as presented in [36], accomplished the CoM height trajectory by adjusting the natural frequency of the DCM for locomotion on uneven terrain. A concept of spatially quantized dynamics (SQD) was proposed in [37] to achieve a more human-like walking pattern with a stretched knee. It involved discretizing the trajectory into constant distance intervals and transforming the spatial walking pattern into the time domain. In [38], a pattern generator for walking with variable height was presented and enabled 3D walking over uneven terrains based on capture inputs. The paper [39] proposed a planning algorithm capable of generating continuous-time walking patterns, including seamless transitions between flat-contact and heel-to-toe walking gaits. In addition to the conventional linear inverted pendulum (LIP) model, a spring-loaded inverted pendulum (SLIP) model was proposed in [40]. This model incorporated a virtual spring along the inverted pendulum, which can be compressed to absorb energy upon the landing of the swing foot and subsequently accelerate the CoM when the swing foot takes off. The SLIP model proved to be a valuable tool in controlling and analyzing the running and hopping of bipeds. In [41], a 3D SLIP model was employed to achieve high-speed running for a whole-body humanoid robot via simulation. Furthermore, in [42], a task-decomposed energy-exchange dynamics learning method was proposed, which combined model-based reinforcement learning to capture the simplified SLIP biped dynamics and utilize them for control. The difference between the LIP and SLIP is explained in Appendix A.

The balance controller is utilized to stabilize bipedal robots and prevent them from falling over. Controllers for ASIMO, including ground reaction force control and model ZMP control, were presented in [43]. In [44], an approach for balancing a humanoid robot with multiple contacts was presented and implemented in the robot TORO. A passivitybased controller was applied to the robot TORO in [45] to achieve balancing on soft terrain, such as a mattress. The controllers for multicontact and divergent components of motion were combined in [46]. In [47], the passivity controller was extended so that the robot TORO could balance itself on an unstable ground surface. An energy-efficient controller based on optimization was presented in [48]. The researcher minimized the energy cost of walking and calculated the target value of each step incrementally. An online foot position compensator was proposed in [49] to improve the robustness of walking. The control strategy of the biped robot DURUS was introduced in [50]. It divided walking
into a sequence of distinct events and realized multicontact walking. The control strategy for the biped robot HRP-4 was presented in [51]. A 3D LIP method was implemented, and feedback linearization was used for joint tracking. A two-level variable horizon predictive controller was proposed in [52]. The two levels calculated the landing location and generated trajectories for landing in the desired time. A model-predictive-based control law, which uses extended centroidal dynamics, was presented in [53] to consider heavy limbs. An online nonlinear model predictive control approach was developed in [54] to realize the desired walking behaviors. In [55], the authors provided a robust controller using model predictive control to compensate for the gap between simulation and reality. The authors of [56] proposed a full-body predictive model control scheme based on differential dynamic programming that took into account the full dynamics of the system and determined the optimal actuation for the robot's lower body. A passivity-based inverse dynamics controller using a global energy tank was introduced in [57]. The approach used a task space inverse dynamics quadratic programming to calculate the desired torque for satisfying a set of tasks. Currently, most controllers are designed for rigid biped robots, and only a few studies have introduced control approaches for passive elastic bipeds [20,24]. The control strategy with passive elasticity is a challenge for our future work.

In this paper, a new design of a biped robot, called FORREST, is described, which was developed at the TU Chemnitz and is shown in Figure 1. The new biped robot combines a software-based elastic hip and spring-based passive elastic knees/ankles for walking and running. Each leg provides six DoFs. Currently, most cable-driven biped robots cannot maintain balance. We designed a novel elastic cable-driven ankle to fill this gap, by providing better dynamics. A CP-based extended walking pattern generator is introduced in this work. A simple CP controller and a torque-based Cartesian PD controller are used to test the walking pattern generator. This article is structured as follows: First, Section 2 provides an overview of the robot. In in Section 3, the mechanical design of each part of the robot is described. Section 4 analyzes the kinematic and dynamic performance of the knee and ankle, and the dynamic model is introduced. The extended walking pattern generator is presented in Section 5. Finally, Section 6 describes the control strategy and shows the experiments of locomotion with FORREST conducted in simulation.


Figure 1. Biped robot FORREST.

## 2. Overview of FORREST's Design

This section provides an overview of the design of the biped robot FORREST. Figure 2 shows the kinematic scheme of the biped robot and the CAD model of one leg. Each leg consists of six joints: a three DoF hip, a one DoF knee, and a two DoF ankle. Most biped robots have six DoFs per leg. The total weight of the robot is 35 kg . Table 1 lists the weight and the size of each segment.


Figure 2. Kinematic scheme for the leg and its CAD model. The left picture shows that each leg consists of a three DoF hip, a one DoF knee, and a two DoF ankle. The right picture shows the height of each part.

Table 1. Overview of weight and height.

| Segment | Weight [kg] | Height $[\mathrm{mm}]$ |
| :---: | :--- | :--- |
| base | 17.14 | 250 |
| thigh | 5.83 | 405 |
| calf | 2.8 | 405 |
| foot | 0.35 | 105 |
| total | 35.1 | 1165 |

The joints of the hip are driven by actuators from SENSODRIVE, which consist of a BLDC motor, a harmonic gear, and an integrated torque sensor. This allows for softwarebased compliance at the hip. The knee has one degree of freedom and is driven by a motor with a ball screw spindle with a pitch of 4 mm . The ankle has two degrees of freedom and is driven by two MAXON motors using a parallel mechanism. The performance of the joints, considering the gear and drive system, is listed in Table 2.

Table 2. Torque and speed performance of joints.

| Joint | Max Toque [Nm] | Max Speed [rpm] |
| :---: | :--- | :--- |
| hip 1 | 120 | 31.9 |
| hip 2 | 107 | 19.9 |
| hip 3 | 315 | 29 |
| knee | 195 | 15.8 |
| ankle 1 | 212 | 35 |
| ankle 2 | 138 | 47 |

Considering the human anatomy, the muscles in the thigh and calf regions play an important role while humans are running. These muscles can dampen impact, store energy, and release it during bursts, exhibiting behavior similar to that of springs, which we will utilize in our work. However, due to the design difficulty of elastic cable-drive systems for multi-DoF joints such as the hip and ankle, most cable-driven bipeds cannot balance [25-27]. Our goal is to overcome this disadvantage by designing a cable-driven ankle for our prototype. Only the knee and ankle joints use springs to store impact energy and achieve human-like running. FORREST's main purpose is to serve as an experimental platform for combining a torque-controlled software-based elastic hip with mechanical elastic knees/ankles. Further advantages of this design lie in the high reactivity of the new ankle joint, improving the possibility for balancing, and the combination of spring-based deformable joints. Compared to the other bipeds shown in Table 3, a typical biped can balance itself but only has active compliance, while most cable-driven bipeds have passive compliance but cannot balance themselves. However, our biped not only includes passive compliance but can also balance itself.

Table 3. Comparison with other bipeds.

|  | FORREST | Toro | Lola | TALOS | C-Runner | MABEL | BioBiped |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| balance | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | $\times$ | $\times$ | $\times$ |
| compliance | active + passive | active | active | active | passive | passive | passive |

## 3. Design of the New Biped Robot

In this section, the mechanical design of each part of the leg is discussed. The hip joints are driven by a motor-gearbox system, while the knee is driven by an elastic ball screw spindle system. The ankle, on the other hand, is driven by an elastic parallel mechanism. The new biped robot, FORREST, aims to combine software-based compliance, which means joints where the output torque is measured at the link side and fed back into the control, and mechanical compliance, which enables it to be more responsive than previous solutions.

### 3.1. Hip

The structure of the hip is similar to that of most other biped robots to simplify the design. Figure 3 shows the front and back views of the hip. All the joints of the hip are rigid joints without springs and are driven by SENSORDRIVE actuators. The compliance of the joints is achieved by the software-based impedance controller, which offers compliance in one DOF. A high-precision inertia measurement unit is mounted on the hip to estimate the orientation and angular velocity.


Figure 3. Front (left) and back (right) view of the hip. The blue arrow indicates the $z$-axis direction of the joint, and the number indicates the joint number, which corresponds to the link id in Table 4.

Table 4. Kinematic and dynamic parameters of FORREST.

| Link Id | Child Id | Parent Id | $T_{i}^{p}$ | $m[\mathrm{~kg}]$ | $r$ [m] | $I_{d}\left[\mathrm{~kg} \mathrm{~m}^{2}\right]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 0 | $T_{\text {roty }}(\pi / 2)$ |  |  |  |
| 2 | 3 | 1 | $T_{\text {rotx }}(-\pi / 2)$ |  |  |  |
| 3 | 4 | 2 | $T_{\text {roty }}(-\pi / 2)$ |  |  |  |
| 4 | 5 | 3 | $\mathrm{T}_{\text {rotx }}(\pi / 2)$ |  |  |  |
| 5 | 6 | 4 | $T_{\text {roty }}(-\pi / 2)$ |  |  |  |
| 6 | 7,13 | 5 | $T_{\text {rotx }}(-\pi / 2) T_{\text {rotz }}(\pi)$ | 4.45 | $\left[\begin{array}{ccc}0 & 0 & 0.44\end{array}\right]^{T}$ | $\left[\begin{array}{lll}0.23 & 0.18 & 0.06\end{array}\right]$ |
| 7 | 8 | 6 | $\boldsymbol{T}_{\text {trans }}([0,0.12,0])$ | 2.26 | $\left[\begin{array}{ccc}-0.13 & 0 & 0.02\end{array}\right]^{T}$ | $\left[\begin{array}{lll}0.01 & 0.06 & 0.05\end{array}\right]$ |
| 8 | 9 | 7 | $T_{\text {roty }}(-\pi / 2)$ | 4.22 | $\left[\begin{array}{lll}0 & 0 & 0\end{array}\right]^{T}$ | $\left[\begin{array}{lll}0.01 & 0.01 & 0.01\end{array}\right]$ |
| 9 | 10 | 8 | $T_{\text {rotx }}(\pi / 2)$ | 4.06 | $\left[\begin{array}{ccc}-0.21 & 0 & 0\end{array}\right]^{T}$ | $\left[\begin{array}{lll}0.01 & 0.22 & 0.22\end{array}\right]$ |
| 10 | 11 | 9 | $T_{\text {trans }}([0,0,-0.405])$ | 1.95 | $\left[\begin{array}{ccc}-0.17 & 0 & 0\end{array}\right]^{T}$ | $\left[\begin{array}{lll}0 & 0.1 & 0.1\end{array}\right]$ |
| 11 | 12 | 10 | $\boldsymbol{T}_{\text {trans }}([0,0,-0.405])$ | 0.08 | $\left[\begin{array}{lll}0 & 0 & 0\end{array}\right]^{T}$ | $\left[\begin{array}{lll}0 & 0 & 0\end{array}\right]$ |
| 12 |  | 11 | $\boldsymbol{T}_{\text {rotx }}(\pi / 2)$ | 1.46 | $\left[\begin{array}{ccc}-0.07 & 0 & 0.01\end{array}\right]^{T}$ | $\left[\begin{array}{lll}0.01 & 0.02 & 0.01\end{array}\right]$ |
| 13 | 14 | 6 | $\boldsymbol{T}_{\text {trans }}([0,-0.12,0])$ | 2.26 | $\left[\begin{array}{ccc}-0.13 & 0 & 0.02\end{array}\right]^{T}$ | $\left[\begin{array}{lll}0.01 & 0.06 & 0.05\end{array}\right]$ |
| 14 | 15 | 13 | $T_{\text {roty }}(-\pi / 2)$ | 4.22 | $\left[\begin{array}{lll}0 & 0 & 0\end{array}\right]^{T}$ | $\left[\begin{array}{lll}0.01 & 0.01 & 0.01\end{array}\right]$ |
| 15 | 16 | 14 | $T_{\text {rotx }}(\pi / 2)$ | 4.06 | $\left[\begin{array}{ccc}-0.21 & 0 & 0\end{array}\right]^{T}$ | $\left[\begin{array}{lll}0.01 & 0.22 & 0.22\end{array}\right]$ |
| 16 | 17 | 15 | $T_{\text {trans }}([0,0,-0.405])$ | 1.95 | $\left[\begin{array}{ccc}-0.17 & 0 & 0\end{array}\right]^{T}$ | $\left[\begin{array}{lll}0 & 0.01 & 0.01\end{array}\right]$ |
| 17 | 18 | 16 | $T_{\text {trans }}([0,0,-0.405])$ | 0.08 | $\left[\begin{array}{lll}0 & 0 & 0\end{array}\right]^{T^{T}}$ | $\left[\begin{array}{lll}0 & 0 & 0\end{array}\right]$ |
| 18 |  | 17 | $\boldsymbol{T}_{\text {rotx }}(\pi / 2)$ | 1.46 | $\left[\begin{array}{ccc}-0.07 & 0 & 0.01\end{array}\right]^{T}$ | $\left[\begin{array}{lll}0.01 & 0.02 & 0.01\end{array}\right]$ |

### 3.2. Knее

As is often the case, the knee joint of the biped uses one actuator, which is mounted on the knee axis. To achieve an elastic knee joint, the knee of our robot is driven by a ball screw linear system, which is presented in Figure 4. The linear system consists of a Maxon EC Flat Motor, a ball screw spindle with a 4 mm pitch, a nut, and a compression spring. In the human body, muscles in the thigh can absorb shocks when jumping. The elastic linear actuator in our robot provides the same function as these muscles. Another advantage is that the motors, which drive the ankle, can also be mounted in the thigh when the knee is driven by a ball screw. Compared to other robots with actuators mounted on joint axes, our knee and ankle motors are mounted on the thigh to raise the CoM of the biped and reduce the weight of the calf. The stiffness of the spring in the knee drive system is $74 \mathrm{~N} / \mathrm{mm}$, and it can produce a maximum force of 1800 N . Assuming that the weight of the upper body is 30 kg and using the formula for kinetic energy, this spring has a maximum capacity to absorb 33J of energy and can convert the required kinetic energy for the upper body to move at a velocity of approximately $1.5 \mathrm{~m} / \mathrm{s}$ into elastic potential energy, which is sufficient for the purpose of studying walking. The choice of spring must also satisfy the limitations of the motor. The stiffness will be adjusted to correspond to the muscle stiffness during running and jumping in the future, but at this stage, we have chosen the highest possible stiffness to reduce the difficulty of control.

### 3.3. Ankle

A parallel mechanism is often used to drive the ankle of a biped robot, as it can provide more power and greater stability than serial kinematics. Our new biped robot uses a novel cable-driven system to drive the ankle, which is based on a parallel mechanism. Two motors, mounted in the thigh, as shown in Figure 4, are used to drive the two DoFs of the ankle. Each motor output connects two steel wires, where one wire drives the positive rotation, and the other drives the negative rotation, as shown in Figure 4. These wires are marked with red and black lines, respectively, and are transmitted through the knees by several fixed pulleys. One end of each wire is connected to a motor, while the other end is connected to an extension spring. The two wires drive a linear slider via a moving pulley. The stiffness of each extension spring in the ankle drive system is $64 \mathrm{~N} / \mathrm{mm}$, and it can
produce a maximum force of 760 N . The selection of the ankle spring stiffness is based on the same methodology utilized for the selection of the knee spring stiffness.


Figure 4. The section view of the thigh and calf and the drive system for the knee and ankle. The red and black lines are two wires, which are connected with one motor, to drive the slider on the calf.

Figure 5 shows the working principle of this cable-driven system. One wire connects the motor with the one side of the spring and passes through the movable pulley. The other side of the spring is fixed on the calf. The movable pulley is mounted on the slider. When the motor rotates in positive direction, the slider can move up. According to the characteristics of the moving pulley, the output force can be doubled. Because the wire can transmit only pulling forces, a second wire is necessary to drive the slider in a negative direction. The right hand side of Figure 5 shows the path of the second wire. This wire must pass through several fixed pulleys and a movable pulley of the slider. When the motor rotates in the negative direction, the slider moves down.

Two linear sliders on the calf are used to drive the ankle. Each linear slider is connected to a link by a rod end. The other end of the link connects to the foot via a universal joint. With the cooperation of two sliders, one ankle can be driven. This design provides a solution that combines a wire-driven system and a parallel mechanism to actuate the ankle. We can mount the motor that drives the ankle joint on the thigh using the wire-driven system. The output force of the motor on the parallel mechanism can be doubled by using movable pulleys, and furthermore, a single motor with a cable can drive the positive and negative directions of each input of the parallel mechanism.


Figure 5. Functional principle of the parallel mechanism of the ankle. The picture on the left shows the wire that drives the slider upward. The right picture shows the wire that drives the slider down.

### 3.4. Foot

Most biped robots use flat feet. When such a biped robot walks, the floating foot must be parallel to the ground. Our proposed biped robot uses a movable toe and heel. With an additional degree of freedom of the toes and heels, the landing and lifting of the floating foot can be improved. Springs are used on the toe and heel to reduce the shock effect when the floating foot contacts the ground. Figure 6 shows the foot of the FORREST. In addition to the elastic toe and heel, rubber mats were installed under the toe and heel. The rubber mat can dampen the shock when a foot touches the ground. A 6-axis force/torque sensor will be installed between the foot and ankle. With the measurement of this sensor, the ZMP of the robot can be calculated.


Figure 6. The side view of the foot with the additional DoFs from the toe and the heel.

## 4. Kinematic/Dynamic Analysis and Dynamic Model

In this section, we first introduce the kinematic parameters of FORREST. The hip joints are driven directly by actuators, and their kinematic and dynamic performance is equivalent to that of the motor. The knee and ankle joints are actuated by lead screws and parallel mechanisms, and we modeled and analyzed their kinematic and dynamic performance. Additionally, we introduce the dynamic model of FORREST.

### 4.1. Kinematic and Dynamic Parameter of FORREST

We used a floating-base tree-structure model to define the kinematic and dynamic parameters of FORREST. Table 4 describes these parameters of FORREST. Each link had its own ID, child ID, and parent ID to define the tree structure. The links of the driver system of the knee and ankle are not included. Links 1-6 are the translational (links 1-3) and rotational (links 4-6) joints of the floating base. Links 7-12 build the left leg, and links 13-18 build the right leg. $T_{i}^{p}$ defines the homogeneous transformation matrix of link $i$ with respect to the coordinate frame of the parent link $p$. Compared to the traditional Denavit-Hartenberg (DH) parameter, we can define any kinematics chain by a sequence of homogeneous transformation matrices. In addition, link $i$ rotates about axis $i$, which is identical to the modified DH parameter. The vector $r c_{i}{ }^{i}$ is the CoM of the link expressed in its own coordinate frame. $I_{d}$ contains the diagonal parameters of the inertia matrix. The off-diagonal elements of the inertia matrix are not described here. The kinematic and dynamic parameters were used for the simulation and control design, as described in the next section.

### 4.2. Knеe

Figure 7 shows the dimensions of the knee drive system. Points $A$ and $B$ are two free joints that connect the ball screw unit with the thigh and calf, respectively. It was assumed that the origin of the coordinate system was fixed at the knee (point $O$ ), and the thigh was fixed in the coordinate system along the $y$-axis. When the knee joint $q_{4}$ rotated, the calf could move in the coordinate system. The picture shows the original position of points $A$ and $B$.

$$
x_{A}=\left[\begin{array}{l}
0.235  \tag{1}\\
0.065
\end{array}\right] \quad, \quad x_{B}=\left[\begin{array}{c}
-0.08 \\
0.065
\end{array}\right]
$$

when $q_{4}=0$. When the knee joint rotated, the point $B$ moved and was calculated by

$$
\boldsymbol{x}_{B^{*}}=\boldsymbol{R}\left(q_{4}\right) \boldsymbol{x}_{B}=\left[\begin{array}{cc}
\cos \left(q_{4}\right) & -\sin \left(q_{4}\right)  \tag{2}\\
\sin \left(q_{4}\right) & \cos \left(q_{4}\right)
\end{array}\right] x_{B}
$$

According to the structure of the knee in Figure 7, we obtained the angle of the two passive joints $q_{19}$ and $q_{20}$ at both ends of the linear drive system, with


Figure 7. The dimension of the drive system of the knee and the joint numbers of left leg; the joint numbers of the right leg are notated in round brackets. A frame $O$ is fixed on the knee. The thigh is fixed on the $y$-axis.

$$
\begin{gather*}
q_{19}=\operatorname{atan} 2\left(x_{A}-x_{B^{*}}, y_{A}-y_{B^{*}}\right)  \tag{3}\\
q_{20}=q_{19}-q_{4} \tag{4}
\end{gather*}
$$

By using Heron's formula, the height $h$ of the triangle $A O B^{*}$ was computed with

$$
\begin{align*}
h & =\frac{2 \eta}{\left\|\overrightarrow{A B^{*}}\right\|_{2}}, \\
\eta & \left.=\sqrt{s\left(s-\|\overrightarrow{O A}\|_{2}\right)\left(s-\left\|\overrightarrow{O B^{*}}\right\|_{2}\right)\left(s-\left\|\overrightarrow{A B^{*}}\right\|_{2}\right.}\right)  \tag{5}\\
s & =\frac{\|\overrightarrow{O A}\|_{2}+\left\|\overrightarrow{O B^{*}}\right\|_{2}+\left\|\overrightarrow{A B^{*}}\right\|_{2}}{2}
\end{align*}
$$

The relationship of the speed $\dot{q}_{k}$ and the torque $\tau_{k}$ between the motor and the knee joint and the compliance $k_{k}$ of the knee were:

$$
\begin{gather*}
\dot{q}_{k}=\frac{n_{m} p}{60 h}  \tag{6}\\
\tau_{k}=\frac{2 \pi \tau_{m} h}{p}  \tag{7}\\
k_{k}=\frac{\Delta \tau_{k s}}{\Delta q_{4}}=\frac{k_{s} \cdot \Delta \| \overrightarrow{A B^{*} \|_{2} h}}{J_{A B}^{-1} \cdot \Delta \| \overrightarrow{A B^{*} \|_{2}}}=\frac{k_{s} \cdot h}{J_{A B}^{-1}}  \tag{8}\\
J_{A B}=\frac{d \| \overrightarrow{A B^{*} \|_{2}}}{d q_{4}} . \tag{9}
\end{gather*}
$$

Herein, $n_{m}$ and $\tau_{m}$ represent the motor speed and torque, respectively, and $p$ is the screw pitch. By using these values, we determined the kinematic and dynamic performance of the knee joint. $\tau_{k s}$ denotes the torque caused by the spring, $k_{s}$ is the spring stiffness, and $J_{A B}$ is the Jacobian. Figure 8 illustrates the relationship between the maximum joint speed/torque/compliance and the knee joint angle. It is obvious that the joint torque and stiffness were highest at $60^{\circ}$, where the joint velocity was minimal.


Figure 8. The velocity, torque, and compliance performance of the knee joint with respect to the joint angles.

### 4.3. Ankle

The ankle joint has two degrees of freedom and is driven by a parallel mechanism. Figure 9 illustrates the dimensions of the parallel mechanism. Points $A$ and $B$ represent the ends of a rod that connects a slider with point $A$ on the calf and the foot with point $B$. $A_{1}$ and $B_{1}$ are the endpoints of the left rod, while $A_{2}$ and $B_{2}$ correspond to the right rod. The length of the rod was 0.185 m . We assumed that the origin of a coordinate system was fixed on the ankle (point $O$ ) to obtain the kinematic and dynamic relationship between the ankle and the motors. The calf was fixed in this coordinate system, while the foot was movable. The original positions of $A_{1 / 2}$ and $B_{1 / 2}$ were

$$
A_{1}=\left[\begin{array}{c}
-0.015  \tag{10}\\
0.04 \\
-0.06
\end{array}\right] \quad, \quad B_{1}=\left[\begin{array}{c}
x_{B_{1}} \\
0.04 \\
-0.0345
\end{array}\right] \quad, \quad A_{2}=\left[\begin{array}{c}
-0.015 \\
-0.04 \\
-0.06
\end{array}\right] \quad, \quad B_{2}=\left[\begin{array}{c}
x_{B_{2}} \\
-0.04 \\
-0.0345
\end{array}\right]
$$



Figure 9. The dimensions of the parallel mechanism that drives the ankle joint together with the joint numbers of the left leg; the joint numbers of the right leg are in round brackets.

When the ankle joints $q_{11}$ and $q_{12}$ rotated, the new position of points $A_{1}$ were calculated by

$$
\boldsymbol{A}_{1}^{*}=\boldsymbol{R}_{y}\left(q_{11}\right) \boldsymbol{R}_{z}\left(q_{12}\right) \boldsymbol{A}_{1}=\left[\begin{array}{ccc}
\cos \left(q_{11}\right) & 0 & \sin \left(q_{11}\right)  \tag{11}\\
0 & 1 & 0 \\
-\sin \left(q_{11}\right) & 0 & \cos \left(q_{11}\right)
\end{array}\right]\left[\begin{array}{ccc}
\cos \left(q_{12}\right) & -\sin \left(q_{12}\right) & 0 \\
\sin \left(q_{12}\right) & \cos \left(q_{12}\right) & 0 \\
0 & 0 & 1
\end{array}\right] \boldsymbol{A}_{1} .
$$

As point $B_{1}$ can only slide along the $x$-axis, the $y$ and $z$ positions of $B_{1}$ are constant. Using the Euclidean norm, the new $x$ position of $B_{1}$ was determined as follows:

$$
\begin{equation*}
x_{B_{1}^{*}}=x_{A_{1}^{*}}+\sqrt{L^{2}-\left(y_{A_{1}^{*}}-y_{B_{1}^{*}}\right)^{2}-\left(z_{A_{1}^{*}}-z_{B_{1}^{*}}\right)^{2}} . \tag{12}
\end{equation*}
$$

The calculation of $z_{B_{2}^{*}}$ was identical. All the passive joints of the parallel mechanism were obtained with

$$
\begin{align*}
& q_{25}=0.405-x_{b_{1}}^{*}, \quad q_{26}=\operatorname{asin}\left(\frac{y_{b 1}^{*}-y_{a 1}}{L \cdot \cos \left(q_{27}\right)}\right), \quad q_{27}=\operatorname{asin}\left(\frac{x_{b 1}^{*}-x_{a 1}}{L}\right), \\
& q_{28}=0.405-x_{b_{2}}^{*}, \quad q_{29}=\operatorname{asin}\left(\frac{y_{b 2}^{*}-y_{a 2}}{L \cdot \cos \left(q_{30}\right)}\right), \quad q_{30}=\operatorname{asin}\left(\frac{x_{b 2}^{*}-x_{a 2}}{L}\right) \tag{13}
\end{align*}
$$

Then, we calculated the Jacobian matrix, which describes the relationship between the ankle joints and sliders.

$$
J=\left[\begin{array}{ll}
\frac{\partial q_{25}}{\partial q_{11}} & \frac{\partial q_{25}}{\partial q_{12}}  \tag{14}\\
\frac{\partial q_{28}}{\partial q_{11}} & \frac{\partial q_{28}}{\partial q_{12}}
\end{array}\right] .
$$

The relationship of the speed and torque between the motor and knee joint was

$$
\begin{gather*}
{\left[\begin{array}{l}
\dot{q}_{11} \\
\dot{q}_{12}
\end{array}\right]=\boldsymbol{J}^{-1}\left[\begin{array}{l}
2 \pi r_{1} n_{m_{1}} \\
2 \pi r_{2} n_{m_{2}}
\end{array}\right],}  \tag{15}\\
{\left[\begin{array}{l}
\tau_{11} \\
\tau_{12}
\end{array}\right]=\boldsymbol{J}^{T}\left[\begin{array}{l}
2 \tau_{m_{1}} / r_{1} \\
2 \tau_{m_{2}} / r_{2}
\end{array}\right],}  \tag{16}\\
k_{11}=\frac{\Delta \tau_{11 s}}{\Delta q_{11}}=\frac{\boldsymbol{J}_{[1,-]}^{T} \boldsymbol{k}_{s} \boldsymbol{J}\left[\Delta q_{11} \quad 0\right]^{T}}{\Delta q_{11}} . \tag{17}
\end{gather*}
$$

Herein, $n_{m_{1}}, n_{m_{2}}, \tau_{m_{1}}$, and $\tau_{m_{2}}$ are the speeds and torques of the motors, respectively. $\dot{q}_{11}, \dot{q}_{12}, \tau_{11}$, and $\tau_{12}$ are the ankle joint speeds and torques, respectively. $r_{1}$ and $r_{2}$ are the radii of the cable drums, which are driven by motors. $k_{11}$ is the stiffness of the ankle joint 11. The subscript of the Jacobi matrix $\boldsymbol{J}_{[1,-]}^{T}$ represents the elements of the first row. $k_{s}$ is the stiffness of the spring matrix. Assuming that joint 12 does not move when the stiffness of joint 11 is calculated, the method of calculating the joint 12 stiffness is the same. Figures 10-12 show the relationship between the maximum joint speed/torque and the angle of the ankle joints.


Figure 10. The velocity performance of the ankle joint with respect to the relevant joint angles. $(\mathbf{a}, \mathbf{b})$ show the velocity performance of the ankle joints $q_{11}$ and $q_{12}$, when the two motors rotate in the same direction at maximum speed. ( $\mathbf{c}, \mathbf{d}$ ) show the velocity performance of $q_{11}$ and $q_{12}$, when the two motors rotate in the opposite direction to each other at maximum speed.


Figure 11. The torque performance of the ankle joint with respect to the relevant joint angles. $(\mathbf{a}, \mathbf{b})$ show the torque performance of ankle joints $q_{11}$ and $q_{12}$, when the two motors' outputs generate the maximum torque in the same direction. (c,d) show the torque performance of $q_{11}$ and $q_{12}$, when the two motors' outputs generate the maximum torque in the opposite direction to each other.


Figure 12. The stiffness of the ankle joint with respect to the relevant joint angles. (a) shows the stiffness performance of the ankle joint $q_{11}$. (b) shows the stiffness performance of $q_{12}$.

### 4.4. Dynamic Model

The dynamic model of FORREST is a floating base model with closed chains and elastic joints. We neglected the cables and pulleys of the cable-driven parallel mechanism to simplify the modeling. The drive system of the ankle joints was simplified as two virtual linear drivers mounted on the calf, and the motors and sliders were connected by virtual springs. The virtual drivers and springs can be found in Figure 9. We used the NewtonEuler method to calculate the dynamics of our biped. To solve the inverse dynamics, we first calculated the velocity and acceleration of all the passive joints that were not equipped with encoders. Using (18) and (19), we obtained the Jacobian matrices of the passive joints of the left leg. The following formulas with the joint numbers in this section were used to calculate the dynamics of the left leg. The calculation of the right leg was identical.

$$
\begin{equation*}
J_{i}=\frac{\partial q_{i}}{\partial q_{10}} \quad, \quad \dot{J}_{i}=\frac{\partial q_{i}}{\partial q_{10} \partial q_{10}} \dot{q}_{10} \quad \text { and } \quad i=19,20 \tag{18}
\end{equation*}
$$

$$
\begin{array}{ll}
J_{i}=\left[\begin{array}{ll}
\frac{\partial q_{i}}{\partial q_{11}} & \frac{\partial q_{i}}{\partial q_{12}}
\end{array}\right] & , i=25-30 \\
\dot{J}_{i}=\left[\begin{array}{lll}
\frac{\partial q_{i}}{\partial q_{11} \partial q_{11}} q_{11}+\frac{\partial q_{i}}{\partial q_{11} \partial q_{12}} q_{i 2} & \frac{\partial q_{i}}{\partial q_{12} \partial q_{11}} q_{i 1}+\frac{\partial q_{i}}{\partial q_{12} \partial q_{12}} q_{i 2}
\end{array}\right], i=25-30 . \tag{19}
\end{array}
$$

The velocity and acceleration of all the passive joints were calculated by

$$
\begin{array}{cl}
\dot{q}_{i}=J_{i}\left(q_{10}\right) q_{10} & , i=19,20, \\
\ddot{q}_{i}=\dot{J}_{i}\left(q_{10}, \dot{q}_{10}\right) \dot{q}_{10}+J_{i}\left(q_{10}\right) \ddot{q}_{10} & , i=19,20, \\
\dot{q}_{i}=J_{i}\left(q_{11}, q_{12}\right)\left[\begin{array}{l}
\dot{q}_{11} \\
\dot{q}_{12}
\end{array}\right] & , i=25-30,  \tag{21}\\
\ddot{q}_{i}=\dot{J}_{i}\left(q_{11}, q_{12}\right)\left[\begin{array}{l}
\dot{q}_{11} \\
\dot{q}_{12}
\end{array}\right]+J_{i}\left(q_{11}, q_{12}\right)\left[\begin{array}{l}
\ddot{q}_{11} \\
\ddot{q}_{12}
\end{array}\right], i=25-30 .
\end{array}
$$

Then, we calculated the angular and linear velocity and acceleration of each link coordinate and CoM in the world coordinate system by (22)-(28). Herein, $\boldsymbol{\omega}_{i}, \dot{\boldsymbol{\omega}}_{i}, \boldsymbol{v}_{i}$, and $\boldsymbol{a}_{i}$ are the angular velocity/acceleration and linear velocity/acceleration of link coordinate $i$, respectively. $\dot{\boldsymbol{\omega}}_{p_{i}}$ and $\boldsymbol{a}_{p_{i}}$ are the accelerations of the parent link of link $i$. For a floating base biped model, the base acceleration is related to the foot contact force/moment. The contact force/moment was measured by sensors that were mounted on the ankle. The acceleration of the base was still unknown. Therefore, the equations of the link acceleration needed to be divided into a term with base accelerations and a term without base accelerations ( $\dot{\omega}_{i}^{*}$ and $a_{i}^{*}$ ). $\dot{\omega}_{b}$ and $a_{b}$ are the accelerations of the floating base coordinate (link 6). The operator $S()$ converts a vector into a skew-symmetric matrix and simplifies the calculation of a cross product.

$$
\begin{gather*}
\omega_{i}= \begin{cases}\omega_{p_{i}}+\dot{q}_{i} z_{i} & , \text { revolute, } \\
\omega_{p_{i}} & , \text { prismatic, }\end{cases}  \tag{22}\\
\dot{\omega}_{i}=\dot{\omega}_{b}+\dot{\omega}_{i}^{*},
\end{gather*}, \begin{array}{ll}
\dot{\omega}_{i}^{*}= \begin{cases}\dot{\omega}_{p_{i}}+\ddot{q}_{i} z_{i}+S\left(\omega_{p_{i}}\right)\left(\dot{q}_{i} z_{i}\right) & , \text {, revolute, } \\
\dot{\omega}_{p_{i}}^{*} & \text {,prismatic, }\end{cases}  \tag{23}\\
v_{i}= \begin{cases}v_{p_{i}} & , \text { revolute, } \\
v_{p_{i}}+\dot{q}_{i} z_{i} & , \text { prismatic, }\end{cases}  \tag{24}\\
a_{i}=a_{b}-S\left(r_{i, b}\right) \dot{\omega}_{b}+a_{i}^{*}, & , \text { revolute, }  \tag{25}\\
a_{i}^{*}= \begin{cases}a_{p_{i}}^{*}-S\left(r_{i, p_{i}}\right) \dot{\omega}_{p_{i}}^{*}+S\left(\omega_{p_{i}}\right) S\left(\omega_{p_{i}}\right) r_{i, p_{i}} \\
a_{p_{i}}^{*}-S\left(r_{i, p_{i}}\right) \dot{\omega}_{p_{i}}^{*}+S\left(\omega_{p_{i}}\right) S\left(\omega_{p_{i}}\right) r_{i, p_{i}}+\ddot{q}_{i} z_{i}+2 S\left(\omega_{p_{i}}\right)\left(\dot{q}_{i} z_{i}\right) & , \text { prismatic, } \\
\dot{\omega}_{c_{i}}=\dot{\omega}_{i} .\end{cases} \tag{26}
\end{array}
$$

We needed to calculate the acceleration of the CoM of all links to obtain the NewtonEuler equations. The angular acceleration of the CoM was the same as that of the link coordinate. $\boldsymbol{a}_{c_{i}}$ represents the linear acceleration of the CoM of link $i$.

$$
\begin{align*}
\boldsymbol{a}_{c_{i}} & =a_{i}-S\left(r_{c_{i, i}}\right) \dot{\omega}_{i}+S\left(\omega_{i}\right) S\left(\omega_{i}\right) r_{c_{i}, i} \\
& =a_{b}-S\left(r_{c_{i}, b}\right) \dot{\omega}_{b}+a_{i}^{*}-S\left(r_{c_{i}, i}\right) \dot{\omega}_{i}^{*}+S\left(\omega_{i}\right) S\left(\omega_{i}\right) r_{c_{i, i}} . \tag{29}
\end{align*}
$$

When the accelerations were calculated, we obtained the Newton-Euler equations of each link. $F_{i}^{k}$ and $M_{i}^{k}$ are the forces and moments exerted on link $i$ by the parent and child of link $i$, respectively. Here, because of the elastic drive system, the springs connected link 2,0 and 2,1 , link 2,5 and 3,7 , and link 2,8 and 3,8 . The spring force can be considered an interaction force between two links and was included in the Newton-Euler equations. Usually, when the robot kinematics are calculated, the deformation of the spring can be
obtained, and the spring force can be calculated. On the other hand, we can also compute it with the Newton-Euler method.

$$
\begin{gather*}
m_{i}\left(\boldsymbol{a}_{b}-\boldsymbol{S}\left(\boldsymbol{r}_{c_{i}, b}\right) \dot{\boldsymbol{\omega}}_{b}+\boldsymbol{a}_{i}^{*}-\boldsymbol{S}\left(\boldsymbol{r}_{c_{i}, i}\right) \dot{\boldsymbol{\omega}}_{i}^{*}+\boldsymbol{S}\left(\boldsymbol{\omega}_{i}\right) \boldsymbol{S}\left(\boldsymbol{\omega}_{i}\right) \boldsymbol{r}_{c_{i}, i}\right)=\sum_{k} \boldsymbol{F}_{i}^{k}+m_{i} \boldsymbol{g},  \tag{30}\\
\boldsymbol{I}_{i} \dot{\boldsymbol{\omega}}_{b}+\boldsymbol{I}_{i} \dot{\boldsymbol{\omega}}_{i}^{*}+\boldsymbol{S}\left(\boldsymbol{\omega}_{i}\right) \boldsymbol{I}_{i} \boldsymbol{\omega}_{i}=-\sum_{k} \boldsymbol{S}\left(\boldsymbol{r}_{c_{i}, k}\right) \boldsymbol{F}_{i}^{k}+\sum_{k} \boldsymbol{M}_{i}^{k} \tag{31}
\end{gather*}
$$

The Newton-Euler Equation of each link was transformed into a matrix form (32). The acceleration of the floating base, forces, and torques on the link were unknown variables. $\boldsymbol{E}$ is a $3 \times 3$ unit matrix. $\boldsymbol{F}_{i}$ and $\boldsymbol{M}_{i}$ represent the vector of all applied forces $\boldsymbol{F}_{i}^{k}$ and moments $M_{i}^{k}$ by the parent and child $k . S_{r_{c_{i}, k}}$ is a matrix, which contains all the skew-symmetric matrices $S\left(r_{c_{i}, k}\right)$ for all the applied forces $F_{i}^{k}$ in (31).

$$
\left[\begin{array}{cccc}
m_{i} \boldsymbol{E} & -m_{i} \boldsymbol{S}\left(\boldsymbol{r}_{c_{i}, b}\right) & -\boldsymbol{E} & \boldsymbol{0}  \tag{32}\\
\mathbf{0} & \boldsymbol{I}_{i} & \boldsymbol{S}_{r_{c_{i}, k}} & -\boldsymbol{E}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{a}_{b} \\
\boldsymbol{\omega}_{b} \\
\boldsymbol{F}_{i} \\
\boldsymbol{M}_{i}
\end{array}\right]=\left[\begin{array}{c}
m_{i}\left(-\boldsymbol{a}_{i}^{*}+\boldsymbol{S}\left(\boldsymbol{r}_{c_{i}, i}\right) \dot{\boldsymbol{\omega}}_{i}^{*}-\boldsymbol{S}\left(\boldsymbol{\omega}_{i}\right) \boldsymbol{S}\left(\boldsymbol{\omega}_{i}\right) \boldsymbol{r}_{c_{i}, i}+\boldsymbol{g}\right) \\
-\boldsymbol{I}_{i} \dot{\boldsymbol{\omega}}_{i}^{*}-\boldsymbol{S}\left(\boldsymbol{\omega}_{i}\right) \boldsymbol{I}_{i} \boldsymbol{\omega}_{i}
\end{array}\right] .
$$

Furthermore, the constraints of the passive joints needed to be considered. The moment along the passive joint axis was zero. It can also be described that the interaction moment between link $i$ and its parent link $p_{i}$ along the joint axis was zero. All moments on the two spherical joints, which connected link 25 (28) and 27 (30), were zero. The force on the two sliders (link 25,28) along the linear axis can only be produced by the spring, and the other force source (link 10) along the linear axis must be zero according to (35).

$$
\begin{gather*}
z_{i}^{p_{i}, T} \boldsymbol{M}_{i}^{p_{i}}=0, \quad i=10,11,12,19,20,25-30  \tag{33}\\
\boldsymbol{M}_{25}^{27}=\left[\begin{array}{lll}
0 & 0 & 0
\end{array}\right]^{T}, \quad \boldsymbol{M}_{28}^{30}=\left[\begin{array}{lll}
0 & 0 & 0
\end{array}\right]^{T}  \tag{34}\\
\boldsymbol{z}_{i}^{10, T} \boldsymbol{F}_{i}^{10}=0, \quad i=25,28 \tag{35}
\end{gather*}
$$

By combining the Newton-Euler Equation (32) and the constraints (33)-(35) of all links, we obtained the matrix form of the system of linear equations for the biped (36). Here, $F$ and $M$ are the vectors of all the interaction forces and moments, including the spring forces. The acceleration of the base and all forces/moments were calculated by solving (36). However, due to the presence of the elastic knee and ankle joints, these joints were under-actuated and could not be directly driven by motors. The angular acceleration of the joint was related to the spring force, not the motor output force. Therefore, this inverse dynamics method could not be directly used for inverse dynamics-based control. When setting the desired joint acceleration, the spring force did not match. To solve this problem, it was necessary to extend the dynamics to a fourth order system (including jerk and snap), which will be covered in further work.

$$
H\left[\begin{array}{c}
\boldsymbol{a}_{b}  \tag{36}\\
\omega_{b} \\
\boldsymbol{F} \\
\boldsymbol{M}
\end{array}\right]=Y
$$

## 5. Extended CP-Based Walking Pattern Generator

We used an LIP-based walking pattern generator to generate the walking gait trajectory. A common LIP model has a resultant external force by the ground $\boldsymbol{F}_{\text {ext }}$, which must be along the LIP. The vertical component of the external force is cancelled out by gravity, which keeps the height $z_{c}$ of the CoM constant. In our work, we aimed to extend the walking pattern generator by adding a variable height $z_{c}$ to the CoM. A similar result using a different method was introduced in [35]. We assumed that the LIP was subject to an
external force $F_{a z}$ that could produce vertical acceleration in addition to the external forces $F_{a x}, F_{a y}$, and $F_{a g}$, which were the components along the LIP of the resultant external force. The new dynamic equation of the LIP was

$$
\begin{align*}
m \ddot{x}_{c} & =\frac{x_{c}-p_{x}}{r} f \\
m \ddot{y}_{c} & =\frac{y_{c}-p_{y}}{r} f  \tag{37}\\
m \ddot{z}_{c} & =\frac{z_{c}-p_{z}}{r} f+\frac{z_{c}}{r} f-m g
\end{align*}
$$

and the scalar of resultant force $f$ satisfied

$$
\begin{equation*}
\frac{z_{c}}{r} f=m g . \tag{38}
\end{equation*}
$$

Herein, the three components of $x=\left[\begin{array}{lll}x_{c} & y_{c} & z_{c}\end{array}\right]$ were the position of the CoM. $p=\left[\begin{array}{lll}p_{x} & p_{y} & p_{z}\end{array}\right]^{T}$ was the position of the extended ZMP (eZMP), which had the same $x-y$ position as the common 2D ZMP of the LIP and an additional z position. Its position on the $z$-axis was symmetrical to the endpoint of the vector $F_{a z}$ about a plane passing through the CoM and perpendicular to the $z$-axis. Figure 13 shows the forces on the LIP Model. The scalar $f$ represents the resultant force of $F_{a x}, F_{a y}$, and $F_{a g}$ and should be along the LIP. The scalar $r$ represents the length of the vector from ZMP to the CoM. With the additional force $F_{a z}$, the resultant force on the LIP moves the CoM upward.

By combining (37) and (38), we obtained the new dynamic equation of the LIP

$$
\ddot{x}=\frac{1}{m}\left(\boldsymbol{F}_{\text {ext }}+\boldsymbol{F}_{g}\right)=\frac{1}{m}\left(\left[\begin{array}{c}
F_{a x}  \tag{39}\\
F_{a y} \\
F_{a z}+F_{a g}
\end{array}\right]+\left[\begin{array}{c}
0 \\
0 \\
-m g
\end{array}\right]\right)=\omega^{2}(\boldsymbol{x}-\boldsymbol{p})=\frac{g}{z_{c}}\left[\begin{array}{c}
x_{c}-p_{x} \\
y_{c}-p_{y} \\
z_{c}-p_{z}
\end{array}\right]
$$

and the components of external force satisfied

$$
\begin{equation*}
\frac{F_{a x}}{x_{c}-p_{x}}=\frac{F_{a y}}{y_{c}-p_{y}}=\frac{F_{a g}}{z_{c}}=\frac{m g}{z_{c}} \tag{40}
\end{equation*}
$$



Figure 13. Three-dimensional linear inverted pendulum model.
The time constant $\omega$ was $\sqrt{g / z_{c}}$. In the following, we describe the use of the 3D capture point $\xi$ dynamics to generate our desired trajectory. The 3D CP is also called the divergent component of motion (DCM). The introduction of the CP and DCM can be found in $[34,35]$.

$$
\begin{align*}
\dot{x} & =-\omega(x-\xi)  \tag{41}\\
\dot{\xi} & =\omega(\boldsymbol{\xi}-\boldsymbol{p}) . \tag{42}
\end{align*}
$$

The dynamics of the CoM (41) constitute a stable first-order open loop system, which ensures that the position of the CoM will always converge to the CP. On the other hand, the dynamics of the CP (42) constitute an unstable first-order open loop system. Based on the behavior of the CoM, CP, and ZMP, it is sufficient to control the ZMP to track the desired CP trajectory. However, a common walking pattern generator utilizes a constant ZMP position, leading to instantaneous ZMP exchanges and sudden changes in CoM acceleration, which can result in an unsmooth velocity trajectory. To overcome this disadvantage, we introduced three additional phases between two ZMPs. Figure 14 illustrates an example of the curve of the ZMP and CP. Each step comprised three phases: two exchange phases, lasting $T_{1}$ and $T_{3}$, and one constant ZMP phase, lasting $T_{2}$. We assumed that the initial and final ZMPs, $P_{0}$ and $P_{2}$, were the same as the initial and final CPs, $\xi_{0}$ and $\xi_{e}$, in each step. Our objective was to search for a desired ZMP $P_{1}$ to satisfy the above assumptions.


Figure 14. Curves of the ZMP and the CP. The blue line represents the ZMP, which is composed of three parts during each step with respective durations of $T_{1}, T_{2}$, and $T_{3}$. Conversely, the red line signifies the CP that coincides with the ZMP at the start and end of each step.

The function of the ZMP is:

$$
\begin{align*}
& P(t)=\left\{\begin{aligned}
k_{p_{1}} t+p_{0} & t_{0} \leq t<t_{1} \\
p_{1} & t_{1} \leq t \leq t_{2} \\
k_{p_{2}} t+p_{1} & t_{2}<t \leq t_{3}
\end{aligned}\right.  \tag{43}\\
& k_{p_{1}}=\frac{p_{1}-p_{0}}{T_{1}}, \quad k_{p_{2}}=\frac{p_{2}-p_{1}}{T_{3}} \tag{44}
\end{align*}
$$

By solving the ordinary differential equation, we obtained the position equation of the CoM about time

$$
x(t)= \begin{cases}\left(x_{0_{1}}-p_{0}\right) \cosh (\omega t)+\frac{\dot{x}_{0_{1}}-k_{p_{1}}}{\omega} \sinh (\omega t)+k_{p_{1}} t+P_{0} & t_{0} \leq t \leq t_{1}  \tag{45}\\ \left(x_{0_{2}}-p_{1}\right) \cosh (\omega t)+\frac{\dot{x}_{0_{2}}}{\omega} \sinh (\omega t)+p_{1} \quad t_{1}<t \leq t_{2} \\ \left(x_{0_{3}}-p_{1}\right) \cosh (\omega t)+\frac{\dot{x}_{0_{3}}-k_{p_{2}}}{\omega} \sinh (\omega t)+k_{p_{2}} t+p_{1} \quad t_{2}<t \leq t_{3}\end{cases}
$$

and the CP equation

$$
\xi(t)= \begin{cases}\xi_{0} e^{\omega t}+\left(P_{0}+\frac{P_{1}-P_{0}}{\omega T_{1}}\right)\left(1-e^{\omega t}\right)+\frac{P_{1}-P_{0}}{T_{1}} t & t_{0} \leq t \leq t_{1}  \tag{46}\\ \xi_{0} e^{\omega t}+P_{1}\left(1-e^{\omega t}\right) \quad t_{1}<t \leq t_{2} & \\ \xi_{03} e^{\omega t}+\left(P_{1}+\frac{P_{2}-P_{1}}{\omega T_{3}}\right)\left(1-e^{\omega t}\right)+\frac{P_{2}-P_{1}}{T_{3}} t & t_{2}<t \leq t_{3}\end{cases}
$$

Herein, $x_{0_{1}}, x_{0_{2}}$, and $x_{0_{3}}$ are the initial positions of the CoM for each phase. $\dot{x}_{0_{1}}, \dot{x}_{0_{2}}$ and $\dot{x}_{0_{3}}$ are its initial velocity. $\xi_{0_{1}}, \xi_{0_{2}}$ and $\xi_{0_{3}}$ are the initial position of the CP . It is known that $\xi_{0_{1}}=\xi_{0}$ and $\xi\left(t_{3}\right)=\xi_{e}=P_{2}$. Because the final CP of first phase is the initial CP of the
second phase, and the final CP of the second phase is the initial CP of the third phase, we combined the three formulas of (46) and obtained

$$
\begin{align*}
& \xi_{e}\left(t_{3}\right)=P_{2}=\xi_{0} e^{\omega\left(T_{1}+T_{2}+T_{3}\right)}+\frac{P_{0}}{\omega T_{1}}\left(e^{\omega\left(T_{1}+T_{2}+T_{3}\right)}-e^{\omega\left(T_{2}+T_{3}\right)}-\omega T_{1} e^{\omega\left(T_{1}+T_{2}+T_{3}\right)}\right) \\
& \quad+\frac{P_{1}}{\omega T_{1} T_{3}}\left(T_{1} e^{\omega T_{3}}+T_{3} e^{\omega\left(T_{2}+T_{3}\right)}-T_{3} e^{\omega\left(T_{1}+T_{2}+T_{3}\right)}-T_{1}\right)+\frac{P_{2}}{\omega T_{3}}\left(1-e^{\omega T_{3}}+\omega T_{3}\right) \tag{47}
\end{align*}
$$

Once $P_{0}$ and $P_{2}$ are known, we can use (48) to calculate the desired $P_{1}$.

$$
\begin{align*}
P_{1}= & -\frac{\xi_{0} \omega T_{1} T_{3} e^{\omega\left(T_{1}+T_{2}+T_{3}\right)}+P_{0} T_{3}\left(e^{\omega\left(T_{1}+T_{2}+T_{3}\right)}-e^{\omega\left(T_{2}+T_{3}\right)}-\omega T_{1} e^{\omega\left(T_{1}+T_{2}+T_{3}\right)}\right)}{T_{1} e^{\omega T_{3}}+T_{3} e^{\omega\left(T_{2}+T_{3}\right)}-T_{3} e^{\omega\left(T_{1}+T_{2}+T_{3}\right)}-T_{1}}  \tag{48}\\
& -\frac{P_{2} T_{1}\left(1-e^{\omega T_{3}}\right)}{T_{1} e^{\omega T_{3}}+T_{3} e^{\omega\left(T_{2}+T_{3}\right)}-T_{3} e^{\omega\left(T_{1}+T_{2}+T_{3}\right)}-T_{1}} .
\end{align*}
$$

Then, we can obtain the trajectory of the CoM and CP by (45) and (46). Figure 15 shows the curves of the ZMP, CP, CoM, and the velocity curve of the CoM. By using this new method, we obtained a position curve of the CoM with a smooth velocity curve. The variable height of the CoM also became possible. However, for this article, the CoM height only decreased from its initial position to a constant value. We will discuss in future articles the application of variable height in efficient walking, such as walking with extended knees. Furthermore, the ZMP and the CP were the same at the end of each step, ensuring CP stability. Figure 16 shows the ZMP, CP, and CoM curve in the $x y$ plane. It is evident that the trajectories of the CP and ZMP overlapped because the CP and ZMP shared the same starting and ending points for each footstep. At the beginning of each step, the ZMP moved away from the CP towards the $P_{1}$, generating a suitable repulsive force to accelerate the CP away from ZMP. As the end of each step neared, the ZMP quickly approached the CP and coincided with it at the conclusion.


Figure 15. Curves of the ZMP, CP, and the position and velocity of the CoM.


Figure 16. Curve of the ZMP, CP, and the position and velocity of the CoM in the $x-y$ plane.

## 6. Control Strategy

In this section, we introduce the control strategy for the biped FORREST. Currently, the control strategy for balancing the robot is under development. We used MATLAB/Simulink to test and validate the performance of the controller, which can be implemented in our biped in the future. Figure 17 shows the control scheme for our biped, which consists of an LIP-based walking pattern generator, a capture point controller, a cartesian PD controller, an optimizer for contact force distribution, and an inverse dynamics module. We defined the step distance and step time, and the walking pattern generator calculated the desired trajectories of the $\mathrm{CoM}, \mathrm{CP}$, and feet. The capture point controller calculated the feedforward acceleration of the CoM, while the PD controller obtained the desired force on the CoM according to the desired trajectories. An optimization algorithm was implemented to obtain the optimized force distribution from the desired force. Finally, the inverse dynamics module calculated the desired torque of each joint and sent it to the robot. Firstly, we introduce the walking pattern generator of the robot.


Figure 17. Control schema for the biped.

### 6.1. Capture Point Control

We used the method from [35] to track the CP trajectory. We defined a stable dynamic equation of the error of CP for $k>0$.

$$
\begin{equation*}
\dot{\xi}_{d}-\dot{\xi}=-k\left(\xi_{d}-\xi\right) \tag{49}
\end{equation*}
$$

By substituting (42) into (49), we obtained the controlling ZMP $\boldsymbol{p}^{c}$

$$
\begin{equation*}
p^{c}=p^{d}+(1+k / \omega)\left(\xi-\xi_{d}\right) \tag{50}
\end{equation*}
$$

Finally, we used $p^{c}$ to calculate the desired acceleration of the CoM. The desired acceleration was used as a feedforward input in the Cartesian PD control.

$$
\begin{equation*}
\ddot{x}_{c}^{f}=\omega^{2}\left(x_{c}^{d}-p^{c}\right) . \tag{51}
\end{equation*}
$$

### 6.2. Cartesian PD Controller

In this section, we introduce the Cartesian PD controller, which is based on [44], the optimization of contact force distribution, and the inverse dynamics that we implemented in our simulation. We used the Cartesian PD controller with feed forward from (51) to keep the robot in balance. The control law is

$$
\begin{align*}
& {\left[\begin{array}{c}
\boldsymbol{a}_{c}^{d} \\
\omega_{c}^{d}
\end{array}\right]=\boldsymbol{K}_{p c} \widetilde{\boldsymbol{x}}_{c}+\boldsymbol{K}_{d c} \dot{\tilde{x}}_{c}+\ddot{x}_{c}^{f}} \\
& {\left[\begin{array}{c}
\boldsymbol{a}_{f}^{d} \\
\omega_{f}^{d}
\end{array}\right]=\boldsymbol{K}_{p f} \widetilde{\boldsymbol{x}}_{f}+\boldsymbol{K}_{d i} \dot{\tilde{x}}_{f}} \tag{52}
\end{align*}
$$

$\widetilde{x}_{c}$ contains the vector of the position and orientation error of the CoM. $\widetilde{\boldsymbol{x}}_{f}$ are the vectors of the errors of the two feet. By using (53), the desired wrench $F_{c}^{d}$ on the CoM was obtained.

$$
\boldsymbol{F}_{c}^{d}=\left[\begin{array}{c}
m_{c} \boldsymbol{a}_{c}^{d}  \tag{53}\\
\boldsymbol{I}_{c} \dot{\boldsymbol{\omega}}_{c}^{d}+\boldsymbol{\omega}_{c} \times\left(\boldsymbol{I}_{c} \boldsymbol{\omega}_{c}\right)
\end{array}\right]
$$

In order to calculate the force distribution, we defined the optimized wrench on the feet, $\boldsymbol{F} f^{\text {opt }}$, as shown in (54). This wrench consists of the vertical and horizontal contact forces, $f l^{o p t}$ and $f r^{o p t}$, of the left and right feet. The horizontal elements of the contact moments, $\boldsymbol{M} \boldsymbol{l}^{o p t}$ and $\boldsymbol{M} r^{o p t}$, were zero. Additionally, $\boldsymbol{p} l^{o p t}$ and $\boldsymbol{p}_{r}^{o p t}$ represent the center of pressure (CoP) of the left and right feet, respectively.

$$
\boldsymbol{F}_{f}^{o p t}=\left[\begin{array}{lll}
\boldsymbol{F}_{l}^{o p t} & \boldsymbol{M}_{l}^{o p t} & \boldsymbol{p}_{l}^{o p t}  \tag{54}\\
\boldsymbol{F}_{r}^{o p t} & \boldsymbol{M}_{r}^{o p t} & \boldsymbol{p}_{r}^{o p t}
\end{array}\right]=\left[\begin{array}{llllllll}
f_{l, x}^{o p t} & f_{l, y}^{o p t} & f_{l, z}^{o p t} & 0 & 0 & \tau_{l, z}^{o p t} & p_{l, x}^{o p t} & p_{l, y}^{o p t} \\
f_{r, x}^{o p t} & f_{r, y}^{o p t} & f_{r, z}^{o p t} & 0 & 0 & \tau_{r, z}^{o p t} & p_{r, x}^{o p t} & p_{r, y}^{o p t}
\end{array}\right]
$$

We used the following constrained quadratic optimization problem:

$$
\begin{equation*}
\min _{\boldsymbol{F}_{f}^{o p t}}\left(\boldsymbol{F}_{c}^{d}-\boldsymbol{F}_{c}^{o p t}\right) \boldsymbol{W}\left(\boldsymbol{F}_{c}^{d}-\boldsymbol{F}_{c}^{o p t}\right) \tag{55}
\end{equation*}
$$

with

$$
\boldsymbol{F}_{c}^{o p t}=\left[\begin{array}{c}
\boldsymbol{F}_{l}^{o p t}+\boldsymbol{F}_{r}^{o p t}  \tag{56}\\
\boldsymbol{F}_{l}^{o p t} \times \boldsymbol{p}_{l, c}+\boldsymbol{F}_{r}^{o p t} \times \boldsymbol{p}_{r, c}+\boldsymbol{M}_{l}^{o p t}+\boldsymbol{M}_{r}^{o p t}
\end{array}\right]
$$

and with the constraints for the support foot. The optimized vertical force must be larger than the minimum vertical force. The horizontal forces must be smaller than the friction force, where $\mu$ is the friction factor. The position of the CoP must be within the range of the support polygon $S$ of the feet. The optimized wrench was substituted into (53) to calculate the optimized acceleration of the CoM. By combining the optimized acceleration of the CoM and the desired acceleration of the two feet, we calculated the desired acceleration of the joints using (57).

$$
\left[\begin{array}{c}
a_{c}^{o p t}  \tag{57}\\
a_{l}^{d} \\
a_{r}^{d}
\end{array}\right]=\dot{J} \dot{q}+J \ddot{q}^{d} .
$$

Finally, we substituted the current joint position, velocity, desired acceleration, and optimized wrench of the feet into the floating base inverse dynamics of the biped, which was described in the previous section, to calculate the desired torque $\tau^{d}$ of the joints.

$$
\begin{equation*}
\tau^{d}=\operatorname{invdyn}\left(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{q}^{d}, \boldsymbol{F}_{l}^{o p t}, \boldsymbol{F}_{r}^{o p t}\right) \tag{58}
\end{equation*}
$$

### 6.3. Results

We implemented our new walking pattern generator in a simulation using the Simscape Multibody Toolbox of Simulink to validate its performance. The dynamic model
of the robot was exported from the CAD model. Four contact points were set to the four corners of the foot bottom plate to simulate the contact between the robot and the ground. The step length was set to 20 cm , and the time per step was 1 s . The sample time of the simulation was 0.1 ms . The cycle time of the controller was 1 ms . The process of walking is displayed in Figure 18. The robot took two steps from 1 s to 3 s . The left foot was the support foot between 1 s and 2 s , and the right foot was the support foot between 2 s and 3 s . The red circle is the CoM of the biped. The green circle is the CoP. Figure 19 shows the trajectory of the CoM and CoP in the $x y$-plane. The red curve is the desired trajectory, and the blue curve is the measured trajectory. The biped tracked the trajectory accurately in simulation. We compared the position error of the extended generator with the traditional CP-based generator using the same controller to verify the performance of the extended CP-based walking pattern generator. Figure 20 shows the position error of the extended CP and traditional CP. As seen in Figure 20, the difference was not very significant. By using both walking pattern generators, the biped could walk and keep balance. In order to confirm the performance, we compared the absolute value of both errors by (59). If $f$ is larger than zero, it means that the error of extended CP is smaller. The result was that $67.5 \%$ of the time, the $x$ position error of the extended CP was smaller, and $57.4 \%$ of the time the $y$ position error of the extended CP was also smaller.

$$
\begin{equation*}
f=\left|\tilde{x}_{t r a d}\right|-\left|\tilde{x}_{e x t}\right| \tag{59}
\end{equation*}
$$



Figure 18. Animation of locomotion from 1 s to 3 s . The left foot is the support foot from 1 s to 2 s . The right foot is the support foot from 2 s to 3 s .


Figure 19. Trajectories of the CoM and the $\mathrm{CP} .(\mathbf{a}, \mathbf{b})$ show the trajectories of the CoM position in the $x$ and $y$ direction. $(\mathbf{c}, \mathbf{d})$ show the trajectories of the CP position in the $x$ and $y$ direction.


Figure 20. Trajectories of the CoM and the CP. (a) Error of the CoM position in the $x$-direction. (b) Error in the $y$-direction.

## 7. Conclusions

In this paper, we proposed a new biped robot called FORREST. The robot consists of a hip with torque-controlled joints and mechanical elastic knee/ankle joints. The massive compliance in the robot will enable human-robot cooperation and bring humanoid robots into daily life. FORREST serves as an experimental platform for combining active elastic joints and passive elastic joints. The knee is actuated by an elastic ball screw system, and we use a novel elastic cable-driven parallel mechanism to drive the ankle joint. Unlike most cable-driven bipeds, our robot can maintain balance. Thus, in the future we will show how to use the robot in our daily surroundings. In this paper, we first described the structure and working principles of the knee and ankle, analyzed the kinematic and dynamic performance of the joints, and introduced the dynamic model of the entire robot. We proposed an extended CP-based walking pattern generator for our robot to achieve a smoother walking pattern including smooth trajectories. We validated the performance of the new generator using a simple control strategy in simulation, and the results show that the new walking pattern generator performs better than traditional generators. In the near future, we plan to realize the real walking of our biped and develop a new control strategy that takes into account its elasticity.

Author Contributions: The conceptual design of the robot and the methodology was done by both authors equally. H.Z. built the robot, implemented and modified the algorithms and prepared the original draft, where U.T. supervised the work, reviewed and edited the draft. All authors have read and agreed to the published version of the manuscript.

Funding: Parts of the work were funded by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation)—Project-ID 416228727, 416228728 and 491193532 the Chemnitz University of Technology.
Data Availability Statement: The data generated for this article are confidend and stored for ten years at Chemnitz University of Technology.

Acknowledgments: We would like to express our gratitude to Lars Gebhardt, Tino Scheibe, and Annett Stark from the technical staff for their support during the production.
Conflicts of Interest: No conflict of interest.

## Appendix A. Comparison between the LIP and SLIP Models

The difference between an LIP (linear inverted pendulum) and a SLIP (spring-loaded inverted pendulum) is that the height of the CoM can be changed in the LIP, allowing for convex (Figure A1) shapes to facilitate efficient stretched-knee walking. On the other hand, in the SLIP, the height of the CoM must be concave due to the compression of the spring. The SLIP model proves to be highly valuable for controlling and analyzing the locomotion patterns of bipeds, particularly in running and hopping. Its characteristics
make it particularly suitable for studying these dynamic activities. However, when it comes to efficient stretched-knee walking, the LIP model is more appropriate and advantageous.


Figure A1. Comparison between the LIP and SLIP.
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#### Abstract

Robots equipped with legs have significant potential for real-world applications. Many industries, including those concerned with instruction, aid, security, and surveillance, have shown interest in legged robots. However, these robots are typically incredibly complicated and expensive to purchase. Iron Dog Mini is a low-cost, easily replicated, and modular quadruped robot built for training, security, and surveillance. To keep the price low and its upkeep simple, we designed our quadruped robot in a modular manner. We provide a comparative study of robotic manufacturing cost between our proposed robot and previously established robots. We were able to create a compact femur and tibia structure with sufficient load-bearing capacity. To improve stability and motion efficiency, we considered the novel Watt six-bar linkage mechanism. Using the SolidWorks modeling software, we analyzed the structural integrity of the robot's components, considering their respective material properties. Furthermore, our research involved developing URDF data for our quadruped robot based on its CAD model. Its gait trajectory is planned using a 14-point Bezier curve. We demonstrate the operation of the simulation model and briefly discuss the robot's kinematics. Computational methods are emphasized in this research, coupled with the simulation of kinematic and dynamic performances and analytical/numerical modeling.
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## 1. Introduction

Numerous quadrupedal robots have been developed in recent decades. The potential of mobile robots to replace people in high-risk situations has made this a fascinating area of robotics study [1], including first response, flammable and toxic substance disposal, and lidar field navigation. Most remotely operated robots fall into three categories: Those with wheels, those with a crawler-type under-carriage, and those with legs [2]. Although mobile robots that move on wheels or crawlers may be effective on the ground level, their mechanisms are severely limited by obstacles such as hills and mountains. Legged robots have a wider variety of potential applications, as they can traverse difficult terrain [3]. The number of feet may be used to categorize robots into three groups: Bipeds, quadrupeds, and multilegged. More people are interested in quadruped robots than in the past, as they are more stable, can carry more weight than biped robots, have better mobility performance than multi-legged robots, and are more efficient at moving than the aforementioned robots [4]. Rapid and accurate evaluation of dynamic characteristics is essential for precise modeling, estimation, and control of robots. Scientists in the field of robotics can greatly benefit from having access to techniques that can reduce error and speed up the development process. In this study, we provide a computationally based, organized simulation model run in the Pybullet physics engine, in order to address a wide variety of issues that arise when constructing quadruped robots. Our research here describes the connection between a kinematics equation and the characteristics of the joints of a four-legged robot in depth. The
robot's design features legs with three degrees of freedom. in this study, we emphasize the use of computational methods, such as modeling and simulation of kinematic and practical implementations.

Bipedal and quadrupedal robots are incredibly well-known for their complex, sophisticated mechanics and mathematical techniques, although robotics researchers deal with a wide variety of robots at present. Parts of the quadruped robot are relevant to creatures with four legs. Simulating a high-quality, mechanically constructed, and hydraulically operated quadruped robot requires the employment of at least twelve degrees of freedom [5]. Scientists have previously developed robot engine controls for a quadruped robot [6]. Implementing a four-legged robot relies heavily on simulations run in software. This research suggested a simulation model with outlined components and parameters, such as kinematics, designs, and a standard robot description format. To simulate the motion of a robot's 2DoF leg, kinematics solutions have been implemented in a purpose-built 3D program [7]. One research highlight was demonstrating a novel robot design using electrically operated motors [8]. Additionally, most quadruped robots, such as wildcat [9], use a two-joint construction for their primary leg component. This framework is uncomplicated, understandable, and straightforward to manage. However, there are significant biological advantages to the three-joint limb structure of toed animals, such as cats, dogs, and lions, regarding walking velocity. MIT Cheetah utilized a three-segment construction that allowed for a running velocity of $6 \mathrm{~m} / \mathrm{s}$ and the efficient passage of obstacles [10]. Additionally, the Cheetah-cub was created with a pantograph leg arrangement, in order to simplify controlling three links with only two joints and allowing it to achieve a trot [11]. Additionally, Pneupard-a genuine "cat-sized" robot—has utilized the same pantograph technique [12]. It has been shown that placing motors at the shoulder works well for highvelocity locomotion. Ming Lu has highlighted a 2DoF-based parallel leg formation [13]. A hybrid-legged wheeled robot, which uses a wheel and leg for walking, has been described in [14]. Kinematic analysis can be used as the determining element for quadruped robots, and recent studies $[15,16]$ have detailed exquisite mathematical kinematics techniques. A motion observer study for a four-legged robot capable of traversing rugged terrain has been carried out [17]. Gait pattern creation is critical for quadruped robots, as they require precise trajectory adjustment. Sooyeong Yi has described the two-phase discontinuous gaits of quadruped walking robots [18]. Thanhtam Ho has created a biomimetic self-contained quadruped bounding robot [19].

The researcher gave an overview of a quadruped robot model developed in a dynamic simulator with an alternate gait creation mechanism [20]. Through structural simulation, one of the essential load test analyses of a robot leg has been detailed [21]. Knowing how much weight it can withstand and how long it can withstand pressure is beneficial. The researcher demonstrated a variable-based design for a quadruped robot using the equivalent motion, a validation approach, and a non-programmable method [22-24]. Previously, researchers have employed computer modeling and analysis before constructing a massive robot, thus reducing instrument losses and making the model construction process faster. MIT researchers have used 3D design control to demonstrate improved design and advancement [25].

In SolidWorks, we created a working prototype of a four-legged robot with precise joint measurements, specifications, and dimensions. Initially, we intended to construct our prototype using standard methods, where the servomotors are usually in joint areas like the coxa-femur joint and femur-tibia joint; however, the size and weight of our servomotors became assembly limiting considerations. Due to the poor weight distribution in the body and joints of our quadruped robot, the design was precarious. To address this problem, we built a Watt six-bar linkage mechanism with all servomotors in the coxa joint region and linkages connecting the femur and tibia to their respective servomotors. This structure allowed us to improve the weight distribution. Figure 1 shows the quadruped robot iron dog mini. Table 1 shows some feature comparisons between the existing and proposed robots.


Figure 1. Iron Dog mini, a low-cost quadruped robot with Watt six-bar linkage mechanism.
Table 1. Comparison of existing models with the proposed model. The table includes the technology adoption, features, and mechanisms of previous and current research based on quadruped robots.

| Robot | Year | State-of-the-Art Technology Adoption |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Light Weight | Heavy Weight | Carry <br> Load | Low Cost | Modular | Power Efficient | Mechanism | Agile |
| Sony Aibo | 1999 | $\checkmark$ | - | - | - | - | $\checkmark$ | Electric | - |
| BigDog [26] | 2005 | - | $\checkmark$ | $\checkmark$ | - | - | - | Hydraulic | $\checkmark$ |
| Scalf1 [6] | 2011 | - | $\checkmark$ | $\checkmark$ | - | - | - | Hydraulic | - |
| Frog [27] | 2013 | - | $\checkmark$ | $\checkmark$ | - | - | - | - | - |
| Alpha Dog [28] | 2012 | - | $\checkmark$ | $\checkmark$ | - | - | - | Hydraulic | $\checkmark$ |
| HyQ [29] | 2011 | - | $\checkmark$ | $\checkmark$ | - | - | - | Hydraulic and Electric | $\checkmark$ |
| Baby Elephant [30] | 2013 | - | $\checkmark$ | $\checkmark$ | - | - | - | Serial-parallel Hybrid | $\checkmark$ |
| AnyMal [31] | 2016 | - | $\checkmark$ | $\checkmark$ | - | - | $\checkmark$ | Electric | $\checkmark$ |
| Spot [32] | 2017 | - | $\checkmark$ | $\checkmark$ | - | $\checkmark$ | $\checkmark$ | Electric | $\checkmark$ |
| MIT Cheetah 3 [25] | 2018 | - | $\checkmark$ | $\checkmark$ | - | - | $\checkmark$ | Electric | $\checkmark$ |
| Unitree Laikago | 2017 | - | $\checkmark$ | $\checkmark$ | - | $\checkmark$ | $\checkmark$ | Electric | $\checkmark$ |
| Stoch 2 [33] | 2019 | - | $\checkmark$ | - | - | - | - | Electric-five bar linkage | $\checkmark$ |
| Proposed | 2022 | $\checkmark$ | - | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | Electric-Six bar Linkage | $\checkmark$ |

The contributions and motivation of this work are described below:

- We introduce the novel Watt six-bar linkage mechanism for better walking motion.
- The motivation of this research was to develop a low-cost and modular quadruped assistive robot platform for use in security and surveillance operations.
- We innovatively designed robot parts to make it modular, such that users can quickly assemble and disassemble the robot.
- We explain the kinematic equations, demonstrate the URDF process, and test several commands in the PyBullet physics engine.
- We discuss the material characteristics and structural analysis of the robot's parts.


## 2. Design Principle

Most quadruped robots have 8-16 degrees of freedom (DoF). While these are the most common, there are various other viable architectural options. The axis of all eight joints (four hips, four knees) is parallel to itself, making up all eight degrees of freedom. Although an 8 -DoF robot lacks the hip joint's transverse swing flexibility, they are nonetheless easy to control and capable of fast forward and backward motion. However, the motion performance of 8-DoF quadruped robots is hindered by their poor steering capabilities and inability to carry out transverse motion. A quadruped robot with 16 DoF has more joints for agile maneuvering, but is more complicated and, hence, more difficult to control. To allow for three rotatable joints in each leg, we developed a 12 DoF design. The notion of a four-legged robot was mostly inspired by domesticated feline and canine animals, which are distinguished from other domestic species by the presence of an endoskeleton, allowing for greater movement. The development of a quadruped robot with 12 degrees of freedom is a key part of our study. Our intricate quadruped robot is made up of many different elements with rotating joints. The coxa, femur, and tibia are the most vital components of the proposed quadruped robot.

A rod end, servo arm, rod end linker, and servo horn are also included in the design. Three typical bones make up each leg: The coxa (hip bone), femur (thigh bone), and tibia (shin bone). Twelve servo actuator motors are employed to translate the links and modify the joints. The different parts of robot are shown in Figure 2.


Figure 2. Different essential parts of the quadruped robot equipped with six-bar linkage mechanism.
The locomotion of the quadruped robot depends on the translations and rotations of the coxa joint, femur, and tibia. The kinematic analysis defines the motion of the quadruped robot's legs, where we can correlate the forward and inverse kinematics. The objective of this study is to create a quadruped robot with a body made entirely of 3D-printed parts and reasonably priced servo motors. Given its size and capabilities, the robot has been built to be able to carry a reasonable payload. As such, we designed the robot's torso in such a way that we additional components can be mounted on our robot. Our design principle allows the quadruped robot to be modular, such that the user can easily replace any broken or defective components without replacing the whole robot, massively reducing the affordability and maintenance costs of our quadruped robot. Our modular-based design is shown in Figure 3. Table 2 shows essential parameters of Iron dog mini.


Figure 3. Different modules of Iron dog mini.
Table 2. Essential Parameters of Iron Dog mini, including the height, weight, and mass values of different links.

| Parameter | Value |  |  |  | Total Mass (g) | Parameter | Value |  |  |  | Total <br> Mass (g) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Height (cm) | Width (cm) | Number of Uses | Single Part Mass (g) |  |  | Height (cm) | Width (cm) | Number of Uses | Single Part Mass (g) |  |
| Base | 30 | 6 | 2 | 92 | 184 | Servo Arm | 2.4 | 0.63 | 4 | 5 | 20 |
| Femur | 12 | 2.5 | 4 | 55 | 220 | Long rod end | 4.5 | 0.25 | 4 | 7 | 28 |
| Tibia | 17 | 2.5 | 4 | 48 | 192 | Short Rod end | 1.2 | 0.2 | 4 | 1.8 | 7.2 |
| Actuator | 5.6 | 2 | 12 | 80 | 960 | Front Head Module | 7 | 12 | 1 | 55 | 55 |
| Rolling Servo mount | 4 | 2 | 4 | 10 | 40 | Back Shell For torso lock | 7 | 12 | 1 | 48 | 48 |
| Side <br> Servo <br> Mount | 4 | 2 | 4 | 8 | 32 | Side pitch mount (double Servo Module) | 12 | 5.6 | 2 | 120 | 240 |
| Servo <br> Horn | 0.14 | 0.025 | 4 | 6 | 24 | Screws | 0.3 | 0.05 | 74 | 1 | 74 |
| Free linker | 6.32 | 4.60 | 4 | 12 | 48 | Battery | - | - | 1 | 250 | 250 |
| Other <br> Parts | - | - | - | 150 | 150 | Total Weight of R | After Fu | Mounted |  | 2572.2 g |  |

## 3. Working Mechanism

Iron dog mini consists of 12 servo motors that control the joint angles at the coxa, femur, and tibia. Figure 2 shows detailed information on the locations and orientations of the servo motors. Our design provides better weight balance, as we concentrated the weight close to the four corners of the robot's main body by locating the three servo motors of a single leg at the hip joint area. Actuator 1 controls the joint angle of the coxa. The hip of the robot is directly coupled with the servo motor, where the hip joint helps to stabilize the robot during motion.

Actuator 2 controls the Femur, and the femur link is directly coupled with the servo motor. Actuator 3 controls the Tibia, but the Tibia joint is not directly coupled with the servo motor. To control the Tibia link, we introduced the Watt six-bar linkage mechanism into our design, which is a unique approach. Conventional mechanisms such as four-bar linkage mechanisms have some motion constraints due to their limited design variables. We have pointed out some advantages of the six-bar linkage mechanism over the four-bar linkage mechanism.

- The watt six-bar linkage mechanism provides a greater range of motion for leg actuation than the four-bar linkage mechanism.
- The watt six-bar linkage mechanism produces leg motion during gait generation, which is very close to the leg motion of a four-legged animal compared to the four-bar linkage mechanism.
- The four-bar linkage mechanism has many motion constraints. Therefore, the four-bar linkage mechanism robot has a limited range of motion for its leg. The four-bar linkage has a total of eight design variables.
- The watt six-bar linkage mechanism has fourteen design variables.
- The six-bar linkage has more motion parameters than the four-bar linkage, increasing the range of motion.
Additionally, the gait generation produced by the watt six-bar linkage mechanism is found to be highly comparable to that of a four-legged animal, making it an ideal candidate for use in quadrupedal robots. Therefore, the six-bar linkage is a more convenient mechanism for the leg actuation of quadruped robots.

We designed and optimized the six-bar linkage mechanism to manipulate the tibia link effectively, and the bar linkages are shown in Figure 4. The Watt six-bar linkage mechanism has more stability, adequate movement, and better motion efficiency than conventional four- and five-bar linkage mechanisms. The actuator that is used has a significant impact on the performance of a quadruped robot's movement. Considering the robot's weight, the actuator must provide significant torque while maintaining a rapid response time and a compact footprint. Brushless motors are widely used, due to their excellent dynamic qualities; however, they are typically more costly and more extensive in size. Thus, we used a high-voltage servo motor which has a built-in gear reducer. Moreover, we used a metal gear servo motor, providing 35 kg torque per centimeter. The single-leg configuration is shown in Figure 5.


Figure 4. Watt Six-Bar linkage mechanism.


Figure 5. Single-leg configuration.

### 3.1. Mathematical Analysis

Quadruped robots use two types of kinematics: Forward and inverse kinematics. Robot end-effector joint positions are determined using forward kinematics, whereas manipulator joint values can be derived from inverse kinematics. In order to calculate the forward kinematics, we multiply the number of matrices. To better understand how forward kinematics operate in quadruped robots, we constructed a block-based dummy quadruped robot and figured out all the frames. In our previous work, we have demonstrated a comprehensive derivation of the true nature of forward kinematics [15]. Figure 6 depicts all the various frames and coordinate systems in detail. Additionally, Figure 6 was used to reach the foot frame, which serves as the illustration's final effector. The zeroth frame and hip joints represent the coxa coordinate $X_{0}, Y_{0}, Z_{0}$. To find the forward kinematics equation, we need to multiply each frame from zeroth to the fourth. If we want to reach the zeroth frame from the first frame, there will be a translation, denoted by $\mathrm{L}_{1}$. When reaching the first frame from the second frame, there is no translation but, instead, a rotation, denoted by $\theta_{1}$. Passing from frame two to frame three involves $L_{2}$ and $\theta_{2}$ for translation and rotation, respectively. Finally, we have $L_{3}$ translation and $\theta_{3}$ rotation between the third and fourth frames. After multiple translations and rotations, we obtain the final transformation matrix, according to Denavit Hartenberg's convention. We can determine the matrix representing all possible transformations between frames 0 and 4 [15] as $T_{0}^{4}=T_{0}^{1} * T_{1}^{2} * T_{2}^{3} * T_{3}^{4}$ :

$$
T_{0}^{4}=\left[\begin{array}{llll}
\phi_{11} & \phi_{12} & \phi_{13} & \phi_{14}  \tag{1}\\
\phi_{21} & \phi_{22} & \phi_{23} & \phi_{24} \\
\phi_{31} & \phi_{32} & \phi_{33} & \phi_{34} \\
\phi_{41} & \phi_{42} & \phi_{43} & \phi_{44}
\end{array}\right] .
$$



Figure 6. Frame-by-frame coordinate system of a quadruped robot using 3D design.
From this transformation matrix, our end effector value can be determined from the fourth column (i.e., $\phi_{14}, \phi_{24}$, and $\phi_{34}$ ). After the forward kinematics are established, inverse kinematics are required to regulate the joint settings. We sketched through the actual model for better understanding.

Based on Figure 7,

$$
\begin{equation*}
\theta_{1}=\alpha_{3}-\alpha_{1} \tag{2}
\end{equation*}
$$



Figure 7. Determining $\theta_{1}$ utilizing the front view of the robot leg. In $\triangle \mathrm{ADC}$,

$$
\begin{equation*}
\alpha_{3}=\arctan \left(\frac{\sqrt{\mathrm{x}_{4}^{2}+\mathrm{y}_{4}^{2}-\mathrm{L}_{1}^{2}}}{\mathrm{~L}_{1}}\right) \tag{3}
\end{equation*}
$$

In $\square \mathrm{ABCE}$,

$$
\begin{gather*}
\alpha_{1}+\alpha_{2}=90^{\circ}  \tag{4}\\
\Rightarrow \alpha_{1}=90^{\circ}-\alpha_{2} \tag{5}
\end{gather*}
$$

Furthermore, in $\triangle \mathrm{ABC}$,

$$
\begin{gather*}
\alpha_{2}+\alpha_{4}+\angle \mathrm{B}=180^{\circ},  \tag{6}\\
\alpha_{2}+\alpha_{4}=180^{\circ}-90^{\circ}\left[\angle \mathrm{B}=90^{\circ}\right],  \tag{7}\\
\alpha_{2}=90^{\circ}-\alpha_{4} . \tag{8}
\end{gather*}
$$

Substituting this value into Equation (5) :

$$
\begin{gather*}
\alpha_{1}=90^{\circ}-\left(90^{\circ}-\alpha_{4}\right)  \tag{9}\\
\Rightarrow \alpha_{1}=\alpha_{4} . \tag{10}
\end{gather*}
$$

In $\triangle \mathrm{ABC}$,

$$
\begin{equation*}
\alpha_{4}=\arctan \left(\frac{-y_{4}}{x_{4}}\right) \tag{11}
\end{equation*}
$$

Now, substituting the values of $\alpha_{1}$ and $\alpha_{3}$ into Equation (2),

$$
\begin{gather*}
\theta_{1}=\alpha_{3}-\alpha_{1}  \tag{12}\\
\Rightarrow \theta_{1}=\arctan \left(\frac{\sqrt{x_{4}^{2}+y_{4}^{2}-L_{1}^{2}}}{11}\right)-\arctan \left(\frac{-y_{4}}{x_{4}}\right) . \tag{13}
\end{gather*}
$$

Based on Figure 8,

$$
\begin{equation*}
\theta_{2}=-90^{\circ}+\alpha_{1} . \tag{14}
\end{equation*}
$$



Figure 8. Determining $\theta_{2}$ utilizing the side view.
From $\square$ ABFE,

$$
\begin{gather*}
\alpha_{1}+\alpha_{2}+\alpha_{3}=90^{\circ}  \tag{15}\\
\therefore \alpha_{1}=90^{\circ}-\alpha_{2}-\alpha_{3} . \tag{16}
\end{gather*}
$$

From $\triangle \mathrm{ABC}$,

$$
\begin{equation*}
\alpha_{3}=\arctan \left(\frac{-Z_{4}}{\sqrt{x_{4}^{2}+y_{4}^{2}-L 1^{2}}}\right) \tag{17}
\end{equation*}
$$

From $\triangle A C F$,

$$
\begin{equation*}
\alpha_{2}=\arctan \left(\frac{C F}{A F}\right) \tag{18}
\end{equation*}
$$

Furthermore, from $\triangle C D F$,

$$
\begin{gather*}
\sin \theta_{3}=\frac{C F}{C D}  \tag{19}\\
C F=C D \sin \theta_{3}  \tag{20}\\
C F=L_{3} \sin \theta_{3}\left[C D=L_{3}\right]  \tag{21}\\
\cos \theta_{3}=\frac{D F}{C D}  \tag{22}\\
D F=L_{3} \cos \theta_{3}\left[C D=L_{3}\right]  \tag{23}\\
A F=A D+D F  \tag{24}\\
A F=L_{2}+L_{3} \cos \theta_{3}\left[A D=L_{2}\right] \tag{25}
\end{gather*}
$$

Similarly,

$$
\begin{equation*}
\therefore \alpha_{2}=\arctan \left(\frac{L_{3} \sin \theta_{3}}{L_{2}+L_{3} \cos \theta_{3}}\right) \tag{26}
\end{equation*}
$$

Now, substituting the values of $\alpha_{2}$ and $\alpha_{3}$ into Equation (16),

$$
\begin{gather*}
\alpha_{1}=90^{\circ}-\arctan \left(\frac{L_{3} \sin \theta_{3}}{L_{2}+L_{3} \cos \theta_{3}}\right)-\arctan \left(\frac{-Z_{4}}{\sqrt{x_{4}+y_{4}^{2}-L_{1}^{2}}}\right)  \tag{27}\\
\theta_{2}=-90^{\circ}+\alpha_{1}  \tag{28}\\
\Rightarrow \theta_{2}=-\arctan \left(\frac{L_{3} \sin \theta_{3}}{L_{2}+L_{3} \cos \theta_{3}}\right)-\arctan \left(\frac{-z_{4}}{\sqrt{x_{4}^{2}+y_{4}^{2}-L_{1}}}\right) \tag{29}
\end{gather*}
$$

Based on Figure 9,

$$
\begin{equation*}
\theta_{3}=180^{\circ}-\alpha \tag{30}
\end{equation*}
$$



Figure 9. Determining $\theta_{3}$.
In $\triangle \mathrm{ACD}$,

$$
\begin{align*}
& \mathrm{AC}^{2}=\mathrm{AD}^{2}+\mathrm{CD}^{2}-2 \cdot \mathrm{AD} \cdot \mathrm{CD} \cdot \cos \alpha  \tag{31}\\
& \Rightarrow \alpha=\arccos \left(\frac{\mathrm{AD}^{2}+\mathrm{CD}^{2}-\mathrm{AC}^{2}}{2 \cdot \mathrm{AD} \cdot \mathrm{CD}}\right) \tag{32}
\end{align*}
$$

In $\triangle \mathrm{ABC}$,

$$
\begin{gather*}
\mathrm{AC}^{2}=\mathrm{AB}^{2}+\mathrm{BC}^{2}  \tag{33}\\
\mathrm{AC}^{2}=\left(\sqrt{\mathrm{X}_{4}^{2}+\mathrm{y}_{4}^{2}+\mathrm{L}_{1}^{2}}\right)^{2}+\left(-\mathrm{z}_{4}\right)^{2}  \tag{34}\\
\mathrm{AC}^{2}=\mathrm{x}_{4}^{2}+\mathrm{y}_{4}^{2}+\mathrm{L}_{1}^{2}+\mathrm{z}_{4}^{2} . \tag{35}
\end{gather*}
$$

Now, substituting the value of $A C^{2}$ into Equation (32),

$$
\begin{gather*}
\alpha=\arccos \left(\frac{\mathrm{L}_{2}^{2}+\mathrm{L}_{3}^{2}-\mathrm{X}_{4}^{2}-\mathrm{Y}_{4}^{2}-\mathrm{L}_{1}^{2}-\mathrm{z}_{4}^{2}}{2 \mathrm{~L}_{2} \mathrm{~L}_{3}}\right)\left[\begin{array}{l}
\mathrm{AD}=\mathrm{L}_{2} \\
\mathrm{CD}=\mathrm{L}_{3}
\end{array}\right],  \tag{36}\\
\theta_{3}=180^{\circ}-\arccos \left(\frac{\mathrm{L}_{2}^{2}+\mathrm{L}_{3}^{2}-\mathrm{x}_{4}^{2}-\mathrm{y}_{4}^{2}-\mathrm{L}_{1}^{2}-\mathrm{z}_{4}}{2 \mathrm{~L}_{2} \mathrm{~L}_{3}}\right) \tag{37}
\end{gather*}
$$

In summary, in the derivation process of $\theta_{1}, \theta_{2}$ and $\theta_{3}$ in the inverse kinematic analysis, we took the left front leg of our quadruped robot into consideration. We positioned the robot's leg to mimic its normal standing posture (side view). Using the front view of our leg, we positioned the coxa angle, which mirrors the roll position of the robot, allowing us to identify $\theta_{1}$. From the two right-angle triangles ABC and ADC in Figure 7, we were able to obtain the equation for $\theta_{1}$ that we required. Using the profile view of our leg in Figure 8, we determined $\theta_{2}$. Two right-angle triangles, ABC and CDF, and one obtuse triangle, and ADC, are shown in Figure 8, and from these triangles we derived the desired equation for $\theta_{2}$. Using the profile of our leg, we were able to compute $\theta_{3}$ from Figure 9. Figure 9 depicts two triangles, one with a right-angle ( ABC ) and another with an acute angle (ADC), from which our desired equation for $\theta_{3}$ was derived.

$$
\begin{gather*}
\theta_{1}=\arctan 2\left(\left(\sqrt{x_{4}^{2}+y_{4}^{2}-L_{1}^{2}}\right), L_{1}\right)-\arctan 2\left(-y_{4}, x_{4}\right),  \tag{38}\\
\theta_{2}=-\arctan 2\left(L_{3} \sin \left(\theta_{3}\right),\left(L_{2}+L_{3} \cos \left(\theta_{3}\right)\right)\right)-\arctan 2\left(-z_{4}, \sqrt{x_{4}^{2}+y_{4}^{2}-L_{1}^{2}}\right), \tag{39}
\end{gather*}
$$

$$
\begin{equation*}
\theta_{3}=\pi-\arccos \left(\frac{L_{2}^{2}+L_{3}^{2}-x_{4}^{2}-y_{4}^{2}-L_{1}^{2}-Z_{4}^{2}}{2 L_{2} L_{3}}\right) \tag{40}
\end{equation*}
$$

### 3.2. Simulation Model Workflow

## Workflow Procedure

Next, we describe the computational method used to simulate our quadruped robots. We used the Python-based Pybullet physics engine in the Ubuntu operating system for this scientific simulation following multiple stages, as presented in Figure 10. Parts were created in the SolidWorks software using precise measurements.


Figure 10. Workflow diagram for the proposed simulation model.
A great deal of thought and care must go into the design of each component before it can be assembled into a functioning robot. There are several essential parts for robots. About 64 unique parts were conceived for this study. Each of the robot's legs consists of three separate parts (the coxa, femur, and tibia), and the design is based on the principle of three degrees of freedom. Throughout the entirety of the design phase, there was a continuous process of considering the design's framework in addition to the materials that were to be utilized.

Certain tests, such as finite element modeling (FEM), finite element analysis (FoS), and strain, must be performed on the robot's core components to ascertain their durability and the maximum payload the design can withstand. In Section 4.1, we summarize relevant information in this aspect.

After making all the pieces, they must be put together in a way that allows the robot to operate well. As there are three movable and one fixed joint, each joint must be mated with extreme precision. The six-bar linkages were created to generate exterior revolute joints in addition to the leg joints. A rod-end and actuator were utilized to rotate the desired joint in the six-bar linkages.

For the simulation process, creating a URDF script was very much necessary. URDF contains all of the robot data, such as link length, link mass, material, inertia, geometry, and the path of the robot STL file. STL files are exported for every part of the robot, which contain the 3-dimensional surface geometry of the parts. This format is suitable for use with the PyBullet physics engine.

After that, we had to link our robot's gait pattern to the kinematics algorithm. The various link parameters and joint angles were contained in the Kinematics Algorithm, which provides 3D foot positions for us. We tested several gait patterns. To develop a walking motion for a quadruped robot, kinematics is insufficient. Gait generation is required to operate the robot in both real and virtual simulations. There are various gait patterns available, including the creep, trot, pace, cantor, and gallop gaits. We created a creep gait, trot gait, and pace gait for our simulation investigation, through investigating the walking patterns of genuine dogs and cats. Manually adjusting the arms and joints
of the robot to the appropriate angle is challenging, although it is plausible to adjust the motor inclination by issuing repeated instructions, this is considered inappropriate

A kinematics-based system for controlling both virtual and actual robots was created as part of this research project. Using the simulation model, complete control can be exerted over the angle of each joint, as well as the foot locations and the end effectors. This method incorporates both forward and inverse kinematics. The values of the end effectors are provided as output after all the robot's connection parameters, and the manipulator's required angle is considered.

We can also set the end effector value to achieve the appropriate location. One of the most difficult challenges is taking control of a quadruped robot from its center of gravity. If the four-legged equations are not linked to the center of gravity point, the robot will never be able to stand on its own. For example, if the robot's rear side is heavier than its front side, then the device will always be unable to walk, as it will always fall on its back. To solve this problem, we first located the center points of the robot and then directly connected them to each leg. After completing all the stages (i.e., Part design, Assembly, URDF creation, Gait pattern, and kinematics setting), we executed all the scripts for simulation using the PyBullet physics engine. We connected our implemented robot with the simulation model during the simulation process. The hardware sensors transmitted sensory data every 20 milliseconds. We can control the simulation remotely, either using a controller or giving a command.

### 3.3. Step Trajectory and Gait Generation

There are various different gait patterns used by quadruped robots, including creep, trot, and gallop, among others. Creep and trot are often employed and swapped, based on the surroundings and the desired pace of mobility. Trot serves as the most frequent gait. The two diagonal legs move in tandem, with the left front leg and right back leg moving first and the right front leg and left back leg moving second. According to the trot diagram in Figure 11, the trot is a type of gait in which two legs are activated in tandem. At one moment, the front right leg and the back left leg swing, while the right back leg and left front leg form a stance. Two motions are present: Swing and stance. The stance phase means that the toe has contact with ground; during the swinging phase, the toe is in the air.


Figure 11. Trot Gait Patterns.
We used the Bernstein polynomial and Bezier curve for our robot's trajectory generation [34]. We created a 14-point Bezier curve to control the footstep trajectory. The control points that make up the Bezier curve were used to build the swing phase. Equation (41) shows the method for calculation of the binomial factor (d, l), and Equation (42) is used to simplify the Bezier curve calculation, where K is the current point index; t is the time; and c denotes the coordinate. Here, we have $\mathrm{P}_{0}\left(\mathrm{a}_{0}, \mathrm{~d}_{0}\right), \mathrm{P}_{1}\left(\mathrm{a}_{1}, \mathrm{~d}_{1}\right), \mathrm{P}_{2}\left(\mathrm{a}_{2}, \mathrm{~d}_{2}\right), \mathrm{P}_{3}\left(\mathrm{a}_{3}, \mathrm{~d}_{3}\right)$, $\mathrm{P}_{4}\left(\mathrm{a}_{4}, \mathrm{~d}_{4}\right), \mathrm{P}_{5}\left(\mathrm{a}_{5}, \mathrm{~d}_{5}\right), \mathrm{P}_{6}\left(\mathrm{a}_{6}, \mathrm{~d}_{6}\right), \mathrm{P}_{7}\left(\mathrm{a}_{7}, \mathrm{~d}_{7}\right), \mathrm{P}_{8}\left(\mathrm{a}_{8}, \mathrm{~d}_{8}\right), \mathrm{P}_{9}\left(\mathrm{a}_{9}, \mathrm{~d}_{9}\right), \mathrm{P}_{10}\left(\mathrm{a}_{10}, \mathrm{~d}_{10}\right), \mathrm{P}_{11}\left(\mathrm{a}_{11}, \mathrm{~d}_{11}\right)$, $P_{12}\left(a_{12}, d_{12}\right), P_{13}\left(a_{13}, d_{13}\right)$ as the 14 control points. Equations (43) and (44) are used for curve construction. In Figure 12a, we show the trajectory steps of swing and stance, where
$t=0.5$ seconds; in Figure 12b, the parametric Bezier curve is shown (the curve was plotted using MATLAB). We show all the control point values in Table 3.

$$
\begin{align*}
& f(d, l)=\frac{d!}{K!(d-l)!},  \tag{41}\\
& \mathrm{b}(\mathrm{t}, \mathrm{~K}, \mathrm{c})=\mathrm{f}(\mathrm{~N}, \mathrm{~K}) \cdot(1-\mathrm{t})^{(\mathrm{N}-\mathrm{K}) \cdot \mathrm{t}^{\mathrm{K}} \cdot \mathrm{c},}  \tag{42}\\
& a=\left(b\left(t, 0, a_{0}\right)+b\left(t, 1, a_{1}\right)+b\left(t, 2, a_{2}\right)+b\left(t, 3, a_{3}\right)+b\left(t, 4, a_{4}\right)+b\left(t, 5, a_{5}\right)\right. \\
& +b\left(t, 6, a_{6}\right)+b\left(t, 7, a_{7}\right)+b\left(t, 8, a_{8}\right)+b\left(t, 9, a_{9}\right)  \tag{43}\\
& \left.+b\left(t, 10, a_{10}\right)+b\left(t, 11, a_{11}\right)+b\left(t, 12, a_{12}\right)+b\left(t, 13, a_{13}\right)\right) \text {, } \\
& \mathrm{d}=\left(\mathrm{b}\left(\mathrm{t}, 0, \mathrm{~d}_{0}\right)+\mathrm{b}\left(\mathrm{t}, 1, \mathrm{~d}_{1}\right)+\mathrm{b}\left(\mathrm{t}, 2, \mathrm{~d}_{2}\right)+\mathrm{b}\left(\mathrm{t}, 3, \mathrm{~d}_{3}\right)+\mathrm{b}\left(\mathrm{t}, 4, \mathrm{~d}_{4}\right)+\mathrm{b}\left(\mathrm{t}, 5, \mathrm{~d}_{5}\right)\right. \\
& +\mathrm{b}\left(\mathrm{t}, 6, \mathrm{~d}_{6}\right)+\mathrm{b}\left(\mathrm{t}, 7, \mathrm{~d}_{7}\right)+\mathrm{b}\left(\mathrm{t}, 8, \mathrm{~d}_{8}\right)+\mathrm{b}\left(\mathrm{t}, 9, \mathrm{~d}_{9}\right)  \tag{44}\\
& \left.+\mathrm{b}\left(\mathrm{t}, 10, \mathrm{~d}_{10}\right)+\mathrm{b}\left(\mathrm{t}, 11, \mathrm{~d}_{11}\right)+\mathrm{b}\left(\mathrm{t}, 12, \mathrm{~d}_{12}\right)+\mathrm{b}\left(\mathrm{t}, 13, \mathrm{~d}_{13}\right)\right) \text {. }
\end{align*}
$$



Figure 12. (a) Step trajectory stance and swing phase; (b) trajectory generation using 14-point Bezier curve.

Table 3. Control Points for Bezier curve.

| Control Points |  | (mm) |  | (mm) |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{p}_{0}$ | $\mathrm{a}_{0}$ | 100 | $\mathrm{~d}_{0}$ | -252.4 |
| $\mathrm{p}_{1}$ | $\mathrm{a}_{1}$ | 100 | $\mathrm{~d}_{1}$ | -250 |
| $\mathrm{p}_{2}$ | $\mathrm{a}_{2}$ | 140 | $\mathrm{~d}_{2}$ | -250 |
| $\mathrm{p}_{3}$ | $\mathrm{a}_{3}$ | 150 | $\mathrm{~d}_{3}$ | -180 |
| $\mathrm{p}_{4}$ | $\mathrm{a}_{4}$ | 150 | $\mathrm{~d}_{4}$ | -180 |
| $\mathrm{p}_{5}$ | $\mathrm{a}_{5}$ | 150 | $\mathrm{~d}_{5}$ | -180 |
| $\mathrm{p}_{6}$ | $\mathrm{a}_{6}$ | -100 | $\mathrm{~d}_{6}$ | -70 |
| $\mathrm{p}_{7}$ | $\mathrm{a}_{7}$ | 0 | $\mathrm{~d}_{7}$ | -180 |
| $\mathrm{p}_{8}$ | $\mathrm{a}_{8}$ | 0 | $\mathrm{~d}_{9}$ | -160.5 |
| $\mathrm{p}_{9}$ | $\mathrm{a}_{9}$ | -151.5 | $\mathrm{~d}_{10}$ | -160.5 |
| $\mathrm{p}_{10}$ | $\mathrm{a}_{10}$ | -151.5 | $\mathrm{~d}_{11}$ | -160.5 |
| $\mathrm{p}_{11}$ | $\mathrm{a}_{11}$ | -141 | $\mathrm{~d}_{12}$ | -250 |
| $\mathrm{p}_{12}$ | $\mathrm{a}_{12}$ | -100 | $\mathrm{~d}_{13}$ | -250 |
| $\mathrm{p}_{13}$ | $\mathrm{a}_{13}$ | -90 |  | -260 |

## 4. Results and Discussion

### 4.1. Material Analysis

As our quadruped robot was designed with a low cost in mind, we had to choose a material for 3D printing that is both cheap and strong for fabrication. Therefore, we chose ABS plastic (Acrylonitrile butadiene styrene) as our printing material.While designing and developing our low-cost quadruped robot, we used SolidWorks to create around 64 distinct components. We conducted load simulation in SolidWorks for various portions (i.e., femur and tibia) of our quadruped robot, in order to better understand the strength and stiffness of our design and the material used. We obtained analytical data, such as the strain, displacement, and Factor of Safety (FoS) for the femur and tibia of our four-legged robot throughout the simulation process. By looking at these data, we could make changes to how the components were made, thus improving their performance in the long run. Table 4 shows the mechanical properties of abs plastic.

Table 4. Mechanical Properties of ABS Plastic.

| Property | Value | Unit |
| :---: | :---: | :---: |
| Tensile strength | 30 | MPa |
| Mass density | 1020 | $\mathrm{~kg} / \mathrm{m}^{3}$ |
| Elastic modulus | 2000 | MPa |
| Shear modulus | 318.9 | MPa |
| Poisson's ratio | 0.394 | $\mathrm{~N} / \mathrm{A}$ |

In SolidWorks, we have utilized our femur and tibia designs to perform load analysis simulation. During load simulation, we considered approximately 7.5 kg of payload on our quadruped robot. The weight of our quadruped robot is around 2.752 kg . So, with the added payload, the total weight would be close to 10.25 kg , equivalent to a 100 N load. During the simulation process, we have obtained diagrams showing the performance of our designed parts under load. In Figure 13a,b, the displacement diagrams for the femur and tibia parts are shown, with the scale on the right indicating the degree of deformation of the components (in mm). We can see that, under a 100 N load on the femur, the maximum deformation was $6.596 \times 10^{-3} \mathrm{~mm}$. When the 100 N load was applied on the Tibia, the maximum deformation was $5.254 \times 10^{-1} \mathrm{~mm}$. For visual representation of the deformation, the components are highlighted with multiple colors, indicating the most deformed area (red color) and the least deformed area (blue color), according to the scale. Note that the deformation scale was adjusted for clearer visual analysis.


Figure 13. (a) Displacement analysis diagram for femur; and (b) Displacement analysis diagram for tibia.

In the simulation process, we also obtained Factor of Safety diagrams, as shown in Figure 14a,b for the femur and tibia, respectively. The Factor of Safety indicates the safety of any mechanical component during operations; therefore, we can determine how safe the component is under certain conditions, according to the factor of safety scale.


Figure 14. (a) Factor of Safety analysis diagram for femur; and (b) Factor of Safety analysis diagram for tibia.

A base number indicates the minimum factor of safety where the component is safe. A value lower than the base number will indicate the failing point of the component. The factor of safety can vary for different materials, and the process of finding the factor of safety varies for ductile and brittle materials. For our ABS Plastic, which is a brittle material, the factor of safety is determined as the ratio of ultimate tensile stress to working stress.

The diagrams show the Factor of Safety scale on the right, which indicates the safety factor of components. Here, the factor of safety for the femur ranged from 3.6 up to $3.5 \times 10^{4}$, depending on the working stress in different parts of the femur. For the tibia, the factor of safety ranged from 2.510 to $3.111 \times 10^{7}$. The components are highlighted with multiple colors, indicates the areas where the components are safe (blue area) and where the components are at the risk of failing (red area).

From the simulation process, we also obtained strain analysis diagrams, as shown in Figure 15a,b for the Femur and Tibia, respectively. Strain is associated with the ratio of deformation under load to the original state. The strain is directly proportional to the applied stress. We can analyze the strain condition of our femur and tibia from the load analysis. For the femur, we can see that, with a deformation scale of 1838.92, the strain ranged from $4.004 \times 10^{-9}$ to $4.358 \times 10^{-5}$. For the tibia, with a deformation scale of 27.71 , the strain ranged from $3.457 \times 10^{-10}$ up to $3.257 \times 10^{-3}$. The components are highlighted with multiple colors, indicates the areas where strain is more significant. Note that the deformation scale was adjusted for clear visual analysis.


Figure 15. (a) Strain analysis diagram for femur; and (b) strain analysis diagram for tibia.

### 4.2. Unified Robot Description Format Verification

The URDF refers to a robot as a tree of links connected by joints. The joints define how one link moves concerning another, thereby defining the location of the links in space. The links represent the moving components of the robot. URDF contains every link's inertia, mass, and rotation axis information. To create a scientific simulation of kinematics after finishing the assembly of the robot, we created a URDF file for the robot, which contains the joint parameter information such as translation and rotation along the $\mathrm{x}, \mathrm{y}$, and z axes, as well as roll, pitch, and yaw movements. Table 5 shows the urdf verification parameters.

Table 5. Verification at various angles with URDF.

| Robot <br> Positions | Hips Joint Angle <br> (Degree) |  | Femur Joint Angle <br> (Degree) |  | Tibia Joint <br> Angle (Degree) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ideal State <br> Figure 16a | Coxa FR | 0 | Femur FR | 0 | Tibia FR | 0 |
|  | Coxa FL | 0 | Femur FL | 0 | Tibia FL | 0 |
|  | Coxa BR | 0 | Femur BR | 0 | Tibia BR | 0 |
|  | Coxa BL | 0 | Femur BL | 0 | Tibia BL | 0 |
|  | Coxa FL | Coxa BR | 0 | Femur FR | -45 | Tibia FR |
|  | Coxa BL | 0 | Femur FL | 45 | Tibia FL | 90 |



Figure 16. (a) Ideal state position; and (b) standing state position.
In the URDF file, we can utilize visualization and material information to create the simulation effectively. If the URDF file has a problem, the simulation results will be poor. For this issue, after creating the URDF file with meshes, we verified the design using a Web-based URDF visualization tool. Scenario 1 shows the ideal state of our quadruped robot. We created the URDF file in SolidWorks, where we set the positions of all joint angles and links, as shown in Figure 16a. All of the links were set to zero position, relative to the base link (black body). For each leg, the coxa was the parent link, the femur was the child link relative to the coxa, and the tibia was the child link relative to the Femur. Figure 16b shows the standing state of our quadruped robot, where all the links and joint angles were manipulated within their respective parameter ranges; in particular, the coxa remains at zero position, while the femur link is set to $45^{\circ}$ relative to the coxa and the tibia link is set to $90^{\circ}$ relative to the Femur. The main idea of testing the URDF is to verify the angles of the coxa associated with the other links (i.e., the femur and tibia). Figure 17 shows the URDF tree.


Figure 17. Unified robot description format tree. This diagram shows every joint detail with $x, y, z$ and r, p, y values. Each leg has four joints and four links; three joints are revolute, and one is fixed.

### 4.3. Dynamic Simulation Results

We created a quadruped robot using a novel mobility strategy for the leg called the Watt six-bar linkage mechanism. The Pybullet physics engine platform was used for testing of the developed robot, and the robot's dynamic model was established through simulation. The robot was divided into multiple parts, according to its components, and each piece was handled as a separate entity. The maximum torque and speed of each joint, as well as the mass, inertia, and collision geometry of each component, were precisely entered into the simulation environment. In Figure 18, we show our quadruped robot from various angles. We also provide detailed explanations of the mechanism and the kinematic equations with pertinent figures below.


Figure 18. Computational simulation results.
Before the simulation process, we connected gait patterns (e.g., trot and creep gait) in our simulation, in order to observe the walking motion of the quadruped robot. In Figure 18, Scenario 1 shows the natural standing position of the quadruped robot. Scenarios 2-6 demonstrate translation of the body of our quadruped robot along its $x, y$, and $z$ axes. We can see the pitch of the body along its y-axis in Scenarios 7 and 8, while Scenarios 9 and 10 show the roll of the body along its $x$-axis. Finally, we can see the yaw movement of our robot in Scenarios 11 and 12. Throughout the simulation, we captured several alternative orientations of the robot. Specifically, we demonstrated our quadruped robot's ideal state, roll, pitch, and yaw positions. Following that, we built a real robot that was coupled with a simulation engine. We put our quadruped robot through specific tests, in order to evaluate its pitch position.

Having matched the hardware configuration to the software simulation, we could adjust the pitch position of the actual robot to influence the model in the simulation using the Pybullet Physics Engine. Figure 19a displays the ideal functioning of our simulation model. The sensor's roll and pitch angle data were successfully acquired during our hardware orientation test. We constructed a roll-pitch vs. time graph (Figure 19b), based on the information gathered by our sensors. Our simulation model's pitch orientation is depicted in Figure 19c. We set the robot's pitch orientation on the hardware test-bench. The pitch position roll-pitch vs. time graph is depicted in Figure 19d.


Figure 19. (a) Ideal state position of robot in side view; (b) Ideal state graph; (c) Pitch 9 of robot; (d) Roll-Pitch vs. time graph; and (e) Self-Balanced position.

With hardware and software synchronization, we not only could test how the hardware setup manipulates the simulation model, but also vice versa. We used Proportional Integral Derivative with our kinematics equations. While configuring our robot into a pitch position, the simulated model moved such that its center of mass took precedence over the initial pitch. Figure 19 e demonstrates how the simulated model adjusted its femur and tibia to counteract the pitch position. The central body always lies flat against the reference plane in the virtual world. Viewed from the front, our simulation model in its ideal state is depicted in Figure 20a. The sensor's roll and pitch angle data were successfully acquired during our hardware orientation test. Figure 20b shows a graph depicting the roll-pitch angle over time, as measured by our sensors. The roll orientation of our simulation model is displayed in Figure 20c. The related roll-pitch vs. time graph for roll position is shown in Figure 20d.

Figure 20e shows how the simulation model stabilized when we positioned the gyroscope sensor to induce roll. The core coordinate system was maintained in its initial location, while the rest of the model counteracted the roll by shifting the coxa angle. In this way, the simulated model can maintain a level stance relative to the reference plane.


Figure 20. (a) Ideal state position of the robot in front view; (b) Ideal state graph; (c) Roll orientations of the robot; (d) Roll-Pitch vs. time graph; and (e) Self-Balanced position.

We constructed a real robot using 3D-printed components and the six-bar connection system. When we assessed the robot's trot gait pattern, its walking was essentially flawless. Figure 21 clearly depicts the motion of the trot gait pattern. According to the flat terrain test, we simultaneously recorded the roll vs. pitch sensor data as a graph. During the trotting period, the robot recorded a minimum roll angle of $-5^{\circ}$ and a maximum roll angle of $16^{\circ}$. The minimum pitch angle was $-11^{\circ}$, while the highest pitch angle was $9^{\circ}$. The angle data are displayed in Figure 22. The gyroscope results of the standing robot were $-1.2^{\circ}$ pitch and $0.5^{\circ}$ roll. Some photographs of our robot are shown in Figure 23.


Figure 21. Still pictures of adopted watt six-bar linkage mechanism-based quadruped robot. Sequence $1-8$ shows the trot gait transition on flat terrain.


Figure 22. Roll pitch data extracted from running trot gait, according to Figure 21 (real robot flat terrain test).


Figure 23. Still pictures of the implemented version of Iron Dog mini.
Using the Pybullet physics engine simulation, we achieved dynamic simulation results. Several translational and rotational movements were demonstrated. Kinematics (in particular, Forward and Inverse) aided us in achieving this motion. Forward kinematics provide the positions of the end effectors, while inverse kinematics provide the locations of the joints. Therefore, $\mathrm{x}, \mathrm{y}$, and z translation, as well as roll, pitch, and yaw movement can be easily achieved using these two mathematical approaches. We have, thus, briefly described the kinematics portion of the mathematical analysis. During the simulation time, robot walking was achieved through the use of a trot gait pattern and a 14-point Bezier curve. According to the mathematical analysis, gait pattern, and trajectory generation, the outcome of the simulation was satisfactory. Details of the practical implementation and a simulation video can be found elsewhere [35].

## 5. Conclusions and Future Work

This study on the low-cost development and simulation of a quadruped robot, considering a six-bar linkage mechanism, is expected to play an important role in the vigorous development of quadruped robots in the future. Within the scope of this investigation, we presented a process for computational simulation and its underlying mathematical rationale. We developed an innovative concept, providing thorough explanations of the steps followed to generate the simulation model. A cutting-edge Watt six-bar linkage system was added to redistribute the weight better. Overall, we have developed a relatively affordable quadruped robot, allowing researchers to more easily pursue careers in this field. Our four-legged robot costs only USD 350, which is significantly less than other quadruped robots such as the Spot (USD 74,500), Unitree a1 (USD 15,000), and Xiaomi Cyberdog (USD 1599). Compared with existing robots, the proposed robot is lightweight, can go through rough terrain, and can carry loads. We also used relatively cheap servo motors and 3D-printed components.

In comparison to more traditional methods, including the belt-pulley approach utilized in previous quadruped robots, we opted to use the Watt six-bar linkage mechanism, due to its intuitive design. We provided in-depth kinematic analysis data. We may consider training the robot's gait using this model as a template. With any luck, our upcoming study will demonstrate the real-time software and hardware synchronization system, including a reinforcement learning technique. One of the goals of this research is to use AI in a simulation environment, then take the results and use them to fine-tune a physical robot. In Table 6 we exhibited the cost breakdown table.

Table 6. Cost Breakdown table.

| Component | Per Unit Cost (USD) | Quantity | Total Cost (USD) |
| :---: | :---: | :---: | :---: |
| SPT5535LV Actuator-Servo | 15 | 12 Pieces | 180 |
| Metal Servo Arm | 0.50 | 4 Pieces | 2 |
| Metal Servo Horn | 0.40 | 4 Pieces | 1.6 |
| Hex spacer | 0.10 | 30 Pieces | 3 |
| M3 Screws | 0.05 | 85 Pieces | 4.3 |
| Brass Inserts | 0.02 | 85 pieces | 1.7 |
| 16Awg Silicon wire | 1.5 (per yard) | 5 yards | 7.5 |
| 3D printing Abs material | 21.99 (per kg) | 2 kg | 43.98 |
| Raspberry Pi 4b | 40 | 1 Pieces | 40 |
| Bluetooth Joystick Controller | 16 | 1 Pieces | 16 |
| Arduino Pro Mega | 8 | 1 Pieces | 8 |
| 41 A Buck Converter | 5 | 1 Pieces | 5 |
| 7.4 V 2200 mAh Battery | 18 | 1 Pieces | 12 |
| IMU 6050 | 0.6 |  | 0.6 |
|  | Total Cost |  | $332.18 \$$ |

Throughout this research, we designed and built our quadruped robot and developed a kinematic method for its simulation in the Pybullet Physics Engine. We used 3D printing technology to test the model in the actual world when the simulation was complete. With the help of our simulated model, we could correct most issues, including improper scaling and changes that would have harmed the robot. The use of a simulation model makes it straightforward to examine the kinematic model and create a gait. Using the simulation, we can refine our robot model to keep up with the real robot. Our long-term goal is to
advance robotics by creating a low-cost, highly developed quadruped robot that the next generation of scientists and engineers can easily use.
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## Abbreviations

The Following abbreviations are used in this research article.
URDF Unified Robot Description Format
DoF Degrees Of Freedom
FEM Finite Element Method
FoS Factor of Safety
MIT Massachusetts Institute of Technology
CAD Computer Aided Design
STL Stereolithography
PID Proportional Integral Derivative
IMU Inertial Measurement Unit
FR Front Right
FL Front Left
BR Back Right
BL Back Left
g gram
$\mathrm{Cm} \quad$ Centimeter

## References

1. Yao, L.; Hao, Y.; Lu, Z. Design and driving model for the quadruped robot: An elucidating draft. Adv. Mech. Eng. 2021, 13, 16878140211009035. [CrossRef]
2. Meng, X.; Wang, S.; Cao, Z.; Zhang, L. A review of quadruped robots and environment perception. In Proceedings of the 2016 35th Chinese Control Conference (CCC), Chengdu, China, 27-29 July 2016; IEEE: New York, NY, USA, 2016.
3. Biswal, P.; Mohanty, P.K. Mohanty. Development of quadruped walking robots: A review. Ain Shams Eng. J. 2021, 12, $2017-2031$. [CrossRef]
4. Todd, D.J. Walking Machines: An Introduction to Legged Robots; Springer Science \& Business Media: Berlin/Heidelberg, Germany, 2013.
5. Rong, X.; Li, Y.; Ruan, J.; Li, B. Design, and simulation for a hydraulic actuated quadruped robot. J. Mech. Sci. Technol. 2012, 26, 1171-1177. [CrossRef]
6. Yang, K.; Zhou, L.; Rong, X.; Li, Y. Onboard hydraulic system controller design for quadruped robot driven by gasoline engine. Mechatronics 2018, 52, 36-48. [CrossRef]
7. Atique, M.U.; Sarker, R.I.; Ahad, A.R. Development of an 8 DOF quadruped robot and implementation of Inverse Kinematics using Denavit-Hartenberg convention. Heliyon 2018, 4, e01053. [CrossRef]
8. Gor, M.M.; Pathak, P.M.; Samantaray, A.K.; Alam, K.; Kumar, P.; Anand, D.; Vijay, P.; Sarkar, R.; Yang, J.-M.; Kwak, S.W. Development of a compliant legged quadruped robot. Sādhanā 2018, 43, 102. [CrossRef]
9. WildCat-The World's Fastest Quadruped Robot. Available online: https:/ /www.bostondynamics.com/wildcat (accessed on 14 March 2019).
10. Ananthanarayanan, A.; Azadi, M.; Kim, S. Towards a bio-inspired leg design for high-speed running. Bioinspir. Biomim. 2012, 7, 046005. [CrossRef]
11. Spröwitz, A.; Tuleu, A.; Vespignani, M.; Ajallooeian, M.; Badri, E.; Ijspeert, A.J. Towards Dynamic Trot Gait Locomotion-Design, Control, and Experiments with Cheetah-cub, a Compliant Quadruped Robot. Int. J. Robot. Res. 2013, 32, 932-950. [CrossRef]
12. Rosendo, A.; Liu, X.; Nakatsu, S.; Shimizu, M. A combined CPG-stretch reflex study on a musculoskeletal pneumatic quadruped. In Biomimetic and Biohybrid Systems, Proceedings of the Third International Conference, Living Machines 2014, Milan, Italy, 30 July-1 August 2014; Springer International Publishing: Cham, Switzerland, 2014.
13. Lu, M.; Jing, B.; Duan, H.; Gao, G. Design of a Small Quadruped Robot with Parallel Legs. Complexity 2022, 2022, 9663746. [CrossRef]
14. Pinto, V.; Soares, I.; Rocha, M.; Lima, J.; Gonçalves, J.; Costa, P. Design, modeling, and control of an autonomous legged-wheeled hybrid robotic vehicle with non-rigid joints. Appl. Sci. 2021, 11, 6116. [CrossRef]
15. Rahman, M.H.; Islam, M.M.; Al Monir, M.F.; Alam, S.B.; Rahman, M.M.; Shidujaman, M.; Islam, R. Kinematics analysis of a quadruped robot: Simulation and Evaluation. In Proceedings of the 2022 2nd International Conference on Image Processing and Robotics (ICIPRob), Colombo, Sri Lanka, 12 March 2022; IEEE: New York, NY, USA; pp. 1-6.
16. Biswal, P.; Prases, K. Mohanty. Kinematic and Dynamic Modeling of a Quadruped Robot. Machines, Mechanism and Robotics; Springer: Singapore, 2022; pp. 369-378.
17. Morlando, V.; Teimoorzadeh, A.; Ruggiero, F. Whole-body control with disturbance rejection through a momentum-based observer for quadruped robots. Mech. Mach. Theory 2021, 164, 104412. [CrossRef]
18. Yi, S. Reliable gait planning and control for miniaturized quadruped robot pet. Mechatronics 2010, 20, 485-495. [CrossRef]
19. Ho, T.; Lee, S. Piezoelectrically actuated biomimetic self-contained quadruped bounding robot. J. Bionic Eng. 2009, 6, 29-36. [CrossRef]
20. Sun, Z.; Zhu, Z.; Zhang, G.; Li, Y.; Rong, X. Design and Control of a Quadruped Robot with Changeable Configuration. In Proceedings of the International Conference on Intelligent Robotics and Applications, Harbin, China, 1-3 August 2022; Springer: Cham, Switzerland, 2021.
21. Shi, Y.; Li, S.; Guo, M.; Yang, Y.; Xia, D.; Luo, X. Structural design, simulation and experiment of quadruped robot. Appl. Sci. 2021, 11, 10705. [CrossRef]
22. Cong, Q.; Shi, X.; Wang, J.; Xiong, Y.; Su, B.; Xu, W.; Liu, H.; Zhou, K.; Jiang, L.; Tian, W. Stability Study and Simulation of Quadruped Robots with Variable Parameters. Appl. Bionics Biomech. 2022, 2022, 9968042. [CrossRef]
23. Rodinò, S.; Matteo Curcio, E.; di Bella, A.; Persampieri, M.; Funaro, M.; Carbone, G. Design, simulation, and preliminary validation of a four-legged robot. Machines 2020, 8, 82. [CrossRef]
24. Takei, Y.; Tazawa, R.; Kaimai, T.; Morishita, K.; Saito, K. Dynamic simulation of non-programmed gait generation of quadruped robot. Artif. Life Robot. 2022, 27, 480-486. [CrossRef]
25. Bledt, G.; Powell, M.J.; Katz, B.; Di Carlo, J.; Wensing, P.M.; Kim, S. MIT Cheetah 3: Design and control of a robust, dynamic quadruped robot. In Proceedings of the 2018 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), Madrid, Spain, 1-5 October 2018; IEEE: New York, NY, USA, 2018.
26. Raibert, M.; Blankespoor, K.; Nelson, G.; Playter, R. BigDog, the rough-terrain quadruped robot. IFAC Proc. Vol. 2008, 41, 10822-10825. [CrossRef]
27. Zong, M.; Yang, Y.; Fu, M.; Wang, S.; Deng, Z. Dynamic modeling and kinematic analysis of Frog robot. In Proceedings of the 32nd Chinese Control Conference, Xi'an, China, 26-28 July 2013; IEEE: New York, NY, USA; pp. 5848-5853.
28. Raibert, M. Alphadog, the rough-terrain robot. In Adaptive Mobile Robotics; World Scientific: Singapore, 2012; p. 7.
29. Semini, C.; Tsagarakis, N.G.; Guglielmino, E.; Focchi, M.; Cannella, F.; Caldwell, D.G. Design of HyQ-a hydraulically and electrically actuated quadruped robot. Proc. Inst. Mech. Eng. Part I J. Syst. Control Eng. 2011, 225, 831-849. [CrossRef]
30. Chen, X.; Gao, F.; Qi, C.; Zhao, X. Spring parameters design to increase the loading capability of a hydraulic quadruped robot. In Proceedings of the 2013 International Conference on Advanced Mechatronic Systems, Luoyang, China, 25-27 September 2013; IEEE: New York, NY, USA, 2013.
31. Hutter, M.; Gehring, C.; Jud, D.; Lauber, A.; Bellicoso, C.D.; Tsounis, V.; Hwangbo, J.; Bodie, K.; Fankhauser, P.; Bloesch, M.; et al. Anymal-a highly mobile and dynamic quadrupedal robot. In Proceedings of the 2016 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), Daejeon, Republic of Korea, 9-14 October 2016; IEEE: New York, NY, USA, 2016.
32. Ackerman, E. Boston Dynamics' SpotMini Is all Electric, Agile, and has a Capable Face-Arm; IEEE Spectrum: New York, NY, USA, 2016.
33. Tirumala, S.; Sagi, A.; Paigwar, K.; Joglekar, A.; Bhatnagar, S.; Ghosal, A.; Bharadwaj, A.; Kolathaya, S. Gait library synthesis for quadruped robots via augmented random search. arXiv 2019, arXiv:1912.12907.
34. Oruç, H.; George, M. Phillips. q-Bernstein polynomials and Bézier curves. J. Comput. Appl. Math. 2003, 151, 1-12. [CrossRef]
35. Rahman, M.H. Practical Implementation and Simulation Video of Iron Dog Mini. Available online: https://github.com/ irondogmini (accessed on 7 January 2023).

Disclaimer/Publisher's Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.

## Author Index

| A | M |  |  |
| :--- | :--- | :--- | :--- |
| Ahamed, Sheikh Iqbal | 67 | Martell, Fernando |  |
| Ahmed, Tanvir | 121 | Mather, Sean | 217 |
| Ahmed, Helal Uddin | 67 | Meurer, Thomas <br> Alam, Saadia Binte | 259 | | Mou, Trisha Das |
| :--- |
|  |
| B |

## MDPI

St. Alban-Anlage 66
4052 Basel
Switzerland
Tel. +41 616837734
Fax +41 613028918
www.mdpi.com

Robotics Editorial Office
E-mail: robotics@mdpi.com
www.mdpi.com/journal/robotics

Academic Open
Access Publishing


[^0]:    Citation: Kusaka, T.; Tanaka, T. Partial Lagrangian for Efficient Extension and Reconstruction of Multi-DoF Systems and Efficient Analysis Using Automatic Differentiation. Robotics 2022, 11, 149 https://doi.org/10.3390/robotics 11060149

    Academic Editor: Raffaele Di Gregorio

[^1]:    ${ }^{1}$ The values for these parameters were obtained from [26].

