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The Use of a Real-Time Simulator for Analysis of Power Grid Operation States with a
Wind Turbine
Reprinted from: Energies 2021, 14, 2327, doi:10.3390/en14082327 . . . . . . . . . . . . . . . . . . . 291

Ming Yang, Wu Cao, Tingjun Lin, Jianfeng Zhao and Wei Li

Low Frequency Damping Control for Power Electronics-Based AC Grid Using Inverters with
Built-In PSS
Reprinted from: Energies 2021, 14, 2435, doi:10.3390/en14092435 . . . . . . . . . . . . . . . . . . . 319

Sławomir Cieślik
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Preface

As environmental concerns continue to grow and the push for carbon neutrality intensifies, the

question is no longer whether renewable energy is a viable solution, but rather how to successfully

transition towards it. This raises an intriguing discussion regarding the inherent limitations of

traditional power systems. Specifically, there is a clear gap between today’s emerging generation

technologies and our current understanding of the dynamics of complex power systems—a gap that

is partly covered by the research results in this book.

Juri Belikov

Editor
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Abstract: The decommissioning of conventional power plants and the installation of inverter-based
renewable energy technologies decrease the overall power system inertia, increasing the rate of
change of frequency of a system (RoCoF). These expected high values of RoCoF shorten the time
response needed before load shedding or generation curtailment takes place. In a future scenario
where renewables are predominant in power systems, the ability of synchronous machines to meet
such conditions is uncertain in terms of capacity and time response. The implementation of fast power
reserve and synthetic inertia from inverter-based sources was assessed through the simulation of two
scenarios with different grid sizes and primary reserve responses. As main results it was obtained
that the full activation time for a fast power reserve with penetration above 80% of inverter-based
generation would need to be 100 ms or less for imbalances up to 40%, regardless of the synchronous
response and grid size, meaning that the current frequency measurement techniques and the time for
fast power reserve deployment would not ensure system stability under high unbalanced conditions.
At less-unbalanced conditions, the grid in the European scale was found to become critical with
imbalances starting at 3% and a non-synchronous share of 60%.

Keywords: fast power reserve; frequency nadir; critical time; low inertia grids

1. Introduction

As part of the international efforts set to counteract global warming, the deployment of renewable
energy sources in the electric sector has been considered an energetic priority as a measure to reduce CO2

emissions. This objective is also reflected in the regulatory energy policies and plans of some countries.
For instance, in Germany, the transformation of the electricity sector contemplates achieving a share of
electricity generation of 80% from renewable energy by 2050. As part of such transformation, the expansion
of renewables and the decommissioning of conventional power plants is regulated by the “Erneuerbare
Energien Gesetz” [1]. The commitment of renewable energy plants has dispatch priority in the power
market due to its zero marginal cost for power generation. This affects market auctions and also has some
technical implications [2]. Balancing of the residual load is provided by conventional units, so curtailment
of renewable energy resources is the least preferred option for power balancing [3].

An effect of conventional power plant decommissioning and their replacement with inverter-based
renewable power plants is the reduction of system inertia, and consequently the incrementation of the
rate of change of frequency (RoCoF) [4,5]. The relevance of the inherent synchronous generator inertia is
to avoid rapid changes in frequency as load-generation imbalances take place; in this way, enough time is
given for the primary power reserve activation to recover the balanced, stable conditions [6]. In future

Energies 2020, 13, 816; doi:10.3390/en13040816 www.mdpi.com/journal/energies
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power systems dominated by non-synchronous generation, it is expected that the inverters will be able to
provide ancillary services such as frequency and voltage regulation [4,6]. Thus, the future inverters must
be capable of replacing synchronous machines, operate in a decentralised mode, and provide inertial and
damping responses [7].

Some ancillary services have been included in the inverter capabilities. The inverter-based generation
has been employed to contribute to frequency and voltage regulation. Through the implementation
of the virtual synchronous machine concept, inertial and damping capabilities can be added to the
inverters [7,8]. This allows islanded operation as well as frequency control. Another common technique
is the emulation of the power-frequency droop characteristic of the synchronous machine [5,9].
This method provides a primary reserve response but lacks an inertial response during transients.
Moreover, ramping capabilities of PV plants’ inverters were studied in [10] for power reserving.
Similarly, highly PV penetrated grids and the inverters’ requirements to meet local codes were
evaluated in [11,12]. Additionally, modified control strategies in the power electronics allow the
controller to extract part of the stored kinetic energy in the rotating masses of the wind turbines [9,13].

In continental Europe, the frequency range between 49.8 Hz and 50.2 should be maintained by
reserves after a power imbalance. The primary reserve of the interconnected system can withstand
a power imbalance of 3 GW with a system load of 150 GW [14]. The reference incident case scenario
with a power loss of 3 GW has been found adequate even with a high penetration of renewables [3,14].
Nevertheless, there will be still many hours with a positive residual load. The decommissioning of
conventional power plants diminishes their capacity to provide balancing power services. At low inertia
conditions, the system balance must be complemented with a non-synchronous reserve. Additional
to the uncertainty of conventional generation availability in the German power system, it is also not
clear whether instantaneous reserve services from abroad will be available and whether transmission
capacities will be enough [3].

The scope of this investigation is to determine the conditions which should be fulfilled by the
fleet of inverters connected in a low inertia grid. The required triggering time and power response
to avoid under-frequency load shedding (UFLS) are estimated. The over-frequency phenomenon is
treated with the same approach as the under-frequency case. The effectiveness of synthetic inertia is
also evaluated. In order to assess the influences of the grid size, synchronous response, and model
simplifications, two grid cases are employed. The IEEE 9 bus benchmark grid model and an electric
power system in the European scale are considered for said purpose; a methodology to determine the
inverter requirements to offer frequency support is developed.

2. Methodology

2.1. Frequency Limits and Inertia Constants

When the global security of the system is endangered and under/above frequency is experienced,
the load shedding is activated and the system enters an emergency state. If the frequency exceeds
the range between 47.5 and 51.5 Hz, a system blackout can hardly be avoided [14]. Consequently,
the system will reach the so-called blackout state and will have to be restored. Before the blackout,
the system tries to recover the balance by rejecting a partial load starting at 49 Hz as frequency
decreases. On the other hand, curtailment thresholds between 50.2 and 50.5 Hz have been studied by
ENTSOE for over-frequency scenarios [14]. In this research, a deviation of ±1 Hz is used as a threshold
before load shedding and curtailment starts. In the case of under-frequency, power is injected in the
system, whereas in the over-frequency case, power is extracted from the grid. Hence, to keep frequency
within such threshold, the investigated critical time and power response corresponds to the maximum
allowed time for fast power reserve activation in both over and under-frequency.

Two terms commonly found in the literature of power system stability will be used in this section:

• Inertia constant (H): It has units of seconds (s) and it is the ratio of the stored kinetic energy in
the rotating masses of the machine (Ek in MWs) and its nominal capacity (Snom in MVA).

2
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• Acceleration time constant (Ta): It also has the units of seconds (s), but this is the ratio of double
the kinetic energy (MWs) and the generator nominal power output (Pnom in MW). The acceleration
time constant is a measure of the system’s robustness against disturbances. It could be interpreted
as the required time to remove the kinetic energy from the rotating masses at the rate of the
supplied power load. Thus, the higher the time constant, the higher the available kinetic energy.
As the share of synchronous generation decreases, this constant decreases proportionally.

With f as frequency, f0 as nominal frequency and ΔP as power imbalance, the swing equation
can be expressed as follows [15]:

d f
dt

=
ΔP ∗ f0

2 ∗ H ∗ Snom
=

ΔP ∗ f0

Ta ∗ Pnom
=

ΔP ∗ f0

2 ∗ Ek
(1)

In this paper, the inertia constant H is used for the description of inertia in wind turbines and
single synchronous machine representation, whereas the system acceleration constant Ta is used to
express the whole system inertia related to the load in terms of real power.

2.2. Frequency Support from Inverter-Based Generation

In this section, the methodology and considerations for the implementation of inverter-based
generation for frequency support are explained.

2.2.1. Synthetic Inertia

Synthetic inertia is one of the techniques that manufacturers and researchers are considering to
tackle the low inertia problem in power systems [16,17]. Frequency support through synthetic inertia
was considered with the following assumptions [9,18]:

1. The power output from synthetic inertia is limited to 10% of the wind turbine nominal power.
2. Due to mechanical and thermal stresses, the additional power can be delivered only for a maximum

time of 10 s.
3. It is assumed that all wind turbines operate at a nominal power output. The value of 1.5 MW was

selected for said purpose.
4. The maximum allowable amount of kinetic energy to be extracted from the turbines was limited

to half of the kinetic energy while the turbine operates at a nominal speed [19].

A control system is needed so the stored energy in the rotating blades can be extracted from the
wind turbine. Equation (2) is obtained from the expression of power as the derivative of the stored
energy. The additional extracted power from the wind turbine through the implementation of Equation (2)
accounts for the synthetic inertia contribution [19]. Figure 1 represents the implementation of Equation (2)
in MATLAB-Simulink. In the figure, the insertion of a filter at the output of the multiplication block can
be seen [17,18]. A constant block Ki adjusts the response in the model. Since Equation (2) is given per unit,
the output is multiplied by a constant Pwt representing the turbine rated power.

Ppu(t) = 2 ∗ Hwt ∗ ωpu(t) ∗ dωpu(t)
dt

(2)

where Hwt is the turbine inertia constant and ωpu the rotational speed per unit.

Figure 1. Block representation of Equation (2) in MATLAB-Simulink.

3
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Typical values of inertia constant for wind turbines are not openly available from the manufacturers
to the public. The approximate value was calculated with the utilisation of an equation which relates
nominal power and inertia constant for wind turbines [20].

Hwt ≈ 1.87 ∗ P0.0597
nwt (3)

For a wind turbine with a nominal power of 1.5 MW, the value of H corresponds to 4.37 s. Rated
rotational speed of 18 rev/min was considered [13]. To avoid the wind turbine stalling, a reduction of
5 revs/min is allowed. This change of rotational speed equals a reduction of 3 MWs on kinetic energy
out of a total of 6 MWs. The values of the constants considered in the model are summarised in Table 1.

Table 1. Constants for the implementation of synthetic inertia. nwt represents the number of wind
turbines with synthetic inertia control.

Twt Hwt (s) Pwt (MW) Ki

1 4.37 1.5*nwt 10

2.2.2. Inverter-Based Fast Power Reserve

When a power system is subjected to a negative power imbalance and it is assumed that no load
is rejected at UFLS frequency, this continues dropping below 49 Hz. The time at which the system
frequency equals the UFLS value is then called critical time. This is the maximum available time for
the inverter-based reserve to deploy the required power to the system.

In the critical condition that would lead to load shedding, it is expected from the IBFPR to at
least counteract the RoCoF at the critical time, as illustrated in Figure 2b. Recalling Equation (1); it is
necessary that the machine accelerating power (power imbalance) becomes zero at the critical time.

Pa(tcr) = Pmech − Pelec + PIBFPR = 0 (4)

where Pa is accelerating power, Pmech is mechanical power, Pelec is electrical power load, tcr is the
critical time, and PIBFPR is inverter-based fast power reserve.

(a) (b)

Figure 2. (a) Typical frequency response after a power imbalance leading to under-frequency
load shedding (UFLS) at the critical time. (b) Power response with IBFPR applied to compensate
power imbalance.

From the assumption of a linear mechanical power deployment of the synchronous machines
governors, the rate of change in mechanical power, after a power imbalance ΔP, is given by ΔP/tnadir,
where tnadir represents the time at which the frequency nadir occurs. Given the power balance at the
critical time, tcr, the IBFPR response must be equal to Pelec − Pmech, Pelec being equal to ΔP.

4
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Substituting Pmech by ΔP ∗ tcr/tnadir and Pelec by ΔP in Equation (4), the following expression is
obtained for the PIBFPR at time tcr:

PIBFPR(tcr) = ΔP ∗ (1 − tcr/tnadir) (5)

It is assumed that PIBFPR remains with a constant power output after tcr long enough to stabilise the
system frequency. The result of the previous equation represents the slope of the power output from
the inception of the incident until the critical time, which with the implementation of IBFPR will not
be critical any longer, but rather the new frequency nadir time.

PIBFPR(t) =
ΔP ∗ (1 − tcr/tnadir) ∗ t

tcr
(6)

According to the expression obtained in Equation (6), it can be realised that the desired power
response from the inverters depends exclusively on parameters that cannot be directly measured from
the grid. In a real situation, the values of ΔP, tnadir, and tcr cannot be known in advance; representing
these factors is a challenge in the implementation of this ideal power response. Those values are
dependent on the grid characteristics, the primary conventional reserve deployment time, and the
overall system inertia [21]. Thus, two main cases are considered for the remaining analysis with the
intent of covering a wider range of systems with different characteristics and dimensions.

2.3. Simulation Cases

As presented in the previous section, the values of critical time and frequency nadir depend on
the system imbalance and primary reserve deployment time. In spite of assessing the influence of the
grid size and the primary reserve characteristics, two main cases are considered. In Table 2, a summary
of the simulated scenarios is provided. In both cases it is assumed that the initial steady frequency is
the nominal 50 Hz.

• Small scale grid case: The IEEE 9 bus model was selected for carrying out the simulations due
to its wide acceptance for power system studies and its relatively simple architecture [22,23].
The synchronous reserve deployment is in the order of a few seconds due to governor response [15,24].
In order to assess the typical simplifications made in power system analysis, two approaches of these
cases were developed:

– Scenario A—simplified model: The power system is represented by an equivalent single machine
model in which the losses are neglected. In this case, typical governor data is considered [25].
With this model, the critical time and power response are determined. Furthermore, the impact
of synthetic inertia is analysed.

– Scenario B—extended model: All the power system components and their dynamic characteristics
are considered in the IEEE 9 bus model for critical time and IBFPR estimation [22].

• Large scale grid case: The European grid-scale, in which all the synchronous machines are modelled
and simplified as one single machine providing the characteristic expected from the overall system.
The synchronous primary reserve deployment is in the order of ≈ 30 s [14,26]. The frequency
response is assumed to be the same as the European response analysed by ENTSOE [14]. Similarly,
as in the simplified model of the IEEE benchmark, the influence of synthetic inertia and IBFPR
is evaluated.

5
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Table 2. Summary of the simulated cases.

Cases
Assessment

IBFPR Synthetic Inertia

Small scale grid
(a) Simplified IEEE model X X
(b) Extended IEEE model X

Large scale grid X X

Therefore, with the selected cases, the critical and nadir times are estimated through the
simulations of different scenarios combining a range of imbalances and shares of non-synchronous
generation. In order to assess Equation (6), a fit of the critical time as function of RoCoF is carried out.
With the corresponding fitting function for each case, Equation (6) can be easily applied assuming that
the system inertia is known and power imbalance can be calculated as:

ΔP(t) =
d f
dt

TaPLOAD
f0

(7)

2.4. Simplified IEEE 9 Bus Model

As a first step to evaluating the impacts of inverter-based generation and power imbalances in
the grid, the whole system is simplified as one single generating unit. All the losses in the system
(transformers, transmission lines, and generators) are neglected with the assumption that the prime mover
output is the same as the electrical power output at the generator terminals. Table 3 provides a summary
of the elements comprising the base model.

Table 3. Elements of the IEEE 9 bus model.

Quantity

Buses 9
Transformers 3

Transmission Lines 6
Generators 3

Load 315 MW

Figure 3 is the block representation of the swing Equation (1); it only differs in the fact that additional
blocks representing the inverter-based generation have been included. The mechanical power is represented
by the output of a steam turbine governor model, which is used to represent the synchronous machine as
depicted in Figure 4. In the figure, R is the turbine droop, Pref is the reference load at nominal frequency,
T1 is the governor delay, T2 is the reset time constant, T3 is the servo time constant, T4 is the steam valve
time constant, and T5 is the steam re-heat time constant [25]. When equilibrium is lost, the accelerating
power is multiplied by the transfer function 1/(2HS), where H is the machine inertia constant and S is
the machine power rating. From Equation (1) this product equals the derivative of frequency; therefore,
an integrator block is added to obtain the frequency response [15,27,28]. A feedback loop is added and
an error signal obtained from the reference frequency so that the synchronous machine can react as
frequency deviates from the nominal value.

6
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Figure 3. Simplified representation of the IEEE 9 bus model. Blocks linked by the solid line represent
the conventional swing equation given by Equation (1). Represented with dashed lines, the respective
frequency signals to the blocks of IBFPR and synthetic inertia, which add power to the system.

Typical governor constants are listed in Table 4. The values of kinetic energy and time constants of
a synchronous machine with 835 MVA capacity were selected to represent the synchronous response;
with a load of 315 MW, the system acceleration time constant is 14 s, which is approximately today’s
European acceleration constant [14]. This is the base scenario where a 100% synchronous generation is
assumed. For the sake of evaluating the impact of the inverter-based generation penetration in the
system, the values of lower capacity generators were selected, diminishing the total system inertia.

Figure 4. Model of the general-purpose governor for the representation of synchronous machines in
the simplified IEEE 9 bus case.

Table 4. Typical generator values and governor settings as function of capacity [25]

Parameters Generator Capacity (MVA)

911 835 590 410 384 192 100 75 51.2 35.29 25

T1 (s) 0.1 0.18 0.08 0.18 0.22 0.083 0.09 0.09 0.2 0.2 0.2
T2 (s) 0 0.03 0 0 0 0 0 0 0 0 0
T3 (s) 0.2 0.2 0.15 0.04 0.2 0.2 0.2 0.2 0.3 0.3 0.3
T4 (s) 0.1 0 0.05 0.25 0.25 0.05 0.3 0.3 0.09 0.2 0.09
T5 (s) 8.72 8 10 8 8 8 0 0 0 0 0

Kinetic Energy (MWs) 2265 2206.4 1368 1518.7 1006.5 634 498.5 464 260 154.9 125.4
H (s) 2.486 2.642 2.319 3.704 2.621 3.302 4.985 6.187 5.078 4.389 5.016

Pmax (MW) 820 766.29 553 367 360 175 105 75 53 36.1 22.5
Ta (s) 14.381 14.009 8.686 9.643 6.390 4.025 3.165 2.946 1.651 0.983 0.796

Even though load imbalances up to 40% were simulated in each inertia scenario, the capacity
of the generator was disregarded for the estimation of the critical time. The negative imbalance was
simulated by increasing the system load.

2.5. Extended IEEE 9 Bus Model

Since it was desired to compare the obtained results in Section 2.4 with some model that takes
into account the whole system components, losses, and dynamics, an extended representation of the
IEEE 9 bus model was implemented in MATLAB-Simulink [22]. In this representation, simulations for
different values of system inertia and load imbalance were performed, similarly as was done with the
simplified representation of the model. Figure 5 shows the extended IEEE 9 bus grid architecture with
inverter-based generation added.
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To evaluate the validity of the equation describing the IBFPR needed to avoid ULFS, the IEEE
model was modified with the insertion of ideal controlled power source blocks. The power sources
were set up to inject power into the grid according to the simulated scenario. Therefore, no means of
frequency measurement were included, and only IBFPR was assessed. As it was done in Section 2.4,
the total acceleration time constant of the system equalled 14 s for a complete synchronous generation
share. Hence, the same kinetic energy should be distributed among the three rotating masses.
From Equation (8), it can be easily calculated that the system’s kinetic energy with 14 s of acceleration
time constant is 2205 MWs.

Tsys = 2 ∗ Ek/Pload (8)

Since the inverter-based generation reduces the system’s kinetic energy, for different levels of IBG,
the generator nominal capacity was kept constant and the inertia constant of each machine multiplied by
the synchronous share factor f ss. The total system kinetic energy is the summation of all the machines
kinetic energy.

To start the simulations in steady-state conditions, a load flow calculation of the grid was carried
out to determine the initial conditions for the exciter and prime mover models. Table 5 summarises the
main values for setting the system initial conditions from the load flow calculation.

Figure 5. One line diagram of the IEEE 9 bus model. The inverter-based frequency response has been
added at the same bus of the generating units.

Table 5. Steady state initial conditions of the system.

Bus Number Bus Type Voltage (pu) Active Power (MW) Reactive Power (MVAr)

1 Slack 1.04 0◦ 72.2 25.64
2 PV 1.025 9.83◦ 163 8
3 PV 1.025 4.63◦ 85 −9.41
5 PQ 0.9949 −4.42◦ 125 50
6 PQ 1.01211 −4.16◦ 90 30
8 PQ 1.0172 0.17◦ 100 35

8
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IBFPR Representation

The IBFPR was modelled as controlled current sources. These controlled sources inject active
power according to the load imbalance and system inertia simulated. The continuous measurement
of voltage is required to determine the amount of current needed to supply the requested power.
The IBFPR will have symmetrical and balanced characteristics. Due to that reason, the magnitude
and angle of the current phasor will be obtained from the positive sequence of the measured voltage.
From the definition of complex power and voltage symmetrical components in three-phase systems (9),
the positive sequence components of the phase voltage and the line current are obtained [27].

S1
3ϕ = 3 ∗ V1

LN ∗ Ī1
L (9)

This equation is valid for RMS values in which S1
3ϕ is the positive sequence of the three-phase

complex power, V1
LN is the positive sequence of voltage line to neutral, and Ī1

L is the conjugation of the
positive sequence line current. Nevertheless, the measured voltage values in MATLAB-Simulink are
peak voltages, so the equations for power and current become:

S1
3ϕ =

3 ∗ V1
LNpeak ∗ Ī1

Lpeak

2
(10)

I1
Lpeak =

2 ∗ S̄1
3ϕ

3 ∗ V1
LNpeak

(11)

With the help of the a operator (−0.5 + j
√

3 or 1 120◦), the values of the positive sequence component
of phase voltage can be obtained.

From Va + Vb + Vc = 0 and V1
a = Va+aVb+a2Vc

3 :

V1
a =

Va + aVb − a2Vb − a2Va

3

=
Va ∗ (1 − a2) + aVb ∗ (1 − a)

3

Since V1
an = V1

a√
3 30◦ ,

√
3 30◦ = 1 − a2 and

√
3 −30◦ = 1 − a then after some algebraic

manipulation, the expression for V1
an becomes:

V1
an =

Va − a2Vb
3

(12)

With the obtained expressions in (12) and (10), the current needed (11) to supply the IBFPR related
to the measured voltages can be implemented in MATLAB-Simulink, as depicted in Figure 6. From the
voltages readings of lines a-b and b-c, the voltage Van is calculated using Equation (12). Then, Equation (11)
is implemented to calculate the current to be fed into the system using the complex power response (6) and
the previously calculated value of Van. The ramping function will last until the critical time is reached;
afterwards, the IBFPR output will remain constant.

9
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Figure 6. Implementation of IBFPR with ideal current sources and voltage monitoring in the extended
IEEE model [29].

It must be noticed that when the IBFPR depicted in Figure 6 was implemented in
MATLAB-Simulink, additional blocks were added to run the simulation; such blocks are a break
in the algebraic loop just before the conjugate block. Additionally, a block to avoid division by zero
was added at the output of the gain of 1/3 [29].

2.6. Large Scale Case: Europe Power System

Under normal operation, ENTSOE has reported values of RoCoF in the range of 5–10 mHz/s for
power outages of 1 GW in the current interconnected power system. If an imbalance event of more than
3 GW occurs with depleted primary reserve, extraordinary values of frequency and RoCoF might be
reached. After serious disturbances, the continental European power system has experienced RoCoF
values between 100 mHz/s and 1 Hz/s. Imbalances of 20% or more along with RoCoFs greater than
1 Hz/s have been determined by experience to be critical [14]. ENTSOE has determined that in the
interconnected reference scenario, the reduction of system inertia would not jeopardise the system’s
stability. Due to the expected increase of non-synchronous generation in the future, international
power trade, and renewables’ variability, ENTSOE estates in its future split reference scenario that the
power system must be capable of withstanding imbalances greater than 40% with RoCoF values of
2 Hz/s or higher. Under these circumstances, the resulting islands must avoid load shedding. Hence,
the conditions of the split scenario are considered for further analysis. The system representation is
illustrated in Figure 7.

Figure 7. Large scale grid derived from the simplified IEEE model.

To fit the system behaviour to that modelled by ENTSOE, the synchronous representation in the
simplified IEEE model shown in Figure 4 was used as a base. This was done with the insertion of
an additional block at the output of the governor model, as shown in Figure 8. With this approach,
the primary power reserve can be easily tuned with the assistance of the Control System Tuner
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application available in MATLAB. In Figure 8, the synchronous machine block represents the governor
model used in Section 2.4. The Control System Tuner sets the constants A, B, C, and D of the additional
block in the model to have a step response with a rise time of ≈30 s by establishing an overshoot of 2%
and a time constant of 8 s [28]. The time of utmost interest for analysis is from the inception of the
power imbalance until the nadir time. Therefore, the system must perform as similarly as possible in
this region compared to the ENTSOE reference, whereas after the nadir time, the disparity between
responses can be neglected. On the European scale, the reserves must be completely deployed within
30 s after the occurrence of the disturbance.

Figure 8. Governor representation for the large grid scale case.

System Parameters

When a power system with n number of synchronous machines is assumed, granting each of
them a capacity of S MVA and a nominal power Pnom MW, and supposing that each machine operates
at a deload factor dl of Pnom, with an acceleration constant equal to Tnom, then the number of machines
n for the load Psyncload served by synchronous machines is:

n =
Psyncload

Pnom ∗ dl
(13)

The system time acceleration constant Tsys can be obtained as follows:

Tsys =
∑n

i=1 Pi ∗ Ti

PLOAD

=
nPnom ∗ Ti

PLOAD
(14)

=
Psyncload ∗ Tnom

PLOAD ∗ dl

=
Syncshare ∗ Tnom

dl

In this sense the system acceleration time constant can be calculated with a synchronous share
of 100%, resulting in Tsys = 12.5 s with values of Tnom = 10 s [14,25], and a deload factor dl = 0.8.
Considering only the swing equation, it can be demonstrated that RoCoF, and therefore, the frequency
response of the system is only dependent on the percentage of load imbalance and the system acceleration
time constant. From the definition of RoCoF as d f

dt = ΔP∗ f0
2∗Ek

and Tsys =
2∗Ek

PLOAD
:

d f
dt

=
ΔP ∗ f0

PLOAD ∗ Tsys

=
ΔPpu ∗ f0

PLOAD ∗ Tsys
(15)

In Equation (15) the value of ΔPpu is the normalised value of power imbalance having as base power
the value of load PLOAD.
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3. Results

3.1. Analysis of Critical Time

When the obtained critical times from the simplified and the extended model of the IEEE
benchmark are compared in Figure 9, a higher deviation in the low range of RoCoF is clear. This is
because the critical time is long enough to allow for the governor response activation of the respective
synchronous machine’s representation. Therefore, it can be stated that the simplifications made in
the model have a greater influence on the results for low values of IBG penetration and low power
imbalances. In this sense, the simplifications become less significant as the RoCoF increases in such
a manner that the activated synchronous reserve is not relevant in frequency support. In the range of
RoCoF higher than 2 Hz/s, the critical time trend for the European grid-scale and the simplified IEEE
model get closer each to other as RoCoF increases.

Figure 9. Results for critical time in all simulated models with a penetration of IBG of 80%.

Therefore under high RoCoF conditions in any of the models, the primary reserve does not
significantly counteract the frequency drop [3]. Figure 9 demonstrates that primary reserve can be
neglected for determining the critical time when the combination of IBG and load imbalances would
lead to high RoCoF; as it increases, the approximation of critical time as 1 Hz/RoCoF narrows the
difference with the results obtained from the simulations [30]. Nevertheless, such an approximation
applies to the simplified IEEE model and the European-scale grid model. Hence, the influences of
all the dynamics and machine components, such as the generator exciter and damping windings,
seem to improve the critical time. The damping torque was not considered in Equation (1) for the
simplified IEEE model; the inclusion of such may lead to more accurate results when compared with
the extended model.

Because the European scenario’s characteristics provided by ENTSOE were assumed to be the
same as the resulting islands after a severe event; the results for the large scale model can be understood
as the behaviour of the whole European system with bigger perturbations [14]. If in the future, a bigger
reference scenario is utilised, then the synchronous response would not be enough to balance the
system before load shedding occurs. Table 6 exhibits the required time when the power imbalance is
increased by up to 10% for different IBG penetration.
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Table 6. Critical time for European-scale case given in seconds.

IBG Share (%) Load Imbalance (%)

3 4 5 6 7 8 9 10

20 - - 6.081 4.517 3.629 3.050 2.638 2.316
40 - 6.226 4.169 3.215 2.628 2.222 1.934 1.705
60 7.142 3.639 2.623 2.062 1.698 1.451 1.263 1.122
80 2.753 1.744 1.277 1.018 0.843 0.722 0.628 0.559
95 0.697 0.436 0.322 0.254 0.211 0.179 0.157 0.140

3.2. Analysis of Synthetic Inertia and Fast Power Reserve

3.2.1. The Effect of Synthetic Inertia on Frequency

In this section, the results of the implementation of synthetic inertia in the simplified IEEE model and
the European model are presented. The effect of synthetic inertia on the simplified model is illustrated in
Figure 10a,b. Similarly, the effect of synthetic inertia on the European model is depicted in Figure 11a,b.

(a) (b)
Figure 10. (a) Frequency nadir of the simplified IEEE model with only synchronous reserve. (b) Frequency
nadir of the simplified IEEE model with 40% of the IBG equipped with synthetic inertia controls.

In any of the cases, UFLS is not avoided for all combinations of imbalances and acceleration
constants with the application of synthetic inertia. It can also be observed in Figure 10b that values of
frequency nadir under 49 Hz are reached for imbalances bigger than 14% combined with IBG shares
above 80% in the simplified representation of the IEEE model. Nevertheless, enhanced performance is
observed in the simplified IEEE model. The reason behind this is the faster response of the synchronous
share present in the system, which jointly performs with the synthetic inertia to improve overall
frequency response performance. Conversely, the frequency nadir of the European-scale model,
depicted in Figure 11b at 80% of IBG, reaches values lower than 49 Hz with an imbalance of 3%.
This demonstrates that synthetic inertia is not enough by itself for withstanding severe imbalances
under high penetration of inverter-based generation.

(a) (b)
Figure 11. (a) Frequency nadir of the European-scale with only synchronous reserve. (b) Frequency
nadir of the European-scale model with 40% of the IBG equipped with synthetic inertia controls.
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Figure 12a,b shows the frequency response of the system with wind shares of 40% and 80% out
of the total IBG share. Power imbalances of 10% and 15% were considered for each. In Figure 12a it
can be observed how the frequency drops below 49 Hz with a 10% of imbalance when no IBFPR or
synthetic inertia is used as a frequency support strategy. There is an improvement of the response with
the implementation of synthetic inertia. UFLS is avoided for every share of synthetic inertia, assuming
that primary reserve takes place after synthetic inertia. As the imbalance increases, the effectiveness
of the synthetic inertia decreases. Figure 12b shows how a wind power contribution of 40% from the
inverter-based generation is capable of avoiding UFLS. Nevertheless, with the wind share of 80%,
the frequency drops smoothly during a short period; then, suddenly, the frequency drops below 49 Hz,
since synthetic inertia is switched off after 10 s. This situation leads to UFLS because frequency is
sustained during that time by the synthetic inertia power.

(a) (b)
Figure 12. (a) System frequency response and synthetic inertia performance with a power imbalance of
10%. (b) System frequency response and synthetic inertia performance with a power imbalance of 15%.

3.2.2. The Effect of Power Ramp Response on Frequency

The contribution from the ramping power in diminishing system RoCoF from the perturbation
inception until the critical time was disregarded when the Equation (5) was calculated. Assuming
an instant switch-on of the IBFPR at the critical time, the frequency nadir would be 49 Hz. However,
a ramp power response was assumed instead. Therefore, the frequency response of an unbalanced
system commonly exhibits a frequency nadir higher than 49 Hz due to the contribution of the ramping
period. In this sense, it can be inferred that the longer the ramping period is, the higher the frequency
nadir will be.

When a comparison is established between all the calculated power ramp slopes per unit (pu),
with a high penetration of non-synchronous power in the system, the required power to ensure no
UFLS has a consistent trend between the three models and proximity, is seen in Figure 13. A steeper
power ramp slope is needed in all the range of RoCoF for the European case. After inspecting
Equation (6), it was noticed that the IBFPR is affected by the factor 1 − tcr/tnadir; then, as nadir time
increases, IBFPR increases as well. The nadir time for the European case, due to the action of the
self-regulation and primary reserve deployment of 30 s, is in the range of 3–12 s (6 s for 80% IBG
penetration) whereas the nadir time for the simplified IEEE model is between 1 and 3 s.
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Figure 13. Comparison of the results of the three models in terms of the IBFPR power ramp which is
needed at 80% of the share from non-synchronous generation.

3.2.3. Fast Power Reserve

The required power ramp to avoid load shedding has been found for both IEEE 9 bus models
and the European-scale model. Hence, the IBFPR at the critical time, which remains constant after
the critical time, would be counted as the fast power reserve. In Table 7 the required values for the
inverter-based reserve for the European model are listed for imbalances out of the reference case
of ENTSOE.

Table 7. Fast power reserve per unit for the European case with the power load as base.

IBG Share (%) Load Imbalance (%)

3 4 5 6 7 8 9 10

20 - - 0.025 0.038 0.049 0.060 0.070 0.081
40 - 0.016 0.030 0.041 0.052 0.063 0.073 0.083
60 0.005 0.024 0.035 0.045 0.056 0.066 0.077 0.087
80 0.016 0.028 0.039 0.049 0.062 0.070 0.080 0.09
95 0.024 0.035 0.045 0.055 0.065 0.075 0.085 0.096

When IBFPR is implemented in all three cases, the frequency drop below 49 Hz is avoided for almost
all values of RoCoF, considering that enough IBFPR is available for the given imbalance. Figure 14a–c
shows the frequency nadir for all the cases.

It can be observed that in the IEEE grid models, depicted in Figure 14a,b, UFLS is avoided in all
the cases. However, in the simplified IEEE model, a minimum area with a value of 49.1 Hz is found,
as indicated in the figure. This is caused because of the selected values of time constants for such
inertia scenario. As indicated in Table 4, the generator with a capacity of 590 MVA has a bigger reheat
time constant than the other machines, causing a delay in synchronous response. As the imbalance
increases, the relevance of the response diminishes; therefore, the frequency nadir increases. In the case
of the extended IEEE model, time constants were kept equal for all inertia scenarios, and only generator
inertia was changed. In the European-scale model depicted in Figure 14c, UFLS is not avoided in the
region of low imbalance and high acceleration time constant. Since the implemented IBFPR was based
on a power response as a function of the measured initial RoCoF, the inaccuracy in the fitting function
leads to overestimating the critical time in the low region of RoCoF as demonstrated in Figure 15.
This has a bigger influence on the European-scale model because of the inaccuracy is not compensated
by a faster power response from the synchronous machines.

15



Energies 2020, 13, 816

(a) (b)

(c)
Figure 14. Frequency nadir with the implementation of IBFPR in: (a) The simplified IEEE model;
(b) the extended IEEE model; (c) the large scale (European) model.

Figure 15. Overestimation of critical time leading to UFLS in the European-scale model.

3.3. Synchronising Effect, Lack of Damping Torque and Implications

The diminishing of synchronous machines in the system leads to a very weak network where
synchronising and damping torque, which are inherent characteristics of synchronous machines,
are not enough to stabilise the system [15]. Although the implementation of IBFPR contributes to
keeping the synchronous machine on step, oscillations in the speed/frequency response of the rotor
are observed. These oscillations are created by the lack of damping torque which is provided mainly
by the synchronous machines through damping windings, a rotor field exciter, and a power system
stabiliser [6,15].
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For the simplified IEEE model and the European-scale model, only transfer functions describing
an equivalent system governor were considered. Hence in such approaches, the effects and dynamics
of a synchronous generator exciter and an inter-machine interaction were not taken into account.
The aforementioned factors influence greatly the small-signal stability [15,25]. Even though the
scope of this work was to analyse the power-time characteristics needed to avoid frequency collapse,
oscillations were observed, but they could not be addressed by the simple injection of power to the
system. With inverter-based generation penetration of 95%, and a 2% load imbalance being considered,
UFLS is not reached, but the system becomes unstable, as shown in Figure 16a,b. With penetration
levels above 85%, complete frequency stability is not ensured with the injection of a fast power reserve.
Then, the system becomes unstable with increasing amplitude oscillations. It is important to note
that ENTSOE in its EUROPEAN interconnected scenario determined that there is no UFLS when
an imbalance of 2% with a high contribution of non-synchronous generation occurs. Nonetheless,
no inter-machine interaction was considered, and therefore, a similar effect as observed in Figure 16a
could be experienced.

(a) (b)
Figure 16. (a) Oscillatory frequency response when no additional frequency support is given by the
IBG. (b) Oscillatory frequency response when frequency support is given by the IBG.

Table 8 provides a summary of the main results obtained from the simulations.

Table 8. Summary of results.

Main Results

European model

1. A load imbalance of 3% with an IBG share of 60% is critical.
2. The power imbalances leading to UFLS must be covered almost completely by
the IBFPR.
3. The synthetic inertia does not substantially improve frequency nadir.
4. The inaccuracy in the calculation of RoCoF leads to overestimation of the critical
time, and consequently to UFLS.

Simplified IEEE model
1. The approximation of 1 Hz/RoCoF represents a good estimation of the critical time.
2. An extreme power imbalance requires an activation time in the order of 100 ms.
3. The frequency nadir was improved when synthetic inertia was implemented.

Extended IEEE model

1. The IBFPR does not provide damping torque to the system and undamped
oscillations occur when the IBG share exceeds 85%.
2. The critical time deviates from the simplified model the most when the RoCoF
is low.
3. A power rate in the range of 0.5 pu/s would be needed to avoid UFLS for conditions
leading to RoCoF of 4 Hz/s.
4. The faster synchronous response provides robustness when an inaccurate calculation
of RoCoF is performed.

4. Discussion

The main results of the simulations are discussed in the following points:
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• In the European scenario, the conventional governor response was found not to be able to ensure
transient frequency stability in conditions of power imbalance exceeding 2%. A non-synchronous
share of 60% with ≈ 3% power imbalance was found to be critical. The governor operation is
too sluggish to constitute the unique solution for frequency support during the transient period.
As indicated in [5], in real implementations, the governor response varies at each power plant,
even having some of the governor response withdrawal. Thus, the inverter-based fast power
reserve needs to be activated in an extremely short time.

• A fast power reserve activation between 0.14 and 2.75 s would be required for an inverter-based
share above 80% and power imbalances between 3 and 10%.

• The uncertainty of synchronous reserve availability and possible power transmission congestion
in future scenarios could lead to higher power imbalances, as occurs nowadays [3]. To avoid load
shedding in scenarios with a non-synchronous share above 80% and load imbalances up to 40%,
the inverter-based fast power reserve must be deployed in between 100 and 500 ms, independently
of the grid size and the primary reserve response.

• Nevertheless, the currently full power activation time of renewable sources without storage is
in the range of 200 to 600 ms. Table 9 lists some important and typical time scales of the most
common power electronic technologies implemented in modern power systems. (Time required
for the measurement, signal transmission, and processing, and the coordination of the power
electronic controls [30].) These activation times are adequate for power imbalances leading to
values of RoCoF equal or less than 4 Hz/s, as studied by ENTSOE for future scenarios [14].

Table 9. Activation time of non-synchronous technologies [30].

Technology Full Fast Frequency Response (ms)

Wind turbine-Synthetic inertia ≈500
Lithium batteries 10–20

Flow batteries 10–20
Lead-acid batteries 40

Flywheels <4
Super capacitor 10–20

Solar PV 100–200
HVDC 50–500

• The energy storage technologies will be a key factor to avoid deloading and curtailment of
renewables. The fast activation time (<50 ms) and promising price reduction make storage a good
strategy to provide power balancing in both over and under-frequency cases [31].

• With a non-synchronous share above 85%, the frequency excursions after a load imbalance do
not exceed the stable threshold. Nonetheless, the total system stability is not ensured after a few
seconds (≈5 s). The reduction of synchronous share provokes undamped oscillations due to
the poor damping torque present in the system. Unlike the virtual synchronous machine [7],
the proposed fast power reserve based on the initial RoCoF measurement does not provide
damping torque, leading the system to become unstable for small perturbations [7,8].

• When a linear system is employed, as with the cases of the simplified IEEE model and the large
scale scenario, no difference was found between the critical times for under and over-frequency.
On the contrary, when the nonlinearity of the system is included in the extended model, the critical
times between under and over-frequency do not match, as illustrated in Figure 17.
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Figure 17. Under and over-frequency events in the extended IEEE model: a difference of 45 ms between
each critical time was found.

• The synthetic inertia from wind turbines has a better performance when operated along with a fast
synchronous response, as shown in Section 3.2.1. When synthetic inertia is implemented with
a slow primary response, such as the case of the European grid, no frequency nadir improvement
was obtained. Therefore, synthetic inertia is not able by itself to regulate or restore frequency
deviation [13]. This outcome limits its usage just for slowing down the frequency drop after
a load event. The influence of the gain Ki is fundamental, since the choice of a specific value can
avoid load shedding just for a certain range of imbalances. For instance, in Section 3.2.1 it was
demonstrated that the chosen value for Ki is adequate for imbalances of 10%, but as the imbalance
increases to 15%, the initial dependency of system to sustain the imbalance from the synthetic
inertia makes the frequency rapidly drop after 10 s, when the synthetic inertia has been removed.

• In general, similar behaviour is exhibited from the different models and approaches, even though
they differ considerably in size and complexity. Hence, the simplified block representation
of the power system seems to be a fair way to sketch overall system’s trends and responses.
The differences among governor time constants were found not to be relevant in frequency
studies. The difference in critical time estimation between a full grid simulation and a simplified
model was calculated to differ between 20% and 35%; such a difference could be crucial in
fast power reserve studies, and therefore, should be considered when precise applications are
implemented. A comprehensive method for estimation of the inverter-based fast power reserve
and critical time were developed and proved through the simulation cases.
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Abbreviations

The following abbreviations are used in this manuscript:

ENTSOE European Network of Transmission System Operators for Electricity.
HVDC high voltage direct current.
IEEE Institute of Electric and Electronic Engineers.
IBFPR inverter-based fast power reserve.
IBG inverter-based generation.
PV photovoltaic.
RoCoF Rate of Change of Frequency.
UFLS under frequency load shedding.
WSCC Western System Coordinated Council.
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Abstract: To deal with the technical challenges of renewable energy penetration, this paper focuses on
improving the grid voltage and frequency responses in a hybrid renewable energy source integrated
power system following load and generation contingency events. A consolidated methodology
is proposed to employ a battery energy storage system (BESS) to contribute to voltage regulation
through droop-type control and frequency regulation by assimilated inertia emulation (IE) and
droop-type control. In addition, a novel frequency-dependent state-of-charge (SOC) recovery (FDSR)
is presented to regulate BESS power consumption within the FDSR constraints and recharge the
battery during idle periods whenever needed. The efficacy of the proposed BESS controller is
demonstrated in an IEEE-9 bus system with a 22.5% photovoltaics (PV) and wind penetration level.
The simulation results obtained manifest the satisfactory performance of the proposed controller in
regulating simultaneous voltage and frequency in terms of lower rate of change of frequency and
better frequency nadir. Furthermore, the proposed FDSR demonstrates its superiority at the time of
SOC recovery compared to the conventional approach.

Keywords: battery energy storage system; frequency control; inertia emulation; voltage control;
SOC recovery

1. Introduction

A large amount of renewable energy sources (RESs), mainly wind and photovoltaic (PV) power
plants, has been installed throughout Europe, the USA, and Asia. A European Network of Transmission
System Operators for Electricity (ENTSO-E) forecast stated that fossil fuelled conventional power plants
(CPPs) are closing down following increased RES penetration in the grid [1]. With the replacement of
CPPs by fundamentally intermittent wind and PV sources, several inevitable technical challenges are
being introduced that can have a significant impact on the stability and security of the power system.
The conventional synchronous generators inherently provide inertial response to frequency deviation
and can participate in load-frequency control (LFC) according to their droop characteristics, given that
sufficient spinning reserves are accessible. Therefore, increased penetration of RESs significantly
reduces system inertia as RESs have the limitation of providing fundamental inertial and primary
frequency control (PFC) response. This eventually affects the rate of change of frequency (ROCOF)
and the maximum/minimum frequency limit during post-contingency periods, and therefore, the
provision of frequency control becomes a challenging task.

The smart grid-oriented future power system with dominant infiltration of power electronics
has led to a significant amount of research on emulating the behaviour of synchronous machines by
exploiting the control mechanism of the power electronics converter at RES farms [2]. Different control
strategies are proposed to provide grid frequency control including under-frequency load-shedding [3],
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regulating DC voltage in HVDC [4], and demand-side management [5]. Typically, RES plants
are regulated to produce the maximum output power at a given wind speed and solar radiation.
The research conducted by Engleitner et al. [5] proposed that wind farms can take part in regulating
grid frequency through the use of their stored kinetic energy. To some extent, PV systems can also
demonstrate frequency response capability [6]. However, such control approaches require curtailing
power generation at their terminal, which is not desirable. Moreover, the implicit weather-dependent
nature of RESs makes it unreliable to rely on adopting such control approaches. A new research
trend of an electric vehicle (EV) acting as a power reserve to regulate frequency was proposed by
Aliabadi et al. [7] and Liu et al. [8]; nevertheless, the vehicle-to-grid infrastructure to control grid
frequency is not yet accessible. Moreover, different energy storage technologies are available to
contribute both inertial [9] and primary frequency control [10].

The power-frequency droop control of BESS has been reported to have significant improvement
in primary frequency response [11,12]. Li et al. [13] demonstrated that a droop-controlled hybrid
storage system suppressed significant frequency oscillations and offered robust stability responses.
Virtual inertia offers an added benefit to the system dynamics by delivering the required power
imbalance. An inertia emulation (IE) performance analysis of an energy storage system (ESS) [14] and
BESS [9] in a microgrid (MG) was demonstrated to deliver robust frequency stability. A combination
of BESS for PFC and an ultra-capacitor for IE was proposed by Fini and Golshan [15] to improve
the frequency stability of an MG. Different optimal energy storage methods have been proposed to
enhance frequency variation for the required IE [16] and PFC in an MG using battery overloading
features [17]. The research by Toma et al. [18] considered BESS to provide virtual inertia and PFC in a
two-area power system considering 100% renewable generation. However, the battery state-of-charge
(SOC) was completely overlooked in the earlier studies [14,15,18–20]. ESS provides IE and PFC to
regulate grid frequency with high wind penetration [20]. Fast acting BESS is utilized for IE and
PFC to participate in unit-commitment and improve frequency dynamics under contingencies [21].
The optimal sizing of BESS considering the BESS contribution as IE and PFC was presented in [22].
The study by Brogan et al. [23] demonstrated that improvements in frequency nadir and ROCOF
were visible when BESS was activated with less time delay and high BESS power input following the
changes. Nevertheless, all the aforementioned studies of IE and IE with PFC were based on active
power regulation of BESS and did not provide any insight into the voltage regulation capability of
BESS. A charge/discharge management of BESS was proposed by Zeraati et al. [24] via a droop control
method in order to regulate distribution network voltage with high PV penetration.

In [25], BESS was proposed to regulate voltage and frequency in an MG. Nonetheless, battery
SOC was considered for the droop component only. As demonstrated by Alhejaj and Longatt [26],
battery SOC discharge is inversely related to the BESS inertia constant; hence, ignoring SOC for the
inertia component is an inaccurate assumption in designing BESS for IE and PFC. An autonomous
SOC recovery was proposed in [27] that suggested the regulation of the terminal voltage of the
super-capacitor (SC) to maintain SOC defined constraints of SC from the battery. A similar SOC
recovery was proposed by Xiao et al. [28] for voltage regulation and SOC recovery as long as the
power capacity of energy storage devices was available. Nevertheless, these studied did not provide
any insight into the impact of SOC recovery on the frequency of the grid. On the contrary, the study by
Zhu and Zhang [29] proposed an SOC recovery strategy that could minimize the penalty costs due to
the failure of frequency regulation. Variable SOC recovery strategies were proposed by Datta et al. [30]
depending on the value of the charging current. However, the impact of SOC management on the
performance of the controller and grid frequency was not considered by Zhu and Zhang [29] and by
Datta et al. [30].

This paper therefore proposes an IE-and PFC-regulated BESS to achieve enhanced frequency
dynamics in a power system with high shares of non-synchronous renewable generation. In addition,
the droop control is selected to regulate reactive power and enhance the voltage dynamics. Hence,
the main contributions of this paper include: (1) the proposed combined inertia- and droop-controlled
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frequency regulation and droop-controlled voltage regulation, which have not been studied in the
earlier literature; (2) a novel frequency-dependent SOC recovery (FDSR) strategy to ensure sufficient
SOC is available for future events without affecting the grid frequency. The proposed control approach
regulates BESS active and reactive power considering BESS operation within the defined SOC
constraints when participating in IE ad PFC.

2. System Inertia and Frequency Response

The inertia of rotating masses of synchronous machines and turbines responds to immediate
frequency changes, due to power deficit, by regulating power flows (injection/absorption). There are
several stages in frequency control following a power imbalance from a contingency event: the inertia
response to regulate ROCOF, which is an uncontrolled response, primary control, secondary control,
and tertiary control to mitigate frequency deviations, as shown in Figure 1. In the inertia control stage,
power imbalance is met by the implicit kinetic energy release of synchronous machines during periods
of 0–10 s [14]. PFC takes over this stage, once the controller is activated, mainly during periods of
0–30 s, and stabilizes the frequency to a new steady-state point. Then, the secondary and tertiary
control recovers frequency to the non-operating frequency boundary if required, and the feature is
available for a duration of 30 s–30 min [31]. The minimum grid frequency response followed by
power imbalance is influenced by the deployment and the intensity of virtual inertia control and PFC,
which depends on the available physical inertia and power/energy regulation capability of the system.
The overall system inertia constant was defined in [32] as:

Hsys =
Ekinetic

Ssys
=

1
2

J · ω2

Ssys
(1)

where Hsys is the total system inertia and Ekinetic is the total stored kinetic energy of all rotating machines
with their rotational speed (ω), moment of inertia (J), and rated base power of the system (Ssys).

Figure 1. Frequency response stages by the European Network of Transmission System Operators for
Electricity (ENTSO-E) [1].

The power imbalance (ΔPim) during a contingency is determined by Equation (2):

ΔP = Pg − Pl =
dE
dt

= J ω
dω

dt
(2)

where Pg and Pl are total generated and total load power, respectively. Substituting the value of J
from (2) into (1), the swing equation describing the relationship of system inertia (Hsys) and ROCOF
due to power imbalance can be defined as in (3) [32]:

d f
dt

=
ΔPim
Ssys

fgrid

2 Hsys
(3)
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where fgrid is the nominal system frequency. It can be observed that ROCOF (df/dt) is inversely related
to the system inertia, which implies that with a lower inertia value, the grid has a weaker frequency
response capability during the abrupt changes in the power balance between power generation and
demand and results in higher ROCOF.

At present, the grid code defines the ROCOF value for the Australian Energy Market Operator
(AEMO) and ENTSO-E to be ≤0.5 Hz/s [33,34]. A faster ROCOF may activate protection relays and
may cause tripping of generators [33]. On the other hand, rapid initial ROCOF may contribute a large
frequency deviation, which can result in generator trip and load shedding [33]. In the Australian
National Electricity Market (NEM), the maximum allowable frequency deviation in the post-fault
condition is 50 ± 0.5 Hz for a load event and generation event with 50 ± 0.15 Hz as non-critical
frequency operating ranges [35].

Synchronous inertia plays a fundamental role in minimizing the faster changes of frequency
(df/dt). Synchronous machines respond to power deficit instantly by releasing kinetic energy as they
are coupled with the grid frequency. On the contrary, generators on renewable farms are connected to
the grid via a power electronics interface; hence intrinsically, they are not providing inertia response
as they are decoupled from the grid frequency. Therefore, with increased penetration of asynchronous
renewable generation, the power system has lower inertial response capability.

3. Proposed IE and Droop-Regulated BESS Control Schemes

The proposed BESS structure and its control system are discussed in this section. The control
schemes regulate power flow between the battery and the grid via a voltage source converter (VSC).
The measurements for voltage and frequency controllers are taken locally to control BESS operation.
BESS regulates active and reactive power independently by governing its current controller in the d
and q axes, and the total power is delimited by BESS converter capacity.

3.1. Frequency Controller for IE and PFC

BESS contributes towards frequency regulation by altering active power through the point of
common coupling (PCC). At PFC, reduced system inertia affects power-frequency droop and thus
influences the stability of the power system. Figure 2 illustrates the block diagram of the frequency
controller to provide IE and PFC. The goal of the proposed frequency controller is to enhance the
damping of frequency oscillations and reduce the value of ROCOF and frequency deviation. BESS
is designed to emulate the behaviour of a conventional synchronous generator and provide both the
inertial response and primary frequency control.

The expression of the suggested frequency controller can be written as in (4):

dPre f = ΔPPFC + ΔPIE (4)

where dPre f is the total BESS output power reference and ΔPPFC and ΔPIE are the changes in BESS
active power output based on power-frequency droop characteristics and inertial response capability
following the variation in grid frequency respectively and can be expressed as in (5) and (6):

ΔPPFC =
1

RP− f
Δ f (5)

ΔPIE = HBESS.
d
dt

fgrid (6)

where Δ f (pu) is the frequency deviation resulting from a disturbance and calculated as the difference
between the reference frequency ( fre f ) and the grid frequency ( fgrid), RP− f is the power-frequency
droop value, and HBESS is the BESS inertia constant. The positive and negative values of Δ f define
BESS power injection and absorption, respectively. RP− f in (5) specifies the demand of BESS active
power adjustment in response to frequency error. The deadband restricts BESS operation for any minor
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frequency changes and within the grid defined inactive region. The PFC feature is activated if the
actual frequency differs by ftol = ±150 MHz from the nominal value according to NEM criteria [35].
The BESS power is regulated linearly with the variation of frequency error, and the droop value RP− f
is selected as 0.006 pu in order to activate the nominal BESS power for the frequency deviation of
±300 MHz. BESS operates at its maximum rated power when frequency deviation exceeds ±300 MHz.

Figure 2. Block diagram of BESS for the inertia emulation (IE)- and primary frequency control
(PFC)-regulated frequency controller.

The changes in active power during inertial response are regulated by the derivative of frequency
error and the BESS inertia constant as in (6). The value of the inertia constant controls the sensitivity
of the BESS controller according to the changes in ROCOF value. Theoretically, HBESS can be infinite
as the physical concept of limiting the inertia constant is not applicable for BESS. However, the
inertia constant value defines the intensity of active power participation, i.e., an increased HBESS
value generates increased BESS power output, as mentioned in [26]; therefore, the value needs to be
determined according to the capacity of the BESS converter. Hence, considering an amalgamated
application, the value of HBESS was selected as 20 s, which defines the activation of nominal BESS
active power for a total d f /dt of 0.15 Hz/s. The inertial deadband value was selected as 0.05 Hz/s
according to [22]. As the deadband for inertial response is smaller than droop response, BESS inertial
power is activated for a small deviation in system frequency. Although Duckwitz and Fischer [36]
presented that a certain delay may be essential in the control chain in order to avoid control instability
when synthetic inertia (i.e., df/dt) control is performed, this study considered no delay for df/dt as in
the studies [22] proposed by Knap et al. and [25] proposed by Serban and Marinescu.

The frequency fluctuations are dealt with by varying BESS active power output in charging,
discharging, and inactive modes as shown in (7):

Mode/ f =

⎧⎪⎪⎨
⎪⎪⎩

Inactive if fre f − fgrid ≤ ftol

Charge if fgrid > ( fre f + ftol)

Discharge if fgrid < ( fre f − ftol)

(7)

The battery storage operates in charging mode if the grid frequency is higher than the reference
frequency and in discharging mode if the reference frequency is higher than the grid frequency,
considering the SOC of the battery is usable as per the defined battery operating range. The battery
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can be charged when BESS remains in the inactive region. A low-pass filter is used to filter out the
noise in the BESS active power reference. The error between the active power reference dPre f and
active power output at BESS AC terminal Pmeas generates updated active current reference in the d
axis. The difference of the charge controller input and output as Δid is added with the d axis current
reference. POPR is the external power reference input by the operator.

3.2. Voltage Controller

The grid voltage is affected by the penetration of inverter-based RESs. As BESS can regulate active
and reactive power separately, it can be easily utilized to draw/inject reactive power. The voltage
control can be accomplished by regulating reactive power sharing according to conventional reactive
power-voltage (Q-V) droop. The block diagram of the proposed voltage controller is shown in Figure 3.
The figure shows how the reactive power reference is generated in response to the changes in voltage
at the BESS AC terminal. QOPR is the external power reference input by the operator. The tracking
error is used as an input to the PI controller.

Figure 3. Block diagram of the BESS voltage controller.

The voltage droop controller can be expressed as in (8):

dQre f =
1

RQ−V
ΔV (8)

where ΔV is the difference between voltage reference Vre f (pu) at steady state and grid voltage Vgrid
(pu) and dQre f defines the reactive power reference according to the Q-V droop characteristics. RQ−V is
the measure of reactive power intensity, which was selected as 10, defining the nominal reactive power
activation for a voltage deviation of 0.1 pu with a voltage tolerance of Vtol = ±0.01 pu. The lower
slope for the reactive power-voltage drop is preferred to avoid overloading of BESS.

BESS absorbs/injects reactive power according to three level structures as shown in (9):

Mode/V =

⎧⎪⎪⎨
⎪⎪⎩

Inactive if Vre f − Vgrid ≤ Vtol

Absorb if Vgrid > (Vre f + Vtol)

Inject if Vgrid < (Vre f − Vtol)

(9)
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A low-pass filter is used to filter out the noise in the BESS reactive power reference, and the
current reference in the q axis is generated using a PI controller. The error between the charge
controller input and output as Δiq is added with the updated reactive current reference. This reference
is calculated from the error of reactive power reference dQre f and the reactive power output at the
BESS AC terminal Qmeas that generates the reactive current reference in the q axis. The associated
BESS parameters are given in Appendix A. The initial battery SOC was considered as 0.8 pu. As this
study focuses on short-term transients, the smaller size of BESS capacity was selected for simulation
purposes. The nominal source voltage and the internal resistance of the battery were selected as in [37].
PI parameters were tuned on a trial-and-error basis.

3.3. Proposed FDSR-Based Charge/Discharge Management

The BESS charge/discharge management (BCDM) encompasses coordinated operation between
grid demand and accessible BESS power. BESS participates in frequency control by exchanging energy
during over-frequency and under-frequency events resulting from power transients. It is worth noting
that an effective control strategy is indispensable to avoid unwanted deep discharge and over-charge
operation of BESS. The direction of current flow selects the appropriate SOC condition to fulfil and
manage battery charge/discharge to deliver the required BESS output if the SOC condition is met.
BESS operates in discharging mode if battery SOC is greater than the minimum SOC and charging
mode if present battery SOC is less than the maximum SOC. The minimum and maximum battery SOC
were selected as 0.2 pu and 1 pu, respectively. Battery SOC changes throughout the power exchanging
periods (increase/decrease). Therefore, BESS functions in SOC recovery charging mode if battery SOC
drops lower than the threshold or the minimum SOC value according to the conditions specified in (10).
However, according to the proposed FDSR, the battery will only be recharged if the grid frequency
is equal to or higher than the minimum limit of the nominal frequency limit, i.e., 0.997 pu. This can
avoid the deep discharge of the battery and secure BESS availability for the upcoming events without
affecting grid frequency stability.

ich =

⎧⎪⎪⎨
⎪⎪⎩

ich if id−re f <1e − 3 and SOC ≤ 0.5

or SOC ≤ SOCmin and fgrid ≥ 0.997pu

0 otherwise

(10)

Figure 4 illustrates the battery charging or discharging mechanism, highlighting the various
control levels of BESS action. BCDM governs the response of BESS to the changes in frequency
controller output and mandatory charging recovery, if applicable.

Figure 4. Block diagram of BESS charge/discharge management.
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BCDM determines whether the generated active power reference is executable from BESS
according to available and specified SOC operating values. BESS operates in power curtailment
mode when the SOC of the battery reaches the defined minimum and maximum range. The overall
BESS charge/discharge approach can be defined as in (11):

id−in =

⎧⎪⎪⎨
⎪⎪⎩

id−re f SOC ≥ SOCmin

−id−re f SOC ≤ SOCmax

−ich if Equation (10) is satisfied

(11)

As the active and reactive power of BESS is limited by its apparent power, a well regulated power
allocation is imperative to avoid competition between these two and thus avoid saturation when
the grid demands a large amount of active and reactive power at the same time. The current limiter
calculates the total BESS current at its output to make sure active and reactive power do not exceed
the rated capacity of BESS and can be calculated as shown in Figure 5. The active power is given
preference over the reactive power, which can be calculated as in Figure 5a. The reactive power output
is limited by the remaining BESS capacity and can be calculated as illustrated in Figure 5b where the
value of y can be calculated as in (12).

y =
√
|1 − i2d−in| (12)

Figure 5. Active (a) and reactive (b) power calculation at converter output.

3.4. Battery Model and SOC Calculation

Unlike the previous work in [25], SOC is calculated based on the total power output of BESS,
which is the proper method of calculating battery SOC in this study. The selected battery model is an
equivalent Rint model, which was widely used in the previous studies [38–40].

The battery SOC can be calculated as follows:

SOCk = SOCk−1 +
∫ k

k−1

η Ib
3600 Cb

dt (13)

where η is the Coulomb efficiency, Ib is the battery current, Cb is the rated battery capacity, and k is the
time of SOC calculation. Furthermore, η = ηC at the charging stage and η = ηD at the discharging stage,
which is 0.98 and one, respectively, as in [41], and the temperature dependency for Coulomb efficiency
is not considered in this study.

3.5. Current Controller on the d and q Axes

The current control loop, an internal level control, provides the reference voltage at BESS output
(AC side) for regulating the VSC. The input of the current controller is the external control loop
generated current reference in the d (id−re f−out) and q (iq−re f−out) axes and the measured d and q axis
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current from the internal control loop. The phase-locked-loop (PLL) provides the necessary reference
phase angle to the d-q transform value in the three phase reference for regulating DC/AC converter.

4. Attributes of the Test System

The performance of the proposed BESS model was investigated on an IEEE 9 bus standard
test network, as shown in Figure 6, with 22.5% renewable energy penetration. The synchronous
generator G1 was considered as the reference generator. The generators were dynamically modelled
as hydro- (G1), gas- (G2), and coal-type (G3) power plants with a capacity of 250 MW, 255 MW, and
230 MW, respectively. All the generators were designed with a turbine governor and automatic voltage
regulator (AVR). The connected RES farms at buses 5 and 9 were solar PV-type, whereas at buses 6 and
8, they were doubly-fed-induction generator-based wind-type. The RESs farm was integrated with
the grid via a step-up transformer. The BESS was connected to the network via a 0.4/230 kV step-up
transformer. The studied model was designed and simulated in Powerfactory, and the renewable
generation parameters are given in Appendix A.

Figure 6. IEEE 9 bus standard test network with installed BESS and RES. G, generator.

Three case studies were investigated to evaluate the performance of the proposed BESS for IE and
PFC and to achieve a grid code compatible outcome. The considered case studies were as follows:

1. Case 1: Load change event
2. Case 2: Generation event
3. Case 3: BESS recharging with FDSR
4. Case 4: Single-phase-to-ground fault

BESS was integrated to provide additional system damping and improve the transient response
of the system with increased RES penetration.

5. Results and Discussion

The dynamic responses of the proposed BESS were evaluated in a hybrid power system following
multiple disturbance scenarios. The performance of the proposed BESS was assessed in accordance
with fulfilling the NEM criteria as mentioned in [35].
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5.1. Load Change Event

In this section, the objective is to assess BESS efficacy in strengthening the frequency response
of the grid following an abrupt change in load demand at a particular bus. A temporary 50% step
increase in load demand at Load A (bus 5) was applied during t = 0–0.75 s. The applied transient load
event would create frequency oscillations due to temporary imbalances between the electrical and
mechanical power of each generator.

Figure 7 depicts that without a BESS, the frequency of generator G1 dropped to a value of
49.416 Hz, which was beyond the grid defined limit (49.5–50.5 Hz) for a load event. Therefore, a 27 MW
BESS was incorporated at bus 4 to provide added oscillation damping to the system. The frequency
response of generator G1 illustrated in Figure 7 demonstrated that BESS in inertia or droop control
mode failed to achieve the minimum allowed frequency value for the load event. However, droop
control (49.478 Hz) performed better than the inertial control (49.435 Hz) of BESS in terms of lowest
frequency drop. On the contrary, combined IE- and PFC-regulated BESS delivered sufficient damping
to the system and recovered the frequency response within the minimum grid frequency periphery
(49.518 Hz). The frequency responses of generators G2 and G3 demonstrated similar performance.
As BESS was connected at the generator G1 terminal, the improvement in the case of G2 and G3 was
not as prominent as G1. The ROCOF values for different scenarios are outlined in Table 1. The aim was
to provide the same values of the inertia constant and droop to demonstrate comparative performances
in different frequency controller configurations. BESS as IE support showed a higher ROCOF value as
the considered inertia constant of BESS was small. It could be observed that there was a noticeable
improvement in slowing down the frequency drop, i.e., lowest ROCOF and highest fmin value that
defined the effectiveness of the proposed combined control of BESS.

Figure 7. The frequency (pu) oscillation of generators with the load event.

Table 1. The frequency results of G1 with the load event.

Mode No BESS IE PFC IE + PFC

PBESS (MW) N/A 12.343 26.589 27.2
QBESS (MVar) N/A 4.029 4.389 4.442
EBESS (MWh) N/A 0.00558 0.0137 0.0241
df/dt (Hz/s) 0.627 0.548 0.473 0.43

fmin (Hz) 49.416 49.435 49.478 49.518
SOC (pu) N/A 0.798 0.774 0.772

The response of PCC voltage presented in Figure 8 shows that BESS with combined control
performed better than without a BESS and independent of the IE-/PFC-controlled BESS, resulting in
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lower voltage drop during the load event periods. However, droop control demonstrated a slightly
better outcome right after the end of the load event. It is worth noting that as voltage was regulated
through droop control only, hence, the voltage responses in all three cases were very similar.

Figure 8. The voltage (pu) at the point of common coupling (PCC) with the load event.

The active and reactive power output of BESS is presented in Figure 9. As demonstrated in
Figure 9 and Table 1, BESS with IE and PFC provided better performance by delivering more power to
the system during the transient periods. However, the reactive power output was nearly the same
for all the control modes as the voltage control was droop-based regulation only. The sum of the total
energy exchange of BESS during transient periods (discharging as positive and charging as negative
value), as indicated in Table 1, exhibited that IE and PFC mixed control delivered more energy than
others and thus reflected lower SOC at the end of the transient periods. Therefore, the results indicated
that the proposed BESS control performed better and efficiently regulated the voltage and frequency
of the power system following an abrupt load change event.

Figure 9. The active and reactive power of BESS with the load event.

5.2. Generation Contingency Event

PV power output is subjected to intermittent and uncertainty, which require a sufficient level
of contemplation to maintain system reliability and security. To evaluate further the efficacy of the
proposed BESS control, the dynamic behaviour of the network was investigated following a temporary
reduction of the largest PV farm output. A 85% reduction of PV farm output was applied for the
duration of 0.2–3.2 s, and the comparative performance of the different BESS control modes was
evaluated. Figure 10 demonstrates that without a BESS, the minimum frequency reached the lowest
value of 49.307 Hz and thus exceeded the grid operating standards. On the contrary, the incorporated
BESS effectively supplied additional damping to the system that regulated the frequency deviation of
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the generators within ±0.5 Hz. Nevertheless, IE- and PFC-regulated BESS manifested a slightly better
frequency outcome, and this was clearly noticeable by taking a closer look at the lower minimum
frequency and ROCOF value, as shown in Table 2. This was an expected result, as IE provided an
immediate response to the frequency deviation before the droop controller came into action, and then,
the droop controller took control linearly; therefore, the combination of IE and PFC contributed to
providing better attenuation of the frequency derivative and minimum frequency nadir.

Figure 10. The frequency (pu) oscillation of generators with the generation event.

Table 2. The frequency results of G1 with the load event.

Operation Mode No BESS IE PFC IE + PFC

PBESS (MW) N/A 7.01 18.66 17.24
QBESS (MVar) N/A 0.145 0.326 0.271
EBESS (MWh) N/A −0.00136 0.05772 0.08961
df/dt (Hz/s) 0.833 0.526 0.433 0.394

fmin (Hz) 49.307 49.522 49.592 49.617
SOC (pu) N/A 0.8001 0.7602 0.7501

The voltage response at PCC shown in Figure 11 illustrated that the PCC voltage was not affected
much during the generation event. Therefore, the reactive power contribution was relatively small, as
illustrated in Figure 12. The BESS active power exhibited in Figure 12 showed that droop-controlled
BESS provided the maximum active power (18.66 MW) at a certain time. However, the overall
performance was not better than the combined IE- and PFC-regulated BESS control. The sum of total
energy supplied by BESS in different operation modes revealed that a higher amount of energy was
supplied by the assimilated IE- and PFC-regulated BESS, which also demonstrated better frequency
dynamic behaviour.

Figure 11. The voltage (pu) at PCC with the generation event.
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Figure 12. The active and reactive power of BESS with the generation event.

5.3. BESS Recharging with FDSR

Battery SOC changes due to the exchange of BESS power with the grid and also the inherent
self-discharging characteristics of the battery. Therefore, SOC recharging facility is required to ensure
the battery is charged enough to participate in exchanging power whenever it is needed. A 15 Ah
battery capacity and a charging current of 0.05 pu were used to demonstrate the proposed SOC
recovery strategy (FDSR). In order to simulate the SOC recovery strategy, a permanent 20% load
growth was applied at Load A at time t = 0 s. This would result in a reduction in grid frequency, and
as the frequency dropped lower than the deadband limit, BESS action took place. BESS would inject
power to the grid to improve grid frequency as long as it had sufficient SOC. Once battery SOC reaches
the minimum SOC, battery needs to be charged. The comparative results of the conventional approach
and the proposed SOC recovery strategy are demonstrated in Figure 13a–d.

Figure 13. Generator frequency (a,b) and battery SOC (c) and bus voltage (d) with the SOC
recharging strategy. FDSR, frequency-dependent SOC recovery; LB, large BESS.

Figure 13c shows that at approximately t = 15 s, battery SOC reached the minimum SOC and the
battery stopped injecting power to the grid according to the design constraints, as in (11). As the battery
reached the minimum SOC, this resulted in a frequency reduction to 49.83 Hz before it finally recovered
to the deadband boundary. With the conventional SOC recovery method (w/out FDSR), the battery
started to recharge immediately as soon as the battery reached the minimum SOC. The battery would
consume energy from the grid to be recharged, and this dragged down more the already lowered
frequency to 49.82 Hz for the generators (G1, G2), as illustrated in Figure 13a,b. However, with the
proposed FDSR, the battery did not participate in battery recharging, i.e., it consumed energy from
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the grid until the grid frequency reached the deadband boundaries ( fgrid ≥ 0.997 pu), i.e., within the
nominal grid operation limit, which was at about t = 37.5 s. It can be seen that there were ups and
downs in the frequency response during FDSR-based charging. This was due to the fact that when
the frequency was equal to or greater than 0.997 pu, the battery attempted to charge and consumed
energy from the grid; this caused the frequency to drop below 0.997 pu, and battery stopped charging
immediately and waited until the frequency reached 0.997 pu. This continued until SOC reached the
maximum SOC.

In order to further demonstrate the effectiveness of the proposed FDSR approach, a higher
charging current and rated BESS power capacity were applied, which exemplified the high power
capacity of BESS for SOC recovery. The large BESS (LB) converter (50 MW) with a battery capacity
of 2.5 Ah and in response to the same load growth frequency response was slightly better, but at
the expense of a faster reduction in battery SOC. With LB and a charging current of 0.5 pu and
without FDSR (LB), the battery started consuming energy immediately (approximately at t = 20.4 s)
for recharging. It can be seen that due to the consumption of higher energy from the grid, the grid
frequency considerably reduced to a lower value (49.745 Hz). However, with the proposed FDSR
(LB), BESS delayed its battery charging until the grid frequency satisfied the FDSR constraints and
thus avoided impacting the grid frequency negatively during SOC recovery. In addition to grid
frequency, PCC voltage was also affected by the uncontrolled battery charging (w/out FDSR (LB)).
Without the proposed FDSR, the PCC voltage reduced to 1.0047 pu from its pre-charging voltage
of 1.0075 pu, as depicted in Figure 13d. On the contrary, PCC voltage drop was limited to 1.0069
with FDSR (LB), which showed a significant improvement in the grid voltage. These observations
clearly indicated that without the proposed FDSR, SOC recovery could hamper the performance
of the controller and degrade grid performance instead of enhancing it. With larger BESS capacity,
the consequences could be severe for the already seriously affected grid in terms of frequency and
voltage. On the contrary, FDSR ensured that battery recharging took place when the grid frequency
was stable and thus overcame the negative impact of the conventional SOC recovery strategy on both
voltage and frequency.

5.4. Single-Phase-to-Ground Fault

In order to demonstrate the efficacy of the proposed BESS control design in fault conditions,
a single-phase-to-ground fault event was carried out. The fault was applied at bus 4 for a duration of
t = 0–150 ms. The performance of the generators, the bus voltage at bus 4, and BESS power output are
illustrated in Figures 14–16. The frequency of generators G1 and G2 as shown in Figure 14 indicated
that the system experienced the highest rise and lowest drop in frequency without a BESS. However,
it was observed that the comparative performance of various BESS control approaches was a mix
of experience in terms of frequency rise and drop throughout the transient periods. The droop and
combined control of BESS demonstrated a similar level of superior performance compared to the
inertia-controlled BESS in terms of frequency rise and without a BESS condition. It is worth noting that
for the studied contingency event, the frequency did not violate the mandatory grid limit of ±0.5 Hz
for both the frequency and df/dt, as illustrated in Table 3.

On the contrary, the inertia and combined control manifested slightly better response in regards
to the voltage drop between t = 0.6–0.75 s. In contrast, the droop and combined control exhibited
a superior frequency drop response during t = 1.3–1.45 s, as shown in Figure 14. Furthermore,
the proposed method established the superior performance for df/dt having the lowest value.
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Figure 14. The frequency (pu) oscillation of generators with a single-phase-to-ground fault.

Table 3. The frequency results of G1 with a single-phase-to-ground fault.

Operation Mode No BESS IE PFC IE + PFC

PBESS (MW) N/A 26.595 12.98 22.163
QBESS (MVar) N/A 26.147 26.781 23.167
EBESS (MWh) N/A −1.924 −0.539 −1.922
df/dt (Hz/s) 0.335 0.275 0.307 0.269

fmin (Hz) 49.678 49.715 49.7 49.71
SOC (pu) N/A 0.8001 0.7602 0.7501

The voltage responses as shown in Figure 15 exhibited that BESS provided enhanced performance
as compared to without a BESS in all control modes, and the voltage response was almost identical
for all control designs throughout the transient periods. Nonetheless, droop-controlled BESS handled
the frequency rise more effectively than the combined-controlled BESS. The amount of reactive power
participation was substantial as the voltage oscillations were very high for this particular contingency
event, as shown in Figure 16. BESS active power as shown in Figure 16 delineated that the inertia and
combined control regulated the output more effectively than the droop control, which was reflected in
the frequency of generators and df/dt, as shown in Figure 14 and Table 3, respectively.

Figure 15. The voltage (pu) oscillation of generators with a single-phase-to-ground fault.
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Figure 16. The active and reactive power of BESS with a single-phase-to-ground fault.

6. Conclusions

In this paper, BESS was designed to provide voltage and frequency support and improve the
stability of the grid. An enhanced consolidated IE- and PFC-regulated frequency controller and
droop-regulated voltage controller were presented for supporting both the frequency and voltage
stability with a high penetration of renewable sources. In addition, a novel frequency-dependent
battery SOC recovery strategy was also suggested that allowed the battery to be recharged without
imposing a negative impact on grid frequency. The battery was recharged when BESS was in idle
mode and SOC was above the specified threshold or below the minimum SOC.

The simulation results of the comparative performances demonstrated that in comparison to
individual IE or PFC service, the proposed amalgamated frequency controller performed the best in
regulating the frequency response. The lower ROCOF and higher minimum frequency values were
achieved with the proposed controller. As expected, IE with PFC service entailed a higher energy
rating of BESS as this required BESS operation for longer periods. Furthermore, BESS exhibited a lower
voltage drop than without a BESS during the contingency periods. Moreover, without FDSR, SOC
recovery could have a severe impact on grid frequency and voltage as the battery consumed energy
from the grid, which could be severe with high battery capacity and poor grid frequency. Nevertheless,
the proposed FDSR demonstrated effective SOC recovery without negatively affecting either the grid
frequency or voltage as FDSR delayed the battery recharging until the grid frequency was restored to
the nominal operation limit.

Author Contributions: Conceptualization, methodology, software validation, formal analysis, and original draft
preparation were done by U.D.; editing and supervision were carried out by A.K. and J.S. All authors read and
agreed to the published version of the manuscript.

Funding: This work was supported by the Victoria University International Postgraduate Research Scholarship
(IPRS) scheme.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

Battery parameters: Initial SOC = 0.8 pu, battery cell capacity = 200 Ah, parallel cells = 65, nominal
source voltage = 0.9 kV, internal resistance (Ω) = 0.001 pu. PI parameter: kd = 1.5, Tid = 0.01, kq = 2,
Tiq = 0.01, ich = 0.035. Current controller PI parameter: kd = kq = 1, Tid = Tiq = 0.001.

Network parameters: PV Farm A = 69 MW, PV Farm B = 45 MW, Wind Farm A = Wind Farm
B = 50 MW.
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Abstract: In this work, we review papers that employ game theoretic tools to study the operation
and design of modern electric grids. We consider four topics in this context: energy trading,
energy balancing, grid planning, and system reliability, and we demonstrate the advantages of
using game-theoretic approaches for analyzing complex interactions among independent players.
The results and conclusions provide insights regarding many aspects of design and operation, such as
efficient methodologies for expansion planning, cyber-security, and frequency stability, or fair-benefit
allocation among players. A central conclusion is that modeling the system from the perspective of
one entity with unlimited information and control span is often impractical, so correct modeling of the
selfish behavior of independent players may be critical for the development of future power systems.
Another conclusion is that correct usage of incentives by appropriate regulation or sophisticated
pricing mechanisms may improve the social welfare, and, in several cases, the results obtained are as
good as those obtained by central planning. Using an extensive content analysis, we point to several
trends in the current research and attempt to identify the research directions that are currently at the
focus of the community.

Keywords: game theory; power systems; control; management; electrical grids; review; survey;
energy balancing; energy trading; grid planning; expansion planning; electric vehicles; renewable
energy; reliability

1. Introduction

Recently, there has been a wide interest in game-theoretic approaches for studying modern
electric grids, which are going through a transformative change due to the penetration of new
disruptive technologies. This transformation, which is sometimes referred to as ‘The Energy Transition’,
mainly refers to two major changes: the increasing integration of renewable energy sources and the
increasing use of electric vehicles [1,2]. Legacy electric grids were not planned with these technological
innovations in mind, so they have to significantly change in order to support them [3–5]. Furthermore,
these technologies can be purchased and managed by any citizen; hence, the way they will develop
depends on the opinions of many people. For example, they may be integrated in a centralized manner
by big companies or crowd funding, or in a distributed small scale manner in residential areas. As a
result, the private sector is becoming a key player in the energy market, and its influence on the
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development of electrical grids is gradually growing. Consequently, electric utilities and governments
that have worked in a centralized manner for over a century have to fundamentally change the ways
they plan and operate the electric grid, and they need to find new ways to predict and control the
behavior of multiple entities operating within a single system.

The research community currently understand quite well the behavior of each player in the
power system, be it a grid operator, a consumer, an energy source, or a storage system. Yet, recent
studies show that the interactions among these players are at least as important as the individual
behavior of each of them [6–8]. The current approach of most studies is to forecast the development of
power systems by solving optimization problems from the perspective of one entity with unlimited
knowledge and control span [9–13]. While this approach might have been relevant for many years, it
is gradually becoming unrealistic due to the decentralization and deregulation of the energy market.
A major challenge is therefore to predict the development of a power system, taking into account
the different objectives of the many players. This can be done based on game theory, which studies
strategic interaction among rational players.

The seminal results of game theory were established in the 1950s, whereas the first application
of game theory for studying power systems can be found in the 1970s [14–16]. Game theory can be
divided into two branches: non-cooperative game theory and cooperative game theory [17]. Additional
classification can be made in accordance with certain properties, such as the number of stages (static
or dynamic games), the structure of information (perfect or imperfect, complete or incomplete),
type of strategies (pure or mixed), and so forth [18]. Figure 1 shows the number of publications in
applications of game theory in the fields of energy markets and power systems. The search was done
in Scopus, which is Elsevier’s abstracts and citations database, and was divided to three different
topics: the energy market, power systems management and control, and power systems planning.
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Figure 1. Scopus search results for publications related to game theory and power systems.

As can be seen in Figure 1, the study of energy markets and power systems from a game
theoretic perspective started gaining popularity in the early 2000s. This can be attributed to two
major developments in the 1990s: the first was the establishment of deregulated networks and free
markets in the energy sector, and the second was the introduction of new technologies, such as
distributed energy sources, energy storage devices, and controllable loads. Due to these developments,
multiple players with different interdependent objectives currently participate in the energy market
and influence the development of electrical grids. Consequently, game theory is a natural choice to
study decision making in modern power systems.

Few papers review how game theory may be used in the context of power systems.
A comprehensive review of game theoretic approaches for solving power system problems is
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provided in Reference [19]. The reviewed studies are divided according to the type of game they
use: non-cooperative (both static and dynamic), cooperative or evolutionary. Moreover, a summary
of different objective functions, methods and case studies is presented. Based on this summary, the
authors suggest several topics for future research, such as interaction among electric vehicles and
storage devices for energy balancing, fairness aspects in fully-competitive distributed energy trading
scenarios, and the impact of renewable energy sources on demand side management, when dynamic
pricing techniques are utilized. Over the years many of the suggestions for future research were indeed
realized, as we demonstrate in this study. In addition, Reference [20,21] survey studies that employ
game theory to investigate smart-grid related problems. Reference [20] surveys a variety of smart-grid
related topics, such as demand side management, plug-in hybrid electric vehicles, and smart-grid
security, whereas Reference [21] focuses on studies that use non-cooperative game theory to study
energy trading. Reference [21] also provides an overview of smart-grid architectures. The similarities
and differences among the studies are presented, focusing on the type and number of players, the
players’ incentives, and the method used, e.g., analytic versus numeric. Moreover, studies that use
game theoretic approaches to research micro-grids are surveyed in Reference [22,23]. Reference [22]
focuses on cooperation among micro-grids, and presents the advantages of using game theory to study
this field. Reference [23] provides an overview of game-theoretic methods for three problems in the
context of micro-grids: micro-grid systems (focusing on energy exchange and control), demand side
management, and smart-grid communications. Reference [24] surveys works that use game theory for
studying demand-response mechanisms. Here the studies are divided according to the type of game:
(1) non-cooperative, (2) cooperative, (3) evolutionary, (4) Stackelberg, and (5) Bayesian. One of the main
conclusions is that, due to the increasing complexity of electricity markets, future research would focus
on game theoretic approaches that harness intelligent algorithms, such as machine learning techniques,
for more efficient solutions of realistic games. Moreover, the authors suggest that Bayesian games,
which may be used when information is limited, and evolutionary games, which attempt to describe
the behavior of non-rational players, will increasingly be used to model transactions among private
companies and citizens, since, in these situations, there are many unknown factors, and spontaneous
decisions may be common.

Contrary to these comprehensive review papers, which focus on applications of game theory
in energy markets [24], smart-grids [20,21], micro-grids [22,23], and power systems from a broad
perspective [19], this study focuses on recent applications of game theory that are specifically related
to operation and design of modern electric grids. We review four topics in this context: energy trading,
energy balancing, grid planning, and system reliability, and demonstrate the advantages of using
game-theoretic approaches for analyzing complex interactions among independent players. The
results and conclusions of the reviewed papers provide insights regarding many aspects of design
and operation, such as fair-benefit allocation among players, or efficient methodologies for expansion
planning, cyber-security, and frequency stability. A central conclusion is that modeling the system
from the perspective of one entity with unlimited information and control is often impractical, so
correct modeling of the selfish behavior of independent players allows to develop efficient control
algorithms, which may be critical for the development of future power systems. Another conclusion is
that correct usage of incentives by appropriate regulation or sophisticated pricing mechanisms may
improve the social welfare, and in several cases the results obtained are almost as good as can be
obtained by central planning.

The paper is organized as follows. Sections 2–5 review papers that focus on the following
applications: energy trading, energy balancing, grid planning, and grid reliability. In Section 6, we
discuss the advantages and disadvantages of employing different types of games for studying various
power system applications, whereas, in Section 7, we discuss current trends and provide suggestions
for future work. Finally, in Section 8, we conclude the paper.
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2. Energy Trading

The deployment of decentralized generation and storage devices in the past two decades allows
many players in the modern power grids to participate in energy trading. These players include
consumers, generators and utilities, which all have the same main objective-to maximize their own
profit. Since in many situations the players’ actions influence one another, more often than not conflicts
arise. For this reason, game theoretic approaches are common for formulating energy trading problems.

As shown next, energy trading problems are investigated using different types of games, such as
evolutionary, cooperative, and non-cooperative games, the latter being the most popular approach.
In most works, the players are defined as sellers or buyers of electric energy, and the challenge is to
find an equilibrium in a power market, considering various objectives and constraints. One main
conclusion is that, even in competitive markets, the government should apply some profit distribution
mechanism to ensure fairness. Moreover, it is concluded that reasonable bidding rules should be
considered for limiting high pricing and for preventing market manipulation by generation companies.
As many of the reviewed papers show, game theoretic approaches are suitable for analyzing complex
trading interactions among different independent market players. However, the use of game theory
for studying energy trading has its own challenges and limitations. For example, most of the studies
assume that each player has complete information of the opponents’ available strategies, yet, in reality,
energy companies often sign business confidentiality agreements. Another main challenge is that
game-theoretic models tend to be hard to analyze and have a high computational complexity. As a
result, most studies consider up to four types of players, whereas real-life energy markets are obviously
more complex. The section is organized according to specific applications, and all of the reviewed
works are summarized in Table 1.

2.1. General Energy Market Applications

Various works from the recent literature that employ game theory to study trading in modern
energy markets are overviewed in this subsection. The works are divided according to the type of
game that is modeled, as follows: non-cooperative, cooperative, and evolutionary.

Most works use a non-cooperative game to model the interactions among trading entities.
For example, in Reference [25], a non-cooperative game is developed for plug-in hybrid electric
vehicles that seek to sell their stored energy in an energy market. Each group can sell a desired amount
of energy surplus in order to maximize a utility function that reflects a trade-off between the economic
benefits from the trade and the physical costs (e.g., reduction in the batteries’ life-time). A Nash
Equilibrium is reached using an iterative algorithm, and simulation results show an improvement
in the average utility of the players when compared to a greedy algorithm. From the same authors,
Reference [26] formulates a non-cooperative game among energy storage units that trade their stored
energy in a double-auction market with multiple buyers and sellers. Each storage unit operator decides
how much energy to sell in order to maximize a utility function that reflects the trade-off between the
trading profits and the associated costs. A novel algorithm that guarantees convergence to equilibrium
is proposed, and again the results demonstrate that the performance of each storage unit is improved
when compared to a greedy approach. In the same line of thinking, Reference [27] proposes a retail
electricity market model that consists of a utility company and prosumers, which locally operate and
manage their own distributed resources. Here, the day-ahead electricity market price is determined
based on game-theoretic algorithms, and a numerical simulation demonstrates the effectiveness of
the proposed electricity market clearing schemes. In Reference [28], a Stackelberg game is suggested
to model the interactions between a power station, which is considered the “leader”, and several
prosumers, who are the “followers”. The rules of the game are that the station decides how much total
energy to buy from the prosumers, and then each prosumer decides how much energy to sell to the
station. It is shown that the game reaches a Stackelberg equilibrium, which consists of the socially
optimal energy for the consumers and minimal total cost to the station. In addition, the performance
of the game has been established via simulation that shows a reduction in the average total cost over a
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conventional feed-in-tariff scheme. Similarly, Reference [29] formulates a Stackelberg game between
a power company, the leader, who defines a pricing strategy to maximize its profits, and prosumers,
the followers, who choose the amount of energy to buy or sell in order to optimize their future earnings.
The behavior of the prosumers is modeled according to prospect theory. The game is shown to have a
unique Nash equilibrium in pure strategies, which emerges from classical game-theoretic analysis.

Studies [30,31] have used the Nash bargaining concept to study energy trading related problems.
Reference [30] analyzes Nash bargaining settlement outcomes for a financial bilateral contract
negotiation between a generation firm and a load-serving entity, considering risk management,
strategic gaming, and multi-market interactions. It has been shown through both theoretical analysis
and simulation that the negotiation outcomes vary in response to changes in risk preferences and price
biases. Reference [31] proposes a cooperative-game-based bargaining scheme for an energy trading
problem between demand response aggregators and a distribution company that collaboratively
decide on the costs and amounts of traded energy. Based on the Nash bargaining solution, a fair and
Pareto optimal outcome is achieved, which means that the players have an incentive to cooperate.
Simulation results show that the suggested framework may improve the profits of the players and
maximize the social welfare when compared to the non-cooperative game-based approach.

In addition, several works formulate their games using evolutionary algorithms. For example,
Reference [32] proposes a non-cooperative game to analyze strategic interactions among energy
suppliers in deregulated electricity markets based on competitive co-evolutionary algorithms. The
suppliers are represented by their behavior strategies, and an evolutionary algorithm is used as
a learning method that enables players find the best strategy according to past behavior of their
opponents. The co-evolutionary algorithm is used to find a Nash equilibrium, and several case
studies demonstrate the effectiveness of these algorithms to find optimal strategies in different market
situations.

2.2. Micro-Grid Applications

Papers that focus on micro-grids in energy trading related problems mainly use non-cooperative
games, and can be divided into two categories: (1) trading among consumers inside a single micro-grid,
and (2) trading among interconnected micro-grids. Several of the latest works of the first category
are [33–36]. In Reference [33], a multi-agent based reverse auction model for micro-grid market
operations is proposed. The goal is to obtain the cheapest power supply for the micro-grid’s loads.
The proposed model promotes competition between distributed energy resources and determines
their unit commitment within an hour-ahead market framework. This approach has been tested
in a micro-grid that fully complies with industrial protocols. Based on these results, the authors
recommend applying such multi-agent based models in future micro-grids. Reference [34] proposes a
pool strategy for a micro-grid trading with a distribution electricity market. This is done by formulating
a Stackelberg game in which the micro-grid is the leader, proposing a price offering, and the competitors
and consumers are the followers, choosing how to trade. It is shown that the proposed strategy creates
a fair environment for all players, and that utilizing micro-grids as price makers promotes competition.
Reference [36] develops a game theoretic model for real time energy trading using interactions among
prosumers in a micro-grid. The interaction among the prosumers who sell energy (leaders) and
prosumers who buy energy (followers) is modeled as a Stackelberg game. Furthermore, the authors
formulate a non-cooperative game to model the pricing competition among sellers, and an evolutionary
game to model the competition among buyers when selecting sellers. Simulation results show that the
suggested model can effectively handle energy trading in a micro-grid, and that the power imported
from the main grid to the micro-grid is reduced compared to conventional trading, since all the
available energy within the micro-grid is efficiently allocated. The authors in Reference [35] suggest
a model of economic incentives for market participants who cooperate in developing a micro-grid.
The authors model a cooperative game with three types of players—a micro-grid developer, a utility
company, and consumers. An analysis on how the development of a micro-grid affects prices and
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costs for all players under different assumptions is presented. Based on different scenarios, the study
offers energy policy recommendations on how to efficiently promote micro-grids and specifies market
failures that should be addressed in order to maximize the benefits of micro-grid development.

Works [37–39] have used game theory to study trading among interconnected micro-grids.
Reference [37] suggests an energy trading mechanism among micro-grids in a competitive market
where each micro-grid can be an energy provider or a consumer, according to their energy generation
and local demand. The problem is formulated as a non-cooperative game among the micro-grids and
the Nash equilibrium solution is given in closed-form. Based on numerical results, it is concluded that
the suggested mechanism is fast enough for real-time applications. Reference [38] analyzes energy
trading among micro-grids where several micro-grids have surplus energy that can be sold or stored,
while other micro-grids want to buy surplus energy. A Stackelberg game is formulated where the
sellers lead the competition by deciding the amount of energy for sale and the buyers follow the sellers’
actions by submitting a price bid. It is shown that the game has a unique equilibrium and that the
proposed game-based trading mechanism maximizes profits for all players. Reference [39] proposes a
mechanism that is based on the Nash bargaining theory to encourage proactive energy trading and
fair benefit sharing among interconnected micro-grids. A Nash bargaining problem is solved as two
consecutive problems: social cost minimization and trading benefit sharing. Based on several case
studies, it is shown that, through the suggested mechanism, each individual micro-grid can achieve an
increase in profit and the total operation cost of the interconnected micro-grids can be reduced by up
to 13% compared to its performance without cooperation.

2.3. Electricity Pricing Models

In recent years, a variety of electricity pricing models that are based on electricity demand profiles
have been implemented by utility companies worldwide. The pricing models mainly differ in their
resolution and in the frequency in which prices change. Several known models are: Time-of-use
pricing, Critical peak pricing, and Real-time pricing. Many use game theory to offer novel pricing
models, where non-cooperative game theory is the leading approach. For example, Reference [40]
suggests a game theoretic approach to optimize time-of-use electricity pricing strategy for utility
companies and their users. The authors formulate a multi-stage non-cooperative game between
utility companies, who set the pricing mechanism, and consumers, who set their demand accordingly.
Through simulations, the proposed pricing mechanism is shown to increase the utilities’ profits and
level the users’ demand in comparison to a scenario with flat prices. In Reference [41], a game theory
based dynamic pricing model is evaluated for Singapore’s electricity market in order to achieve an
efficient demand response. The game is designed to maximize benefits for both utility companies
and consumers, with a focus on the residential and commercial sectors. Simulations that are based
on real data show that, when a half-hourly real-time pricing strategy is used, there is maximum peak
load reduction and increase in profits. Similarly, Reference [42] proposes a pricing mechanism for
an electricity supply chain that consists of a single generation company, multiple consumers and
competing utility companies. The interactions among the utility companies, who set retail prices,
is characterized through a non-cooperative game, and an iterative algorithm is developed to obtain
a Nash equilibrium. Moreover, the authors show that a revenue sharing contract among the utility
companies and the generation company can be set to obtain maximal profits and social welfare.
Another example is Reference [43], which formulates a real-time pricing scheme for demand response
management. This is done by modeling the interactions between an energy provider (leader) and
multiple energy hub operators (followers) as a Stackelberg game. The equilibrium of the game is found
using a novel distributed algorithm, and the optimal strategies for each player are determined in order
to balance the energy. Numerical results show that the method can improve the payoffs for all players
with good convergence performance. Finally, Reference [44] analyzes an electricity market with a
time-of-use electricity pricing using an evolutionary game. The game is between power generation
companies, power grid companies, power supply entities, and power consumers. Based on the results,
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the authors describe policy implications that can assist governments in defining policies for electricity
markets. A principal suggestion is that the government should promote fairness by establishing a
profit distribution mechanism among all players in the market. Furthermore, the government should
make reasonable bidding rules in order to limit high pricing and prevent market manipulation by the
generation corporations.

2.4. Bidding Strategies

Many employ game theory to study and design bidding strategies in energy markets.
An intelligent bidding strategy is crucial for generation companies that participate in a competitive
energy market and aim to maximize their profits. Since a good bidding strategy has to take into
account the rational and objectives of other players, game theory is a natural choice. As an example,
Reference [45] presents Nash equilibrium bidding strategies in a bilateral market in which generators
submit bids to consumers. Network optimization techniques are used to calculate Nash equilibrium
points, and it is shown that for all solutions an efficient allocation is achieved with equal revenue for
all generators. In Reference [46], conjectural variation-based bidding strategy methods are used to help
generation firms maximize their profits in electricity spot markets with imperfect information. Formal
analysis shows that the system equilibrium that is reached via conjectural variation-based bidding is a
Nash equilibrium. Reference [47] proposes a bidding strategy for wind power producers to maximize
profits. In this model, wind power producers buy energy from conventional power producers in a
bilateral reserve market to minimize the risk caused by uncertainties in generation. The interaction
among them is modeled through a non-cooperative game where the price is settled by finding a
Nash Equilibrium. Case studies with real-world market data and different types and numbers of
players are performed to show the effectiveness of the model. Reference [48] suggests a framework for
implementing a retail energy market with a high distributed energy resources penetration and demand
side management of prosumers. The distributed energy resources take into account uncertainties
in production and try to maximize their profit by undertaking strategies through the price bidding
strategy that is obtained in the Nash equilibrium. Different scenarios show that it is more profitable
for the players to collaborate with one another. Reference [49] proposes an evolutionary imperfect
information game for analyzing bidding strategies in electricity markets with price-elastic demand.
The main observation is that the strategies of the generation companies in this imperfect information
game eventually converge to the Nash equilibrium in the perfect information game.

2.5. Profit Allocations

Both the Shapley value and the Nucleolus are solution methods in cooperative game theory that
describe profit allocation among cooperating entities, and many authors use these concepts to study
energy trading related problems. For example, Reference [50,51] use these concepts to suggest profit
allocation strategies. Reference [50] studies cooperation among independent power producers in a
retail market. Based on the Shapley value and the Nucleolus solution concepts the authors propose a
profit allocation among producers. Comparison between a non-cooperative game and a cooperative
one shows that cooperation among power producers, with the suggested profit allocation, leads
them to higher profits. Reference [51] suggests a novel stochastic programming approach to model
the participation of a virtual power plant in a day-ahead market and a balancing real-time market.
The virtual power plant aggregates distributed energy sources and manages them to reduce the risk
caused by intermittent generation. The contribution of each resource to the virtual power plant is
assessed and the Shapley value and Nucleolus solutions are used to determine the profit allocation
among them. Moreover, it is shown that, when the risk-aversion level of the resources is high, their
profits increase when they are coordinated by an external entity, e.g., a virtual power plant.
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Table 1. Summary of works focusing on energy trading application using game-theory.

Ref. Game Method Players Application
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[25] Non-cooperative Hybrid electric vehicles Energy Trading
[25] Non-cooperative Hybrid electric vehicles Energy Trading
[26] Non-cooperative Batteries Trading in a double-auction market
[27] Non-cooperative Utility company, prosumers Retail electricity market with prosumers
[28] Stackelberg Power station, consumers Energy Trading
[29] Stackelberg Generation company, prosumers Pricing strategy for energy trading
[30] Cooperative Generation companies,

load-serving entity
Financial bilateral contract negotiation

[31] Cooperative Demand response aggregators,
distribution company

Bargaining-based cooperative energy trading

[32] Evolutionary Power suppliers, consumers Suppliers’ optimal strategies in a deregulated
electricity market

M
ic

ro
-g
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d
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[33] Non-cooperative A Micro-grid’s distributed energy
sources

Reverse auction model for micro-grid market
operations

[37] Non-cooperative Micro-grids Trading mechanism in a competitive market
[34] Stackelberg Micro-grid, consumers Pool strategy for a micro-grid trading with a

distribution electricity market
[38] Stackelberg Micro-grids Distributed mechanism for energy trading

among microgrids
[36] Stackelberg +

non-cooperative
+ evolutionary

Prosumers Energy trading in a micro-grid considering
demand response

[35] Cooperative Utility, Micro-grid developer,
customers

Model of economic incentives for market
participants who cooperate to develop a
micro-grid

[39] Cooperative Micro-grids Energy trading and fair benefit sharing
among interconnected micro-grids

Pr
ic
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g

m
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s

[40] Non-cooperative Utility companies, consumers Time-of-use electricity pricing strategy
[41] Non-cooperative Utility companies, consumers Dynamic pricing model for Singapore

electricity market
[42] Non-cooperative Utility companies, consumers,

generation company
Electricity supply chain

[43] Stackelberg Energy provider, energy hub
operators

Demand response management

[44] Evolutionary Utility companies, consumers,
generation companies, suppliers

Stability analysis of electricity markets

Bi
dd
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g
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es

[45] Non-cooperative Generation companies, loads Bidding strategies in a bilateral market
[46] Non-cooperative Generation companies Conjectural variation-based bidding strategy

method for generation companies
[47] Non-cooperative Conventional and wind power

producers
Wind power producers profit maximization

[48] Non-cooperative Prosumers Retail energy market with distributed energy
resources and demand side management

[49] Evolutionary Generation companies Bidding strategies in electricity markets with
price-elastic demand

Pr
ofi

ta
llo

ca
ti

on [50] Cooperative Power producers Cooperation among independent power
producers in a retail market

[51] Cooperative Distributed energy resources Profit allocation among distributed energy
resources

3. Energy Balancing

The operation of modern power systems, and specifically the balance between generation and
demand, is affected by multiple decisions makers, including system operators, generators, and
consumers, who may have different objectives. Thus, game theory is a popular tool for designing
control algorithms that address energy balancing problems.
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As shown in this section, game theory plays a pivotal role in addressing numerous energy
balancing problems, which include demand side management, energy sharing in and among
micro-grids, and optimal charging of electric vehicles. Different non-cooperative and cooperative
games are used for modeling the selfish or cooperative behavior of utility providers, energy hubs,
energy generators and electricity consumers. Several studies show that efficient regulation may result
in equilibrium points in which customers distribute their load throughout the day and shift their
peak consumption. This in return reduces the peak-to-average ratio of the overall load, and improves
the overall efficiency of the system. In addition, different game-theoretic algorithms are proposed
as solutions for consumers that have their own energy sources and storage devices. These solutions
allow consumers to share energy over the grid efficiently while operating in equilibrium. A few
cooperative games are proposed as tools of analysis for energy management problems in smart grids.
These solutions typically provide profit-sharing schemes that ensure that all consumers are financially
rewarded by minimizing the energy cost of the joint coalition. In the category of electric vehicles,
non-cooperative games are used to model interactions between the aggregator and electric vehicles,
and are employed to solve optimal charging problems. In many papers, exhaustive analysis illustrates
that these games have a unique equilibrium that allows development of distributed control strategies
for each vehicle. More specifically, it is shown that by correctly modeling the driver’s behavior, one
may design incentives to influence his or her decisions, such that the social welfare is maximized.

In this section, we explore several state-of-the-art studies in which game-theoretic paradigms are
deployed in order to solve energy-balancing problems. The overall section is categorized into three
parts that include demand response and demand side management problems, energy management in
micro-grids, and electric vehicle applications. The considered studies are also summarized in Table 2.

3.1. Demand Side Management

Demand-side management strategies are often used to balance generation and demand, by
giving customers economic incentives and encouraging them to adjust their demand by leveraging
the flexibility of their loads. When this technique is implemented in short time scales, it is named
demand-response. Works [52–54] have formulated a non-cooperative game to study demand side
management of residential loads. In Reference [53,54], the consumers are assumed to be selfish,
and compete with each other to minimize their individual energy costs. Reference [53] proposes a
distributed algorithm to solve this problem, and shows that this algorithm efficiently distributes
the load and achieves lower electricity bills compared to uncontrolled energy consumption of
the consumers. Similarly, in Reference [54], the selfish behavior of the consumers is modeled as
a non-cooperative aggregative game, and sufficient conditions are derived for the existence and
uniqueness of a Nash equilibrium. In addition, the paper develops three distributed algorithms to
obtain the equilibrium of the formulated game in two scenarios: in the first scenario, consumers can
access real-time information regarding the aggregated load, whereas in the second scenario they cannot.
It is further revealed that these algorithms encourage the consumers to shift their peak consumption,
which could be beneficial for the consumers and the grid. To control the flexible demand of consumers,
a control algorithm is proposed in Reference [52] in which consumers are aiming to maximize their
electricity consumption while satisfying certain constraints. To that end, the consumers propose a bid
at each time interval, and based on this bid a price signal is computed by a central control authority
using a proportional allocation mechanism. Following this, Reference [52] focuses on two scenarios in
which the total demand is allocated among consumers: in the first, an optimization problem is solved
by the central control authority, while in the second the selfish behavior of the consumers is modeled
using a non-cooperative Cournot game. The authors first evaluate the Nash equilibrium of this game,
and then show that the selfish behavior of the consumers may lead to reduced efficiency. The authors
further explain that this loss is typically affected by the number of consumers and their functions.

Works [55–57] have used non-cooperative games to model demand side management in which
the end users own an energy storage system. In Reference [55,57], interactions among the users are
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modeled as a non-cooperative game where the users aim to minimize their energy payments by
controlling the charging and discharging of their storage systems. Reference [55] studies a demand
side management problem in a smart grid that includes users with distributed energy sources and
storage units. The authors model this problem as a non-cooperative game and prove the existence
of a Nash equilibrium. Moreover, the authors suggest a distributed and iterative algorithm based on
the proximal decomposition method that allows to compute the optimal strategies of the users with
minimum information exchange between the central unit and the users. In Reference [57], consumers
with a storage device convey their energy demand to an energy provider who determines the energy
payments based on their load profiles. The authors compare two methods: a centralized and a
decentralized one. In the centralized approach, the energy provider controls the user’s demand with
the goal of minimizing the difference between the instantaneous and average energy demand of the
system. In the decentralized approach, each user independently tries to minimize their energy payment.
The second method is described as a non-cooperative game and the authors propose two distributed
algorithms in which users define their demand according to a signal from the control center regarding
the total load profile. In the first algorithm the users update their consumption sequentially, whereas in
the second one they do so simultaneously. The authors show that both distributed algorithms achieve
the global optimal solution of the centralized approach. Reference [56] formulates two games. The
first one is a non-cooperative game played among residential energy consumers with storage who
aim to minimize their energy consumption. The second is a Stackelberg game played between an
energy provider and the consumers, where the energy provider sets the prices to maximize its profit
knowing that consumers will respond by minimizing their cost. It is shown that both games have a
unique equilibrium. The authors analyze the influence of the storage capacity, energy requirements
and number of users on the overall cost and peak-to-average power ratio.

Reference [58] proposes demand side management algorithms for solar photovoltaic (PV) systems,
where demand is scheduled in accordance with the expected power generation from the PV panels.
The authors present three control schemes named centralized control, decentralized open-loop control
and decentralized feedback control. The centralized control is formulated as an optimal control
problem, whereas the distributed control schemes are based on differential games. Results show
that the decentralized open-loop control scheme manages the power consumption efficiently when
weather data is available, whereas the decentralized feedback controller performs well when such
data is unavailable. Perhaps most interestingly, both decentralized control schemes outperform the
centralized one whether data is available or not.

Several works study demand response problems through non-cooperative games [59–63].
Reference [59] proposes a game-theoretic model to manage the demand in a smart grid. The authors
use a non-cooperative game to model the interaction among energy providers and consumers. In this
model, the players can exchange information with one another to determine the amount of energy
produced or consumed. A 0–1 mixed integer linear programming method is used to find Pareto-optimal
solutions. In Reference [61], the model is extended from a single-period to a multi-period game.
Moreover, the ability of the consumers to produce and store energy is added. Computation analysis
shows that a Nash equilibrium can be computed in a few hundreds of seconds for even thousands of
users. The authors claim that this is a reasonable time for the application of demand response.

The demand response management problem can also be formulated as a non-cooperative
Stackelberg game where energy providers, as leaders, set the electricity price and consumers, as
followers, adjust their energy use accordingly [60,62,63]. This is done in Reference [60] by formulating
a game among utility companies and consumers. The Nash equilibrium is computed analytically and
the necessary and sufficient conditions on the budget of a consumer for participating in the demand
response program are given. The results show that a multi-period demand response program provides
more incentive to participate in the program than a single-period one. Reference [62] addresses a
real-time demand response problem and formulates a game between an energy management center
and consumers. Analysis of this game reveals the existence and uniqueness of Stackelberg equilibrium
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and provides optimal energy demands for each customer. Reference [63] studies a demand-response
problem for geographically distributed loads that represent data centers in a power grid. The problem
is formulated as a two-stage Stackelberg game, where in the first stage each utility sets a price to
maximize its own profit and then based on these prices, in the second stage, data centers aim to
minimize its cost via work load shifting. Results show that this game has a unique equilibrium and
it significantly reduces the energy demand of the data centers and improves the grid’s reliability
and robustness.

3.2. Energy Management in Micro-Grids

Several recent papers use game theory to design energy management algorithms for operating and
coordinating loads, distributed energy sources, and storage devices in micro-grids. These algorithms
are used to optimally allocate the power output among distributed generation units and to efficiently
manage stored energy to provide reliable and sustainable energy in a cost-effective way. The works
are divided according to the type of game used: non-cooperative or cooperative.

Several works use non-cooperative games to study energy management of residential users in a
micro-grid. For example, Reference [64] formulates a non-cooperative game among residential users
for optimizing their battery capacity and scheduling their energy consumption. Results show that
the game has a Nash equilibrium that is Pareto-optimal in terms of energy cost. Moreover, it assists
in reducing the peak-to-average ratio of overall energy demand. Likewise, Reference [65] proposes
a coupled-constraint game to solve the residential energy consumption scheduling problem. First,
this game is transformed into a decoupled game by dual decomposition, and then the best response
is computed employing the gradient projection method. Numerical results show that the proposed
approach enhances the welfare of each user and minimizes the demand peak-to-average ratio.

Non-cooperative games are further explored to address energy management of storage devices
and PV arrays in micro-grids. For instance, Reference [66] considers a hybrid energy storage
system that includes an engine–generator, battery and an ultra-capacitor, and formulates the energy
management problem as a non-cooperative current control game. The authors analytically derive
the Nash equilibrium of the game and provide a distributed control update, which significantly
improves the flexibility, scalability, and reliability of the hybrid storage systems. Similarly, given a
multi-micro-grid system, Reference [67] formulates the energy management problem as a multiple
leader and multiple follower Stackelberg game. In this game, micro-grids are leaders who decide the
minimum generated energy, with the help of a central energy management unit, and aim to maximize
their profit. Consumers with energy storage devices are the followers who choose their energy demand.
The authors provide three different algorithms by which the micro-grids determine the minimum
amount of energy to be generated and its price, and the customers request energy based on their
real-time price. In Reference [68], a method for energy sharing among neighboring PV prosumers
is provided, where the engagement of energy is done through a third party, named energy-sharing
provider, that is equipped with energy storage. The key problem is formulated as a hybrid optimization
problem that consists of a day-ahead energy storage scheduling and real-time internal pricing. In the
day-ahead scheduling, the storage provider attempts to maximize its profit and improve the net power
profile of the energy network. In addition, the real time pricing is modeled as a Stackelberg game
where the storage provider is the leader who sets the energy prices considering the utilization of the
storage system, and the prosumers are the followers, who respond to the energy prices by optimizing
their energy consumption. A practical case study reveals that the proposed method is beneficial to
improve the economic benefits of the grid and PV energy sharing. Reference [69] promotes solar
PV installations in apartment buildings by studying energy sharing models between an owner of a
solar PV and storage systems and the residents of the building. The first model is an optimization
problem with the objective of maximizing welfare, whereas in the second model a Stackelberg game
between the PV owner and the consumers is formulated. Results show that in both cases welfare may
be maximized, however it is allocated differently between the PV owner and the consumers.
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Several works study the utilization of components in the micro-grid through cooperation. The idea
is that, through cooperation, underused resources can be utilized more efficiently, thus lowering the
overall cost for the group. For example, Reference [70–72] study cooperation among players to
purchase and manage storage systems together. Reference [70] investigates two scenarios in this
context. In the first scenario, each player has a storage device and the players may cooperate and
manage all devices together in order to maximize the overall profit. In the second scenario, players
can purchase a common storage device and then manage it together. The authors show that, in both
scenarios, sharing storage is beneficial by proving that the core of the game is non-empty, meaning
that no player can benefit from forming a smaller coalition than the coalition that includes all the
players. Moreover, in both scenarios, they find an allocation of the overall cost that is satisfactory for
all users. Reference [71] extends the model formulated in Reference [70] by adding ramp constraints
to the storage devices. While Reference [70] uses a two period time-of-use electricity tariff and takes
into consideration only the peak consumption of the players, in Reference [71], the model takes into
account inter-day consumption patterns and a realistic tariff. The authors show how consumption
patterns and ramp constrains affect both the feasibility of forming a grand coalition and the allocation
of cost among them. They prove the existence of a solution in the core for a set of cooperative games
that are equivalent to a well-known class of games named ‘unitary glove market’ and demonstrate
the analytic results using real data from the ‘Pecan street’ project. In their subsequent Reference [72],
the authors augment the model by adding two extensions: stochasticity of the load and discreetness
of the storage device capacity. They prove that, for the stochastic yet continuous case, a solution of
the game always exists and they provide an efficient algorithm to find it. On the other hand, they
show that the discrete case may fail to admit a solution. Accordingly, for that case, they provide an
approximate solution that appears to be satisfactory for real-world deployments. In addition, they
provide numerical simulations in which the cooperative scheme achieved an increase between 100%
and 250% in the amount of storage hosted in residential premises compared to the setting in which
consumers invest individually, when it was profitable for them to do so. In Reference [73], a cooperative
energy scheduling problem is addressed for multiple neighboring energy hubs. These hubs may have
different supply and load profiles, and they can exchange power to minimize their own operational
costs. For ensuring cooperation among these hubs, bargaining game theory is utilized to compute a
Pareto solution to the minimization problem. Further analysis illustrates that the cooperative operation
of these hubs has better economic benefits than the non-cooperative operation. In Reference [74], a
cooperative game is proposed to study an energy management problem in which distributed energy
storage systems operate collaboratively under a centralized control strategy to minimize the joint
conditional energy cost. The core of the cooperative game is shown to be non-empty, that is, the players
benefit from all cooperating together. Moreover, case studies show that the cooperation among the
players leads to a more leveled overall load in the local network.

3.3. Electric Vehicle Applications

Game theory is a popular tool for modeling interactions between electric vehicles and the grid,
and allows to establish novel energy management and charging policies. As part of this trend, a variety
of non-cooperative games are utilized to solve optimal charging problems in electric vehicles [75–80].
For example, Reference [75,76] employed Stackelberg games to research optimal charging problems in
electric vehicles. In both works there is a charging service provider, who leads the game by defining
the charging price, and electric vehicle owners, who follow by deciding when to charge. Reference [75],
proposes a combination of non-cooperative and cooperative approaches. In the non-cooperative
game, each vehicle selects its own demand strategy to optimize its benefit selfishly, while in the
cooperative model, a distributed energy scheduling algorithm is proposed to optimize the overall
benefit of the vehicles. Theoretical analysis proves the existence and uniqueness of an equilibrium in
both approaches. Moreover, algorithms are developed in both frameworks to ensure convergence to a
global optimum, and it is shown that the solutions are robust against demand uncertainty. Likewise,
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Reference [76] shows that the formulated game always reaches an equilibrium point where the vehicle
charging requirements are satisfied and the aggregator’s profit is maximized. Moreover, the authors
analyze the influence of the costumers’ weighted utility function on the results of the game, and
show that they are maintained at a certain level between the optimum solution in terms of minimum
generation cost and the optimal solution in terms of an equal rate-of-charge during a given period.

Apart from the Stackelberg game, several other non-cooperative games are deployed in
Reference [77–79] to solve electric vehicle charging problems. Reference [77] proposes a stochastic
mean-field theoretic framework to solve a distributed charging problem for a large-number of electric
vehicles, and considers a scenario where a large number of vehicles charge simultaneously from a
charging station. The proposed solution to this problem enables each vehicle to dynamically control its
charging process and finish the process within an appropriate time so that the total cost of charging
is minimized. A similar charging problem is addressed in Reference [78], where it is formulated as a
non-cooperative game, and a Newton-type fixed-point algorithm is developed to compute the Nash
equilibrium. It is shown that, in theory, this algorithm can achieve a super-linear convergence rate,
and that the vehicle’s best response can be quickly implemented in a distributed way to minimize the
charging cost of each vehicle.

Reference [79] suggests an electric vehicle scheduling scheme to solve the problem of variable
wind generation. In the suggested model, a virtual power plant operator aims to balance the mismatch
between wind generation and demand by offering electric vehicles monetary incentives to charge
when needed. The key idea is that the incentives are proportional to the power needed, and the
electric vehicle owners decide when to charge according to these incentives and other considerations,
such as their battery’s state-of-charge and their daily schedule. The distributed approach reduces
computational time since the operator only has to set the incentives, according to the overall wind
generation and load, rather than to control each vehicle separately. Moreover, it provides the electric
vehicle owners more freedom and prevents privacy issues. Regarding the balancing between wind
generation and load, it is shown that the difference between the results of the distributed approach
and the centralized one are negligible.

Reference [80] combines game theory with microeconomics to study the charging scheduling
problem among a family of electric vehicle aggregators. In the proposed model, each aggregator
considers the actions of their neighboring aggregators, and attempts to minimize their vehicle charging
costs by determining charging start times and profiles. The interaction among these aggregators is
modeled using a two-stage non-cooperative game. Next, the game is studied using two user behavioral
models: expected utility theory and prospect theory. This is done in order to study the influence of
irrational decisions of the aggregators on the results of the game. An exhaustive analysis reveals that
the proposed charging strategy reduces electric vehicle charging cost and the peak-to-average ratio of
the load in the system, and that it is resilient to irrational actions of the aggregators.
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Table 2. Summary of works focusing on energy balance application using game-theory.
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[64] Non-cooperative Residential users with
storage systems

Evaluation of energy consumption

[65] Coupled constrained Residential users Energy consumption scheduling for
residential users

[66] Non-cooperative
current control game

Generator, battery,
ultracapacitor

Energy management in hybrid storage
systems

[67] Stackelberg Micro-grids, consumers Energy management of residential
consumers with storage devices

[81] Non-cooperative Multiple micro-grids Energy consumption scheduling
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Energy sharing for PV prosumers in the
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[70] Coalitional Game Consumers with storage
systems
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consumers

[71] Coalitional Game Consumers with storage
systems that have ramp
constraints
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consumers
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consumers
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[75] Stackelberg Aggregator, electric
vehicles

Optimal charging scheduling of multiple
vehicles

[76] Stackelberg Aggregator, electric
vehicles

Optimal charging in the presence of
demand uncertainty

[77] Stochastic mean field
game

Aggregator, electric
vehicles

Optimal charging in electric vehicles

[78] Non-cooperative Aggregator, electric
vehicles

Optimal charging in electric vehicles

[79] Incentive-based
game

Wind generator, electric
vehicles

Minimizing energy imbalance between a
wind generator and its connected vehicles

[80] Non-cooperative Multiple aggregators Coordinated electric vehicle charging
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4. Grid Planning

Modern electric grids include new components, such as energy storage devices, renewable energy
sources, and electric vehicle charging stations. Such components may be owned and managed by
different entities with contradicting objectives; nevertheless, grid planning procedures today tend
to ignore these contradictions and assume the existence of one entity with complete knowledge and
control span. Since this fundamental assumption is gradually becoming unrealistic, several authors
suggest new grid planning procedures that take these different objectives into account. Naturally,
game-theory plays a major role in these works.

For instance, since modern grids include multiple generation assets that are owned by private
entities, it is often a challenge to coordinate the development of these assets alongside the on-going
expansion of the transmission system. As a simple example, in many countries large photovoltaic
plants require development of the transmission system, which may not be optimal in view of increasing
loads in other areas. To address this problem, several works formulate non-cooperative games between
transmission system planners and competing generation firms, in order to study the behavior of each
player at equilibrium. Furthermore, as a guideline for transmission expansion planning, theoretic
concepts from cooperative game theory are used to determine the benefits obtained by different
users of the transmission system and the most efficient and fair way to allocate the cost among
them. A similar problem is to plan the portfolio of energy resources and storage devices, including
their size, location and preferred technology. Both non-cooperative and cooperative games are used
in this context. For example, to find the optimal technology for a generation asset, several papers
formulate a non-cooperative game in which different technologies compete with one another. However,
when planning a combination of different sources, it seems that cooperative games are more popular
for finding the optimal mix. For example, many studies employ a cooperative game to find the
optimal combination of renewable energy sources and storage devices in a hybrid power plant or a
micro-grid. In addition, non-cooperative games are often used for optimal allocation of electric-vehicle
charging stations.

In this section, we present papers that address grid planning problems in the following order:
generation and transmission expansion, micro-grid design, resource sizing, and electric vehicle
charging station planning. In each sub-section, we further categorize the papers according to the game
theoretic approach they employ. All of the considered studies are summarized in Table 3.

4.1. Generation and Transmission Expansion Planning

Generation and transmission expansion planning requires long-term investments and
coordination among multiple entities. The following papers introduce game-theory based algorithms
to optimize the planning procedure and overcome inherent conflicts. Several of them suggest methods
to estimate and reduce the overall costs of planned projects, while others propose methods to select
an optimal deployment for different technologies. Works [82–85] have studied generation and
transmission expansion planning problems using non-cooperative games. Reference [82] formulates a
game among available power plant technologies to identify the ideal one in terms of profits, reliability
and degree of expansion. Using the Cournot model of oligopoly behavior, it is shown that generation
resources grow faster when they are distributed among competitors than when they are managed in a
traditional monopolistic manner. Moreover, the formation of a coalition among the competitors, namely,
a cartel, yields the greatest profits, but results in the lowest expansion rate and reliability. Reference [83]
models a game between generation and transmission companies, each trying to maximize their profits
while maintaining the voltage stability of the power system. Comparison of several expansion
scenarios shows that simultaneous expansion is the most profitable one. Similar to this, Reference [84]
formulates a game between a transmission company and a wind farm, allocating energy storage to
smooth power fluctuations while meeting a governmental target of wind power curtailment rate.
Based on a case study, it is shown that the companies will fail to find an equilibrium point without the
government’s interference in the game, i.e., changes in regulations that may result in a sub-optimal
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solution. Reference [85] models a Stackelberg game between transmission (leader) and generation
(follower) companies, and compares two planning models in which the incentives of the transmission
operator are different: in the first, the operator maximizes profits, whereas, in the second, it maximizes
welfare (thus reducing the electricity price). The results show that, if the transmission network is
non-congested, there are no significant differences between the models. However, if the network is
congested, then the incentive of the transmission company has major impact on the overall welfare.
In such cases, the conclusion is that a regulated transmission company is more efficient for developing
the grid and enhancing welfare than when it solely relies on profit incentives.

Studies [86–88] have employed a cooperative game for studying conflicts between generation
and transmission expansion projects. Reference [86] considers expansion projects as the players of an
Aumann-Shapley cooperative game, trying to minimize their costs. It is shown that the suggested
method can overcome some major drawbacks of other existing planning methods. These include the
inability to capture the dependency of the benefits of a projects on: (1) the interactions among different
projects in the expansion plan, (2) the order of deployment of projects, (3) grouping different projects
within the expansion plan, e.g., considering two new transmission lines as one project or two. Moreover,
it is shown to be superior in computation time. In Reference [87], a cooperative game between a
transmission company and a renewable energy (RE) generation company to maximize their profits is
formulated. The suggested methodology models a negotiation between the players for the cost sharing
and recovery of investment of a new transmission line permitting delivery of RE to the grid. This work
also discusses the ability of RE subsidies to steer the negotiated solution towards a transmission plan
that maximizes total net benefits for all market participants. Reference [88] formulated a cooperative
game among flexibility providers—demand side management through flexible loads, fast-ramping
gas turbines, hydro-power plants and high voltage cross-border transmission lines (inter-connectors).
To this end, the Shapley value accounts for different sequences, in which technologies are deployed,
from a perspective of uncertainty regarding learning and innovation, as well as lead-time. For instance,
some components, e.g., transmission lines, might require a longer lead-time from day of decision
to day of operation, compared to other alternatives, e.g., gas turbines. The results demonstrate the
disadvantages of long lead-time of grid investments and the advantage of cost-efficient demand side
management solutions.

4.2. Micro-Grids and Resource Sizing

Many studies employ game theory for planning the portfolio of resources in modern electrical
grids. The planning procedure includes determining the size, location and technology of the resources,
in either a micro-grid or the main grid. The following papers use game theory for predicting the
behavior of the resources’ owners, for optimizing the planning procedure while taking into account
the owner’s independence and private objectives, and for studying opportunities for cooperation.

Reference [89–92] used non-cooperative games for planning the portfolio of different resources in
the grid. In Reference [89], a non-cooperative game among residential owners of solar photovoltaic (PV)
sources and energy storage (ES) devices is formulated to optimize their capacities while minimizing
the overall costs. The suggested model, which considers the varying electricity price that is a result of
the individual load management of the customers, indicates that there is an optimal ratio between the
user’s load and the capacity of its PV source and ES device. Reference [90] investigates the optimal
sizing and siting of distributed generation sources (DGs) using a bi-level approach. The first level is
used to locate the DGs while maintaining power quality parameters using multi-objective optimization.
In the second level, a Stackelberg game is formulated between the DGs owners (leaders) who maximize
their profits and a distribution company (follower), which selects the best pricing contract to minimize
its power payments, taking into account network constraints. The results show that DGs are optimally
located far from the substations, and that the profit at the equilibrium point is inversely proportional
to the number and capacity of the DGs due to competition among DGs.
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Several studies focus on capacity planning of components in micro-grids. For example, in
Reference [92], a non-cooperative game among MGs, buying and selling electricity, is used to optimize
the capacity of their renewable sources. The suggested method indicates that the needed capacity can
be reduced when taking into account the participation of MGs in the electricity market. Reference [91]
investigates a unique form of a MG, namely an industrial MG, that has generation surplus during
weekends and a fairly neutral generation to load ratio the rest of the week. The authors use a dual
non-cooperative game—an external game among MGs and an internal one among renewable energy
sources that aim to maximize their profits. The results shows that PV owners who are part of an
industrial MG have a shorter return of investment period and that the best compromise among players
is obtained when prices for internal exchanges follow the prices of the external ones.

Several works employ cooperative games to study planning of resources and interactions among
micro-grids. Works [93–95] have used a cooperative game to size and select the most cost effective
technology for renewable energy sources and energy storage systems. In Reference [96], hybrid
renewable power plants are investigated using both cooperative and non-cooperative games in which
the players are optional sources-wind turbines, photovoltaic panels, and batteries, which are trying to
maximize their profit. A comparison between the results of the games reveals that the equilibrium point
achieved in a cooperative game, when two or more sources cooperate, increases the overall profits. In
addition, this work tests the stability of the equilibrium and its sensitivity to various uncertainties and
correlations. The main conclusion is that the profits and performance of hybrid plants with more than
one source are more stable. Similar to this, in Reference [93], the authors model a cooperative game
among renewable energy sources-wind turbines, solar panels and batteries, which try to maximize
their profits while meeting the electrical load requirements. The results are that the profit is maximized
when wind turbines and solar panels cooperate. Reference [94] formulates a cooperative game among
battery technologies—lead-acid, lithium-ion and vanadium redox flow (VRB) to maximize the profits
of an energy storage system. The results indicate that a combination of lithium-ion batteries (70%) and
VRBs (30%) feature the economically optimal solution. Reference [95] uses a cooperative game between
a power-to-gas (P2G) stations and the electricity network to maximize their profits. P2G technology
has a two-step process: convert excess electricity generated from renewable sources (such as wind or
solar energy) into methane, and then use this gas to generate electricity. Using the Nash Bargaining
cooperative game between P2Gs, the electricity network and the natural gas system, it is shown that
cooperation gives a good distribution of the profits among the different participants compared to other
methods. In Reference [97], a cooperative game is used to solve the conflicts between micro-grids’
internal (among components) and external (with the grid and other MGs) interactions. It establishes a
cooperative game among MGs, built of renewable energy resources, to minimize their overall costs. A
benchmark is set using a non-cooperative game and it is shown that the cooperative game provides
better results. Moreover, it is shown that additional cost reduction can be achieved by adding an
incentive mechanism that encourages cooperation among interconnected MGs towards a socially
optimal planning, and by distributing the total investment cost in a fair manner.

4.3. EV Charging Stations

The increasing presence of electric vehicles (EV), which have limited traveling range and long
charging periods, requires careful sizing and placement of their charging stations. Moreover, there are
different types of stations, which are usually divided according to their charging time: rapid, fast and
slow. The optimal portfolio of charging stations in an electrical grid is affected by the behavior of the
drivers and traffic patterns, both spatial and temporal, and has to be coordinated with the distribution
network. Since there are many players with different objectives that influence the optimal portfolio,
game theory is used in many studies to investigate this problem. We divide them by the type of game
that is used: non-cooperative and cooperative.

Several papers propose a non-cooperative game for planning the placement and sizing of electric
vehicle charging stations [98–100]. Reference [98] formulates a charging stations placement problem
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as a bi-level optimization problem with the goal of maximizing social welfare. The social welfare is
measured as the overall travel cost of electric vehicles to charging stations and queuing cost at the
stations. The behavior of the vehicle owners is modeled as a non-cooperative congestion game in
which the congested elements are the roads and the charging stations. The optimal distribution of
charging stations is determined by the equilibrium that yields the minimum social cost. Through
experimental evaluation, the authors compare their method to three baseline methods and illustrate
that this proposed method leads to a solution with less traffic congestion and queuing in charging
stations. Similar to this, Reference [99] uses a Bayesian non-cooperative game in which the players
are charging service providers who aim to locate their charging stations in a manner that maximizes
profits, while ensuring the quality of service. The effects of the charging stations on the power grid is
modeled through a penalty fee for disturbances that the grid operator gives to the charging service
provider. These disturbances are represented by the load imbalance caused from charging electric
vehicles. The main conclusions are that the location of charging stations is highly consistent with
traffic flow, and that charging service providers prefer clustering stations, rather than separating them.
Reference [100] formulates a Stackelberg game in which the leader is a distribution company setting a
time-based electricity tariff, and the followers are costumers that participate in a demand response
program and adjust their electricity consumption with accordance to the price. The consumption
patterns are used to plan the optimal distribution of micro-turbines and electric vehicle parking lots
in a distribution system, in a way that minimizes the cost for the distribution company. The results
demonstrate that the reduction in consumption has a direct and positive effect on the planning cost of
the distribution system.

Concepts from cooperative game theory are used both to allocate profit among stakeholders, as
well as to allocate electric vehicles to charging stations. In Reference [101], the problem of planning
fast charging stations in a distribution network is modeled as a mixed-integer non-linear problem. A
concept from cooperative games theory, namely, the Nash bargaining solution, is used to allocate profits
among the charging service providers and the electrical distribution company. In Reference [102], a
pricing mechanism for charging electric vehicles and the allocation of electric vehicles among charging
stations are modeled as a bi-level optimization problem. In the upper level, a coordinate descent
optimization algorithm is used to define a time-based pricing mechanism of charging in different
stations. In the lower level, a matching game between electric vehicles and charging stations is solved
using the Gale-Shapley matching algorithm. It is shown through numerical analysis that the utility
of the electric vehicle owners is improved by using the matching algorithm. Moreover, the overall
utility increases when the amount of electric vehicles increases. This is true until the system capacity is
nearly full, and afterwards the overall utility starts to decline since the charging service providers raise
their prices.
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Table 3. Summary of works focusing on grid planning application using game-theory.
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[82] Non-cooperative Power plants of different
technologies

Planning a new power plant with multiple
technology options available

[83] Non-cooperative Generation,
Transmission

Planning generation and transmission
expansion

[84] Non-cooperative
static

Wind farm,
Transmission

Transmission line planning between a
wind farm and the grid

[85] Stackelberg Generation,
Transmission

Coordination between generation and
transmission expansion planning

[86] Cooperative Transmission expansion
projects

Study of the benefits obtained by users
of the transmission network (consumers,
generators and transmission owners) from
expansion projects

[87] Cooperative Renewable energy
sources, transmission

Transmission expansion planning

[88] Cooperative Demand side
management
participants,
fast-ramping generators,
energy storage devices

Planning the integration of flexibility
providers into the grid
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[91] Non-cooperative Consumers and
prosumers in a
micro-grid

Investment planning of industrial
micro-grids

[92] Non-cooperative Micro-grids Optimal sizing of distributed renewable
energy sources in micro-grids

[89] Non-cooperative PVs and ESs owners Optimal sizing of residential PV sources
and energy storage devices

[90] Bi-level,
multiobjective
optimization +
Stackelberg

DG owners, distribution
company

Planning the optimal location and
operation of Distributed Generation

[96] Cooperative +
non-cooperative

Wind Turbines, solar
panels, batteries

Planning a hybrid power plant

[97] Cooperative Micro-grids Planning of renewable energy sources in a
distribution network of micro-grids

[93] Cooperative Wind turbines, Solar
panels, Storage batteries

Capacity planning of generation sources
and batteries for clustered micro-grids

[94] Cooperative Battery technologies Planning a battery system with optimized
economic features and capacity

[95] Cooperative Electricity system,
natural gas system,
Power to gas station

Planning an integrated electricity-gas
system with power to gas (P2G)
technology
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[98] Non-cooperative EV owners Planning placement of fast EV charging
stations

[99] Bayesian Charging stations Planning placement of EV charging
stations

[100] Stackelberg Distribution company,
customers

Planning EV charging stations in parking
lots

[101] Cooperative Distribution company,
Fast Charging Stations

Planning placement and sizing of fast EV
charging stations

[102] Cooperative Electric vehicles,
charging stations

Allocation of electric vehicles among
charging stations

5. Power System Reliability

Power system reliability refers to the ability of a system to deliver power to consumers under
acceptable standards [103]. In recent years, the on-going deregulation of power markets alongside the
continuing integration of renewable energy sources have led to increasing number of independent
entities that operate within the same power system. Since power production is not always controlled
directly by the system operator, maintaining an adequate level of reliability is becoming a serious
challenge. This challenge may become more severe when independent entities have contradicting
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objectives. To address this challenge, game theory is used in various works to design incentive
mechanisms that encourage players with energy sources and flexible loads to enhance the reliability
of a system. It is shown that in many cases this approach is more efficient in stabilizing the system
than a centralized approach, in which a single entity is solely responsible for system reliability. This is
especially true in situations in which this single entity has limited resources.

In this section, we refer to real-time reliability, whereas planning for reliability in the long-term
is considered in Section 4 (grid planning). We review papers that address three aspects of power
system reliability: (1) frequency stability, (2) voltage stability, and (3) cyber attacks. These aspects are
affected by interactions between at least two independent entities: cyber attacks involve an attacker
and a defender, while frequency and voltage stability-related problems may involve all of the system’s
operators, generators, and consumers. In this light, it is natural to use game theory to study such
interactions. The considered studies are summarized in Table 4.

5.1. Frequency Stability

The frequency stability of a power system is strongly connected to the power balance between
generation and demand and to the availability of frequency response services, such as spinning reserves
and load frequency control (LFC). The power balance and the frequency response services are mostly
affected by actions of active system players, such as system operators, generators, and loads. Due to the
great number of such players and the interactions among them, game theory receives much attention
in the literature. Reference [104,105] uses Bayesian games to study frequency reserve allocation.
Reference [104] studies a game between a system operator, and frequency constrained electricity
market participants. In this market, frequency reserve constraints are set in order to limit the frequency
nadir of the grid, following a loss of renewable energy sources. Two types of market participant players
are considered: (a) a price-taker, who cannot influence the prices, and (b) a price-maker, who is able to
affect the prices. Results show that, in the game’s equilibrium point, the available frequency reserve
of the system is maximized. Reference [105] proposes a game that models spinning reserve trading
between neighboring power systems in order to achieve reserve requirements. These requirements
increase together with wind turbine power capacity and wind uncertainty. The trading price is the
mean between the price of the buyer and the seller at the Nash equilibrium. Once the trading price
is set, the players set the quantities to be traded. The mechanism is decoupled from the system unit
dispatch process and, as a result, it minimizes the changes to the existing optimal dispatch. Moreover,
it allows each system to individually determine its reserve dispatch, instead of solving a multi-area
reserve dispatch problem, and leads to higher wind power generation.

Mean-field games are useful for analyzing the coordination among a large number of agents. For
example, Reference [106] proposes to coordinate a large number of thermostatically controlled loads
(TCLs) in order to provide frequency response support. The coordination is based on a non-cooperative
mean-field game between TCLs that receive two price signals, which are the price of electricity and the
price of frequency response availability. Based on the price signals, the TCLs schedule their energy
consumption and allocate frequency response provision in order to minimize their operational costs.
Assuming that a single TCL is too small to significantly impact the prices, the TCLs influence the
price signals through their aggregated power consumption and total frequency response availability.
The equilibrium is computed numerically using an iterative algorithm. The authors compare the
mean-field game based mechanism to a “business as usual” scenario, where loads do not exploit their
flexibility to support the frequency, and to a centralized approach, in which the loads are controlled
by a central unit. Results show that the game-based approach and the centralized one reduce system
costs by 0.4% and 0.6%, respectively. Although the centralized approach achieves better results, the
game-based approach promises the satisfaction of the users, since no player can achieve a better result.

Several papers use differential games to analyze power and frequency related problems that
are described by differential equations, using either non-cooperative, or cooperative games. LFC is
one example for a mechanism that is based on differential equations. Reference [107] analyzes an LFC
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mechanism through a non-cooperative differential game between suppliers and consumers, and proposes
a real-time pricing mechanism. The objective is to increase the stability of LFC and to guarantee the
supply-demand balance. The real-time mechanism is individually-rational in the sense that it attempts
to be overall more beneficial to each player compared to their profit in a fixed-price market. In order to
guarantee the supply-demand balance, the mechanism explicitly considers this dynamic balance as a
constraint. The proposed mechanism converges to a Nash equilibrium that maximizes the social welfare,
and, under certain conditions, its solution conforms with that of the system operator’s centralized
optimization. Reference [108] considers a non-cooperative differential game to address the problem
of frequency regulation in a power system with large scale wind power clusters. The power system
is divided into areas, where each one has both conventional generators and wind turbine farms. The
areas coordinate among themselves the active power generation in order to minimize each tie-line power
fluctuations and frequency deviations. Each area regulates its own active power dispatch according to
frequency and power injection measurements. This regulation is based on a distributed model predictive
controller, which considers wind power fluctuations and critical frequency regulation parameters of
generation units. Simulation results indicate that in cases of load step disturbances, the coordination may
achieve smaller frequency deviations. Reference [109] considers a two-area LFC system and proposes
several differential games to model the interaction between the areas while considering load and power
fluctuations. The utility function of each area considers frequency and tie-line power errors, as well
as control efforts, such as commands for active power output. The authors analyze a non-cooperative
game, and two cooperative games, and conclude that the cooperative games lead to more stable system
operation. Reference [110] also considers a multi-area LFC system and a differential game to model the
interaction between the areas, with a similar payoff function. Differently from the previous papers, this
one proposes a co-evolutionary algorithm to solve the game. The authors conclude that the proposed
algorithm has a better suppression effect on the frequency and tie-line power deviations, and a shorter
settling time compared to several other algorithms.

Finally, cooperative evolutionary game theory is used in Reference [111] to formulate a mechanism
for controlling primary frequency control of hydro power plants. The main objective of the mechanism
is to reduce the frequency nadir and the settling time following a power imbalance disturbance. The
governors cooperate by sharing their measurements of frequency deviations, and are all coordinated
through a central controller, which sends them a signal that is proportional to the rate of change
of frequency (RoCoF). The authors conclude that the proposed RoCoF based control mechanism is
effective for arresting the frequency response.

5.2. Voltage Stability

Power system voltage stability refers to the ability of the system to maintain voltage metrics at
each bus within certain boundaries. We survey papers that address this problem and try to improve
the voltage stability by coordinating between different entities, such as system operators, generators,
and consumers. We divide these works into two types of non-cooperative games: static and sequential.

Several papers analyze non-cooperative static games, in which the players play simultaneously.
Reference [112] proposes methods for power system operators to encourage PV owners to participate
in voltage regulation, and coordinate among them to do so efficiently. The coordination is done
through a pricing mechanism, and its objective is to minimize the operator’s cost of maintaining
voltage stability, while maximizing the PV owners’ profit. The owners profit by providing two services:
voltage regulation and active power input. The owners compete for the provision of these services;
thus, a non-cooperative game is formulated among them. The proposed pricing mechanism is designed
in a way that leads to a potential game among the owners, where the actions benefiting a single owner
benefit all the others, as well.

Several papers formulate sequential games to describe voltage stability related problems that
include multiple stages. Reference [113] introduces a game among buses in a HVDC grid who
influence the voltage stability through the power they produce. Each bus aims at minimizing the
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voltage deviations, power drawn from the grid, and losses in its surroundings. Since the buses
decisions influence one another, they iteratively update their decisions until they reach an equilibrium.
This approach allows the general power dispatch optimization problem to be solved locally at each bus.
Reference [114] proposes a dynamic game among prosumers in a distribution network. At each time
step, the prosumers decide how much power to consume, generate or store. These decisions affect the
power flows in the system; thus, the players affect one another. Moreover, their utility functions capture
costs of power trading and penalties of violating voltage constraints, which encourage the players to
comply with voltage constraints.Numerical analysis shows that the proposed mechanism can maintain
the stability of the grid and can be implemented in practice. A non-cooperative differential game is
proposed in Reference [115]. This paper discusses voltage magnitude and angle regulation during a
transient in islanded micro-grids with parallel-connected inverters. In order to improve the voltage
performance during a transient, a game between the inverters is proposed. Reference [116] introduces
a Stackelberg game in order to solve a power dispatch problem between generators, which are the
leaders, and micro-grids with generation capabilities, which are followers. The generators lead by
determining their power generation, and the micro-grids follow by setting their power generation.
The players’ cost function includes the costs of generation and penalties for voltage angle deviations.
The authors show the existence and uniqueness of an equilibrium, and conclude that for players to
reach their decisions, they mainly require to know the voltage angle at local buses. This may suggest
that the proposed mechanism can be simply implemented without much resources.

5.3. Cyber Attacks

The digital evolution of the power grid and the increasing number of active participants increases
its vulnerability to cyber attacks. Adequate analysis of such attacks can guide decision making on
security measures that may increase the reliability of power systems and lower related economic losses.
Cyber attacks generally involve two agents with counteracting objectives: an attacker, whose goal is to
damage or destabilize the system, and a defender, whose goal is to maintain a reliable system with
minimum investments. This leads to interactions among the agents that make game theory especially
useful for modeling and analyzing cyber attacks. We survey papers that model cyber attacks and are
mostly based on various types of non-cooperative games. While several papers consider the static
versus the sequential nature of the game, other papers consider the information that the players are
able to acquire before choosing their strategies.

Several papers consider a static game in which the attacker and the defender play simultaneously.
For example, a static zero-sum and incomplete information game is presented in Reference [117] in
order to analyze attack-defense interactions over load frequency control (LFC). The utility function of
both the attacker and the defender takes into account the frequency deviations and the probability of the
defender to detect the attack. The model considers two types of attackers and two defensive schemes.
The attackers can be either damage oriented or detection-evasion oriented, while the defenders can
follow an immediate or a cumulative false data detection scheme to identify compromised signals.
A numerical analysis shows that detection-evasion oriented attackers can maintain a low probability of
detection, whereas damage-oriented attackers can trigger emergency frequency controllers that cause
severe damage.

Several papers utilize various types of sequential games to describe and analyze more complicated
attacks. Reference [118] uses a Stackelberg game in a multi-level framework which models the
relationships between defenders, attackers, and system operators, considering false data injection
attacks, such as load redistribution attacks. The defenders start by allocating defensive resources, after
which the attackers choose their strategy, and finally the operators react to the new state. The proposed
defense mechanism is shown to be effective against false data injection attacks, and may be extended
to address other types, as well. Reference [119] proposes a repeated game to analyze a framework
where each synchronous generator in the system has a local energy storage that regulates the rotors’
speed. The game is between an attacker and a defending utility that reacts to their attacks. The
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attacker attempts to control the power injections from the storage unit towards the generators, while
the defender attempts to stabilize the generators’ rotor speed by controlling their power injections. The
players’ payoff function is based on the rotor speed deviation and on their control efforts. The attacker
actions are stochastic, and as a result, the analysis focuses on the long term average outcome to the
defender. The authors conclude that, if the defender acts at each repeated game, ignoring the control
efforts penalties, then its long-term average payoff can be better compared to the game-theoretic
strategy in which it attempts to optimize its actions at each repeated game. Reference [120] proposes
a differential game where attackers try to control a subset of distributed energy resources (DERs) in
order to destabilize the system, while a defending utility aims to stabilize it by using another subset of
system resources. The cost function includes deviations from a stable state. The paper demonstrates
that, if the utility is able to identify uncompromised DERs, then it can take countermeasures that
will effectively reduce the impact of an attack. On the other hand, if uncompromised DERs are not
identified, then a coordinated attack can lead to instabilities. Reference [121] offers a game model
where both the defender and the attacker can affect the overall system damage by identifying critical
substations and the chronological order in which they can be attacked. The authors conclude that
subsequent attacks can incur a significantly higher damage compared to simultaneous attacks, and
that the models are effective in improving the system resilience under such chronological attacks.

Several papers consider the players’ information on the system state or the other players’ strategies.
A player that has no information is considered static, whereas one that has some information is
considered dynamic. Reference [122] considers both a static and a dynamic attacker and proposes to
analyze the worst possible outcome. During the game, the defenders allocate their budget between
protection and recovery measures. Two different problems are considered: (a) how to allocate a limited
budget in order to maintain low losses, and (b) how much budget is needed in order to limit the losses
to an expected value. The authors conclude that the loss to the defender can be predicted and limited,
and that for large systems the algorithms might take long time to compute. Reference [123] uses a
non-cooperative game in order to establish a probabilistic defensive algorithm and to reduce the power
system vulnerability to a cascading failure. Different types of attackers are considered that are either
static or dynamic. The attacker chooses its strategy, then the possible cascading failures are identified,
and finally the defender takes countermeasures based on the identification of the cascading failures and
the components which are likely to be attacked. The authors suggest that highly capacity-constrained
systems are especially vulnerable to cascading failures.

In addition, several papers use cooperative games to examine whether cooperation among
defenders can improve their cyber protection. For example, Reference [124] proposes a game that
examines cooperation among consumers to locate abnormalities in the system due to false metering
and power blackouts events. It is assumed that the consumers are willing to pay in order to detect
these abnormalities and reduce monetary losses. This is done by finding load changes during normal
conditions, false metering events and power blackout events.
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Table 4. Summary of works focusing on reliability applications using game-theory.

Ref. Game Method Players Application

Fr
eq

ue
nc

y
st

ab
ili

ty

[104] Non-cooperative
Bayesian

System operator, generators,
consumers

Frequency reserve allocation

[105] Non-cooperative
Bayesian

Power systems Frequency reserve allocation

[106] Non-cooperative
mean-field

Thermostatically controlled
loads

Frequency reserve allocation

[107] Non-cooperative
differential

Suppliers and consumers Supply-demand balancing

[108] Non-cooperative
differential

Power system areas Active power regulation

[109] Cooperative and
non-cooperative
differential

Power system areas Active power regulation

[110] Cooperative
differential

Power system areas Primary frequency control

[111] Cooperative
evolutionary

Hydro plants Active power regulation

Vo
lt
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e

st
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ty

[113] Non-cooperative High-voltage DC (HVDC)
buses

Voltage regulation

[112] Non-cooperative
static

PV owners Voltage regulation

[115] Non-cooperative
differential

Power inverters Voltage regulation during
transients

[114] Non-cooperative
dynamic

Prosumers Voltage regulation

[116] Non-cooperative
Stackelberg

Generators and micro-grids Voltage regulation

C
yb

er
at

ta
ck

s

[117] Non-cooperative
incomplete
information

Attacker and defender False data injections

[118] Non-cooperative
Stackelberg

Attacker, defender, system
operator

Hijacking and false data
injections

[119] Non-cooperative
repeated

Attacker and defender Hijacking

[120] Non-cooperative
differential

Attacker and defender Hijacking

[121] Non-cooperative
static

Attacker and defender Disable elements

[122] Non-cooperative
static and dynamic

Attacker and defender Disable elements

[123] Non-cooperative
static and dynamic

Attacker and defender Disable elements

[124] Cooperative Attacker and defender Locating abnormalities in the
electric grid

6. Discussion

Power system management and control problems are often studied as optimization problems, in
which the underlying assumption is that there exists one entity with unlimited knowledge and control
span [9–13]. While this approach might have been relevant for many years, it is gradually becoming
unrealistic due to the decentralization and deregulation of energy markets. A major challenge is
therefore to predict the development of a power system, taking into account the different objectives of
many players. As many of the reviewed papers demonstrate, game theoretic approaches are especially
suitable for analyzing complex interactions among different independent players. However, the type
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of game that is being used and the accuracy of the model are crucial for obtaining control mechanisms
and policy recommendations that are both efficient and applicable.

Most studies consider non-cooperative games and address situations in which multiple players
with conflicting objectives interact. In many cases formal analysis reveals that the game has a unique
equilibrium, hence allowing to predict the players’ behavior and to design the system accordingly.
In case of multiple equilibria the typical approach is to define appropriate regulations, in order to
stir the players to the most desired outcome. In the majority of studies, this is done by designing a
pricing mechanism that provides incentives for players to perform the actions needed to reach a certain
goal, such as maximizing the profits of all players, balancing supply and demand, or regulating the
voltage. The reviewed studies also show that taking into consideration the objectives of all players
is key for designing effective mechanisms. For instance, several studies propose pricing models for
demand side management, in which utility companies set prices to maximize their revenues or to
improve the stability of the system, and customers respond accordingly, with an attempt to optimize
their own objectives. It has been shown that in some cases such pricing mechanisms efficiently steer
customers to shift their peak consumption and distribute their load throughout the day, thus reducing
the peak-to-average ratio of the overall load and improving the system’s efficiency. In another example,
it has been found that a competitive voltage regulation market is efficient in maintaining voltage levels
within normal limits and can be designed to benefit all players who participate in voltage regulation, as
well as the system operator. Based on these and similar works, several studies conclude that the results
obtained using a game-theoretic model are almost as good as those obtained by central planning, even
when it is assumed that full knowledge is available to the central planner. Moreover, several studies
show that the results obtained from game-theory-based mechanisms for supply-demand balancing
and load frequency control coincide with centralized system operator optimization.

Non-cooperative game theory is also very useful for deciding on an effective energy policy.
The main challenge of policy makers is to set rules that improve the overall social welfare, without
diminishing the advantages of a free market. In this context, various studies employ non-cooperative
game theory to examine the influence of regulation in a competitive environment, on both the overall
social welfare and on each player as an individual. For example, in energy trading problems, many
studies define a non-cooperative game with competing players, typically sellers and buyers, and
investigate equilibrium points of the power market under various constraints. In several cases the
results may help shape suitable policies. For example, it is suggested that even in competitive markets
governments should apply some profit distribution mechanisms to ensure fairness. Moreover, it has
been concluded that reasonable bidding rules should be considered for limiting high prices, and for
preventing market manipulations by large generation companies.

Interesting results also arise from studies that employ cooperative game theory. The reviewed
studies show clearly that cooperation among different entities in power system markets often improves
the benefits of all cooperating players and leads to a higher social welfare. This conclusion is true for
all types of applications that have been reviewed in the present work. In energy trading problems it is
shown that when players can bargain directly with each other to reach binding decisions, cooperative
models can improve their profits and lead to higher social welfare. For example, it is shown that
distributed energy sources or interconnected micro-grids can cooperate in competitive electricity
markets to increase their profits. Moreover, in energy balancing problems, cooperation is shown to
be beneficial for both generators and consumers. Cooperation is found to be especially beneficial for
energy sources with variable power output and uncertainties in generation, e.g., wind turbines and
solar PV sources. Through cooperation the sources gain more control over their generation, and may
adjust it according to the market’s needs, to the benefit of all players. Moreover, it is shown that shared
purchasing and management of energy storage devices allows to utilize them better, thus reducing the
cost for all consumers.

Recent papers also shows that cooperation among players can be used to improve the stability
of a power system. Several studies show that cooperation among generating companies can be
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designed to improve the frequency stability, thus benefiting all the participants. For example, it has
been shown that RoCoF-based control, in which hydro-power plants share their frequency data to
regulate the speed of their rotors, can effectively regulate frequency in the interconnected system.
With regard to grid planning problems, when planning the portfolio of energy sources and storage
devices, including their size, location and technology, cooperative games are useful for finding the
optimal mix. For example, many studies use cooperative games to find the optimal combination of
renewable energy sources and storage devices in a hybrid power plant or a micro-grid. Specifically,
cooperation seems to be extremely beneficial for expansion-planning problems, as several papers show
that cooperation between transmission and generation expansion projects maximizes the profits of
all participants and improves the utilization of the network. Other studies use a non-cooperative
approach, in which a regulated transmission company is the leader, defining the expansion of the
transmission system, and the generating companies react accordingly. This approach enables to define
the expansion of the transmission system based on the expected reactions of the generating companies.
The role of regulation in this case is to ensure that the planning of the transmission system is done to
maximize the overall social welfare, rather than solely the profits of the transmission companies.

Another important conclusion of many studies is that choosing a relevant scenario and fine-tuning
the assumptions of a model are crucial for the applicability of the suggested solution. Several papers
show that their assumptions regarding the regulation and market rules, such as legal limitations,
governmental incentives, and the business model of the utility company, have a strong impact on
the results. Moreover, in some cases the suggested solutions are not feasible in certain markets,
highlighting the need to define beforehand a relevant market and regulatory framework. In addition,
game theoretic models that are highly accurate often lead to complex results that are hard to implement
in practice. Competitive energy markets in modern electrical grids may include a significant number of
players, each having a large variety of decisions, which influence a great number of components in the
system. Solving such problems from a game-theoretic perspective often leads to iterative algorithms
that are too complex. In such cases, many studies take an analytical approach to find equilibrium
points, thus avoiding the computational burden incurred by iterative algorithms. In addition, several
studies employ evolutionary game theory due to its computational efficiency.

7. Current and Future Trends

We show here the results of a content analysis that targets applications of game theory in power
systems. The analysis focuses on the four main applications reviewed in this paper and uses the Scopus
and IEEE Xplore databases. To cover a large variety of relevant papers, we searched for the expression
“game*” (the asterisk is used as a wild-card, allowing the search-engine to capture both game and
games) and a combination of synonyms that describe the relevant applications. The search was also
restricted to the fields title, abstract, and keywords, thus capturing only studies that use game theoretic
concepts as a main approach. The search results and statistical analysis are summarized in Table 5. The
first column denotes the category, the second and third columns depict the proportion of publications
in a specific application area over a 7-year period, and the fourth column visualizes linear trends over
the same period. The remaining columns summarize statistical data. We show trend lines, which were
calculated via individual one-sample 2-sided t-tests, using a linear regression tool from the software
“R”. Based on the results, we divide the application areas into two groups with strong (p < 0.05) and
weak statistical significance (Note that some data cannot be accurately described using linear regression;
hence, nonlinear tools have to be used instead to reveal more complex trends. However, for simplicity,
we report here only explicit linear trends). We further divide the strong trend group to application areas
with rapidly rising interest (slope> 3) and moderately rising interest (slope < 3):

• Strong trends-rapidly rising interest:

– energy trading & general market, or micro-grid applications;
– energy balancing & energy management in micro-grids;
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• Strong trends—moderately rising interest:

– energy trading & bidding strategies;
– grid planning & generation or transmission expansion;
– power system reliability & cyber-attacks or frequency stability;

• Weak trends-fluctuating interest:

– energy trading & electricity pricing or profit allocation;
– energy balancing & electric vehicles or demand side management;
– grid planning & resource sizing, or power system reliability, or voltage stability.

Table 5. Historical trends for typical applications of game theory in power systems.

Proportion of Publications Application Area Trends Statistical Data

over 2013–2019 over 2013–2019 # Slope p-Value
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General market 118 4.7140 0.0053

Micro-grids 64 3.9643 0.0032

Electricity pricing 106 0.8214 0.2578

Bidding strategies 54 1.4643 0.0241

Profit allocations 20 0.6429 0.2320
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Energy management in
micro-grids

94 4.4643 0.0003

Electric vehicles 65 1.0714 0.0990
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43 1.0357 0.0369

Micro-grids and
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Electric vehicle charging
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57 2.5710 0.0610
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39%

33%

29%

Cyber attacks 47 2.1429 0.0020

Frequency stability 40 0.3571 0.0268

Voltage stability 35 0.9643 0.1309

The rising trends are now in the focus of the community, probably due to global initiatives
targeting the development of low-carbon and energy efficient power systems, and due to more active
involvement of the end-consumers in beyond-the-meter technologies. It is the authors’ opinion that
several of the weak trends are the most interesting ones. For instance, generation and transmission
expansion planning or voltage stability may be under-evaluated topics, which fits nicely in line with
the game-theoretical formalism.

8. Conclusions

This study reviews recent papers that employ game theoretic tools to study the operation and
design of modern electric grids, with a focus on four application areas: energy trading, energy
balancing, grid planning, and power systems reliability. One central conclusion is that modeling
the system from the perspective of one entity with unlimited information and control span is often
impractical; hence, correct modeling of the selfish behavior of independent players may be critical
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for the development of future power systems. In this context, game theoretic approaches seem to be
particularly suitable for analyzing complex interactions among different independent players that
participate in energy markets, and response to energy policies. Most studies consider non-cooperative
games, in which it is consistently shown that proper incentives and regulations are crucial for
optimizing the social welfare. In addition, several studies show that correct usage of incentives
by appropriate regulation or sophisticated pricing mechanisms may improve the social welfare,
and in several cases the results obtained are almost as good as those obtained by central planning.
Interesting results also arise from studies that employ cooperative game theory, which clearly show
that cooperation among different entities in power system markets often improves the benefits of all
cooperating players. This conclusion holds for all types of applications that have been reviewed in the
present study.

Based on an extensive content analysis, we point to several trends in the current research, and offer
directions for new research. First, it is the authors’ opinion that several of the weak trends identified in
Section 7 might have been overlooked and deserve more attention. More specifically, some of the less
explored topics are multi-stage planning problems, profit allocation among aggregators of distributed
energy sources and flexible loads, and voltage regulation in smart grids. Concerning the type of game,
most works formulate a static game with a single stage, which may be used to reflect a situation in
which players decide simultaneously. However, in reality, many processes are dynamic and develop
over many stages; hence, there is room for additional studies that focus on multi-stage games.

Moreover, to ensure the accuracy of the results and feasibility of the suggested solutions, future
studies may emphasize the operational constraints imposed by electricity and natural gas networks.
In addition, a key limitation of game theory is the resulting computational complexity, which
increases exponentially with the number of players. Therefore, developing algorithms that reduce the
computational burden may be a promising research direction. In the context of electric vehicles, when
implementing energy charging scheduling schemes that require real-time data, it may be of interest to
consider the privacy of electric vehicle owners. A possible direction to tackle this problem could be
employing tools from Bayesian game theory. In addition, uncertainties in the arrival and departure
times of electric vehicles in charging stations can be studied in the context of dynamic or stochastic
games. Regarding the topic of cyber-attacks, there seems to be a shortage of models that consider
cooperation among players with common goals. Indeed, several papers study cooperation among
defenders, however cooperation among attackers should be considered, as well, when evaluating
cyber-security. Lastly, only a few studies use game theory, in particular cooperative game theory, in
order to explore the issue of voltage stability. This may become an important topic due to the ongoing
deregulation of power markets and the continuing integration of renewable energy sources.
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The following abbreviations are used in this manuscript:

DER Distributed energy resource
DG Distributed generation
ES Energy storage
EV Electric vehicle
HVDC High-voltage direct current
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LFC Load frequency control
MG Micro-grid
PV Photovoltaic
RES Renewable energy sources
TCL Thermostatically controlled load
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Abstract: Renewable energy (RE) has become a focal point of interest as an alternative source of energy
to the traditional fossil fuel and other energy sources due to the fact that it is more environmentally
friendly, abundant and economically feasible. Many countries aggressively promote feed-in tariff
schemes and solar photovoltaic (PV) systems have become one of the fastest growing RE sources
that can be integrated into the grid distribution network. This paper reviews the recent development
of grid-connected PV (GPV) generation systems comprising of several sub-components such as PV
modules, DC-DC converter, maximum power point tracking (MPPT) technique, and an inverter.
In addition, various grid synchronization and islanding detection methods are elaborated. The future
key challenges to build a smart and efficient GPV generation system were also presented.

Keywords: renewable energy (RE); photovoltaic (PV); maximum power point tracking (MPPT);
grid synchronization; phase locked loop (PLL)

1. Introduction

As both world population and standard of living increase, the demand for commercial energy is
projected to continue its ascending trend [1]. The United Nations estimates the world population will
further upsurge to 11.2 billion in the year 2100 [2]. Energy is the key determinant of the expansion
of industrialization, a prerequisite for social development and its availability, as well as the pattern
of consumption, plays an important role in sustainable development. According to the report of
World Energy Outlook 2018 by International Energy Agency (IEA), world primary energy demand
for the year 2017 led by oil accounting 31.74% and followed by coal 26.84%, natural gas 22.24%,
renewables 9.55%, nuclear 4.92%, and solid biomass 4.71% as presented in Figure 1. The world
RE consumptions has grown very rapidly in terms of electricity generation with the total share of
25% (6351 TWh—hydro 65%, wind 17%, PV 7%) in the year 2017 and is expected to achieve 41%
(16,753 TWh—hydro 37%, wind 28%, PV 23%) in the year 2040 with implementation of New Policies
Scenario [3]. Meanwhile, Energy Information Administration, (EIA) projects 48% increment in the
world energy consumption from 2012 to 2040 (815 quadrillions Btu) [4]. Meeting rising energy demands
pose a challenge to the utility planners and policymakers on managing this issue as it could result in
insurmountable difficulties for energy security, air protection, and CO2 emission reductions.

It is recognized and acknowledged that renewable and non–conventional forms of energy will
play a crucial role in the future as they are environmentally friendly, easy to use and are bound to
become economically more feasible with increased usage [5]. RE term is derived from a broad range of
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resources all of which are based on self-renewing energy sources such as sunlight, flowing water, wind,
the earth’s internal heat and biomass comprised of energy crops, agricultural, industrial and municipal
waste. RE sources generate little if any greenhouse gases, waste, or pollutants that contribute to acid
rain, urban smog, and health problems and do not require an environmental cleanup cost. In addition,
these resources can be used to produce electricity for all economic sectors, fuels for transportation, heat
for building and industrial processes [6].

 

Figure 1. World primary energy demand for the year 2017.

Among all the various RE technologies, solar photovoltaic or precisely PV is the most exploited RE
source alongside with hydro and wind power in terms of the pace of deployments and as it is considered
a very promising source of future electrical power generation due to the abundance of sunlight over a
large area of the earth surface thus giving rise to several applications of PV systems [7]. It also offers
continuous cost reduction over the years, a stable system, fast technological progress, being maintenance
and pollution-free [8]. There are two classes of the solar energy system, namely stand-alone and
grid-connected PV (GPV) generation systems. Both systems have several similarities and differences in
their implementations and purposes. By general definition, a stand-alone PV system produces power
independently of the grid and a GPV system is an independent decentralized power system that is
connected to an electricity transmission and distribution system [9]. The stand-alone PV system consists
of PV modules or arrays together with converter and battery storage. Meanwhile, GPV system comprises
two controllers as one is for MPPT and the other for inverter controls and grid synchronization.
The stand-alone PV system is more favorable as compared to GPV system in areas where the
extension of the national power grid is impracticable. The stand-alone PV system is used in off-grid
applications together with battery storage. There are several applications in which stand-alone PV
system is preferable as compared to GPV systems such as farm’s ventilation fans, water pumps,
small circulation pumps for thermal water heating systems and even more advanced applications such
as lighthouses, auxiliary power units for emergency services and others. The current set-up cost for a
stand-alone PV system is high. The main disadvantage regarding the stand-alone PV system is the
fluctuation of its output power due to the intermittence nature of solar irradiation and temperature.
Therefore, battery storage elements are needed as a buffer system in order to compensate for this power
instability and ensures steady power to the load. Moreover, this system suffers from low capacity
factor, excess battery costs and finite capacity to store electricity consequently forcing them to dissipate
the extra energy generated [10].
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Meanwhile, recently the GPV system is playing an increasingly significant role as an electrical
supply resource as well as an integral part of the electrical grid generation network. Single-phase, as well
as a three-phase GPV system, poses some notable challenges to researchers. The challenges include the
maximum power extraction from PV modules, rapid output variation, and daily variability of the output,
the effect on power quality especially voltage and current harmonics, current backflow and a mismatch
between PV output and grid demand. Contrary to single-phase system, the three-phase GPV generation
system is commonly preferred in high–power applications as its ability to provide almost constant
power flow and able to avoid excessive asymmetry in the grid current [11]. The maximum power
transfer is the utmost objective regarding developing the GPV generation system. The optimization
scheme based on the parameters customization on each of individual system components as well as
recognizable challenges able to propel PV researchers to build a smart and efficient grid-connected
PV generation system. In Figure 2 shows a single line diagram of a general structure for a GPV
generation system.

Figure 2. Single line diagram of the GPV generation system.

There are several review papers reported in the literature which covers almost similar topic.
Nevertheless, there are still some differences in the scope coverage. Details comparison between these
papers is tabulated in Table 1.

Table 1. Comparative analysis of review papers covers a similar topic.

Parameters 1st Review Paper [12] 2nd Review Paper [13] 3rd Review Paper [14]

Scope of the review

1st paper covers almost similar in
content and structure. Details
analysis on each section of GPV
generation system.

2nd review paper mostly focused
on the modeling of the PV, MPPT
methods, converter’s topologies
and control algorithms.

3rd paper presents a review of the
recent technological development
and trends in the GPV
generation system.

Advantages

1st Paper emphasis on prevailing
technology along with the
techno-economic comparison of
commercial available components
in the market.

The authors highlight the
importance of continuous research
in the field of material and power
electronics technologies which
able to reduce overall cost and
increases the system efficiencies.

The main intention of 3rd paper
are on the economic growing of
GPV generation system as well as
the technical challenges posed by
mass proliferation.

Drawbacks

Details study on PV cell
development is not covered.
Moreover, it does not stated the
recent and future challenges faced
by the GPV generation system. In
addition to that, there is no
mention on fire protection and
disposable standard.

Recent update on PV cell, MPPT
technique not well reported. The
description on the types of filters,
switching techniques, grid
synchronization and islanding
detection methods were also
missing.

3rd paper merely focuses on PV
installation cost and smart
inverters. It is totally lack of
details explanation on the other
sub-topics within the GPV
generation system.

Focus Group
Young Researcher
PV Researcher
Project Engineer

Young Researcher
PV Researcher
Project Engineer

Young Researcher
PV Researcher

Based on the outcomes from comparative analysis as in Table 1, this paper fills some of those gaps
by providing a comprehensive overview on the development of each of the main components in GPV
generation system. The review of the latest publications as well as current PV technological development
allows the researchers especially in the field of PV to explore the new opportunity and initiate an
innovative state-of-the-art ideals. The maximum power transfer, stability, safety, immunization against
all types of disturbances, and power quality issues are still the main concerns regarding the reliability
of GPV generation system. A collective summary of key challenges which covers almost a full range of
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spectrum on the topic sphere provides a preliminary conceptual framework to the development of
future GPV generation system. In addition, this paper hopefully able to offers a valuable exposure not
limited to young or future PV researcher nevertheless able to assist a wider group of researcher from
different research background such as mechanical, civil and environmentalist to get a quick glance
regarding the overall components of GPV generation system and furthermore able to help them to
smoothly adapt to the current technological progress in GPV field.

The paper’s structure is a follows: Section 2 reveals the relationship between the irradiation
and temperature with the generation of PV current; Section 3 presents the classification of DC-DC
converters as Section 4 describes the fundamental concept of MPPT; Section 5 surveys a list of MPPT
control techniques; Section 6 outlines the classification of an inverter; Section 7 overviews line filter
and coupling transformers; Section 8 outlines grid-synchronization methods; Section 9 summaries
the latest hierarchy of islanding detection methods; Section 10 provides standards and guidelines;
Section 11 reviews the future key challenges posed by GPV system and lastly, Section 12 concludes the
overall system.

2. Characteristics of Photovoltaic (PV)

PV exhibits numerous merits such as cleanness, low maintenance, no noise and regarded as one
of the most essential RE sources. A PV cell is basically a semiconductor diode whose p-n junction
is exposed to light. The irradiation level and temperature are the focal factors for the characteristic
of the PV cell. Generally, the equivalent circuit of a PV cell is represented by a single diode model.
The single-diode model composes of four components namely a photocurrent source Iph, a diode
parallel to the sources, a series resistor, Rs and a shunt resistor, Rsh as displayed in Figure 3.

Figure 3. PV cell modeled as a diode circuit.

The series resistance, Rs is the internal resistance of the cell and it depends on the resistance of the
semiconductor. The shunt resistance, Rsh is due to leakage at the junction. The I–V characteristic of a
PV cell is governed by the following equations:

I = Iph − Is

[
exp

(
q(Vcell + RsI)

BkT

)
− 1

]
− Vcell + RsI

Rsh
(1)

where Iph is the light current, Is as reverse saturation current of the diode, k is Boltzmann constant, B is
ideality factor of the junction, Vcell is the output voltage of the PV cell and T is the temperature in Kelvin
and I is the PV cell output current. PV cells are then combined in series and parallel connection to
form larger units called PV modules, which are further interconnected in a series-parallel configuration
created PV arrays.

Nowadays, there are various types of PV modules available in the market, which can be classified
into several main categories [15]. Mono and polycrystalline silicon PV modules type are well-known
matured technologies that dominate the commercial PV market. They are known as the first generation
of PV technology which reached a conversion efficiency of more than 20% recently [16]. The second
generation of PV is thin-film technologies. Thin-film PV modules have a lower efficiency as compared
to the first generation yet still offer cheaper cost to manufacture. Moreover, this kind of module deals

78



Energies 2020, 13, 4279

with much more flexible design as it includes amorphous silicon (a-Si) and microcrystalline silicon
materials. The main goal for each of the PV module manufacturers is to continue to develop a lower cost,
highly reliable and simultaneously, attain great conversion efficiency. Figure 4 illustrates the highest PV
module conversion efficiency according to the type of materials and technology used. The efficiency
of the PV module is a closer indication to the commercial PV efficiency value in comparison to cell
efficiency value. This is due to the fact that the wider area was used, and the technology is more
ready for commercialization. For silicon types of PV technology, the highest module conversion
efficiency is achieved by SunPower and Panasonic through Interdigitated Back Contact (IBC) and
Heterojunction IBC structure at 22.8% and 24.4% respectively. The IBC structure allow more light
capture by eliminating front busbar that common in silicon PV module structure [17]. For type III–V
material category, highest efficiency was attained at 25.1% and 31.2% for single and three junctions
respectively at non-concentrating irradiation. Emerging PV technology like Perovskite is currently
at 16.1%. While highest PV efficiency was recorded more than 40% from hybrid four junction PV
technology (UNSW), it is very complex structure and measured at concentrated level of irradiation.
The usage of high efficiency PV module has the advantage of reducing the active installation area,
material use and balance of system although initial cost might be expensive.

 
Figure 4. PV module efficiency chart [16].

3. Topology of DC-DC Converter for GPV System

The amount of PV array output voltage depends on the individual arrangement of PV modules.
Due to the intermittence characteristic of PV source, load specification and the need to provide a
constant DC voltage with high efficiency, a regulator or a DC-DC converter is required in most PV
applications in order to regulate or control the DC output voltage that PV arrays generate [18]. Figure 5
shows the classification of isolated and non-isolated DC-DC converters. As the installation trend of PV
system moves towards large scale plant and grid-connected scheme, it is crucial to further enhance the
capabilities of the DC-DC converter so as to achieve a higher power rating and a higher voltage level
at the point of common coupling (PCC).

Theoretically, a conventional DC-DC boost converter is able to deliver high voltage gain. However,
when it comes to hardware implementation, the voltage gain of the DC-DC boost converter is insufficient
due to the losses associated with the switching devices and the passive elements integrated into the
circuitry. To overcome these issues, three different types of high voltage gain interleaved DC-DC
converters have been developed [19]. The results show the proposed converter topologies works well
with PV and Fuel Cell (FC) systems. Moreover, a comparative analysis of various converter topologies
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relates to high voltage gain DC-DC converters have been reported by the authors [20]. Most of the
topologies mentioned are based on the structure of conventional boost converter are specifically
categorized under their ability to provide fixed or multiple times voltage gain.

 

Figure 5. Isolated and non-isolated DC-DC converters.

4. Maximum Power Point Tracking (MPPT)

Currently, the average efficiency rating of PV modules available on the market today is close
around 20 % [21]. In order to extract maximum power that PV modules could harvest; researchers have
come out with numbers of the MPPT technique. MPPT is a power control technique that operates the
PV modules in such a way allows the modules to deliver all the available power it has. Examine a
graph of PV array battery charging power transfer as illustrated in Figure 6. This chart is able to give a
better understanding of how MPPT works.

Figure 6. Graph of PV array battery charging power transfer.
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Suppose that when a conventional PV module connects directly to the battery, it will force the
module to operate at battery’s voltage level of 12 V which is not an ideal operating voltage level for the
available maximum power that a PV module is capable of generating. Therefore, there is a portion of
power that could not be extracted from the module and it is wasted power. The implementation of
MPPT will vary the electrical operating point of the PV module so that the module is capable to deliver
the maximum available power at the optimal value (maximum power point, MPP) of its voltage and
current rated level.

5. MPPT Control Strategy

Recently, there are numerous MPPT control strategies presented in the literature. These control
methods vary in complexity, cost, sensor required, convergence speed, implementation of hardware
circuits, and other aspects. However, according to the development history of techniques, they
can be classified into two categories, namely conventional techniques and artificial intelligent (AI)
techniques [22]. The most significant conventional techniques are hill climbing (HC), perturbation
and observation (P&O), incremental conductance (INC), fractional open-circuit voltage (FOCV) and
fractional short-circuit current (FSCC). Meanwhile, the most applicable AI techniques are Fuzzy Logic
(FL), artificial neural network (ANN) and soft computing methodologies. The main obstacle raised by
MPPT techniques is to automatically find the real voltage Vmpp at which a PV module should operate
to attain the maximum power output Pmpp under a given PV surface temperature and irradiation [23].
Several techniques as mentioned previously are discussed in detail in an arbitrary order.

5.1. Hill Climbing (HC)

HC is a popular MPPT technique ever developed due to its simplicity and easy implementation [24].
The flow diagram of a classical HC technique as well as Power-Duty (P-D) curve as illustrated in
Figures 7 and 8 respectively, operated with a fixed duty cycle size which controls the sign of the P-D
curve’s slope on each calculation step and makes the appropriate voltage alteration.

 

Figure 7. Flow diagram of HC.
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Figure 8. P-D curve of the HC.

The duty cycle, D, in every sampling period is determined by the comparison of the power at
the present time and previous time. If the incremental power ΔP > 0, then the duty cycle should
be increased in turn to make ΔD > 0. Then if ΔP < 0, the duty cycle is reduced to make ΔD < 0.
Shortcomings of the HC method are described below. Figure 8 is the P-D curve diagram of PV modules
when the power interface device is a DC-DC buck converter. If the initial operating point of the PV
system is located on the left side of the MPP, the duty cycle has to be continuously increased on the
basis of the judgment procedure of the HC method in order to track the maximum power point. When
the operating point of the PV module is located on the right side of the MPP, the duty cycle should
be continuously reduced to return back to the maximum power point. However, if the operating
point wants to move toward the MPP (ΔP > 0), the incremental duty cycle should be greater than zero
(ΔD > 0) according to the judicial procedure of the HC method. This will cause the operating point to
move farther away from the MPP. Therefore, a misjudgment of tracking direction during changing
weather condition may happen under this kind of situation. For the HC method, this misjudgment is a
fatal weak point [25].

5.2. Perturbation and Observation (P&O)

The P&O algorithm control technique like HC is widely used in the MPPT controllers due to its
simple structure and fewer required parameters [26]. This method finds the MPP of PV modules by
means of iteratively perturbing, observing and comparing the power generated by the PV modules.
The P&O technique comprises a perturbation in the operating voltage of the PV module, while HC
strategies involve a perturbation in the duty ratio of the power converter [27]. The flow chart of the
typical P&O algorithm is shown in Figure 9.

The algorithm is started by reading the value of current, I and voltage, V from the PV module.
The power, P is then calculated from the measured voltage and current. The value of voltage and power
at the k th instance is stored. Then next values at (k + 1)th instance is measured again and power is
calculated from the measured values. The power and voltage at (k + 1)th instant are subtracted with the
values from the k th instant. In the P-V curve of the PV module, it is inferred that in the right-hand side
curve where the voltage is almost constant and the slope of power voltage is negative (ΔD/ΔV < 0)
whereas in the left-hand side, the slope is positive (ΔP/ΔV > 0). Therefore, the right side of the curve
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is for the low duty cycle (near to zero) whereas the left side curve is for the higher duty cycle (nearer to
unity). Depending on the sign of ΔP(P(k + 1) − P(k)) and ΔV(V(k + 1) −V(k)) after subtraction,
the algorithm decides whether to increase or to decrease the duty cycle of the converter. P&O and HC
techniques can malfunction under rapidly changing atmospheric conditions [28]. As illustrated in
Figure 10, the starting point is point A, and a +ΔV voltage perturbation will move the operating point
from A to B and cause a decreasing power when the weather condition is steady. According to the
judging rules of the P&O method, the next perturbation should be changed to −ΔV in the opposite
direction. However, if the irradiation increases and shifts the power curve from P1 to P2 within one
sampling period, the operating point will move from A to C instead of A to B. This represents an
increase in power and the perturbation is kept the same. Consequently, the operating point diverges
from the MPP and will keep diverging if the irradiation steadily increases and vice versa. The power
loss of PV modules will increase and therefore, the efficiency of the PV system eventually will fall.

 

Figure 9. Typical P&O MPPT algorithm.

Figure 10. Divergences of HC and P&O from MPP.
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Another drawback of the P&O method is that, as the MPP is reached, the power tracked by the
P&O method will oscillate and perturb up and down near the MPP as the module terminal voltage
is perturbed for every MPPT cycle resulting in a loss of PV power especially in cases of constant or
slowly varying atmospheric conditions. The magnitude of the oscillations is determined by the degree
of variations of the output voltage or duty cycle [29].

5.3. Modify P&O

The modified P&O is presented [30]. The experimental result work shows that the adopted
proposed modified MPPT control algorithm improved the accuracy as well as a fast response
as compared to conventional P&O method [31]. The authors [32] came out with the estimate
perturb-perturb (EPP) method that uses one estimate mode between two perturb mode.
Furthermore, in order to minimize the negative effects associated with the classical P&O method
especially during rapidly changing atmospheric conditions, the P&O MPPT parameters should
be customized to the dynamic behavior of the specific converter adopted as reported [33].
Precisely, the MPPT parameters which contains the fixed duty cycle step size, ΔD and sampling
time, Ta are customized to the dynamic behavior of the specific converter and PV module adopted.

On the other hand, the oscillation around MPP can be minimized by reducing the perturbation step
size. However, a smaller perturbation size slows down the MPPT and the system shows poor dynamic
response. A larger perturbation step size could cause large fluctuations of output power resulting in
energy dissipation. A solution to this conflicting circumstances is to have a variable perturbation step
size that gets smaller towards the MPP as discussed [34]. By varying the step size value as well as the
sampling time reduces the oscillation around the MPP and steers to a faster response. Meanwhile, [35],
a linearization around the MPP leads to a good selection of the sampling period, Ta and the duty
cycle variation, ΔD in order to reduce the number and the amplitude of oscillation around MPP in the
typical P&O algorithm. It can be concluded that, the stability of the PV system and rapidity of the
MPPT algorithm is to compromise by having a good selection of the adaptive sampling period as well
as perturbation step size towards the MPP.

5.4. Incremental Conductance (INC)

The INC MPPT technique is based on the fact that the slope of the P-V curve as in Figure 8 is zero
at the MPP, positive on the left of the MPP and negative on the right. The flow diagram of the INC
method and INC conditions is illustrated in Figure 11 and mentioned in Equations (2)–(4) respectively.

ΔP
ΔV

= 0, at MPP (2)

ΔP
ΔV
> 0, le f t o f MPP (3)

ΔP
ΔV
< 0, right o f MPP (4)

The advantage of the INC MPPT method, which is superior to those of the other two HC and P&O
algorithms, is that it can calculate and find the exact perturbation direction for the operating voltage of PV
modules. In theory, when the MPP is found by the judgment conditions (ΔI/ΔV = −I/V and ΔI = 0)
of the INC method, it can avoid the perturbation phenomenon near the maximum power point
which usually happens to the previous MPPT algorithms. The value of operating voltages is then
fixed. However, it indicates that the perturbation phenomenon is still happening near the MPP under
non-uniform weather conditions during experimental tests [36]. This is due to the reason that the
probability of meeting condition ΔI/ΔV = −I/V is extremely small plus the deterministic process of
INC algorithm is more complicated, therefore the simulation time spent by INC MPPT algorithm is a
little bit longer than that of HC and P&O.
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Figure 11. The flow diagram of the INC method.

5.5. Fractional Open-Circuit Voltage (FOCV)

This method is based on the observation that, the ratio between module voltage at maximum
power, Vmpp to its open-circuit voltage, Voc is nearly constant [37].

Vmpp = kiVoc (5)

Although the execution of this method is simple and easy, its tracking efficiency is relatively low
due to the utilization of inaccurate values of the constant ki in the computation of Vmpp. Once the
constant ki is known, Vmpp is computed by measuring Voc periodically. This factor ki has been reported
to lie between 0.71 and 0.78.

5.6. Fractional Short-Circuit Current (FSCC)

This method results from the fact that the current at the maximum power point Impp is approximately
linearly related to the short-circuit current Isc of the PV array [38].

Impp ≈ kiIsc (6)

The MPP tracking is completed by measuring the short-circuit current Isc. However, ki is not
constant. It lies between 0.78 and 0.92. The accuracy of the method and tracking efficiency depends on
the accuracy of ki are the periodic measurement of short-circuit current.
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5.7. Fuzzy Logic (FL), Artificial Neural Network (ANN) and Other Algorithms

The PV module’s MPP varies with the irradiation and surface temperature since the module exhibits
a non-linear current-voltage or power-voltage characteristic. Some artificial intelligent prediction tools,
such as FL or ANN, control with non-linear and adaptive in nature is introduced in the PV MPPT
control mechanism. By knowledge-based Fuzzy rules, Fuzzy control can track the MPP of the PV
module [39]. On the other hand, an ANN control executes like a black-box model, requiring no detailed
information about the PV system. After learning the relation between maximum power point voltage
and open-circuit voltage or irradiation and temperature, the ANN control can track the MPP during
a real-time scenario. Since most PV arrays have different characteristics, ANN has to be specifically
trained for the PV module with which it will be used. The characteristics of the PV module also change
with time, implying that the ANN has to be periodically trained to guarantee accurate MPPT [40].
Ref. [41] presents a high-performance tracking of maximum power delivered from PV systems using
adaptive neural Fuzzy inference systems (ANFIS). This method combines the learning abilities of ANN
and the ability of FL to handle imprecise data. Moreover, due to the emerging technology especially on
the computing-based, enormous MPPT techniques are developed in order to overcome some limitation
occurred in previous approaches. Most of the newly emerged MPPT techniques are able to relocate the
true MPP effectively even under partial shading condition. However, the main disadvantage of these
controls is the high cost of accomplishment owing to complex algorithms that usually need a digital
signal processor (DSP) as their interface platform.

Comparison of major MPPT techniques found in the literature is tabulated in Table 2. RCC stands
for ripple correlation control, FL, ANN, particle swarm optimization (PSO), genetic algorithm (GA),
radial movement optimization (RMO), biological swarm chasing algorithm (BSCA), ant colony
optimization (ACO), cuckoo search (CS), salp swarm algorithm (SSA) and grey wolf optimization
(GWO). Among these MPPT techniques, the modified variable-step INC is found to be the best
promising technique among other conventional approaches in the literature. On the other hand,
PSO proved to be an effective method among new generations of MPPT techniques which are based on
soft computing. PSO is able to provide accurate, fast convergence speed and able to work effectively
even under partial shading conditions. Furthermore, detailed analysis carried out by the authors [42]
demonstrated the superiority of GWO among other distinctive meta-heuristic optimization algorithms
in terms of speed and reaction time to reach MPP.

Table 2. Comparison of major MPPT techniques and their limitations [43–64].

MPPT Technique

Parameters

PV Array
Dependent

Analog or
Digital

Convergence
Speed

Implementation
Complexity

Input
Sensors

Tracking
Approach

Under Partial
Shading Condition

HC No Both Slow Low V, I Iteration Ineffective
P&O No Both Medium Low V, I Iteration Ineffective

INC No Digital Varies Medium V, I Mathematical
Calculation Ineffective

FOCV Yes Both Medium Low V Constant
Parameters Ineffective

FSCC Yes Both Medium Medium I Constant
Parameters Ineffective

RCC No Analog Fast Medium V, I Mathematical
Calculation Ineffective

A voltage or
Current Sweep Yes Digital Slow High V, I Mathematical

Calculation Ineffective

DC-Link
Capacitor Droop No Both Medium Low V Iteration Ineffective

The load I or V
Maximization No Analog Fast Low V, I Measurement and

Comparison Ineffective

dP/dV or dP/dI
Feedback Control No Digital Fast Medium V & I Mathematical

Calculation Ineffective

FL Yes Digital Fast High Varies Intelligent
Prediction Partially Effective

ANN Yes Digital Fast High T, G & I Intelligent
Prediction Partially Effective

PSO No Digital Fast High V & I Soft Computing Effective
GA No Digital Fast High Varies Soft Computing Effective
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Table 2. Cont.

MPPT Technique

Parameters

PV Array
Dependent

Analog or
Digital

Convergence
Speed

Implementation
Complexity

Input
Sensors

Tracking
Approach

Under Partial
Shading Condition

RMO No Digital Fast Medium Varies Soft Computing Effective
BSCA No Digital Medium High V, I,G,T Soft Computing Effective
ACO No Digital Fast High V, I Soft Computing Effective

CS No Digital Fast High V Soft Computing Effective
SSA No Digital Fast High V, I Soft Computing Effective

GWO No Digital Fast High V, I Soft Computing Effective

6. Inverter

Inverter is an electronic device or circuitry that changes a DC input voltage to asymmetric AC
output voltage of desired magnitude and frequency [65]. Inverters can be broadly classified into
two main classes which are line-commutated and self-commutated inverters as shown in Figure 12.
It furthermore can be structured into many sub-categories which are based on the types of input
source, output characteristics, method of connections, types of load, pulse-width modulation (PWM)
switching techniques and also based on the number of output voltage level.

Figure 12. Classifications of inverters [66–69].

The line-commutated inverter (LCI) depends on the grid parameters that dictate the commutation
process. In addition, it requires some additional circuitry to turn-off the switching devices. On the
other hand, the self-commutated inverter (SCI) is a fully controlled device. The potential at the gate
terminal controls the whole operation of the switching device. Since the SCI is controllable, it is able to
control both the current as well as voltage waveform at the output side of the inverter. Furthermore,
it is well recommended for GPV system as it is highly robust to grid disturbances, able to suppress
current harmonics and therefore able to improve the grid power quality. SCI can be further divided
into three sub-categories which are Voltage-Source Inverter (VSI), Current-Source Inverter (CSI) and
Impedance-Source Inverter (ISI). The two most common type of SCI for grid-connected operation is
VSI and CSI. VSI is fed from a DC voltage input having small or negligible impedance and the output
voltage does not depend on the load. Meanwhile, CSI is fed with adjustable current from a DC voltage
input source having high impedance. The amplitude of the output current is independent of the load
impedance [70]. VSI is a more preferable converter scheme over CSI for several reasons such as it offers
better loss reduction, easy to control, reduction in filtering requirement, and provide improved quality
of the produced voltages and currents especially for the grid-connected system.
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7. Line Filter and Coupling Transformer

Power electronic circuit such as DC-DC converters or an inverter produces high order harmonic
that flow into the grid will create harmonic pollution thus affecting the power quality of the grid [71].
Passive and active harmonic power filters (APF) are used to reduce voltage distortion, current harmonics
and able to act as a reactive power compensation in distributed generation systems [72]. A passive filter
contains passive elements such as a resistor, capacitor, and inductor connected in several arrangements
which responses to a frequency range of 100 Hz to 300 MHz. On the other hand, APFs have different
configurations which are shunt, series, and hybrid as illustrated in Figure 13. APFs are capable of
dealing with low-frequency range as well as able to provide flexible gain.

Figure 13. Circuit configurations of hybrid power filters.

The introduction of the coupling transformer in a GPV system is based on two main reasons.
A large 50 Hz coupling transformer is often paired at the inverter output as it works as galvanic isolation
and to prevent DC current injection into the distribution grid. Excessive DC current injection into the
grid network creates corrosion in underground equipment and leads to transformer saturation [73].
Moreover, a coupling transformer’s role as an interface to the magnitude of the PV array voltage could
minimize the effect of leakage current. The implementation of a transformer, however, will lead to
additional circuitry losses and consequently bring down the overall system efficiency. Meanwhile, the
use of solid-state transformer offers size and weight reduction as it works on a high frequency [74].
The grid-connected PV system without coupling transformer raises another complication which is
the creation of leakage current components. The occurrence of ground leakage current as presented
in Figure 14 exist in transformer-less GPV system as the parasitic elements within the system is not
properly grounded.

Figure 14. Path of ground leakage current in transformer-less GPV System [75].

8. Grid Synchronization

As discussed earlier, the GPV generation system received extensive attention as more researchers
focus on the integrated and smart-grid distribution power system. The implementation of these systems
requires deep understanding, critical evaluation and detail analysis in case of normal and abnormal
operation. In order to synchronous single-phase or three-phase inverter system to the grid distribution
network, four vital conditions must be met as tabulated in Table 3.

88



Energies 2020, 13, 4279

Table 3. Grid-synchronization Parameters [76,77].

Parameters Description

Phase Sequence The phase sequence or phase rotation of the three-phase inverter must
be matching as the phase sequence of the three phases of the grid.

Voltage Magnitude The magnitude of the sinusoidal voltage produced by the inverter must
be equivalent to the magnitude of the sinusoidal voltage of the grid

Frequency The frequency of the sinusoidal voltage produced by the inverter must
be equal to the frequency of the sinusoidal voltage of the grid.

Phase Angle The phase angle between the sinusoidal voltages produced by the
inverter and the sinusoidal voltage generated by the grid must be zero.

The synchronization must occur in the first place before connecting the PV system to the grid.
The main purpose of grid synchronization is to allow and automatically take the control action to
prevent the abnormalities of parameters between the PV system, and the grid. Moreover, the variables
such as phase sequence, voltage magnitude, frequency, and phase angle should be continuously
monitored within the permissible limits in order to guarantee a safe and effective synchronization
operation of PV power converters connected to the grid.

A GPV system can be modeled as having two sources on each side with intermediate reactance in
between as shown in Figure 15a.

 

invV

invI

invLIjω

GVϕ
δ

(a) (b) 

Figure 15. GPV system; (a) Equivalent circuit diagram (b) Phasor diagram.

Figure 15b represents the phasor diagram of the fundamental components including the inverter
output voltage Vinv, the inverter output current Iinv, the voltage drop on the line reactance jωLI and
the fundamental component of the grid voltage VG. The symbol ϕ represents the power angle between
the grid and inverter output current meanwhile δ represents as the phase difference or load angle
between the grid and the inverter output voltage. These relationships are governed by Equations (7)
and (8) respectively,

P = |VG||Iinv| cosϕ =
|Vinv||VG|

XL
sin δ (7)

Q =
|VG|
XL

(|Vinv| cos δ− |VG|) (8)

The direction of power flow from an inverter to the grid or vice versa can be controlled by
fine-tuning the inverter output voltage magnitude |Vinv| and phase difference δ with respect to the
grid while the inverter phase sequence as well as its frequency are monitored closely. The summary of
the operation is presented in Table 4. It is clear that maximum power delivery can be made when the
phase difference between inverter and grid voltage is 90

◦
. However, if δ = 90

◦
, these two voltages are

unable to synchronous and are unstable. Therefore, the angle difference should be slightly lower than
90
◦

in order to achieve maximum power transfer from the PV source to the grid.
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Table 4. Direction of Power Flow [78–80].

Parameter The Direction of Power Flow

Phase Difference, δ
δ > 0 The real power, P flows from inverter to Grid

δ < 0 The real power, P flows from Grid to Inverter

Voltage Magnitude, V
Vinv > Vgrid The reactive power, Q flows from Inverter to Grid

Vinv < Vgrid The reactive power, Q flows from Grid to Inverter

8.1. Control Mechanism for GPV System

The power transferred or injected from the PV system into the grid must be continuously
monitored, controlled and analyzed. Designing a GPV system employs two control loops which
are external voltage and internal current control loop respectively. The voltage control loop is used
to regulate the output power from PV modules to the grid as well as to balance the power flow,
whereas the current control loop is used to regulate the injected current to the grid and keep it in phase
with grid voltage to achieve unity power factor [81]. Many control mechanisms have been proposed
in the literature to regulate the inverter output current that is injected into the grid. Among these
control mechanisms are hysteresis controller, predictive and linear proportional-integral (PI) controller,
Fuzzy proportional-integral (FPI) and others [82]. Among all, the PI controller is the most common
control algorithm used for current error compensation [83]. A PI controller calculates an error value as
the difference between a measured inverter output current and a desired injected current to the grid,
then the controller attempts to minimize the error between them.

Current control in a synchronous (rotating) reference frame (SRF) using PI controllers is the
typical solution, especially in the three-phase grid-connected inverters [84]. As shown in Figure 16,
Clark’s transformation transforms three-phase grid quantities vector from ABC natural reference frame
into balanced two-phase quantities (α–β) and then converting to two-phase rotating reference frame by
using Park’s transformation which defined as the direct (d) and quadrature (q) components respectively.

AV

BV

CV qVβV

αV dV

Figure 16. Transformation of the reference frame.

Transforming natural frame AC variable quantities into a DC quantity two-phase rotating reference
frame makes filtering and controlling easily achievable [85].

The transformation from three-phase stationary reference frame into two-phase rotating reference
frame has also been called as D-Q transformation and it is governed by Equations (9)–(11) respectively.

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
Vd
Vq

V0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ = [T]

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
Va

Vb
Vc

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (9)
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
id
iq
i0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ = [T]

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
IA
IB

IC

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (10)

[T] =

√
2
3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
sinα sin

(
α− 2π

3

)
sin

(
α+ 2π

3

)
cosα cos

(
α− 2π

3

)
cos

(
α+ 2π

3

)
1√
2

1√
2

1√
2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (11)

According to the mathematical model of the three-phase GPV system as discussed [86], the output
voltages of the inverter in the SRF are given by Equations (12) and (13) respectively.

V∗d = Kp
(
I∗d − Id

)
+ Ki

∫ (
I∗d − Id

)
dt−ωLIq + Vd (12)

V∗q = Kp
(
I∗q − Iq

)
+ Ki

∫ (
I∗q − Iq

)
dt +ωLId + Vq (13)

where V∗d, V∗q, I∗d and I∗q are DC components of the grid voltage and current respectively whereas Vd, Vq,
Id and Iq are DC components of the inverter output. These DC quantities are then transformed back
into the ABC natural frame where they will be used as a reference signal for sinusoidal pulse-width
modulation (SPWM) to generate proportional duty-cycle switching sequence to the three-phase inverter.
By referring to Equation (11), the transformation of the reference frame from AC quantities into DC
quantities require a value of αwhich is the information of phase angle of grid. There are numerous
methods used to obtain the grid information especially phase angle value. Among the methods
available in the literature, phase-locked loop (PLL) is the most acknowledged owing to its simplicity,
effectiveness and robustness in various grid conditions [87].

8.2. Phase-Locked Loop (PLL)

The role of the PLL is to provide the rotation frequency (ω), direct (d) and quadrature (q) voltage or
current components by resolving the grid ABC natural components. It synthesizes the frequency and
phase of grid voltage and current correspondingly. Moreover, it is able to provide the frequency and
phase angle of the grid voltage correctly even though in the event of disturbance [88]. The principle
operation of three-phase PLL is based on the closed-loop control system as displayed in Figure 17
which regulates Vd to zero and locks θ∗ to the phase angle of the input signal θ.

PI

abc

dq

θ

ffω

ω

dV

qV

AV

BV
CV

dV

Figure 17. Three-phase SRF-PLL for grid synchronization.
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The gains of the PI controller are designed in such a way that Vd follow the reference value
V∗d. This results in an estimated phase angle that equals the phase angle original, therefore, a phase
difference of zero [89]. The general structure with the entire components of the three-phase GPV
system is presented in Figure 18. There are two controller blocks employed in this system. The first
controller block implements MPPT on the input side of the converter. Normally the voltage and
current of PV modules are set as the input and duty cycle is the output parameter. The next controller
generates PWM to the three-phase inverter. The extraction of the phase angle from the grid voltage
is vital. There are three technical aspects that are very crucial for the effective grid synchronization
scheme. The primary one is to regulate the DC link voltage to make it constant. The next one is a
controller which control active power injected into the grid. The third one is to control reactive power
compensation. [90], a full working three-phase PLL for GPV system with coupling transformer has
been designed. Furthermore, there are studies that compare the performance of a GPV generation
system with and without coupling transformer. Both system’s configurations have its own advantages
and disadvantages as detail analysis regarding this implementation are provided by the authors [91].

dI qI dV qV

dV

dV qV
qV

dI

qI

θθ

θ

Lω

Lω

dcV

dcV

dcV

dI

dI

qI

Figure 18. The general structure of the three-phase GPV generation system with transformation blocks.

The designing of a synchronization control algorithm must be able to cope with the disturbances of
grid parameters such as voltage, frequency, and phase angle. It is expected that the faster and the more
accurate these measurements are the better the synchronization and therefore the more efficient the
control actions. It is well-known that PLL is the most popular synchronization technique available in the
literature. However, recently there is a vast spectrum of grid synchronization techniques available which
can be divided into two categories which are for open-loop and closed-loop system. Open-loop systems
directly detect the magnitude, phase, and frequency of the input signal whereas closed-loop systems
adaptively update the detected parameters through a loop mechanism. Artificial intelligence (AI),
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zero-crossing detection (ZCD), adaptive notch filtering (ANF), delayed signal cancelation (DSC),
nonlinear least square (NLS), discrete Fourier transform (DFT), Kalman filter (KF), and frequency-locked
loop (FLL) are among numerous grid synchronization control techniques available in the literature.
Figure 19 shows the classification of synchronization up-to-date techniques. [92] elaborate in detail
some of the mentioned synchronization control techniques together with their applications. The authors
emphasize that more attention is required to focus on hybrid techniques for robust grid synchronization
especially in adverse grid conditions.

 
Figure 19. Classification of grid synchronization techniques.

Since PLL is the most common grid synchronization technique, there is plenty of derivation
generated from this method. A comprehensive review of major PLL techniques has been carried out
in [93] which includes synchronous reference frame (SRF), instantaneous real and imaginary power
theory (PQ), double synchronous frame (DSF), sinusoidal signal integrator (SSI), double second-order
generalized integrator (DSOGI), enhance PLL (EPLL), three-phase magnitude (3MPLL), quadrature
method (QPLL), robust PLL (RPLL), adaptive linear combiner (ALC), multi-rate (MR), and as well as
adaptive PLL (APLL). Each of these techniques depends strongly on the system specifications and
requirements. Some of the proposed schemes did not provide the corresponding results or hardware
verifications. Yet, the main goals are it should be able to provide fast and accurate synchronization
information along with the high degree of immunity and insensitivity towards disturbances in the
input signal thus making the grid synchronization as well as power transfer mechanism working
effectively within the given standards and regulations.

9. Islanding Detection Methods

Apart from the grid synchronization mechanism, a protection scheme against islanding is another
crucial issue in the GPV generation system. The IEEE standards defined islanding as the condition in
which a portion of an area of electric power system (EPS) is energized solely by one or more local EPS
through the associated point of common coupling (PCC) while that portion of the area EPS is electrically
isolated from the rest of the area EPS. Generally, there are two types of islanding circumstances which
are intentional and unintentional cases. The unintentional islands pose more tangible risks with high
possibilities of damaging the electrical device due to the asynchronous re-closure, potential fire hazards
to the personnel on-duty and safety issues. Up to date, there are various islanding detection methods
have been reported in the literature [94–96]. Figure 20 classified the islanding detection methods in
two main categories comprise of local and remote methods.

The major problems lie in the installation cost, effective communications between supervisory
controllers and computational accuracy. In addition, extra considerations need to take into account
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especially in the event of improper disconnection and reclosing events. Moreover, the introduction
of the latest islanding detection methods should look for uniformity and comply with international
standards and regulations. A suitable coordination procedure between synchronization with the
islanding detection techniques, controller accuracy and efficiency are the key determinants for the
smooth operation of GPV generation system.

 
Figure 20. Classification of islanding detection methods.

10. Standards and Guidelines

Interconnecting PV system to the grid poses a major challenge in the development of the
modern smart grid and distribution power systems. The awareness about the environment, safety,
energy disturbance and the reliability of the integrated power system raise concerns on proper
preventive measures and protective equipment resulting in the creation of the international standards
and guidelines for the GPV system. Standards and guidelines are able to provide researchers and
engineer around the globe with a basis for mutual technical understanding regarding the GPV system.
Up to date, there are various standards that govern the interconnections of the PV system. The most
widely recognized and used are the Institute of Electrical and Electronics Engineers (IEEE 1547) and
the International Electrotechnical Commission (IEC 61,727). The IEEE 1547 standard covers technical
specifications and tests for the interconnection of distributed resources below 10 MVA meanwhile IEC
61,727 relates to GPV systems with a rated capacity below 10 kVA. On the other hand, IEEE 929–2000
was created specifically for GPV systems [97–99].

11. Future Key Challenges

There are several key challenges that need to be addressed in order to build efficient GPV
generation system. Table 5 summarizes future key challenges and obstacles for the researcher in the
field of the GPV system.
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Each main component on the GPV generation system poised several key challenges that required
extensive understanding on the subject sphere. Every section is at different stages of technological
development. The major challenges on PV modules technical developments can be divided into
two main classifications which lie on material fabrication and electromechanical advancement. The
main aim is to achieve an optimal energy conversion from the sunlight to electrical energy. Another
crucial aspect with regards to the construction of PV systems is the proper protection against fire
hazards. As reported [132], there are various factors that may contribute to fire risks especially to the
PV modules installed on buildings such as the use of low-quality electrical components, imperfection
of construction standards and lack of relevant protocols on installation. A standardized fire mitigation
procedure should be established to overcome these issues. Other setbacks are the deficiency of
disposable procedure on aging PV modules. PV modules mostly constructed based on material which
may cause harm to human health and safety. Greater awareness of the environment and effective PV
recycling process plays a vital impact on the management of PV waste. Alongside the progressions in
power electronics technology, the research direction of the hardware prototype is moving towards
creating a highly efficient power converter. Replacing and reducing the number of physical electrical
elements such as analogue circuitry and bulky passive components with digital means becomes part
of the interest among researches to optimize the overall performance of the GPV generation system.
The transient analysis on grid-interfaced inverter due to the presence of a different type of faults,
voltage sag, voltage swell and rapidly changing power demand by the grid becomes the main concern
for researchers in assessing the ability, characteristic and response of the designated power inverter to
compensate the changes. Meanwhile, the introduction of computational algorithms techniques made a
huge breakthrough in the PV controller architectures. Apart from its complexity, the development of
so-called smart controllers able to improve the speed, accuracy, robustness and reliability of the GPV
system. Effective grid synchronization as well as islanding detection methods are the key principle for
the successful operation of GPV generation system. In the near future, a smart, intelligent and efficient
GPV system will be a prominent part in grid electricity generation.

12. Conclusions

A GPV generation system offers abundant opportunities for the researcher to build a smart and
efficient integrated system in order to meet future energy demand. The increased number of GPV
generation systems gave rise to problems concerning the stability, safety, as well as power quality issues.
This paper provided a detailed review on recent findings, development and future key challenges
of each sub-component of the system, which hopefully will be able to assist the future researcher
in the field of PV to explore new state-of-the-art ideas. There are numerous approaches, topologies,
and architectures of GPV generation systems that have been implemented in the literature. Some of
the new techniques are found to perform better than the classical ones yet the scheme which were
constructed based on conventional VSI topologies, SPWM switching technique and PLL control
algorithms are still well-accepted for its simplicity. The emerging challenges for these systems lie in the
use of high-efficiency PV materials, MPPT against partial shading condition, modular central inverter,
APF, the introduction of AI for both synchronization and anti-islanding state, smart energy storage
system and the development of supervisory controller for the integration of multiple PV generation
plant within the same buses. By identifying, analyzing and tackling these challenges will further
nourish the development of a smart and efficient integrated GPV generation system.
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Abstract: Growing consciousness of the threat posed by man-made climate change has spurred
government institutions, industry, and science to find clean fuels to power economic activity. Fuel cells
powered by hydrogen are one of the steps in gaining clean energy. To improve the efficiency of the fuel
cell, the hybrid solutions are required. This article shows a new approach to the design and control of
a hybrid energy storage system for portable applications. The methodology allows us to optimize
the desired physical parameters of the elements (weight or size) in order to withstand the connected
load power demand. Such an approach allows us to minimize weight, which is essential in portable
systems. The methodology was proven by building a technology demonstrator. The measurements
of physical objects verified the electrical parameters received during simulation and allowed a lower
weight of the system, compared to the system based only on Li-ion batteries.

Keywords: energy storage; fuel cell; hybrid batter; optimal sizing; power management

1. Introduction

The international community is trying to develop new technologies and solutions allowing
a reduction in greenhouse gas production [1–7]. Fossil fuels and oil used on a global scale are one
of the major reasons for air pollution [8–13]. Renewable energy is key in the modern stationery
industry [14–17]; however, overcoming these issues becomes more difficult when one wants to
downsize the system. The use of fuel cells running on hydrogen seems to be one of the most sufficient
and environmentally friendly solutions for mobile/portable applications [18–23]. Unfortunately,
the physical limitations of the fuel cells require a new hybrid approach that involves Li-ion batteries
or supercapacitors in order to fulfil the electrical power requirements of modern equipment [24–28].
Electrical boats, cars, electrical bikes, and scooters are something we have become used to in our
everyday life. Such miniaturization creates new challenges regarding the mass and size of the designed
systems [29–34]. The author’s goal was to design and build a portable device useful mostly in military
applications, therefore the total system’s mass and size were the main issues. By applying new
mathematical apparatus, the author was able to prepare methodology allowing us to estimate the
size of each power source in the Hybrid Energy Storage System. Using fuel cells along with other
energy sources also requires new control algorithms [35–39], which will support a complex power
distribution system. Most of the power management algorithms used in modern hybrid solutions are
rule-based strategies, which are quite vulnerable to dynamic changes in load. The author’s algorithm
is also rule-based, but by considering the energy profile of the load it was possible to overcome the
problem of power fluctuations. Such solutions comprise one or more power converters, several types
of secondary energy sources, a fuel cell, several control loops, and protections, among other things.
The aim of this paper is to present a new approach to designing hybrid energy sources suitable for
portable applications based on energy profiles with the use of the Proton Exchange Membrane (PEM)
fuel cell, Li-ion battery, and supercapacitor. Furthermore, the author presents the physical model of
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the hybrid power system designed and build accordingly to the simulation, based on the presented
mathematical model.

2. System Elements Selection

In this section, the author describes a new approach to estimate the mass of the elements for the
hybrid energy source. Based on the purpose of the device, the group of loads intended to be connected
is tested to create energy profiles. The energy profiles bring information about the current power
demand and dynamics of the connected load. More specific information on how the energy profiles
were created can be found in previous publications [40,41].

Using the energy profiles (Figure 1) generated according to the methodology described in [40,41],
one can determine the electrical parameters (including mass) of the system that will be able to power the
considered group of loads. Assuming that the random nature of the load is closest to the phenomena
occurring in real situations, one should adopt the energy profile randomly generated for this stage
of considerations.

Figure 1. The energy profile generated in the random mode, with the marked power level and energy
gathered in each threshold. PSC stands for the power level at which supercapacitor starts to work
in normal conditions, and PFC stands for the power level at which the fuel cell starts to work in
normal conditions.

During the selection of individual elements of the hybrid power supply system, no optimization
criteria were adopted, and only a general condition of mass reduction was taken into account to
compare it to the mass of the primary and secondary cells used in portable applications. Therefore,
the parameters that taken into account are the mass of the cells and the electricity stored in them.

Describing the electrical energy emitted by the supercapacitor as E1, the PEM fuel cell as E2,
and the Li-ion battery as E3, the energy and mass can be found with the equations:

1E1 = f (m1), (1)
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E2 = f (m2), (2)

E3 = f (m3), (3)

where:

m1: the mass of the supercapacitor.
m2: the mass of the fuel cell.
m3: the mass of the Li-ion battery.

In each example, the relationship between the mass and energy of the cell is non-linear (Figure 2),
and can be described as:

E1 = α1mβ1
1 , (4)

E2 = α2mβ2
2 , (5)

E3 = α3mβ3
3 , (6)

where the non-linearity coefficient α, β > 0.

Figure 2. Non-linear relationship between energy and mass (Li-ion battery) with a fitted curve
calculated in the Matlab environment. Coefficient α and β are given in Section 5.

In order to determine the proportions between individual elements that allow us to regulate the
physical dimensions of the hybrid energy storage system, the proportionality factors (r) were created:

r12 =
α1mβ1

1

α2mβ2
2

, (7)

r23 =
α2mβ2

2

α3mβ3
3

, (8)

r31 =
α3mβ3

3

α1mβ1
1

. (9)
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Taking into account the equations from (4)–(9) this can be transformed to:

E1

E2
=
α1mβ1

1

α2mβ2
2

= r12, (10)

E2

E3
=
α2mβ2

2

α3mβ3
3

= r23, (11)

E3

E1
=
α3mβ3

3

α1mβ1
1

= r31. (12)

Integrating in the time domain the energies of the individual power sources of the hybrid energy
storage system, one can obtain an energy Ê for individual thresholds (Figure 1).

Ê1 =

∫ T

0
P(t)dt f or thresholds P(t) ≥ PSC, (13)

Ê2 =

∫ T

0
P(t)dt f or thresholds PSC > P(t) ≥ PFC, (14)

Ê3 =

∫ T

0
P(t)dt f or thresholds P(t) < PFC. (15)

The thresholds in equations from (13)–(15) were obtained from the functions in Equations (16)–(18):

(PSC, PSC) ∈ argminPSC,PFC

∣∣∣∣∣∣ Ê1

Ê2
− r12

∣∣∣∣∣∣, (16)

(PSC, PSC) ∈ argminPSC,PFCin

∣∣∣∣∣∣ Ê2

Ê3
− r23

∣∣∣∣∣∣, (17)

(PSC, PSC) ∈ argminPSC,PFC

∣∣∣∣∣∣ Ê3

Ê1
− r31

∣∣∣∣∣∣. (18)

3. Control Algorithms

The power generated by the hybrid energy storage system should cover the needs of the connected
loads, taking into account the properties of the individual sources (Table 1). When designing control
algorithms, one of the most important elements is to take into account the dynamics of load changes
connected to the hybrid energy storage system.

Table 1. Comparison of properties for selected types of cells. On a scale from one (+) to three (+++),
the advantages of the cell for the described parameters were determined [42].

Response
Time

High
Temperature
Performance

Low
Temperature
Performance

Energy
Density

Power
Density

Work
Cycles

Single Cell
Voltage

Control
System

Requirements

Li-ion
battery ++ + ++ ++ ++ ++ +++ +

Supercapacitor +++ +++ +++ + +++ +++ + +

PEM Fuel
cell + ++ + +++ ++ ++ ++ ++

Nevertheless, to understand the basic concept of the control algorithm it is easier to start with the
simplified control algorithm. The fuel cell delivers power not only to the load but also to collaborating
power sources, which are charged each time they drop below initially set voltage. The power demand
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of the external load defines which power source is turned on or turned off according to the scheme
shown in Figure 3. Due to the dynamic character of the load changes, it is necessary to distinguish
short time fluctuations to avoid unnecessary switching between the power sources.

Figure 3. Simplified control algorithm of the hybrid power system. Red arrows indicate the power
flow, blue arrows indicate the information signal flow.

The function of power-versus-time p(t) is known (as a sample):

p(tk) = pk , where k = 1, N. (19)

When considering the dynamics of the hybrid energy source, the slowest element is the fuel cell
(FC), which will set the main limitation for the operation of the entire system. By marking the dynamics
of power changes as ε and assuming that a change in the operating states of individual cells included
in the hybrid energy source requires exceeding the assumed threshold, one can write:∣∣∣∣∣∣dp(t)

dt

∣∣∣∣∣∣ ≤ ε. (20)

The condition described by Equation (20) describes the state in which there will be no switching
between cells due to sufficiently slow power dynamics. Moreover, if condition (20) holds, any current
state is not shifted, whether it has been the FC or another element. The opposite state is represented by
Equation (21), which will condition the switching.∣∣∣∣∣∣dp(t)

dt

∣∣∣∣∣∣ > ε. (21)
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Note that conditions (20) and (21) are purely theoretical. Practically, we can use an approximation
for the derivative. With the forward difference,

dp(t)
dt

∣∣∣∣∣∣
t=tk

≈ pk+1 − pk

tk+1 − tk
. (22)

This is an approximation of the power derivative at time tk. For distinguishing real power jumps
from short-time fluctuations, we need to estimate the short-time energy Ẽk for a standardized power:

Ẽk =
∫ tk+2

tk

∣∣∣p(t) − p(tk)
∣∣∣dt ≈

≈ (tk+1 − tk )
|pk+1−pk|+|pk+2−pk|

2 + (tk+2 − tk)
|pk+1−pk|+|pk+2−pk|

2 =

= (tk+1 − tk )
|pk+1−pk|

2 +(tk+2 − tk+1)
|pk+1−pk|+|pk+2−pk|

2 ,

(23)

where the trapezoidal rule for integral approximation is used. Hence, if Ẽk is negligible,
then a fluctuation has been registered on the interval [tk; tk+2], so any state of the hybrid power
source should not be shifted. Denoted by E0 is a negligible part of energy occurring due to short-term
fluctuations. In Table 2, one can see how the elements of the hybrid energy storage system are
shifted, if at all, depending on the short-time power dynamics (22) and residual short-time energy (23).
This table is considered at time [t = tk+2] only if:∣∣∣∣∣Pk+1 − Pk

tk+1 − tk

∣∣∣∣∣ > ε. (24)

Table 2 has an additional power level, marked as PLi, which includes the state reserved for the
Li-ion battery.

Therefore, the power value p(t) in each next step p(t1) = p1 depends on the parameters ε and E0.
This can be described as (25):

pk = ψ
({

Pj
}k−1

j=1
, ε, E0

)
where k = 2, N. (25)

The switching problem boils down to finding the maximum energy for the period T depending
on the ε and E0 (26):

E∗T = maxεmaxE0

∫ tN
t1

P(t, ε, E0)dt ≈
maxεmaxE0

N−1∑
k=1

(tk+1 − tk)
Pk+Pk+1

2 =

= maxεmaxE0

⎛⎜⎜⎜⎜⎜⎜⎜⎝
(t2 − t1)

Pk+ψ(P1, ε, E0)
2 +

+
∑N+1

k=2 (tk+1 − tk)
ψ
({

Pj
}k−1

j=1
,ε, E0

)
+ψ

({
Pj

}k

j=1
,ε, E0

)
2

⎞⎟⎟⎟⎟⎟⎟⎟⎠.

(26)

The presented mathematical apparatus allows us to determine both the size of the individual
cell used in the hybrid energy storage system and to create the algorithm controlling the operation of
the system.
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Table 2. A scheme of the shifting algorithm between elements of the hybrid energy storage system at
time t = tk+2.

State Short-Time Power Dynamics Residual Short-Time Energy Shift to the State

1 (SC) pk+1−pk
tk+1−tk

> ε Ẽk> E0 No shift

1 (SC) Ppk+1−pk
tk+1−tk

> ε Ẽk ≤ E0 No shift

1 (SC) pk+1−pk
tk+1−tk

< −ε Ẽk≤ E0 No shift

1 (SC) pk+1−pk
tk+1−tk

< −ε Ẽk> E0 for PSC < Pk+1 No shift

1 (SC) pk+1−pk
tk+1−tk

< −ε Ẽk> E0
dla PLi+PSC

2 ≤ Pk+1 ≤ PSC
2 (FC)

1 (SC) pk+1−pk
tk+1−tk

< −ε Ẽk> E0
dla Pk+1 <

PLi+PSC
2

3 (Li-ion)

2 (FC) pk+1−pk
tk+1−tk

> ε Ẽk > E0 1 (SC)

2 (FC) pk+1−pk
tk+1−tk

> ε Ẽk≤ E0 No shift

2 (FC) pk+1−pk
tk+1−tk

< −ε Ẽk≤ E0 No shift

2 (FC) pk+1−pk
tk+1−tk

< −ε Ẽk> E0 3 (Li-ion)

3 (Li-ion) pk+1−pk
tk+1−tk

> ε
Ẽk> E0

for PLi+PSC
2 ≤ Pk+1

1 (SC)

3 (Li-ion) pk+1−pk
tk+1−tk

> ε
Ẽk> E0

for Pk+1 <
PLi+PSC

2
2 (FC)

3 (Li-ion) pk+1−pk
tk+1−tk

> ε Ẽk≤ E0 No shift

3 (Li-ion) pk+1−pk
tk+1−tk

< −ε Ẽk≤ E0 No shift

3 (Li-ion) pk+1−pk
tk+1−tk

< −ε Ẽk> E0 No shift

Note that we use the forward difference to estimate the derivative instead of the central difference in order to have
interval [tk+1; tk+2] to accomplish the integration. For instance, if condition (24) is not true, then we literally do
nothing on the interval [tk+1; tk+2] (“waiting”, wherein the corresponding memory of microprocessor controller is
empty). If condition (24) is true, then a very short interval [tk+1; tk+2] is occupied for the microprocessor preparation
to integrate over interval [tk; tk+2] and make a decision on the shift.

4. Mathematical Model

The mathematical model of the hybrid power system was designed and tested in the Matlab
Simulink environment. In Simulink, it is very straightforward to represent and then simulate
a mathematical model representing a physical system. Models are represented graphically in Simulink
as block diagrams. A wide array of blocks are available to the user in provided libraries for representing
various phenomena and models in a range of formats. The multilayer model was divided into few
sections (Figure 4). Taken from the left, the “Digital Clock” and “MATLAB function GEN_LOS_NIEB”
are responsible for operating the connected load. This block turns on and off selected elements of the
load according to the chosen scenario. The next block, “Load”, represents the physical load connected
to the hybrid power system. The “Stab” block represents the dc/dc converter and the “hybrid” block is
the hybrid power system.
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Figure 4. Base layer of the hybrid.

The first layer of the hybrid power system (Figure 5) consists of the “Logic” block responsible for
the harmonic work of the fuel cell (“Fuel cell”), the Li-ion battery (“Li-ion”)k and the supercapacitor
(“Supercap”), which are controlled with controlled relays (“Switch”).

Figure 5. Hybrid power system first layer.

5. Physical Realization of the Mathematical Model

To ensure that the presented mathematical apparatus is valid, a simulation in the Matlab-Simulink
environment was performed. All the elements used in the simulation were taken from the standard
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Simulink Simscape library. However, both the loads and control systems were custom-made by the
author in order to fully reflect the complex working principal of the hybrid power system.

The hybrid energy storage system was designed with the use of multiple electronic devices,
which allowed us to support loads of up to 35W. A DSPIC33EP256MU810-I/PT microcontroller was
used as the main engine, and it allowed us to support most of the algorithms implemented in the
system. Other significant elements are the LTC4412 MOSFET controllers, the ZXCT1082 current output
monitors, the ADUM1250 I2C isolator, and the LT3650-8.4 Li-ion charger.

The coefficient values received with use of the methodology shown in the first paragraph
(Equations (4)–(6)) for the tested battery of supercapacitors (Maxwell 5F), PEM fuel cell (Horizon PEM
20W), and Panasonic 18,650 Li-ion 2P2S battery (4 Ah) are as follows:

Coefficients for the supercapacitor (with 95% confidence bounds):

• α = 7.934 (7.038, 8.831),
• β = 1.152 (1.115, 1.189).

Coefficients for the fuel cell (with 95% confidence bounds):

• α = 52.1 (37.56, 66.64),
• β = 1.684 (1.523, 1.845).

Coefficients for the Li-ion battery (with 95% confidence bounds):

• α = 173.7 (169.6, 177.8),
• β = 0.9565 (0.9042, 1.009).

The thresholds that separate the areas of responsibility of cells working in the hybrid power
system (Equations (13)–(15) are as follows:

• P_SC = 23.85 (W),
• P_FC = 5.68 (W).

After computer simulation, which resulted in a steady output voltage (24V) across all ranges
of loads, changing accordingly to various scenarios of energy profiles, a physical model was made
(Figure 6). The 3D model (Figure 7) presents the main elements of the physical model. The PEM
fuel cell module holds the mentioned fuel cell with the controller and system of valves responsible
for the hydrogen flow. Two hydrogen cartridges store hydrogen in the metal hydride to ensure the
uninterrupted work of the fuel cell. The Li-ion/supercapacitor module holds a battery of supercapacitors
and Li-ion batteries.
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Figure 6. Physical model of the hybrid energy storage system.

Figure 7. 3D model of the hybrid power system.

The power management modules are responsible for the control of the hybrid power system and
load-displacement among all modules (Figure 7). The output voltage rises up to 24V with the DC-DC
step-up converter. The control algorithm of the physical model is shown in Figure 8.
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Figure 8. Physical model control algorithm.

6. Measurements and Simulation

Measurements and data acquisition for the physical model (Figure 6) were carried out with the
use of the analog-digital converter NI USB-6289 and Labview ver. 2017 software. Variable loads
changing according to the energy profiles were simulated with the digital load array 3711A. The tests
were carried out with the use of energy profiles (Figure 1) reflecting several scenarios, which covered
various conditions and the possible usage of electronic equipment, represented by the above-mentioned
variable load. The PEM fuel cell along with the Li-ion battery and battery of supercapacitors were
operating in a temperature of 23 °C and with a 50% humidity. The simulation was made with help of
the Simulink Matlab environment, where basic mathematical models of the supercapacitor, fuel cell,
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and Li-ion battery were modified according to data taken from physical objects. The experiment as
well as the simulation resulted in a steady output voltage (24 V) across all ranges of loads.

Comparing the response of each cell during the simulation and the measurement results for the
physical objects, one can notice few differences which did not influence the overall performance of the
hybrid power system. Data acquired during the measurements on the physical object were used to
correct the simulation parameters. Such modifications resulted in very similar cell responses both in
the simulation and in the measurements of the physical object. Major differences can be noticed in two
situations: first, when a steady state was not reached by the fuel cell (Figure 9), and, second, during the
normal operation of the Li-ion battery (Figure 10).

Figure 9. Fuel cell voltage characteristic during start-up. Measurements of the physical object (a),
simulation (b).

Figure 10. Li-ion battery current characteristics during its normal operation in a chosen period of time.
Measurements of the physical object (a), simulation (b).

The differences between both fuel cell voltage characteristics (during the start-up) are the result of
the insufficient accuracy of the mathematical model. It is very difficult to predict the unstable state of
the fuel cell during its start-up.

These differences were caused by a few factors, in which the most significant one was placing
the current measurement point on the hybrid energy storage system’s output. This way, the power
consumption of the electronic elements is not considered by the algorithm responsible for switching
between the cells. Electronic elements are connected to the most stable and reliable power source in
the system, which is the Li-ion battery. The current measurement presented in Figure 10 was taken
directly from the Li-ion battery.
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Further differences between the simulation and the measurements of the physical object were
insignificant and noticeable only in the fuel cell (Figure 11). One can notice bigger voltage drops during
the simulation, as well as voltage peaks (only one in this time frame).

Figure 11. Fuel cell voltage characteristics during normal state. Measurements of the physical object
(a), simulation (b).

The power management system ensures that the energy distribution in the hybrid power system
sustains the required output parameters. At this point, the system should be analyzed as a whole,
where, despite minor differences between the simulation and the measurements, one receives the same
steady output voltage in both cases. The detailed behavior of each cell along with the mathematical
model of the system will be a subject of another publication.

7. Conclusions

Considering the results obtained by comparing the measurements results of the mathematical
model and the physical object, it can be concluded that the presented approach to sizing elements for
a hybrid energy source is correct. This method can be customized regarding optimization criteria,
which makes it universal. Furthermore, despite the fact that physical model was built mainly
from commercially available elements (Horizon PEM fuel cell 20W, Li-ion 18,650–3400 mAh and
VEC6R0505QG supercapacitor 6V/5F), the total weight of the hybrid power system (8325 g) was almost
20% smaller than a set of Li-ion batteries (10280 g) storing the same amount of energy (890 Wh). The total
mass of the system includes hydrogen cartridges, which allow operating for 72 h. Measurements
were taken from real-life objects during laboratory tests. The detailed behavior of each cell during the
test along with its responses, both in the physical object and the simulation, is a subject of another
publication. The results show some minor differences between the mathematical model and the
physical elements, especially in the transient states in the hybrid power system. However, the overall
results give a solid basis for using a Matlab environment in this kind of simulation.

Taking into account the results of the simulation and the measurements proves that the presented
mathematical apparatus is correct and the use of the hybrid system with fuel cells is not only possible
but justified in portable applications.
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Abstract: During the past years, researchers have studied both numerically and experimentally
multibody wave-wind combined energy structures supporting wind turbines and different types
of Wave Energy Converters (WECs); rigid body hydrodynamic assumptions have been adopted
so far for the development of their numerical models and the assessment of their produced power.
In the present paper a numerical model that is based on the use of generalized modes addressing
wave-structure interaction effects for the case of a multibody wave-wind combined structure is
developed and presented. Afterwards, the developed numerical model is used for the assessment
of the hydrodynamic response and the prediction of the produced power of different possible
configurations of the updated WindWEC concept which consists of a spar supporting a wind turbine
and one, two, three or four heaving type WEC buoys. The combined effects of the center-to-center
distance of the WEC and spar platform, the number of the WECs and the grid configuration of spar
and WECs on the hydrodynamic interaction between the different floating bodies, spar and WEC
buoys, and consequently on their response and wave power production are examined for regular and
irregular waves. Strong hydrodynamic interaction effects exist for small distance between spar and
WECs that result to the decrease of the produced power. Power matrices of the updated WindWEC
concept are presented for all examined configurations with different number of WECs. Moreover,
the annual produced power of the updated WindWEC in two sites is estimated and presented. The
generalized modes analysis presented in this paper is generic and can be used for the early stage
assessment of wave-wind combined energy structures with low computational cost. The updated
WindWEC can be used in sea sites with different environmental characteristics while extracting
valuable amount of wave power.

Keywords: generalized modes; hydrodynamic analysis; combined energy structures; offshore wind
turbines; wave energy converters; WindWEC

1. Introduction

Offshore Wind Turbines (OWTs) technology can be considered as the leading tech-
nology in the ocean renewable energy sector, which has the greatest potential for being
developed extensively in the years to come and become the backbone of the global energy
system. New offshore wind farms are now in operation or are scheduled for development
in the coming years [1]. Floating OWTs can be effectively used as an alternative to the fixed
bottom OWTs in intermediate and deep water areas. Among several concepts proposed
so far Hywind is a successful example already in operation off the north-east coast of
Scotland [2] in the world’s first floating wind farm.

On the other hand, Wave Energy Converters (WECs) after forty years of unsuccessful
wide industrialization are in a reconsideration phase as far as numerical analysis and
design methods that should be used. Many different types of WECs have been proposed
so far by a big number of researchers during the past decades [3–5]. Wavestar [6,7] is
a good WEC example that may efficiently produce electricity due to the simple mode
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of operation. Although the WECs were proposed earlier than OWTs, offshore wind
technology experienced a very rapid and intense growth. The maturity of OWTs and
WECs is different although both are subjected to similar challenges related with the harsh
marine environment and hydrodynamic loadings.

It might be beneficial to investigate the possibility of extracting ocean energy resources,
offshore wind and wave energy, simultaneously by sharing common marine infrastructures
aiming to reduce the overall cost to increase the advantage use of the resources to ensure the
efficient use of the ocean space [8–11]. Combining WECs with OWTs may result in several
advantages including the possible reduction of construction, installation and maintenance
costs related with infrastructures, equipment, mooring and anchoring systems, subsea
power cables, survey and monitoring methods, and power storage. Also, the combined
production of wind and wave energy may result in power output smoothing and in zero
produced power reduction as the frequency range of the fluctuation in mean produced
power by the OWTs greatly differs from the relevant range produced by WECs. Moreover,
the WECs may act as a damper for the OWT system while harnessing the incoming wave
loads. Several researchers [12–18] have studied numerically and experimentally wave-wind
combined energy concepts utilizing different floating support platforms with different
WEC types. An innovative wave-wind combined concept that consists of the Hywind spar
and one Wavestar type WEC has been introduced in [19] and named as WindWEC is very
critical at the beginning of the development of a specific concept basic questions about the
effect of the number of the WECs as well as the effect of the distance between the different
bodies to be on the hydrodynamic response of both spar and WECs and produced power
to be addressed.

The design and analysis of combined energy structures present increasing complexity
and require efficient computational models and numerical analysis methods as well as
suitable physical model tests to ensure structural integrity and efficient performance. For
the implementation of the numerical analysis of the combined concept that is a multibody
marine structure, in time or in frequency domain, rigid body hydrodynamic assumptions
and interconnected bodies with flexible or rigid elements have been very commonly
adopted and used [14–17]. Excitation wave loads and hydrodynamic coefficients between
the different interconnected bodies are calculated based on the six rigid body degrees of
freedom for each body and relevant hydrodynamic analysis.

Generalized modes analysis has been developed by [20] and is mainly used to describe
structural deformations of floating structures [21], motions of hinged and/or interconnected
bodies [22–24], hydroelasticity of floating structures [25,26] and viscous dissipation in
relation with marine engineering problems [27].

In the present paper, the dynamic characteristics and the wave power performance of
the updated wave-wind combined concept WindWEC is presented for different possible
design configurations. Updated WindWEC consists of a spar supporting a wind turbine and
one, two, three or four heaving type WECs in different grid configurations. For estimating
the hydrodynamic response and the produced wave power, a numerical model has been
developed and presented which is based on the use of generalized modes. Spar oscillates
in the six rigid body degrees of freedom while WECs are oscillating in two additional
generalized modes, one of which related to the produced wave power. Details about the
development of the generic generalized modes analysis are presented at the beginning of
the paper. Afterwards with the use of the proposed numerical model, the effects of the total
number of floating bodies comprising WindWEC, and consequently its grid configuration,
and of the center-to-center distance between the bodies on the hydrodynamic interaction
effects and on the produced wave power are examined. Strong hydrodynamic interaction
effects exist for small distance between the spar and WECs resulting to the decrease of the
produced power and should be avoided. The examined configuration with four WECs
results to the largest produced wave power. Power matrices of the updated WindWEC
concept are presented for all examined configurations with different number of WECs. The
increase of the number of the bodies, and consequently the increase of the hydrodynamic
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interaction between the different bodies, results to the decrease of the produced power if
the distance between the spar and the different bodies remains the same. Moreover, the
annual produced power of the updated WindWEC in two different sea sites is estimated
and presented in order a direct estimation of the expected annual produced power of the
updated WindWEC to be presented. An early-stage assessment of the updated combined
concept WindWEC with low computational cost has been achieved with the use of the
generalized modes analysis developed and presented in this paper.

2. Numerical Modeling of Wave-Wind Combined Structures with the Use of
Generalized Modes

The numerical modeling that will be presented in this section is generic and can
be applied for combined concepts consisting of different bodies for the evaluation of
their wave-structure interaction effects and produced power. Also, it can be used if
hydroelasticity is important for one or more of the bodies of the combined structure. In
the present paper the developed numerical modeling is used for the case of the WindWEC
concept combining the technologies of Hywind OWT and a heaving type WEC. WindWEC
was introduced in [19] and originally analyzed as a two-body structure consisting of the
spar platform and one WEC in time domain with rigid body hydrodynamic assumptions
for everybody. A schematic layout of the original design configuration of WindWEC
combined concept is presented in Figure 1.

 

Figure 1. WindWEC combined concept as originally proposed.

In the present paper and contrary to the original design of WindWEC [19] the com-
bined concept consists of the moored spar-type floating wind turbine Hywind OWT and
one, two, three or four heaving type WECs. Four different possible grid configurations of
WindWEC have been examined consisting of two, three, four and five bodies in total. The
spar platform is capable to carry the NREL 5MW wind turbine for offshore applications.
The WEC used in the present paper has a cylindrical geometry with a conical bottom
end and its relative dimensions compared to the spar floating structure are small (2.2%
of the total spar displacement and 2.1% of the spar mass); it is noted that this type of
WEC is based on the design philosophy of Wavestar but is not exactly the same. Details
and characteristics about the platform, wind turbine and WECs are presented in Table 1.
For both spar and WECs similar design characteristics have been used compared to the
unit characteristics as proposed in the original design of this combined concept in [19]. It
should be noted that for the calculation of the characteristics, and when it is necessary, the
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coordinate system in which the characteristics are calculated is at the mean water level of
each body with the Z-axis pointing upward and X-axis to the right. For the calculation of
the characteristics the hull of the spar (including ballast and steel weight), rotor, nacelle
and tower are accounted for.

Table 1. Characteristics of different components of the WindWEC [19].

Spar WEC

Displacement 8016 m3 Diameter 10 m

Diameter (free surface) 6.5 m Draft 3 m

Diameter (bottom) 9.4 m Conic length 1 m

Entire mass 8216 × 103 kg Entire mass of WEC 180 × 103 kg

Center of gravity −78.5 m Center of gravity −1.5 m

Center of buoyancy −62.0 m Center of buoyancy −1.17 m

Mass moment of
inertia, IXX

69.84 × 109 kg·m2 Mass moment of
inertia, IXX

1.690 × 106 kg·m2

Mass moment of
inertia, IZZ

16.78 × 107 kg·m2 Mass moment of
inertia, IZZ

3.018 × 106 kg·m2

The spar platform and the WEC buoys are interconnected through a rigid structural
arm (e.g., a frame structure or a rigid bar) that allows the WECs to move relatively with
the spar platform in different degrees of freedom that can be adjusted. In the present paper
we consider that WECs can move freely related with the spar’s motions in heave and
pitch degrees of freedom. The structural configuration (e.g., connectors, steel thickness,
dimensions), as well as the final engineering design of the arm, is out of the scope of the
present paper. Moreover, it is assumed that the arm can withstand all the internal loads
without any structural integrity problems and behaves rigidly. The Power Take-Off (PTO)
that transforms the relative heave motion of the two bodies, WEC and spar, into useful
power is positioned at the edge of the rigid structural arm and behaves as a linear damper.
It is stated that PTO stiffness effects have not been examined in the present paper. On the
other hand, the spar is considered to move in six rigid body degrees of freedom.

The multibody hydrodynamic analysis of the WindWEC subjected to incident regular
waves is conducted in the frequency domain and is based on the three-dimensional linear
wave diffraction theory appropriately modified to account generalized modes for the
representation of the motions of WECs. The hydrodynamic analysis of the WindWEC is
taking into account the hydrodynamic interaction between the WECs and spar. The six
degrees of freedom of the spar, namely, surge (ξ1), sway (ξ2), heave (ξ3), roll (ξ4), pitch (ξ5)
and yaw (ξ6) are numerically simulated as six rigid body degrees of freedom while the two
degrees of freedom of each of the WECs are numerically simulated as: (a) two additional
generalized modes ξj, j = 7 and 8, for the case that WindWEC consists of one WEC, (b) four
additional generalized modes ξj, j = 7, 8, 9 and 10, for the case that WindWEC consists of
two WECs, (c) six additional generalized modes ξj, j = 7, 8, 9, 10, 11 and 12, for the case
that WindWEC consists of three WECs and (d) eight additional generalized modes ξj, j = 7,
8, 9, 10, 11, 12, 13 and 14, for the case that WindWEC consists of four WECs. As a result,
and for the grid configuration that WindWEC consists in total of two bodies, spar and one
WEC, the total degrees of freedom of the numerical model are eight, namely, the six rigid
body degrees of the spar platform, ξ1, ξ2, ξ3, ξ4, ξ5 and ξ6, and the two generalized modes
of each WEC, ξ7 and ξ8, representing heave and pitch of the WEC, respectively. Same
considerations apply to the rest examined configurations with three, four and five bodies
with eight, ten, twelve and fourteen total degrees of freedom, respectively.

Based on linear potential theory, the flow is assumed irrotational and incompressible.
The fluid is considered inviscid while its motion can be described with the use of the
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velocity potential. The velocity potential, ϕ, satisfies the Laplace equation, and is described
as below:

ϕ = ϕD + iω
N

∑
j=1

ξjϕj = ϕ0 +ϕS + iω
N

∑
j=1

ξjϕj (1)

where ϕ0 is the potential of the incident waves, ϕD is the diffraction potential, ϕs is the
scattered potential due to WECs and spar, ϕj, j = 1, . . . , N, is the radiation potential of
each mode associated with the waves that are radiated due to the forced motions of the
floating bodies (six rigid body degrees of freedom of spar and additional generalized
modes of WECs), ξj j = 1, . . . , N, are the complex amplitudes of the degrees of freedom of
the combined structure, ω is the wave frequency, g is the gravitational acceleration, and N
is the number of the total degrees of freedom (e.g., N = 8, 10, 12 and 14 for two, three, four
and five bodies, respectively, as discussed previously). For ϕj, j = 1, . . . ,6, the radiation
potential corresponds to the rigid body degrees of freedom of the spar. While, for ϕj, j = 7,
. . . , N, the potential is related only with the additional generalized modes that correspond
to the heave and pitch motions of the WECs.

The boundary value problem is solved based on the three-dimensional panel method
utilising Green’s theorem. Appropriate boundary conditions are used on the free surface,
on the sea bottom, and on the floating body, and the radiation condition for the outgoing
waves is adopted [20,24]. The velocity potential φ should satisfy the Laplace equation and
the following linearized boundary conditions (2–5):

∂ϕ

∂z
− kϕ = 0 (2)

∂ϕ

∂z
= 0 for z = −d (3)

∂ϕD

∂n
= 0 (4)

∂ϕj

∂n
= nj (5)

where Equation (2) is the combined kinematic and dynamic free-surface condition, k
is the wave number, Equation (3) is the bottom boundary condition for depth d, and
Equations (4) and (5) are the Neumann conditions, which should hold on the wet surfaces
of all the bodies of the combined structure with nj denoting the normal unit vector of the
bodies for all j degrees of freedom in the vertical direction.

The additional generalized degrees are numerically defined as a unit deformation of
all panels of the wet surface of the WEC in the specific degree of freedom; e.g., for the 7th
degree of freedom all the panels of the wet surface of the WEC obtain a value equals to one
in heave direction only. The radiation potential for all modes, ϕj, j = 1, . . . , N, is subjected
to the following boundary condition on the WECs and spar body [20]:

∂ϕj

∂n
= nj= ujnx+vjny+wjnz (6)

where nx, ny, nz are the unit normal vectors on the wet surface of the body and uj, vj, wj
are the components of the displacement vector of the generalized mode ϕj, j = 1, . . . , N in
x, y, z directions, respectively; e.g., for the 7th degree of freedom the displacement vector is
u7 = 1, v7 = 0 and w7 = 0.

For both the spar and the WEC bodies, uniform mesh is used for the panel model
discretization of their wet surface. The number of panels is selected after an appropriate
convergence study. The amplitudes of all body’s motions, ξj, j = 1, . . . , N, (rigid body and

123



Energies 2021, 14, 225

additional generalized) are calculated from the solution of the following linear system of
equations (for i = 1, . . . , N):

N

∑
j=1

[
−ω2

(
Mij+Aij

)
+iω

(
Bij+BE

ij

)
+
(

Cij+Kij

)]
ξj= Xi (7)

where Mij and Kij,i, j = 1, . . . , N, are the entire mass of the system and stiffness elements in
all degrees of freedom. With regards to the hydrodynamic coefficients, namely, added mass,
Aij, i, j = 1, . . . , N, radiation damping, Bij, and wave excitation loads, Xi, are calculated after
the solution of the first-order boundary value problem according to the following equations:

Aij − i
ω

Bij= ρ
�
SB

niϕjdS i, j = 1, . . . , N (8)

Xi = −iωρ
�
SB

niϕDds i = 1, . . . , N (9)

where ni, i = 1, . . . , N, is the normal component of the i-th mode shape (both rigid body
and generalized degrees of freedom) on the mean body wetted surface, SB, and ρ is the
mass density of the water. Moreover in Equation (4), Cij, i, j = 7, . . . , N, are the coefficients
of the hydrostatic stiffness matrix given with the use of the following equation [20]:

Cij= ρg
�
SB

nj(wi+drDi)ds (10)

where dr is the draft of the floating body, Di is the divergence of the displacement vector,
and ρs and ρ are the mass density of the structure and the water, respectively.

With regard to the PTO damping elements, BE
ij , and since the PTO function is related

with the heave motion of the WECs, the BE
ij coefficients that are nonzero are related with the

heave degree of freedom of the WECs. It is stated that the present paper emphasizes on the
hydrodynamic analysis of this type of the combined structure; aerodynamic damping loads
or structural viscous loads are not considered during the analysis. In the present paper
four different configurations of the combined concept will be examined consisting of one,
two, three and four WECs. As a result, and for the case that the combined concept consists
of four WECs and the spar, the degrees of freedom of the numerical model that correspond
to the heave motion of the WECs are the 7th, 9th, 11th and 13th. Similar considerations can
be made for the case that the combined concept consists of different number of WECs. The
BE

ij elements depending to the number of WECs that are used are calculated as follow:

BE
ij = BPTO i = j = 7, 9, 11, 13 (11)

or
BE

ij = 0 i �= j (12)

The response of the floating body in all the examined degrees of freedom, rigid and
additional generalized modes, is expressed in terms of the Response Amplitude Operator,
RAO, (Equation (13)):

RAOj =

∣∣ξj
∣∣

A
, with j = 1, . . . , N (13)

where
∣∣ξj
∣∣ is the amplitude of the complex quantity ξj and A is the amplitude of the incident

waves defined at the beginning of the analysis equal to one.
The time-averaged produced wave power, PWECk, of the k-th WEC extracted from the

regular waves is calculated with the following Equation [28]:

PWECk= 0.5BPTOω
2∣∣ξ3−ξj

∣∣2 with j = 7 and/or 9 and/or 11 and/or 13 (14)
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where j depends upon the WEC that produces power. The total produced power, Ptot, of
the WindWEC is:

Ptot =
n

∑
k=1

PWECk with n = 1, 2, 3 or 4 (15)

where n is the total number of WECs that are used for the examined configuration of
WindWEC. The time averaged power output for irregular waves is calculated as:

Pirr
(
Hs, Tp

)
=
∫ ∞

0
Ptot(ω) Sω(ω)dω (16)

where Ptot(ω) is the total produced power of WindWEC for ω wave frequency, Sω(ω) is a
power spectrum, Hs is the significant wave height and Tp is the peak wave period. For the
purposes of the present paper the Pierson-Moskowitz spectrum is adopted as below:

Sω(ω)= βjH
2
sT−4

p ω−5 exp
[
−1.25

(
Tpω

)−4
]
γexp [−(Tpω−1)2/2σ2] (17)

where βJ is a factor that depends upon the γ factor that is considered equal to 3.3 and σ a
constant value depends upon the wave frequency.

Finally, the annual averaged produced power of WindWEC for a specific sea site is
calculated as follows:

Pannual = ∑
Hs

∑
Tp

p
(
Hs, Tp

)
Pirr

(
Hs, Tp

)
(18)

where p
(
Hs, Tp

)
is the probability of occurrence that corresponds to the wave climate at a

specific ocean site defined as a set of sea states related with the significant wave height and
wave energy period.

3. Examined Configurations of WindWEC

As far as the examined wave environment, the combined multibody structure is placed
in infinite water depth (deep water approximations) while the incident wave direction
equals to 0◦ (surge motion of spar aligns with wave direction) (Figure 2). Forty-seven wave
periods are totally examined between 3 and 24 s and the amplitude of incident waves, A, is
considered equals to 1.

Figure 2. (a) CF1 examined configuration of WindWEC, (b) CF2 examined configuration of WindWEC, (c) CF3 examined
configuration of WindWEC and (d) CF4 examined configuration of WindWEC.

125



Energies 2021, 14, 225

Four different configuration cases of the WindWEC, CFi, i = 1~4 are examined
(Figure 2). The examined configuration CF1 consists of the spar platform and WEC1,
configuration CF2 consists of the spar platform, WEC1 and WEC3, CF3 consists of the
spar platform, WEC1, WEC2 and WEC3, and CF4 consists of the spar platform, WEC1,
WEC2, WEC3 and WEC4. In all the examined cases, D is the center-to-center distance
between the spar platform and WECs. Four different D values are examined for each of
the configurations equal to 10 m, 20 m, 30 m and 40 m in order to study the combined
effect of the D value and grid configuration on the hydrodynamic response of WindWEC
and the produced wave power. In total four configurations and four D values have been
examined in the present paper resulting to 16 different examined cases; one of the ex-
amined configurations corresponds to the original design of WindWEC. The examined
configurations, as well as their total degrees of freedom, are presented in Table 2. The
examined configurations correspond to the case with two, three, four and five bodies with
eight, ten, twelve and fourteen degrees of freedom, respectively. In all examined cases the
first six degrees of freedom correspond to the rigid body degrees of freedom of spar. The
natural periods of heave and pitch motions of both spar and WEC are presented in Table 3.

Table 2. Examined configurations of the WindWEC.

WindWEC Configuration Utilized WECs Total Degrees of Freedom, N

CF1 WEC1 8

CF2 WEC1 and WEC3 10

CF3 WEC1, WEC2 and WEC3 12

CF4 WEC1, WEC2, WEC3 and WEC4 14

Table 3. Natural periods of heave, Tn3, and pitch, Tn5, motions of spar and WEC.

Examined Body Heave (sec) Pitch (sec)

Spar 20.50 30.50

WEC 4.25 4.00

A constant value of BPTO has been selected for all the examined cases which is equal
with the radiation damping of the WEC for its natural period in heave degree of freedom,
Tn3 [29] in order maximum energy absorption to be achieved at the natural period of
a single WEC. Based on relevant hydrodynamic analysis the heave radiation damping
that corresponds to Tn3 = 4.25 s is used. The damping coefficient that is used for all the
examined cases in the present paper equals to BPTO = 88,482.7 Nm/s.

4. Results and Discussion

With the examined configurations studied in the present paper the effect of the position
of the WECs concerning the spar and the effect of grid configuration are intended to be
highlighted. Those configurations will be feasible with an appropriate mooring system
design in order to stabilize the combined structure. In the following subsections the results
of the generalized modes based numerical model are presented and discussed. Initially
hydrodynamic coefficients, namely, the added mass, radiation damping and excitation
wave loads, are presented for different WindWEC configurations and D values. Next,
results are presented for the motions of WECs and spar as well as for the produced wave
power by the WECs focusing on examining the effects of the D values between spar and
WECs for a specific configuration, as well as, of the different grid configurations of the
WindWEC.

In Figure 3 the heave added mass coefficients are presented for different WECs and
examined configurations. The 7th degree of freedom corresponds to the heave generalized
mode of the WEC1 for all the examined configurations. The heave added mass coefficient

126



Energies 2021, 14, 225

of the WEC considered as a single body (without any interaction effect) is also presented in
Figure 3 with a black solid line. For WEC1 (Figure 3a,b) and for all examined cases a large
interaction effect of the A77 added mass coefficient exists for all examined wave periods
and for the case where the center-to-center distance D equals to 10 m. For the same D value
and compared to the heave added mass coefficient of the single WEC the differences are
large for all examined configurations CF1, CF2, CF3 and CF4. For D = 10 m and as the
number of the bodies consisting WindWEC increases, the effects on the A77 added mass
coefficient are larger for all examined wave periods attributed to the intense hydrodynamic
interaction. For the rest examined center-to-center distances, namely, 20 m, 30 m and 40 m
the A77 coefficients are different compared to the added mass coefficient of a single WEC
for wave periods smaller than 14 s. Large differences are observed close to the natural
period Tn3 of the WEC; as the distance D increases the resonant effects become smaller.

  
(a) (b) 

  
(c) (d) 

Figure 3. Heave added mass coefficients for the: (a) WEC1 of CF1 and CF2, (b) WEC1 of CF3 and CF4, (c) WEC2 of CF3 and
CF4 and (d) WEC3 of CF2 and CF4.

Similar observations exist for WEC2 of CF3 and CF4 configurations (Figure 3c), and
WEC3 of CF2 and CF4 configurations (Figure 3d) regarding the heave added mass coef-
ficient of the WECs; for D = 10 m the effects are large and observed for all the examined
wave periods while for the rest examined D values the interaction effects exist for wave
periods smaller than 14 s. As far as the heave added mass coefficients of the spar, A33, of
the combined concept WindWEC the effect of the configuration and number of bodies of
WindWEC on the A33 coefficient (Figure 4a) is large only for the case of CF4 configuration
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consisting of five bodies and mainly for D = 10 m and D = 20 m, while for the pitch degree of
freedom (Figure 4b) the effect of the number of bodies of WindWEC on the A55 coefficient is
not significant even for the case of small D values and CF4 where strong interaction effects
exist. With regards to the pitch motion of WEC1 which is the 8th degree of freedom in
the numerical analysis model of WindWEC, the A88 coefficient of CF1 and CF4 (Figure 4c)
is largely affected mainly for small center-to-center distances, D = 10 m and D = 20 m,
between WECs and spar.

  
(a) (b) 

  
(c) (d) 

Figure 4. (a) A33 of spar for CF1 and CF4, (b) A55 of spar for CF1 and CF4, (c) A88 of WEC1 for CF1 and CF4 and (d) A73 of
WEC1 for CF1 and CF4.

Apart from the diagonal terms of the added mass matrix that are affected by the
WindWEC configuration and distance between the different bodies comprising the com-
bined structure, the non-diagonal terms of the added mass matrix are affected too and
should be accounted when dealing with the analysis of wind-wave combined structures.
In Figure 4d the A73 coefficient for WEC1 of CF1 and CF4 are presented for all examined
D values; A73 is the added mass coefficient of heave motion of WEC1 due to the heave
motion of the spar. Large effects exist for all examined wave periods attributed to both the
D value and the configuration of WindWEC.

In Figure 5a,b the heave radiation damping coefficients are presented for WEC1 and
all examined configurations. It is stated that in all the Figures the heave radiation damping
coefficient of the WEC calculated for the WEC considered as a single body without any
interaction is also presented with a black solid line. For all the examined WindWEC
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configurations and irrespectively of the examined D value, the effect of the D value for
a specific configuration on the heave radiation damping coefficient exists only for wave
periods up to 10 s. The interaction effects on the B77 value are larger for all the examined
configurations with D = 10 m and are observed for wave periods close to the Tn3 natural
period of WEC. Similar trends are observed for WEC3 of CF2 and CF4 configurations
(Figure 5c); for the case where five bodies are comprising WindWEC the heave radiation
damping coefficients obtain very large values for wave periods close to the natural period
of the WEC in heave degree of freedom. With regard to the second additional generalized
degree of freedom of the numerical analysis (pitch motion of the WEC1) of CF1 and
CF4, the B88 coefficient (Figure 5d) is largely affected mainly for D = 10 m, while the
interaction effects on the B88 values are larger for CF4 configuration compared to the rest
examined configurations.

  
(a) (b) 

  
(c) (d) 

Figure 5. Radiation damping coefficients for: (a) WEC1 of CF1 and CF2, (b) WEC1 of CF3 and CF4, (c) WEC3 of CF2 and
CF4, and (d) B88 coefficient for WEC1 of CF1 and CF4 configurations.

The effect of the D value between the different bodies as well as of the number of
bodies of WindWEC on the wave excitation loads, Xi, applied on WECs and spar are
presented in Figure 6. Compared to the heave excitation loads of a single WEC body
(black solid line), as the number of the bodies increases the interaction effects on the X7
excitation loads of WEC1 (Figure 6a,b) become more intense and for wider wave period
range. Irrespectively of the number of the bodies and WindWEC configurations, the effects
on the excitation loads are more intense as the D value decreases. Regarding the WEC3
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and heave generalized mode excitation load (Figure 6c) the interaction effects are smaller
compared to WEC1 and X7. However, for the presented interaction effects the larger values
are observed for the smaller examined D value and configuration CF4. As far as the spar
heave excitation loads (Figure 6d), the interaction effects are small for most of the examined
configurations and D values, apart from CF4 and D = 10 m where large interaction effects
exist resulting to a decrease of the excitation loads for periods close to spar’s natural period
in heave, as well as a second peak is presented related with the natural period of the WECs
and coupling between the two motions.

  
(a) (b) 

  
(c) (d) 

Figure 6. Heave excitation loads of WECs and spar for: (a) WEC1 of CF1 and CF2, (b) WEC1 of CF3 and CF4, (c) WEC3 of
CF2 and CF4, and (d) spar of CF1 and CF4.

The effect of the D value and of the grid configuration on the motion responses is
shown in Figure 7, where the variation of RAOs of WECs and spar of the WindWEC
configuration as a function of wave period is presented. For the case of WEC1 and RAO7
(heave motion of WEC1 in Figure 7a,b), in most of the presented curves the variation
of RAO7 is characterized by the existence of two distinctive peaks one attributed to the
occurrence of the resonance in heave motion and the other to the rapid increase of relevant
wave exciting forces in heave. The existing large interaction effects on added mass and
excitation loads for the examined cases with D = 10 m, do not result to the largest heave
RAO values. For all the examined configurations the largest values of RAO7 are observed
for D value equals to 20 m followed by a rapid decrease and a second peak.
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(a) (b) 

  
(c) (d) 

 
(e)

Figure 7. Heave RAOs of WECs, for: (a) WEC1 of CF1 and CF2, (b) WEC1 of CF3 and CF4, (c) WEC3 of CF2 and CF4, (d)
WEC1, WEC2, WEC3 and WEC4 of CF4 and (e) spar of CF1 and CF4.

With regards to the heave RAO of WEC3 (Figure 7c) of CF2 and CF4 examined
configurations, the amplitudes of heave RAOs are presenting intense variations only for
the case where D = 10 m and for examined wave periods smaller than 8 s, attributed to
relevant intense excitation loads for this wave period range. For the rest examined cases
in Figure 7c, the heave RAO curves are increasing smoothly and obtaining their largest
values for wave periods larger than 8 s. The values of WEC3 heave RAOs are smaller
compared to the relevant heave RAOs values of WEC1 for wave periods close to the Tn3 of
WEC attributed to the wake hydrodynamic interaction effects between the different bodies
of the examined configurations resulting to the decrease of the heave amplitudes of the
WEC3. The effect of the D value on the response of heave motion of WECs is presented
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in Figure 7d; the increase of the D value from 20 m to 40 m results to the decrease of the
heave motion in most WECs for wave periods smaller than 10 s. With regards to the RAOs
of spar of CF1 and CF4 and specifically for the heave motion of spar, RAO3, (Figure 7e) the
effect of the D value and of the grid configuration results to insignificant changes of the
amplitudes of the heave motion of spar.

As far as the produced wave power of the WECs of WindWEC, in Figure 8 the total
produced power, as calculated by Equation (14), is presented. For CF1 configuration
(Figure 8a) and for all examined D values the peaks of the produced wave power curves
exist close to the resonance of the WECs in the heave degree of freedom. The largest
produced power is observed for distance value D = 20 m. The curve of the produced power
varies smoothly and obtains one peak value. Similar observations exist for the examined
configuration CF2 (Figure 8b). It is clear that a linear trend between the increase of the D
with the produced power does not exist. For the case of D = 40 m and for all examined
configurations a quite irregular pattern of the produced power curves exist with multiple
peaks and minima. For D = 10 m and D = 30 m the examined configuration CF2 is not
producing large amount of wave power since heave RAO of WEC3 obtains small values
even in examined wave periods close to heave motion resonance. For both CF3 and CF4
examined configurations, WindWEC produces similar amount of wave energy irrespective
of the examined D value apart from the smallest D value equals to 10 m, attributed to
the strong interaction effects that result to smaller heave motion amplitudes close to the
resonance period of WECs for the heave motion. For both examined configurations CF3
and CF4 the largest values of the produced wave power are presented for D value equals to
40 m, but with small difference compared to the rest maximum values of produced power
for D = 20 m and D = 30 m.

  
(a) (b) 

  
(c) (d) 

Figure 8. Produced wave power Ptot of WindWEC for: (a) CF1 and all D examined values, (b) CF2 and all D examined
values, (c) CF3 and all D examined values, and (d) CF4 and all D examined values.
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In Figure 9a comparison is presented of the produced wave power, Ptot, for CF1, CF2,
CF3 and CF4 configurations and for D = 20 m (Figure 9a), and of the PWECk of all the WECs
of CF4 configuration with D = 20 m. The curve of Ptot for CF4 is obtaining not only the
largest value of the wave power but also the curve has wider characteristics and large
values up to wave periods equal to 16 s; this curve pattern results to more effective use
of WindWEC in a larger number of sea sites that possibly WindWEC can be placed and
produce power effectively. For CF4 and D = 20 m, the larger contribution of wave power is
produced by WEC1 for wave periods close to the resonance of the WEC in heave motion
while for the rest wave periods all the WECs are contributing in the total produced power
of WindWEC similarly. WEC3 has a small contribution on the total produced wave power
due to hydrodynamic wake effects and wave direction; but in order WindWEC to have
produced wave power independent of the wave direction all WECs should be used.

  
(a) (b) 

Figure 9. (a) Produced wave power Ptot of WindWEC for CF1, CF2 CF3 and CF4 for D = 20 m and (b) PWECk of WECs of
CF4 configuration and D = 20 m.

In Figures 10–13 we can see the produced wave power (kW) contours (power matrix)
for irregular waves, Pirr, of WindWEC for CF1, CF2, CF3 and CF4 examined configurations,
respectively, for all the examined values of the distance between the spar and the WECs.
For the calculation of the Pirr Equation (16) has been used and applied. It is noted that
no control has been used for the damping BPTO of the PTO and a constant damping has
been selected equal with the radiation damping of the WEC for its natural period in heave
degree of freedom. Based on relevant hydrodynamic analysis the heave radiation damping
that corresponds to Tn3 = 4.25 s is used. As it is expected the increase of the number of the
WECs results to the increase of the produced power of the combined concept for similar
irregular wave conditions. For both CF3 and CF4 examined configurations WindWEC
produces power for mild wave conditions. The value of the distance between the spar
and WECs plays a dominating factor for the power matrices. For each of the CF1 and CF2,
the examined case with D = 20 m results to the larger produced power while for each of
the CF3 and CF4 the examined case with D = 40 m has the better performance in terms of
produced power for different examined irregular wave cases. The increase of the number
of the bodies, and consequently the increase of the hydrodynamic interaction between the
different bodies, results to the decrease of the produced power if the distance between
the spar and the different bodies remains the same. For the case that a large number of
WECs are utilized the distance between the spar and WECs should increase in order the
interaction effects not to have negative impact on the produced power.
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(a) (b) 

  
(c) (d) 

Figure 10. Produced wave power Pirr contour of WindWEC for CF1 examined configuration and: (a) D = 10 m, (b) D = 20 m,
(c) D = 30 m and (d) D = 40 m.

  
(a) (b) 

Figure 11. Cont.
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(c) (d) 

Figure 11. Produced wave power Pirr contour of WindWEC for CF2 examined configuration and: (a) D = 10 m, (b) D = 20 m,
(c) D = 30 m and (d) D = 40 m.

  
(a) (b) 

  
(c) (d) 

Figure 12. Produced wave power Pirr contour of WindWEC for CF3 examined configuration and: (a) D = 10 m, (b) D = 20 m,
(c) D = 30 m and (d) D = 40 m.
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(a) (b) 

  
(c) (d) 

Figure 13. Produced wave power Pirr contour of WindWEC for CF4 examined configuration and: (a) D = 10 m, (b) D = 20 m,
(c) D = 30 m and (d) D = 40 m.

In order to compare the produced power of the different examined configurations
of WindWEC in real sea conditions, the annual-averaged produced wave power, Pannual,
(Equation (18)) for two sea states is calculated and presented. The first examined site
(Site 1) is presented in [30] and is based on Danish Hydraulic Institute (DHI) MetOcean
data portal for the case of a Danish small island in the Baltic Sea while the second one
(Site 2) corresponds to the National Wave Energy Test site located off the Annagh Head
west of Belmullet [31]. It is stated that the wave climate at a specific site is defined by a set
of sea states, defined by their significant wave height, Hs, and peak period, Tp, values, and
the probability of occurrence p(Hs,Tp) in one year period. For the examined sites the wave
climate matrices are presented in Tables 4 and 5 below. In Table 6 the annual averaged
produced power, Pannual, in kWh/year for all examined configurations and two examined
sites are presented. In the same Table it is also presented the value Pannual/number of
WECs in kWh/year. For the case that one and two WECs are utilized the largest annual
produced power corresponds for D value equals to 20 m, while, for the case that three and
four WECs are used the D value that corresponds to the largest annual produced power
corresponds to 40 m. The largest produced power is presented for the CF4 configuration
with D = 40 m and equals to 191,260 kWh for Site1 and 653,340 kWh for Site2.
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Table 4. Wave climate matrix of the examined Site1.

Tp (sec)
Total (%)

1.5 2.5 3.5 4.5 5.5 6.5 7.5 8.5 9.5 10.5 11.5

H
s

(m
)

0.25 0.02277 3.21038 12.3179 7.57058 2.9827 1.10428 0.13661 0 0.01138 0.01138 0 27.3679

0.75 0 0 4.61066 15.255 7.82104 2.4704 1.1612 0.67168 0.3643 0.04554 0 32.3998

1.25 0 0 0 1.54827 12.2154 3.9276 1.03597 0.43261 0.148 0 0 19.3078

1.75 0 0 0 0 1.5255 7.61612 0.9449 0.43261 0.07969 0.05692 0 10.6557

2.25 0 0 0 0 0 2.43625 3.44945 0.50091 0 0.01138 0.02277 6.42077

2.75 0 0 0 0 0 0.18215 1.42304 0.80829 0 0.03415 0.01138 2.45902

3.25 0 0 0 0 0 0 0.10246 0.5123 0.13661 0.02277 0 0.77414

3.75 0 0 0 0 0 0 0 0.05692 0.17077 0 0 0.22769

4.25 0 0 0 0 0 0 0 0.02277 0.13661 0.04554 0 0.20492

4.75 0 0 0 0 0 0 0 0 0.01138 0.17077 0 0.18215

Total (%) 0.02277 3.21038 16.9285 24.3739 24.5446 17.7368 8.25364 3.43807 1.05874 0.39845 0.03415 100

Table 5. Wave climate matrix of the examined Site2.

Te (sec)
Total (%)

5.5 6.5 7.5 8.5 9.5 10.5 11.5 12.5 13.5 14.5

H
s

(m
)

0.25 0.1 0.5 0.6 0.1 0 0 0 0 0 0 1.3

0.75 0.8 2.8 4.4 2.3 0.7 0 0 0 0 0 11

1.25 0.8 3.8 4.8 4.5 2.4 0.5 0 0 0 0 16.8

1.75 0.1 2.8 3.7 3 3.3 1.4 0.3 0 0 0 14.6

2.25 0 0.7 3.4 3 2.5 1.8 0.6 0.1 0 0 12.1

2.75 0 0.1 1.6 2.8 2 1.8 0.9 0.1 0 0 9.3

3.25 0 0 0.4 2.1 1.7 1.5 1.2 0.5 0.1 0 7.5

3.75 0 0 0.1 1.4 1.9 1.4 1 0.5 0.2 0 6.5

4.25 0 0 0 0.4 1.5 1.4 1 0.5 0.3 0 5.1

4.75 0 0 0 0.1 0.9 1.3 0.9 0.4 0.2 0.1 3.9

5.25 0 0 0 0 0.3 1.1 0.9 0.5 0.2 0.1 3.1

5.75 0 0 0 0 0.2 0.7 0.6 0.5 0.2 0.1 2.3

6.25 0 0 0 0 0 0.4 0.5 0.4 0.2 0.1 1.6

6.75 0 0 0 0 0 0.2 0.4 0.3 0.2 0.1 1.2

7.25 0 0 0 0 0 0.1 0.3 0.4 0.2 0.1 1.1

7.75 0 0 0 0 0 0 0.2 0.2 0.2 0.1 0.7

8.25 0 0 0 0 0 0 0.1 0.2 0.2 0.1 0.6

8.75 0 0 0 0 0 0 0 0.1 0.1 0 0.2

9.25 0 0 0 0 0 0 0 0.1 0.1 0.1 0.3

9.75 0 0 0 0 0 0 0 0 0.2 0.1 0.3

10.25 0 0 0 0 0 0 0 0 0 0.1 0.1

Total (%) 1.8 10.7 19 19.7 17.4 13.6 8.9 4.8 2.6 1.1 99.6
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Table 6. Annual averaged produced power, Pannual, for all examined configurations and two examined sites.

WindWEC
Configuration

Pannual (kWh per Year)
Pannual/Number of

WECs (kWh per Year)
Pannual (kWh per Year)

Pannual/Number of
WECs (kWh per Year)

Site1 Site2

CF1 10 m 46,576 46,576 167,420 167,420

CF1 20 m 54,437 54,437 176,150 176,150

CF1 30 m 46,050 46,050 161,620 161,620

CF1 40 m 46,674 46,674 161,520 161,520

CF2 10 m 91,739 45,870 328,790 164,395

CF220 94,684 47,342 341,230 170,615

CF2 30 m 90,014 45,007 321,230 160,615

CF2 40 m 91,957 45,979 322,800 161,400

CF3 10 m 136,190 45,397 490,990 163,663

CF3 20 m 134,020 44,673 483,820 161,273

CF3 30 m 137,440 45,813 483,080 161,027

CF3 40 m 140,690 46,897 492,960 164,320

CF4 10 m 186,000 46,500 650,520 162,630

CF4 20 m 177,100 44,275 640,620 160,155

CF4 30 m 185,560 46,390 646,110 161,528

CF4 40 m 191,260 47,815 653,340 163,335

5. Conclusions

In the present paper the hydrodynamic response and the prediction of the produced
power of different possible configurations of the updated WindWEC concept based on gen-
eralized modes analysis is presented for regular and irregular waves. Updated WindWEC
consists of a spar and one, two, three or four heaving type WEC buoys. Initially the
development of the generalized modes numerical model is presented. With the use of
the developed numerical model the effects of structural design parameters on the hy-
drodynamic response and produced wave power are examined. The structural design
parameters are the center-to-center distance of the WECs and spar platform, the number of
the WECs and the grid configuration of spar and WECs. Numerical analysis is made in
frequency domain and power matrices of the updated WindWEC concept are presented
for all examined configurations with different number of WECs. Moreover, the annual
produced power of the updated WindWEC in two sites is estimated and presented.

Based on the results the main findings can be summarized in this paragraph. The
decrease of the distance between the different bodies results to the decrease of the produced
power due to strong hydrodynamic interaction effects. The value of natural period of
WEC dominates both the hydrodynamic response and produced power. The combined
concept with larger number of WECs in use results to increase of produced power in wider
number of wave characteristics; in this case the WECs should be placed in large distance
from the central spar body. Hydroelastic analysis can be used efficiently when dealing
with combined structures for early-stage assessment of the hydrodynamic response and
produced power of WECs. The updated WindWEC can be used in sea sites with different
environmental characteristics while extracting valuable amount of wave power.

Moreover, and based on the findings it can be concluded that, the effect of the center-
to-center distance between the spar and WECs is large on the hydrodynamic response
of, mainly, the WECs for all the examined configurations of updated WindWEC. For the
smaller examined value of center-to-center distance, intense hydrodynamic interaction
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effects exist but are not resulting to the larger produced wave power of updated WindWEC.
It is very critical the assessment of the effects of the center-to-center distance on the power
performance of the combined concepts.

Large interaction effects exist not only for the diagonal coefficients of added mass and
radiation damping matrices but also for the nondiagonal coefficients. Those coefficients
should be accounted and used when dealing with the analysis of combined energy concepts
consisting of different floating bodies.

The effect of the grid configuration, and consequently of the number of the spar and
WECs bodies, is large on the hydrodynamic response for all the examined center-to-center
distance values. As the number of the bodies increases the interaction effects are larger.

Irrespectively of the examined center-to-center distance value and grid configuration,
the interaction effects on the motions of the WECs are large close to the heave natural
period value of WECs, while the interaction effects on the motions of spar platform are
insignificant for all examined cases.

With regards to the total produced power of updated WindWEC, CF4 results to the
larger maximum total produced power as well as to a wider produced power curve. The
smaller examined center-to-center distance value results to the small, produced wave
power for all examined configurations attributed to the strong hydrodynamic interaction
effects. For the case that a large number of WECs are utilized the distance between the spar
and WECs should increase in order the interaction effects not to have negative impact on
the produced power.

The generalized modes analysis that is presented in this paper is generic and can be
used for the early-stage assessment of combined energy concepts.

The updated WindWEC can be used in sea sites with different environmental charac-
teristics while extracting valuable amount of wave power.

Different possible future studies may arise from this paper related to the WindWEC
combined concept; the design of the mooring line system and the design of the arm of the
WindWEC for the CF4 configuration is prioritized in relevant fully coupled time domain
analysis models. Moreover, the shape optimization of the WEC of the WindWEC for
maximizing the produced wave power is also prioritized as a future study.
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Abstract: With an increase in renewable energy generation in the United States, there is a growing
need for more frequency regulation to ensure the stability of the electric grid. Fast ramping natural
gas plants are often used for frequency regulation, but this creates emissions associated with the
burning of fossil fuels. Energy storage systems (ESSs), such as batteries and flywheels, provide an
alternative frequency regulation service. However, the efficiency losses of charging and discharging
a storage system cause additional electrical generation requirements and associated emissions. There
is not a good understanding of these indirect emissions from charging and discharging ESSs in
the literature, with most sources stating that ESSs for frequency regulation have lower emissions,
without quantification of these emissions. We created a model to estimate three types of emissions
(CO2, NOX, and SO2) from ESSs providing frequency regulation, and compare them to emissions
from a natural gas plant providing the same service. When the natural gas plant is credited for the
generated electricity, storage systems have 33% to 68% lower CO2 emissions than the gas turbine,
depending on the US eGRID subregion, but higher NOX and SO2 emissions. However, different
plausible assumptions about the framing of the analysis can make ESSs a worse choice so the true
difference depends on the nature of the substitution between storage and natural gas generation.

Keywords: flywheel; battery; frequency regulation; emissions; natural gas

1. Introduction

Traditional fossil fuel energy sources are used extensively for energy generation, but
they emit greenhouse gases and other pollutants that are changing the planet’s climate.
Other negative effects, such as acid rain and air pollution, can also be attributed to fossil
fuel consumption. These issues cause both economic and health concerns to the world
population, including the United States. Energy use will continue to increase, potentially in-
creasing the rate of emissions and their negative effects [1]. To combat this, the government
needs to enforce policies which decrease the emissions of energy generating technologies
while maintaining a sufficient supply of energy for its citizens in the future.

Both state and federal governments have sought to incentivize a higher share of renew-
able energy systems in the market. Many states have developed energy plans for reducing
their greenhouse gas emissions and increasing renewable energy generation. Some states
have ambitious plans in place, such as New York’s plan to completely decarbonize the
power system by 2050 and achieve an 85% reduction in all energy-related greenhouse
gases by 2040 [2]. However, some generation technologies, such as solar and wind energy
systems, are intermittent and do not supply constant power. To counteract the intermittent
nature of these energy sources and to meet the goals of energy plans, a significant increase
in frequency regulation of the energy grid is needed to keep the electrical grid stable [3].

Today, frequency regulation in the United States typically uses plants that burn fossil
fuels [4]. Fast-response natural gas power plants are a common method of fossil fuel fre-
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quency regulation. In addition to natural gas, coal is also used for frequency regulation [5].
Pumped hydro storage and demand response can also be used for frequency regulation [6].

There are issues with many of these frequency regulation methods which make them
less ideal for regulation. Coal plants may not always accurately follow the control signal
and can have difficulties providing precise frequency regulation services [7]. Natural
gas and other combustion turbines must run continuously while providing frequency
regulation. This can cause the combustion turbines providing frequency regulation to
operate at times when it is less profitable for the plant. In addition, forced baseload
generation from the combustion plants could force other generation to be taken offline
to avoid generating too much electricity [8]. Pumped hydro storage requires a location
for water storage with higher and lower elevations to work and cannot be easily installed
in many areas. Demand response requires significant coordination with the grid and
consumers which makes demand response frequency regulation more complex than other
profitable uses for demand response.

To facilitate a cleaner energy grid, frequency regulation technology may need to evolve
along with electrical generation technology. An alternative to the technologies listed above
is an energy storage system (ESS), which either discharges by releasing energy into the
grid or recharges by drawing energy from the grid as needed. Some ESSs, such as batteries
and flywheels, are already in use for frequency regulation services and avoid the issues
associated with other frequency regulation technologies.

As an alternative to fossil fuel consumption, ESSs could offer lower emissions. How-
ever, there is uncertainty over the emission differences between ESSs and traditional
frequency regulation plants. The operation of an ESS has an emissions footprint due to
the inefficiency of charging from and discharging to the energy grid with the ESS, which
requires more energy to be produced in total. While the emissions from fossil generators
are clear, attributing them to “energy” versus “services” is harder.

Existing literature has considered the economics of applying energy storage for fre-
quency regulation services. In 2016, Lucas and Chondrogiannis evaluated vanadium redox
flow batteries for frequency regulation and concluded that this technology was economi-
cally feasible, though it could still be more expensive than traditional frequency regulation
methods and will need policy intervention to be implemented across the grid [9]. Du found
that the lifecycle costs of lead acid batteries will never be positive for regulation, indicating
that lead acid batteries are not economically viable [10]. Zakeri and Syri disagreed, stating
that lead acid batteries could have positive life cycle benefits [11]. However, in both cases,
other battery energy storage system (BESS) and flywheel energy storage system (FESS)
technologies were superior. Zakeri determined that FESS is cheaper and more effective
than both lead acid and lithium ion BESSs [11]. Du compared lithium ion batteries and
lead acid batteries to FESS technologies and found that flywheels performed significantly
better in terms of economic viability [10]. However, despite their high efficiency and
effectiveness, the startup cost of these systems is higher, which discourages investors. This
high initial capital investment is another area where government intervention through
policy is needed [11].

Investigations of the emission effects of storage for frequency regulation are rare,
with two important studies relevant to this work. The first is a 2007 report from KEMA,
offering an emissions comparison analysis for the proposed 20 MW flywheel-based fre-
quency regulation power plant at Stephentown, NY, concluding that flywheels produce net
emissions benefits [12]. This analysis differs from our methodology, specifically by using
a simple test “cycle” (which is quite different from the signal from the PJM Independent
System Operator) and the method for emissions calculations (presuming specific gener-
ators are displaced due to lack of marginal emissions data at the time). The second is a
more recent work by Ryan et al. that provided a broad life-cycle assessment of storage
for frequency regulation, including considerations such as manufacturing of storage, grid
dispatch and operation, and end-of-life treatment [13]. They use an IEEE 9-bus system to
model the operational phase, and concluded that adding storage will increase emissions in
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all scenarios. The contribution of our work is in the application of more realistic modeling
of displaced emissions (based on data from the EPA Continuous Emissions Monitoring
Systems) and a method that allows us to compare results for locations across the US. This
analysis modernizes and broadens the basic idea of the KEMA study and complements
Ryan et al. by providing an analysis based on historical data for grid emissions rather than
modeled values from a 9-bus system.

This analysis estimates the CO2, NOX, and SO2 emissions generated by three different
frequency regulation technologies: natural gas, flywheel energy storage (FESS), and battery
energy storage (BESS). The goal of the analysis is to determine what conditions result in
ESS systems having lower emissions than natural gas for frequency regulation.

2. Materials and Methods

We created a MATLAB model to simulate CO2, NOX, and SO2 emissions from a battery
energy storage system (BESS), flywheel energy storage system (FESS), and natural gas plant
providing 20 MW of frequency regulation service in 22 US EPA eGRID subregions. The US
EPA eGRID database breaks the US into 26 subregions with borders that approximate the
historical boundaries of electricity systems. We work with the 22 eGRID regions within
the Continental US. Energy losses from transfer inefficiencies in the ESS and the emissions
associated from the losses were calculated using marginal emission factors (MEFs), which
vary across the US. The natural gas emissions were calculated from a regression analysis by
Katzenstein and Apt based on the operation of a 501FD natural gas turbine [14]. The CO2,
NOX, and SO2 emissions from the ESS and natural gas plant were then compared. Because
of the complexity and uncertainty in production, maintenance, and decommissioning
footprint of the technologies involved, the analysis is limited to operational emissions
for both ESSs and gas turbines. The analysis is focused solely on the emission effects
of switching from gas turbines to stationary storage for frequency regulation services
regardless of the motivation for the change (economic, policy-driven, or otherwise). Storage
economics and policy certainly affect the amount of storage added to the grid and what
services it provides, but that is outside the scope of the current investigation.

The transfer efficiencies assumed for BESS and FESS were the average of overall
system efficiencies found in the literature: 88.8% for BESS roundtrip efficiency and 89.1%
for FESSs. Details of the transfer efficiency calculation and sources can be found in the
supplementary information (Supplementary Materials), Section S1, including Figures S1–S3
showing literature-reported efficiency values for energy storage and Table S1 showing the
final figures used in this work. The charge and discharge efficiencies were assumed to be
equal and were thus each the square root of the roundtrip efficiency so that the full cycle
(charge and discharge) results in the round-trip efficiency figures above (Example: BESS
round-trip efficiency = 88.8% = 94.2% charging efficiency X 94.2% discharging efficiency).

A key piece of information for both storage technologies and the natural gas turbine
was the frequency regulation control signal, the second-by-second signal that describes
the changing energy output requested from the ISO. The best available regulation signal
data was from PJM [15]. PJM provides two frequency regulation signals, the traditional
Reg A signal, and the faster-responding Reg D signal. Reg A is the standard frequency
regulation service and Reg D was designed more recently to better reflect the capabilities
of energy storage assets. Reg D services pay out more on a per MW/hour basis but also
require faster and more frequent ramping. In this work, we used the Reg A signal for direct
“apples to apples” analysis as the natural gas plant is unable to adequately provide Reg D
service. Even though real-life storage is more likely to choose the Reg D service, having it
do so in this analysis would unfairly disadvantage storage as it attempts to follow a more
challenging signal. The same frequency regulation signal was used in all three emissions
calculations: the PJM regulation signal from May 4th to May 10th in 2014 [15].

The BESS operates as a net electricity consumer: it requires more energy input than it
provides later because of efficiency losses. This net energy demand comes from the electric
grid. The energy requirements for discharging to the grid from the BESS were calculated at
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each timestep using Equation (1). The amount of energy sent from the BESS to the grid
(E sent, discharging) was calculated using the timestep of the regulation signal (T) of 4 s for
all analyses and the BESS service capacity was 20 MW (Capacity). To deliver the desired
amount of energy to the grid, the BESS sends more than the required amount of energy
to compensate for discharge losses. Therefore, the required energy according to the PJM
signal was divided by the discharging efficiency of 94.2% for the BESS (ηdischarging). The
calculation for the amount received by the grid follows a similar logic (Equation (2)).

E sent, discharging BESS =
Signal(i)× Tdischarging × Capacity

ηdischarging
(1)

E received, discharging BESS = Signal(i)× Tdischarging × Capacity (2)

The model was subdivided into increments that allowed energy purchases every
15 min so that the ESS could maintain state of charge. When charging the BESS from the
grid, the amount of energy desired depends on the charge level of the BESS. When the
BESS was above the target charge level of 50% it is not charged, and no energy is purchased
from the grid for the BESS. When the BESS is below the desired state of charge, the grid
sends energy to it equal to the net amount of energy the BESS discharged during the last
15-min period. The amount of energy sent from the grid to the BESS (E sent, charging) varied
due to changes in the regulation signal over the one-week period. The energy required by
the BESS was then divided by the charging efficiency (ηcharging) to compensate for transfer
loss. The amount received by the BESS from the grid was calculated in Equation (4), where
the net energy was summed over 225 4-s periods to get a 15-min energy estimate.

Esent, charging BESS =
1

ηcharging
×

225

∑
i=1

(
Signal(i)× Tdischarging × Capacity

ηdischarging

)
(3)

Ereceived, charging BESS =
225

∑
i=1

(
Signal(i)× Tdischarging × Capacity

ηdischarging

)
(4)

The ESS state of charge is based on the sum of energy discharged and received in each
15-min period as shown in Equation (5). The energy purchased for recharging is spread
evenly over the 15-min charging period.

Estored, BESS(j) = Estored, BESS(j − 1) + E sent, discharging BESS(j − 1)
−Ereceived, charging BESS (j)

(5)

The final output of the BESS model was the energy losses caused by the operation of
the BESS in frequency regulation. The BESS loss is defined as the energy lost from charging
and discharging inefficiencies in the system. The charging and discharging efficiency losses
were calculated separately and then added together to find the total loss for each charging
timestep. Equation (6) shows the equation used to find the BESS losses. The difference
between the amount of energy sent to the grid and the amount received by the grid is the
discharging efficiency loss. The difference between the amount of energy sent to the BESS
and the amount received by the BESS is the charging efficiency loss. The energy loss in
each hour was then multiplied by that hour’s marginal emissions factor (MEF) to calculate
the BESS emissions.

Eloss, BESS(j) = (Esent, BESS − Ereceived, BESS) +
(

Esent, grid − Ereceived, grid

)
(6)

MEFs provide a metric by which additional or avoided emissions can be determined
by representing the emission rates of the generator that will respond to small increases or
decreases in demand. MEFs are not constant and change as different generation sources
are used to meet the changing demand of the grid. The MEFs for different locations in the
United States were taken using the methods from Siler-Evans and Azevedo [16] and taken
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for the year 2017 from the Electricity Marginal Factor Estimates database from the Center
for Climate and Energy Decision Making [17].

The model for the flywheel emissions used the same input variables as the BESS, with
the addition of a self-discharge rate and a different round-trip efficiency of 89.1%. The
self-discharge rate of 1.145% per hour was found by taking the average self-discharge
rate of the high-speed flywheel products listed in the Electric Power Research Institute
(EPRI) Handbook of Energy Storage with similar characteristics to the one we wanted to
model [18]. This was used in conjunction with charging and discharging efficiencies of
94.4% (ηdischarging) to determine the total energy losses from the FESS. The self-discharge
rate of batteries was also investigated but was found to be negligible for this application
and was assumed to be zero.

Although energy lost in self-discharge was not sent to the grid, it was lost by the
FESS and is included in the discharging equation. The self-discharge rate (ηself) used was
0.00127% at each timestep (Tdischarging). The calculation for the amount of energy sent
to the grid is shown in Equation (7), while Equation (8) calculates the amount of energy
received by the grid from the FESS. The self-discharge loss was a function of the 20 MW
service capacity (Capacity) of the FESS and independent of the stored energy level and
was therefore unaffected by the control signal or operation of the FESS. The other FESS
emission calculations were identical to the BESS emission calculations.

E sent, discharging FESS =
Signal(i)× Tdischarging × Capacity

ηdischarging
+ ηsel f × Capacity (7)

E received, discharging FESS = Signal(i)× Tdischarging × Capacity + ηsel f × Capacity (8)

2.1. Natural Gas Operation and Emissions

The natural gas frequency regulation service used the same signal as the ESS and
offers the same frequency regulation capacity of 20 MW. The main difference lies in the
operation of 180 MW of base generation produced continuously from the natural gas plant.
When frequency regulation services are required, the gas plant will start burning additional
fuel to meet the demand of the grid up to the 200 MW capacity of the natural gas plant.
The natural gas power output is the sum of the base power and the frequency regulation
power and the total power output from the plant will vary between 180 and 200 MW. A
simple cycle gas turbine was chosen for this application because this type of generator is
designed to handle the frequent and rapid changes in power output required for frequency
regulation service. The 200 MW scale for the gas turbine was selected so that it would
provide an equal quantity of frequency regulation service as the stationary storage and to
be in line with the scale of modern gas turbine sizes (for example, the 501FD turbine on
which we base our emissions analysis is a 180 MW turbine). Importantly, the scale of the
turbine should not affect the results in any way because there are not any scaling factors
in either the storage or gas turbine model. This means, for example, that a modeled gas
turbine of 100 MW (with 10 MW dedicated to regulation) would have the same emissions
per unit of frequency regulation service. The proportion of the turbine’s capacity dedicated
to regulation is relevant, however, and we treat it as such in the sensitivity analysis (see
Section 4—Discussion Section).

The desired result of our analysis is a calculation of the emissions from providing
frequency regulation services. As such, the emissions from the 180 MW of baseload
generation of the natural gas plant needs to be excluded from the emission results. To do
this, for each emission type, the emissions from the baseload generation were subtracted
from the total calculated emissions, leaving only the emissions associated with frequency
regulation, though we also considered two alternative methods of allocating frequency
regulation emissions from natural gas turbines (described in Section 2.2 below).

For this work, we used a model of gas turbine CO2, NOx, and SO2 emissions based on
measurements of a 501FD turbine. Emissions can be calculated directly using Equations (9)–(12)
from Katzenstein and Apt’s 2009 analysis [14] and we describe and discuss the emissions
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model in greater detail in the Supplementary Materials, Section S2, including Figure S4
showing the emission curves for the gas turbine. An important note about this model:
while it does account for the effect of partial load on emissions rate, it does not account for
the effect of rapidly changing power output. Katzenstein and Apt do address this issue
in their work and we find that the effect is likely small given that the gas turbine is only
ramping +/−5% from the nominal output of 190 MW. Greater details on the data, analysis,
and equations used for this emissions model are available in the Supplementary Materials,
Section S2.

CO2 Emissions = 1.746 × 101 + 2.528 × 10−1 × Power (9)

NOX Emissions Region 1 (0 − 53MW)
= 8.03 × 10−1 + 2.45 × 10−2 × Power − 3.49 × 10−4 × Power2 (10)

NOX Emissions Region 2 (53 − 105MW)
= −9.48 × 10−1 + 6.12 × 10−2 × Power − 3.95 × 10−4 × Power2 (11)

NOX Emissions Region 3 (105 − 200MW)
= 1.18 × 10−1 − 5.76 × 10−4 × Power + 4.1 × 10−6 × Power2 (12)

NOX Emissions Region 3 Plateau
= −5.8572 × 10−4 + 2.9661 × 10−3 × Power
−3.5211 × 10−5 × Power2 + 1.9211 × 10−7 × Power3

−3.4885 × 10−10 × Power4

(13)

2.2. Attributing Natural Gas Emissions

Because a natural gas turbine and a storage device provide a different set of services
(as well as net energy production and associated emissions), the attribution of emissions is
a critical question for fair comparison between the two technology types. The simplest way
to estimate the emissions of the gas turbine providing frequency regulation is to calculate
the difference between the estimated emissions while providing frequency regulation and
while providing zero regulation service (180 MW flat output). We call this method “Raw
Emissions”. On average, the ESS technologies consume energy while providing frequency
regulation services. However, the natural gas turbine, even when deducting the 180 MW of
base power output, produces net energy (of approximately 10 MW, for an average output
of around 190 MW) when providing frequency regulation. Since the natural gas plant is
generating energy, it is displacing energy that would have to be generated elsewhere if an
ESS was performing the frequency regulation service. Because of this, there is a benefit to
the natural gas plant regulation service that is not captured in the “Raw Emissions” case.
We thus examined two alternative methods that can account for this generated energy and
provide a fairer comparison of emissions.

In the “Compensated Generation” case, it was assumed that, in the absence of pro-
viding frequency regulation services, the natural gas plant would operate at full capacity
(200 MW), where its operation is most efficient. By having the natural gas plant provide
frequency regulation, it is forced to run at less efficient conditions. Thus, to account for
the plant’s electricity generation, we compared the annual tonnes of emissions and energy
produced for frequency regulation to the energy and emissions produced if the turbine
were operated at optimal (maximum) output. The amount of energy being generated for
frequency regulation (Ereg) was multiplied by the emission rates at full capacity (Emission
Rate) and subtracted from the raw natural gas emissions from the 20 MW of regulation
(NG Emissionsraw). Therefore, the natural gas frequency regulation emissions under “Com-
pensated Generation” are the emissions that result from the less efficient operation of
a natural gas plant as it operates at a partial load to meet a variable control signal, as
calculated in Equation (14). We also propose that this is the most appropriate of the three
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comparison cases used to determine the natural gas emissions for a typical plant and use it
for baseline results.

NG Emissions f ull = NG Emissionsraw − Ereg × Emission Rate (14)

In the “Marginal Replacement” case, the marginal emission factors (MEFs) were
used to calculate emissions from marginal generation replacing the reduced natural gas
plant output as shown in Equation (15). This method is the same as in the compensated
generation case, except instead of multiplying the energy generated by the emissions rate
of this gas turbine at full capacity, the generated energy was multiplied by the MEFs for
each corresponding region. This represents a scenario where the portion of the generation
from the natural gas plant dedicated to frequency regulation must be compensated for
by marginal generation facilities. In this comparison case, the natural gas frequency
regulation emissions are the difference in emissions from the natural gas plant generating
the electricity used to provide 20 MW of frequency regulation and the emissions from
marginal generation producing that amount of electricity instead. An example calculation
can be seen in Figure 1.

NG Emissions f ull = NG Emissionsraw − Ereg × MEF (15)

Figure 1. Example of calculations for three methods of estimating annual natural gas CO2 emissions attributable to
frequency regulation. The raw emissions method is the simplest but neglects that the gas turbine produces 63.6 GWh of
energy annually in association with the regulation service. The compensated generation case credits those emissions at
the full capacity emissions rate for the gas turbine. The marginal replacement method credits those MWhs at the marginal
emissions rate for the electricity grid. Upstate New York (NYUP) was used as an example since there are different marginal
emissions in each region.

For all three methods of attributing natural gas emissions, there is a question about
the emissions effect of having an extra 63 GWh of energy that comes from the gas turbine
but not the energy storage. The raw emissions method assumes that this energy has no
particular emissions value or use. Compensated generation assumes that it displaces
63 GWh of additional use of the gas turbine in question, while marginal replacement
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assumes that it displaces 63 GWh of energy production from other marginal generators on
the grid.

3. Results

We calculated annual total emissions of CO2, NOX, and SO2 from a natural gas plant,
BESS, and FESS providing frequency regulation using the PJM Reg A signal under several
scenarios. A determination of the lowest emission frequency regulation technology was
made for each eGRID subregion. There were significant differences between the eGRID
subregions, so the best choice changed based on geographic location for some of the
emission types. We present the compensated generation results below and provide the
results for the raw emissions and marginal replacement scenarios, along with a variety of
other outputs, in the Supplementary Materials, Section S3, including Figures S5–S28.

The compensated generation case “compensates” the natural gas plant for generated
electricity based on the emissions it would have produced operating at full capacity, which
we believe is the fairest treatment of emissions. The total annual CO2 emissions for the
natural gas plant is 566,000 tonnes when providing Reg A frequency regulation service.
However, 536,000 tonnes of the CO2 emissions is attributable to the 180 MW of unvarying
generation. The other 30,000 tonnes of CO2 emissions per year are attributable to the fre-
quency regulation service of the natural gas plant, though this 20MW of regulation service
also produces around 10MW of generation. Under the compensated generation assump-
tions, producing that amount of energy would emit an additional 20,000 tonnes of CO2,
which is subtracted from the natural gas plant frequency regulation emissions, resulting in
approximately 10,000 tonnes of CO2 emissions attributable to frequency regulation.

Figure 2 shows the comparison between the CO2 emissions for the different frequency
regulation technology types in upstate New York (NYUP), California (CAMX), Texas
(ERCT), and the upper Midwest (MROW). The storage technologies have lower CO2
emissions than the natural gas plant in all eGRID subregions when meeting the Reg A
frequency regulation requirement using compensated generation, with batteries showing
slightly lower emissions than flywheels.

Figure 2. Annual CO2 emissions with compensated generation when providing Reg A frequency regulation service for upstate
New York (NYUP), California (CAMX), Texas (ERCT), and the upper Midwest (MROW). The battery energy storage system
(BESS) and flywheel energy storage system (FESS) emissions are similar for all regions with the BESS having slightly lower
emissions. The ESS has lower CO2 emissions than the compensated generation natural gas plant in all eGRID subregions.
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Figure 3 shows how much lower the BESS emissions were for each eGRID subregion
when providing Reg A frequency regulation service, using the compensated generation
assumptions. The lighter regions had higher BESS emissions and had a smaller difference
between the natural gas and BESS emissions. With the compensated generation comparison
case, the BESS had lower CO2 emissions than the natural gas plant in each eGRID subregion,
varying from 33% lower in the upper Midwest to 68% lower in Upstate NY.

 
Figure 3. Percent reduction in CO2 emissions from 20 MW of Reg A frequency regulation operating 24 h a day for a
year using the BESS instead of the natural gas plant, with compensated generation assumptions.

The total annual NOX emissions for the natural gas plant is 80.76 tonnes when
using the Plateau Equation to provide Reg A frequency regulation service. However,
78.90 tonnes of the NOX emissions are due to the 180 MW of unvarying generation. The
other 1.86 tonnes of NOX emissions are attributable to the frequency regulation service
of the natural gas plant. With compensated generation, 1.81 tonnes of NOX emissions
were subtracted from the natural gas plant frequency regulation emissions, resulting in
0.05 tonnes of NOX emissions.

Figure 4 shows the comparison between the NOX emissions for the different frequency
regulation technology types in the NYUP, CAMX, ERCT, and MROW eGRID subregions.
With compensated generation, the natural gas plant had lower NOX emissions than both
storage technologies in all eGRID subregions. With the Plateau Equation, almost none of
the natural gas plant NOX emissions were attributed to frequency regulation. This result
(and the similar result for SO2 below) occurs because the modeled gas turbine is a “low
NOx“ design, while the emissions associated with the storage technologies are based on
the marginal grid mix.
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Figure 4. Annual NOX emissions when providing Reg A frequency regulation service with compensated generation for
upstate New York (NYUP), California (CAMX), Texas (ERCT), and the upper Midwest (MROW). The BESS and FESS
emissions are similar for all regions with the BESS having slightly lower emissions. The compensated generation natural
gas plant has significantly lower NOX emissions than the two types of ESS.

The modeled natural gas plant had 0.05 tonnes of NOX emissions per year attributed
to the 20 MW of frequency regulation service (using the Plateau Equation). Figure 5 shows
the difference between the NOX emissions of the BESS and natural gas plant. With the
Plateau Equation, the BESS produced 20 times or more NOX emissions than the natural gas
plant in all eGRID subregions.

 

Figure 5. Percent reduction in NOX emissions from 20 MW of Reg A frequency regulation operating
24 h a day for a year using the compensated generation natural gas plant instead of the BESS.
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The total annual SO2 emissions for the natural gas plant are 2.83 tonnes when pro-
viding Reg A frequency regulation service. However, 2.68 tonnes of the SO2 emissions
are due to the 180 MW of unvarying generation. The other 0.15 tonnes of SO2 emissions
per year for the 20 MW of frequency regulation service are attributable to the frequency
regulation service of the natural gas plant. With compensated generation, 0.10 tonnes of
SO2 emissions are subtracted from the natural gas plant frequency regulation emissions
resulting in 0.05 tonnes of SO2 emissions being attributed to the frequency regulation.

Figure 6 shows the comparison between the SO2 emissions for the different frequency
regulation technology types in upstate NYUP, CAMX, ERCT, and MROW. In the case of the
compensated generation natural gas plant, there are almost no SO2 emissions. This was
expected because of the low rate of SO2 production from natural gas combustion.

Figure 6. Annual SO2 emissions when providing Reg A frequency regulation service with compensated generation for
upstate New York (NYUP), California (CAMX), Texas (ERCT), and the upper Midwest (MROW). The BESS and FESS
emissions are similar for all regions with the BESS having slightly lower emissions. The compensated generation natural
gas plant has significantly lower SO2 emissions than the ESS technologies.

Figure 7 shows how much lower the natural gas SO2 emissions were than the BESS
emissions for each eGRID subregion. The darker regions had higher BESS emissions
and had a larger difference between the natural gas and BESS emissions. In 18 of the
22 eGRID subregions, the natural gas plant resulted in at least 20 times lower SO2
emissions than the BESS. However, in NYCW, the natural gas plant has only 11% lower
SO2 emissions than the ESS with compensated generation due to the low sulfur emissions
in that region.
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Figure 7. Percent reduction in SO2 emissions from 20 MW of Reg A frequency regulation operating
24 h a day for a year resulting from using the compensated generation natural gas plant instead of
the BESS.

Sensitivity Analysis

We performed several sensitivity analyses on the model to test different assumptions
and inputs. The most important of these were the three methods for crediting the natural
gas turbine’s energy production (two of which are presented in full in the Supplementary
Materials). Figure 8 shows the CO2 emissions in Upstate NY (NYUP) for the three methods of
crediting the natural gas plant. Going from raw emissions to compensated generation reduces
the CO2 emissions of the natural gas plant by 68%. The marginal replacement CO2 emissions
from the natural gas plant were lower than the compensated generation case and were actually
slightly below zero due to the gas plant having lower emissions than the marginal generator in
this region. This pattern of large reductions between raw emissions, compensated generation,
and marginal replacement is consistent throughout all the eGRID subregions, demonstrating
the critical importance of the assumption about crediting back emissions.

The most appropriate crediting method depends on the individual plant location
and situation. Our assessment is that the compensated generation assumption (using
the Plateau Equation for NOX emissions) was the fairest method. The raw emissions
case neglects the relevance of the electricity produced by the gas plant when providing
regulation services (10 MW on average), which ought to displace some other generator in a
real system. On the other hand, the marginal replacement approach essentially assumes
that the gas plant is built new for the purpose of frequency regulation, which also seems
unlikely. The compensated generation case assumes that without providing frequency
regulation the natural gas plant would operate at its maximum capacity where its operation
is most efficient. Although there are specific scenarios where these other cases could be
used (discussed further in the Supplementary Materials, end of Section S3), they seem to
be less representative scenarios.
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Figure 8. The annual CO2 frequency regulation emissions in Upstate NY (NYUP) by method of crediting natural gas energy
generation. Both the compensated generation case and the marginal replacement case have significantly lower emissions
than the raw emissions case.

The self-discharge rate of the flywheel was an uncertain input variable to the model.
The self-discharge rate used, 1.145% per hour, was found by taking the average self-
discharge rate of the high-speed flywheel products listed in the Electric Power Research
Institute (EPRI) handbook [18]. The 2002 EPRI handbook was used as the EPRI handbooks
from later years did not list specific self-discharge rates, instead stating that the self-
discharge rate is between 1% and 2% per hour. This average was not based on many
products, and a slightly different self-discharge rate for any specific FESS is likely.

Using the model, the self-discharge rate of the flywheel would have to be reduced to
0.2% for the FESS overall efficiency to be the same as the BESS, when using the base-case
roundtrip energy efficiency of 88.8% for the BESS and 89.1% for the FESS. An efficiency
of 0.2% may be possible with specific highly efficient flywheel systems but this seems to
suggest that the lithium ion BESS is a slightly lower emission energy storage option for
frequency regulation under the parameters of our analysis. The range of self-discharging
efficiencies found in the handbook result in a range of effective overall system efficiencies
from 82.0% to 88.9%. Nearly all of this range is lower than the efficiency of 88.8% used for
the BESS. Using a FESS with a high rate of discharge, corresponding to a system efficiency
of 82.0%, will result in nearly twice the FESS emissions of the version that we modeled.
This is a major difference and would change the results from FESS having lower emissions
in every eGRID subregion to natural gas having lower CO2 emissions in every eGRID
subregion. If a FESS is to be used for frequency regulation service, it must have a low rate
of self-discharge to be a viable alternative to natural gas for frequency regulation services
with the goal of emission reduction.

Our results are based on the 501FD high efficiency combined cycle turbine with low
NOX emissions, and the results will vary depending on the turbine used. We used the
501FD turbine emissions for our analysis because of the availability of detailed emission
rates from operational data for a range of potential operation power output levels. When
comparing our emission results from the 501FD turbine to emission rates of representative
natural gas turbines according to the EPA in 2015 [19], the 501FD turbine had between a 32%
and 55% lower CO2 emission rate. The NOX emission rates also varied significantly based
on factors involved with the individual natural gas plant. The 501FD combustion turbine
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is a low NOX turbine, with NOX emissions 78% to 91% lower than the representative
turbines studied by the EPA. However, since the 501FD plant is a low NOX emission plant,
it makes more sense to compare the 501FD emission rates to the representative turbines
with NOX emission reduction methods. When compared to the 501FD plant, the EPA
representative natural gas plants with emission reduction technology had between 22%
and 57% lower NOX emissions than the 501FD plant. This makes sense because the 501FD
design studied by Katzenstein is older than modern turbines with dedicated NOX emission
aftertreatment methods.

To determine the changes that result from using an alternate turbine, we reran the
emission results using the highest and lowest emission rates of the five representative
turbines described in the EPA Combined Heat and Power Partnership report [19]. Using
the EPA representative turbines instead of the 501FD did not improve the CO2 results for
natural gas since the EPA representative turbines have on average 57% more CO2 emissions
than the 501FD. This was similar for the EPA representative turbines with NOX emissions
control technologies: because they have up to 56% lower NOX emissions than the 501FD
turbine, the natural gas plant continues to have lower NOx emissions than BESS and FESS
in all eGRID subregions. Overall, because of the large differences in emissions, using a
different turbine would not change the results of which technology has lower frequency
regulation emissions.

Our analysis was based on the case of a 200 MW plant providing 20 MW of frequency
regulation and 180 MW of unvarying generation. If more of the plant is dedicated to
frequency regulation services, the emissions from the natural gas plant change. As the
baseload generation is decreased, the emissions per unit of energy generated increase
due to a lower operational efficiency. To investigate this, simulations were run with an
unvarying “baseload” at 120, 140, and 160 MW in addition to the base case of 180 MW.
Lower baseloads were not considered, as the 501FD turbine’s low-NOX operation only
occurs above 105 MW. There were some differences between different baseload generation
results, but the trend of the BESS and FESS having lower CO2 emissions than natural gas
and the natural gas plant having lower NOX and SO2 emissions remained the same as
in the base case. The largest difference in emissions is for the case where the gas plant
provides 80 MW of regulation services. For the compensated generation comparison case,
the BESS and FESS continued to have lower CO2 emissions when providing 80 MW of
regulation service, while the natural gas plant had lower NOX and SO2 emissions. However,
compared to the 20 MW base case where the natural gas plant had at least 94% lower NOX
emissions than the BESS/FESS, with 80 MW of frequency regulation service the ESS and
natural gas emissions were much closer at 37% or lower. As the amount of frequency
regulation from the gas plant increased, the ESS generally performed better in terms of
emissions, especially NOX emissions, but there is not a large enough difference to change
which technology has lower emissions.

4. Discussion

FESS was repeatedly identified as a high efficiency option for frequency regulation in
the literature, but in our results the FESS generated 1.8% more emissions than the BESS
for CO2, NOX, and SO2. This is because in our model the emission results account for
the self-discharge of the flywheel in addition to the round-trip efficiency of the energy
transfer. However, both the BESS and FESS roundtrip efficiencies are averages found in the
literature and an individual storage system would likely differ somewhat, so the proper
conclusion is that BESS and FESS perform similarly, and the individual system efficiency of
the battery or flywheel will determine which system has lower emissions.

A key factor for a plant operator when considering the use of natural gas plants for
frequency regulation is the potential profit. Although a natural gas plant can provide
frequency regulation services, this competes with other potential services. If there is more
profit to be made by providing energy or spinning reserves, a natural gas plant would not
want to perform frequency regulation services. For a natural gas plant to choose to provide
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frequency regulation over baseload generation, it would have to have enough financial
incentive to run at a reduced power level and less efficiently. This is assumed in the results
above but does not hold at all times and locations.

Another real-world consideration that did not factor into our analysis is the require-
ment for the natural gas plant to run continuously when providing frequency regulation
services. Although the natural gas plants used for frequency regulation can ramp up and
down quickly enough to meet the requirements of the regulation signal, they must already
be running to do so. Because the natural gas plant would want to be running as close to
full capacity as possible while still leaving enough potential to increase output and meet
the frequency regulation requirements, it would be continuously running near maximum
capacity which may not be profitable at all hours of the year. If the natural gas plant is
providing frequency regulation services, it may not have the opportunity to stop generating
electricity during less profitable time periods. This makes frequency regulation provision
for the natural gas plant more of an inconvenience than for the ESS technologies.

In the analysis above, we used the traditional Reg A signal from PJM, but the newer
Reg D signal was designed for fast-response regulation providers such as BESS and FESS.
There are significant differences between the regulation signals, but we found that the
advantages or disadvantages of BESS/FESS when compared to the natural gas plant are
similar between the two signals, though there are relevant shifts in emissions between the
Reg D and Reg A results. Additionally, there is a difference in the ability of the technology
to provide the services required by the control signal: our fast-ramping natural gas plant
cannot meet the requirements of the Reg D signal. These are summarized in Figure 9, which
shows that the ESS emission advantages are lower under Reg D, but the modeled natural
gas plant is unable to reliably meet the Reg D signal. There were only minor differences in
the NOX and SO2 emissions when comparing the Reg A and Reg D results.

Figure 9. Comparison of the CO2 emission advantage for ESSs over a natural gas plant providing 20 MW of frequency
regulation service using both the Reg A and Reg D signals. The advantage of ESS is reduced when following the Reg D
signal. Despite this, the ESS still had lower CO2 emissions than the natural gas plant in 17 of 22 eGRID subregions under
the Reg D signal.
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Overall, it is important to state that frequency regulation service is not a major contrib-
utor to emissions. Currently, the PJM Regional Transmission Operator (RTO) from which
the frequency regulation signal was taken requires 700 MW of frequency regulation at peak
hours [20]. When compared to the installed capacity of PJM electricity generation that this
stabilizes (178,500 MW in 2017), regulation makes up only 0.39% of the installed generation
capacity in PJM [21]. Consequently, large scale changes to the installed generation, such as
transitioning from fossil fuels to renewable generation, will have much larger effects on
emissions than changes to frequency regulation technology.

A final consideration is the trend over time as the grid mix shifts. Because the BESS and
FESS technologies have emission effects that are related to the marginal generation sources,
a shift in generation mix can affect estimates of their emissions, presumably improving
as the grid becomes cleaner. We investigated historical changes in MEFs for the years in
which consistent MEF data were available, focusing on CO2 because the difference between
the BESS/FESS and natural gas plant CO2 emissions was the smallest. The CO2 MEFs from
2006–2017 are quite consistent, as shown in Figure 10. None of the eGRID subregions had
an annual change of more than 13% in the CO2 MEFs. The largest overall change can be
seen in NYUP where there is a 29% decrease in the CO2 MEFs from their peak in 2009 to
their low in 2017, but the year-to-year change did not exceed 13%. Applying the largest
percent difference over the analyzed time period in MEFs to our analysis does not change
which emission technology had lower emissions for CO2 in any eGRID subregion.

Figure 10. Change in CO2 marginal emissions factor (MEF) from 2006 to 2017 for Upstate New
York (NYUP), California (CAMX), Texas (ERCT), and the Upper Midwest (MROW). The MEFs have
remained fairly constant in the eGRID subregions, with NYUP demonstrating the largest change
over the 12 years analyzed.

The MEFs would have to change significantly for the ESS emissions to be the same as
the natural gas emissions. A MEF of 1.21 tonnes of CO2 per MWh would result in equal
ESS and natural gas CO2 emissions. This is three times higher than the current CO2 MEFs
for the average eGRID subregion. A MEF of 5.2 kg of NOX per MWh would result in
equal ESS and natural gas NOX emissions. This is at least 22 times lower than the current
NOX MEFs for all the subregions. A MEF of 6.6 kg of SO2 per MWh would result in equal
ESS and natural gas SO2 emissions—eight times lower than the current SO2 MEFs for all
the subregions.
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In a similar sense, electricity grids in other parts of the world may demonstrate vary-
ing net emission effects from using energy storage for frequency regulation service. The
electricity grids where storage has the strongest benefit will be those that have clean elec-
tricity generation on the margin and currently use dirtier generation to provide frequency
regulation. While the analysis in this work applies only to the US, the results may be
informative for other countries, while similar methods could be applied for different grids
for greater accuracy.

5. Conclusions

This work attempts to determine the emission effects of providing frequency regu-
lation services from batteries or flywheel energy storage relative to the current common
approach of ramping natural gas plants. There are both strengths and weakness in using
BESS/FESS for frequency regulation in terms of emissions. Our preferred accounting
method (compensated generation) suggests that utilization of BESS/FESS for frequency
regulation would reduce CO2 emissions from frequency regulation when compared to the
501FD natural gas plant providing the same service. However, using BESS/FESS would
result in higher NOX and SO2 emissions for each eGRID subregion, relative to using a
low-NOx natural gas power plant. Therefore, the net benefit of storage depends on what
type of emissions is more important to decisionmakers. Despite advantages for NOX and
SO2 emissions for the natural gas plant, there are real-world inconveniences related to
using a natural gas plant for frequency regulation that are not captured in our emissions
analysis, such as performance accuracy and the ability to meet faster control signals such
as the PJM Reg D. If the MEFs decrease in the future because of changes to the electric
grid generation, using ESS for frequency regulation will result in lower emissions. As
many states in the US pursue a goal of lower CO2 emissions, the use of ESS for frequency
regulation can be an option to meet that objective. However, it is important to note that
frequency regulation is a small percentage of US electricity usage, meaning that changes to
the generation fleet can have a far larger impact on overall emission levels.
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Annual SO2 emissions from 20 MW of Reg A frequency regulation operating 24 h a day for a year
using FESS for the different eGRID regions in tonnes, Figure S11: Annual CO2 emissions from
Reg A frequency regulation service with no crediting for upstate New York (NYUP), California
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Texas (ERCT), and the Midwest (MROW), Figure S14: Comparison of NOX emissions from 20 MW of
Reg A frequency regulation operating 24 h a day for a year using BESS and natural gas without any
emission crediting using the Plateau Equation. Figure S15: Annual SO2 emissions when providing
Reg A frequency regulation service with no crediting for upstate New York (NYUP), California
(CAMX), Texas (ERCT), and the Midwest (MROW), Figure S16: Comparison of SO2 emissions from
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capacity emission crediting and the Plateau Equation. Figure S21: Annual SO2 emissions when
providing Reg A frequency regulation service with full capacity crediting for upstate New York
(NYUP), California (CAMX), Texas (ERCT), and the Midwest (MROW), Figure S22: Comparison of
SO2 emissions from 20 MW of Reg A frequency regulation operating 24 h a day for a year using
BESS and natural gas with full capacity emission crediting. Figure S23: Annual CO2 emissions when
providing Reg A frequency regulation service with full capacity crediting for upstate New York
(NYUP), California (CAMX), Texas (ERCT), and the Midwest (MROW), Figure S24: Comparison of
CO2 emissions from 20 MW of Reg A frequency regulation operating 24 h a day for a year using
BESS and natural gas with MEF crediting. Figure S25: Annual NOX emissions when providing Reg
A frequency regulation service with full capacity crediting for upstate New York (NYUP), California
(CAMX), Texas (ERCT), and the Midwest (MROW), Figure S26: Comparison of NOX emissions from
20 MW of Reg A frequency regulation operating 24 h a day for a year using BESS and natural gas with
MEF crediting and the Plateau Equation. Figure S27: Annual SO2 emissions when providing Reg A
frequency regulation service with full capacity crediting for upstate New York (NYUP), California
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Abstract: It is a common sense expectation that the efficiency of wind turbines should decline with
age, similarly to what happens with most technical systems. Due to the complexity of this kind of
machine and the environmental conditions to which it is subjected, it is far from obvious how to
reliably estimate the impact of aging. In this work, the aging of five Vestas V52 wind turbines is
analyzed. The test cases belong to two different sites: one is at the Dundalk Institute of Technology in
Ireland, and four are sited in an industrial wind farm in a mountainous area in Italy. Innovative data
analysis techniques are employed: the general idea consists of considering appropriate operation
curves depending on the working control region of the wind turbines. When the wind turbine
operates at fixed pitch and variable rotational speed, the generator speed-power curve is studied; for
higher wind speed, when the rotational speed has saturated and the blade pitch is variable, the blade
pitch-power curve is considered. The operation curves of interest are studied through the binning
method and through a support vector regression with a Gaussian kernel. The wind turbine test cases
are analyzed vertically (each in its own history) and horizontally, by comparing the behavior at the
two sites for the given wind turbine age. The main result of this study is that an evident effect of
aging is the worsening of generator efficiency: progressively, less power is extracted for the given
generator rotational speed. Nevertheless, this effect is observed to be lower for the wind turbines
in Italy (order of −1.5% at 12 years of age with respect to seven years of age) with respect to the
Dundalk wind turbine, which shows a sharp decline at 12 years of age (−8.8%). One wind turbine
sited in Italy underwent a generator replacement in 2018: through the use of the same kind of data
analysis methods, it was possible to observe that an average performance recovery of the order of
2% occurs after the component replacement. It also arises that for all the test cases, a slight aging
effect is visible for higher wind speed, which can likely be interpreted as due to declining gearbox
efficiency. In general, it is confirmed that the aging of wind turbines is strongly dependent on the
history of each machine, and it is likely confirmed that the technology development mitigates the
effect of aging.

Keywords: wind energy; wind turbines; technical systems aging; performance analysis; power curve

1. Introduction

It is a well-known fact that machines and technical systems are affected by aging [1–6],
but it is difficult to theoretically estimate this kind of effect.

In particular, the power production of a wind turbine has a very complex dependence
on ambient conditions [7–10], on the stochastic nature of the source [11,12], on the working
parameters [13,14], on the wake interactions [15,16], and on the health status and on
the efficiency [17,18] of the sub-components. On these grounds, it is a common sense
expectation that the efficiency of wind turbines declines with age, but there are no standards
about how much and in how much time the performance should decline.
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Therefore, a uniquely conceivable approach to the analysis of wind turbine aging
consists of learning from experience, which is feasible because a vast number of industrial
wind turbines of different sizes and technologies are reaching the end-of-life expectancy. For
example, in [19], it was reported that in 2020, 28% of wind turbines installed in Europe were
older than 15 years of age, with peaks in the order of 50% in Spain, Germany, and Denmark.

The analysis of wind turbine aging results in being a very complex problem because
a vast number of wind turbines should be considered, in order to obtain statistically robust
results: from this point of view, the only possibility is considering cumulative data, as for
example average yearly capacity, yearly production, and so on. Unfortunately, due to the
fact that wind turbines operate under non-stationary conditions and that failure rates are
not irrelevant [20], the use of cumulative data is equivalent to losing the control details
of the behavior of the wind turbines under consideration. It should also be noticed that
in wind energy practice, it has become common to refurbish wind turbines by adopting
aerodynamic and/or control technology innovations [21]; therefore, in general, it should
be concluded that without knowing in detail the history of the analyzed wind farms, it is
likely that the effects of aging are incorrectly estimated.

Despite the above summarized critical points, some remarkable analyses have been
conducted. In [22], two-hundred-eighty-two wind farms in the U.K. were considered, and
the mismatch between the theoretical and measured load factor was analyzed by attempting
a linear regression between the age and the measured load. In [22], it was estimated that
the output of the considered test cases diminished by 1.6 ± 0.2% per year: this implies a 9%
increase of the levelized cost of electricity over twenty years. An important point of [22] was
that the hypothesis was formulated that wind turbine performance decline with age should
be mitigated by innovation in wind turbine technology. In [23], a similar methodology was
proposed based on the analysis of wind farms in Sweden: a linear regression between the
capacity factor of wind turbines and their age. The methods in [22,23] contain some hints
about the fact that a linear trend might be too simple for taking into account the complexity
given by the fact that the source (the wind) is stochastic and the response of the machine
(i.e., the measured load) depends on several factors; for this reason, some corrections in
the linear regression were included, which were an adjustment for the on-site conditions
in [22] and sine-cosine fluctuations of the dependency on the age in [23].

The critical points of the approaches based on cumulative data can be overcome
through an in-depth analysis of wind turbines’ operation data and operation curves [24,25],
which allows disentangling the aging effects from reliability degradation or ambient effects.
In a nutshell, aging can be distinguished with respect to reliability by considering the
behavior of operation curves when the wind turbines are running. Aging can be distin-
guished with respect to ambient effects by analyzing operation curves such as the generator
speed-power, rotor speed-power, and blade pitch-power curves [25]. The drawback of this
approach is that it is costly from the point of view of data analysis: for example, the studies
in [24–26], which constitute the premise of this work, dealt with a unique wind turbine.

In particular, the results in [24,25] constitute the motivation of the present work: in
those studies, a Vestas V52 wind turbine was studied, which is sited at the Dundalk Institute
of Technology in Ireland. The wind turbine has been operating since 2005, and operation
data from 2008 to 2019 were analyzed. The generator speed-power curve was analyzed
when the wind intensity was between 5 and 9 m/s (indicated as Region 2), because in that
regime, the wind turbine control is based on variable rotor and generator speed and fixed
pitch. When the wind speed was between 9 and 13 m/s (indicated as Region 2 1/2), the
blade pitch-power curve was studied, because the wind turbine operates at rated rotational
speed and the blade pitch varies with the wind intensity. The earliest data set available was
employed for training a support vector regression for the curves of interest, and the aging
was quantified through the analysis of how the residuals between measurements and model
estimates evolve as years pass by. The main result of [25] was that the performance decline
with the age of the test case wind turbine can be ascribed mainly to the decline of generator
performance: in Region 2, it is observed that progressively, the wind turbine extracts less
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power for a given generator rotational speed. Comparing the average performance after
ten years of operation (2008 vs. 2018), a worsening in the order of 8% is observed. It is
further observed that in Region 2 1/2 in general, the gearbox efficiency decline contributes
almost negligibly to the aging, but in the proximity of the gearbox end of life, it is possible
to detect an average performance decline of the order of 1.3%.

The aging estimate obtained in [24,25] was lower with respect to the results in [22],
but is in general a non-negligible amount. On these grounds and given the ubiquitous
deployment of the Vestas V52 wind turbine model, in [24,25], the importance of analyzing
how general the obtained results were was noticed. This involves analyzing further test
cases of the same wind turbine model, and the present work deals with this objective: four
Vestas V52 wind turbines are studied, which are sited in southern Italy in a complex terrain.
Data from 2013 to 2020 are analyzed, courtesy of the Lucky Wind company. The objective
of this study is twofold:

• Analyzing the rate of performance decline with age for the wind turbines sited in Italy
and comparing against the results in [24];

• Inquiring if the operation curves, and therefore the aging, of the four Italian wind
turbines are comparable to those of the test case in [24] when the wind turbines have
the same age.

The points of strength of the present work are therefore several:

• Four test case wind turbines of the same model as [24] (Vestas V52) are added to
the literature;

• The four wind turbines sited in Italy can be compared among themselves and against
the reference of [24]: the analysis is therefore vertical (each turbine against itself)
and horizontal (each wind turbine against the others in the farm and against the
reference in [24]). This investigation provides additional information, with respect to
the existing literature, about the extent to which it is possible to individuate recurring
patterns in the aging of wind turbines of a certain model.

• The generator of one wind turbine sited in Italy reached its end of life in 2018. There-
fore, a devoted analysis is performed in this study in order to understand how the
performance of the wind turbine changes after the replacement of the generator with
respect to the yearly data set immediately before. This analysis, on the one hand, rep-
resents a crosscheck of the proposed methodologies and, on the other hand, provides
an estimate of the amount of performance recovery that can be expected by replacing
an aged main component, as the generator of a wind turbine.

• It is possible to inquire at least qualitatively if there is a connection between the
wind turbine site and aging: the wind turbine in [24] is placed in a peri-urban site
(in proximity to the Dundalk Institute of Technology in Ireland), while the other
four wind turbines considered in this study are placed in an industrial wind farm in
a mountainous area.

The methodologies employed in this study are similar to those in [24,25], but were
adapted to the case of multiple wind turbines from two different sites. In particular, the
operation curves are analyzed qualitatively, through the generalization of the binning
method, which is recommended for power curve analysis [27], and quantitatively, through
support vector regression with a Gaussian kernel. The analysis is conducted in parallel for
the two sites, by considering the age of the wind turbines.

It should be noticed that the above summarized methodologies, and in particular
the horizontal analysis of the operation curves of the two test cases, represent also a
contribution to the more general problem of wind turbine performance analysis and to the
problem of comparing the performance of wind turbines of the same model that are sited in
different environments: it is known from the literature, and widely discussed in Section 3,
that environmental factors (shear, turbulence, atmospheric stability) have an impact on the
wind turbine nacelle transfer function and on the measured power curve [28,29]. Therefore,
it is more reliable to compare operation curves that do not depend on nacelle wind speed
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measurements, as is done in the present work and in [14], where several operation curves
were analyzed in detail through a data-driven regression.

The manuscript is organized as follows: Section 2 is devoted to the description of
the test case wind farms and the materials at our disposal for the study; in Section 3, the
methods are described; the results are reported in Section 4; and finally, in Section 5, the
conclusions are summarized.

2. The Test Cases and the Data Sets

The former test case is the same as in the previous studies [24,25]: it is a Vestas
V52 installed in 2005 at the Dundalk Institute of Technology, indicated as Test Case 1
(or IREwind turbine) and shown in Figure 1.

Figure 1. Vestas V52 wind turbine at Dundalk Institute of Technology [24].

The latter test case is constituted by four Vestas V52 wind turbines, from a wind farm
sited in southern Italy in a mountainous area, which were installed in 2007: these are
indicated as Test Case 2 (or ITA1, ITA2, ITA3, ITA4 wind turbines).

The different climatologies at the two sites are summarized by Figure 2, where the
average yearly turbulence intensity (per wind speed interval of 0.5 m/s) is reported. There
were no meteorological mast data at our disposal for the present study, and therefore,
Figure 2 was constructed using the nacelle anemometer data of each wind turbine. The
critical points as regards the use of nacelle anemometers for estimating turbulence intensity
are well known, but the intention of Figure 2 is mainly qualitative and aimed at indicating
that both environments can be considered complex; the mountainous area of the ITA wind
turbines is very complex, with an impressively high level of turbulence. As regards the
wind intensity distributions, the same sample year as in Figure 2 was considered, and the
average wind intensities are respectively 6.2 m/s (IRE), 6.4 m/s (ITA1), 6.7 m/s (ITA2),
6.3 m/s (ITA3), and 6.3 m/s (ITA4).

For the purposes of this study, it is sufficient to indicate that the average yearly
intensities are similar (order of 6 m/s), with a slightly higher average for the ITA site.

The gearbox and the generator models are the same for all the test case wind turbines.
The model of the generator in this case is a Weier 850 kW, shown in Figure 3, and the main
features are reported in Table 1. It should be noted that the generator of wind turbine ITA4
reached its end of life in February 2018; this represents an interesting test case, because the
performance before and after the generator replacement can be analyzed. For this reason,
a devoted analysis is performed for ITA4.

The gearbox of the wind turbines is Metso PLH-400V52; it is shown in Figure 4, and
the principal specifications are reported in Table 2. This information was reported in [24].

164



Energies 2021, 14, 915

5 6 7 8 9 10 11 12

Wind speed (m/s)

12

14

16

18

20

22

24

T
ur

bu
le

nc
e 

In
te

ns
ity

 (
%

)
IRE
ITA1
ITA2
ITA3
ITA4

Figure 2. Average yearly turbulence intensity per wind intensity interval at the IREand ITAsites.

Figure 3. Weier DVSGF 400/4L SP 850 kW generator.

Table 1. Generator principal specifications.

Specification Data

Model DVSGF 400/4L SP
Rated power 850 kW

Rated stator voltage 690 V
Rated stator frequency 50 Hz

No. of poles 4
Weight 3755 kg

Moment of inertia 35.7 kgm2

Table 2. Gearbox principal specifications [24].

Specification Data

Model PLH-400V52
Rated lower 935 kW

Rated RPM (low speed shaft) 26 min−1

Gearing ratio 61.799
Weight 5400 kg
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Figure 4. Metso PLH-400V52 gearbox [24].

The data sets at our disposal are from 2008 to 2019 for Test Case 1 (except 2016) and
from 2013 to 2020 for Test Case 2; these were organized in yearly packets to be analyzed
in parallel, which are characterized by the wind turbines having the same age. This is
represented in Table 3.

Table 3. Organization of the data sets.

Test Case 1 Test Case 2 Age (Years)

D1
2012 D2

2014 7
D1

2013 D2
2015 8

D1
2014 D2

2016 9
D1

2015 D2
2017 10

D1
2017 D2

2019 12

On the grounds of the above considerations about the ITA4 wind turbine and the
generator replacement, a separate analysis was conducted using the data sets D2

2017, D2
2018,

and D2
2019. The data set D2

2018 started since the replacement date of the generator at ITA4
(in March).

The measurements at our disposal are reported in Table 4.

Table 4. SCADA parameters analyzed.

Parameter Units Symbol

Wind speed (m/s) v
Wind speed standard deviation (m/s) σv

Wind direction (deg) θ
Ambient temperature (◦C) Text

Rotor speed (rpm) ω
Blade pitch angle (deg) β
Generator speed (rpm) Ω

Power (kW) P
Gear oil temperature (◦C) Toil

In order to correctly interpret the performance of the wind turbines, it is fundamental
to filter the operation data appropriately. The first filter that was applied to the data of both
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test cases was based on the run time counter. For Test Case 2, where the wind turbines
operate under possible limitations dictated by the grid, the measurements corresponding
to curtailment were filtered out through the analysis of the outliers with respect to the
average wind speed-blade pitch curve.

For the objectives of the present study, it is important to distinguish the data sets on
the basis of the operation regions, which respectively are fixed pitch-variable rotational
speed and vice versa. In order to do this, on the grounds of the qualitative analysis of the
wind speed-generator speed and wind speed-blade pitch curves, it was decided to employ
the nacelle wind intensity v to discriminate the two working regions, as indicated in Table 5
and shown in Figure 5 on a sample power curve (IRE wind turbine). The same notation as
in [25] was adopted: the regime when the wind turbine operates at full aerodynamic load,
with variable rotational speed and fixed pitch, is indicated as Region 2; instead, the regime
characterized by rated rotational speed and variable pitch is indicated as Region 2 1/2.

Table 5. Operation regions for the test case wind turbine.

Region Condition

2 5 ≤ v ≤ 9
2 1/2 9 < v ≤ 13
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Figure 5. A sample power curve (IRE wind turbine) with the operation regions (2 and 1/2) indicated.

3. The Method

In this section, the adopted methodologies are explained: the underlying idea is
similar to [25], but the analysis was adapted and generalized in order to consider also the
comparisons between wind turbines placed in different sites. On these grounds, there are
overlaps between the following section and [25].

3.1. Operation Curve Analysis

The methodology for the analysis of the operation curves is inspired by the recom-
mendations of the International Electrotechnical Commission (IEC) [27] as regards the
power curve, which is the observed relation between the wind intensity v and the power
output P. The binning method proposed by the IEC is particularly intuitive and consists of
dividing the data into wind speed intervals of of 0.5 or 1 m/s in amplitude and computing
the average power for each interval, thus obtaining an average power curve.

The average wind speed for the i-th interval is defined in Equation (1):

v̄i =
1
Ni

Ni

∑
j=1

vi,j (1)
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and the average power for the bin is computed as in Equation (2):

P̄i =
1
Ni

Ni

∑
j=1

Pi,j. (2)

With this notation, it is intended that there are Ni wind speed measurements for each
i-th bin, that vi,j is the j-th wind speed measurement in the i-th bin, and that Pi,j is the
corresponding power output.

There are some critical points in the analysis of the power curve through the binning
method, which are particularly relevant if the objective is comparing wind turbines sited in
different environments. The main issue is that the power has a multivariate dependence on
ambient conditions, which include atmospheric stability, wind shear, turbulence intensity,
and so on; these effects can be particularly relevant in complex terrain [30–33] and affect
the nacelle transfer function [28,29]. Therefore, one should not expect that the measured re-
lation between nacelle wind speed and power output is the same in different environments:
this expectation would lead to the wrong conclusions, as the comparison between the two
test cases in this work indicates. An illustrative example is the power curve reported in
Figure 6 for the IRE and ITA1 wind turbines having the same age (seven years): data are
averaged per wind speed intervals of 0.5 m/s. From Figure 6, one would conclude that
the ITA wind turbine is remarkably under-performing with respect to the IRE one. This
conclusion is incorrect, because the wind turbines are placed in different sites and the
ambient conditions affect the nacelle wind speed measurements. In particular, Figure 6
is consistent with Figure 2 because higher turbulence means a higher apparent curve
in Region 2 and a sensibly lower apparent curve in Region 2 1/2. This interpretation is
consistent also with Figure 7, where the standard deviation of the IEC-based power curve
of Figure 6 is reported: it arises that for the ITA1 wind turbine, the extracted power for
given average wind speed varies more than for the IRE wind turbine.
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Figure 6. An example of the binned power curve for the IRE and ITA1 wind turbines having the
same age (7 years).

For these reasons, in order to compare reliably the performance of the same model of
wind turbine placed in different sites, it is more appropriate to compare operation curves
that are not based on the nacelle wind speed measurements: in this study, the same curves
as in [25] are selected, which are the generator speed-power curve and the blade pitch-
power curve. In studies like [34–36], it was observed that operation variables as the rotor
speed, generator speed, and blade pitch are important for a reliable multivariate analysis
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of the power of a wind turbine [37,38]. In this study, following [38], a step forward with
respect to the literature is made because the selected curves involve couples of operation
variables and do not involve the nacelle wind speed.
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Figure 7. The standard deviation of the IEC-based power curve of Figure 6, for the IRE and ITA1
wind turbines having the same age (7 years).

In [25], it has been observed that the above curves should be interpreted in light of the
control of the wind turbines: for moderate wind speed (approximately 5 ≤ v ≤ 9 m/s),
wind turbines operate with a variable rotational speed and fixed pitch; for higher wind
speeds (approximately 9 ≤ v ≤ 13 m/s), the rotational speed is rated and the blade
pitch varies. These two control regions were indicated as Region 2 and Region 2 1/2

in [25] (Table 5), and this notation was also adopted in this study. This means that in the
present study, as well as in [25], the rotor equivalent wind speed was used in what here is
called Region 2, because rotor speed and generator speed are proportional. It can be said
that instead in Region 2 1/2, a sort of pitch equivalent wind speed has been introduced,
because in that operation region, the rotational speed has saturated and does not provide
information about the wind intensity and therefore the amount of power that should
be extracted.

In Figures 8 and 9, examples of binned generator speed-power and blade pitch-power
curves are respectively reported for Region 2 and Region 2 1/2. For the readability of the
Figures, the curves are plotted for two sample wind turbines (IRE and ITA1) when they had
the same age (7 years). From Figures 8 and 9, it arises that the wind turbines placed in the
two different sites respond to the same control logic because the curves are substantially
the same: it should be noted that this is not obvious because innovations in the control logic
and in the rotational speed management can occur during the lifetime of wind turbines
(as analyzed for example in [39]). From Figure 9, in particular, it arises that for the given
blade pitch angle, the amount of power extracted by the ITA1 wind turbine is on average
a little higher than for the IRE wind turbine: from this curve, one would conclude that
the performance of ITA1 is a little better than IRE, while the opposite conclusion would
be drawn from the power curve in Figure 6. This observation further supports that power
curves of wind turbines sited in different environments should not be compared.

On the grounds of these observations, it is important for this study to generalize
the IEC binning method for the analysis of the operation curves of interest. For a generic
selection (G1, G2) of the quantities to be put in the abscissa and ordinate of the operation
curve, Equations (1) and (2) remain, with v substituted by G1 and P substituted by G2.
There are no established recommendations about how to select the averaging intervals for
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G1: a meaningful rule of thumb might be considering intervals of the order of 10% of the
range that G1 can assume. The summary of the curves of interest for each working region
is reported in Table 6 and is based on the selections employed in [25].
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Figure 8. An example of the binned generator speed-power curve for the IRE and ITA1 wind turbines
having the same age (7 years): Region 2.
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Figure 9. An example of binned blade pitch-power curve for the IRE and ITA1 wind turbines having
the same age (7 years): Region 2 1/2.

Table 6. Analyzed operation curves and working range of the variables.

Region Curve (G1, G2) G1 Range G1 Bin

2 Generator speed-power curve (Ω, P) [1050, 1550] rpm 50 rpm
2 1/2 Blade pitch angle-power curve (β, P) [−2◦, 4◦] 0.5◦
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3.2. Support Vector Regression

The IEC-like analysis of the operation curves indicated in Table 6 provides a quali-
tative indication of the performance of the wind turbines of interest. In order to achieve
a quantitative estimation, a data-driven regression is helpful. The objective is therefore an
estimation of the performance worsening with age for each wind turbine (vertical) and
the horizontal comparison between the curves of the two test cases at the same age of the
wind turbines. In practice, a reference data set is employed for training the regression,
which means constructing a digital twin of the curves of interest. The digital twin is subse-
quently employed for simulating the output, i.e., the power P, given the input variables’
measurements in the target data set: the difference between the model estimates and the
measurements of the power encode how much the target data set differs from the reference
one. Depending on the reference and target data set selection, this same kind of procedure
allows performing the vertical and the horizontal analysis, which means analyzing the
aging history of each wind turbine and comparing the behavior of the ITA wind turbines
with respect to the IRE one for a given age of the wind turbines. The structure of the
employed methods can be visualized in Figure 10.

Figure 10. Block diagram for the structure of the methods.

The selected regression is a support vector regression with a Gaussian kernel [40]. The
following explanation of the general methodology for the regression has overlaps with the
manuscripts [24,25].

Consider at first a linear model (Equation (3)):

f (X) = Xβ + b. (3)

X is the matrix of the covariates. β are the coefficients of the multivariate regression. b
are the intercept coefficients. The objective of the regression is using the training data
set for estimating f (X) with the minimum norm value β′β, given the constraint that the
residuals between the measurement Y and the model estimate f (X) should be lower than
a threshold ε for each n-th observation (Equation (13)):

|Yn − Xnβ + bn| ≤ ε (4)

The request that the norm of the regression coefficient vector (β′β) should be mini-
mum consists of searching for models that are as flat as possible, but this request must be
compromised with the necessity that the model is as precise as possible (Equation (13)) for
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each observation. This kind of optimization problem, where the targets are possibly con-
flicting, is typically rephrased in the Lagrange dual formulation. The function to minimize
is L(α) (Equation (5)):

L(α) =
1
2

N

∑
i=1

N

∑
j=1

(αi − α∗i )
(

αj − α∗j
)

X ′
i Xj + ε

N

∑
i=1

(αi + α∗i ) +
N

∑
i=1

Yi(α
∗
i − αi), (5)

with the constraints (Equation (6)):

N

∑
n=1

(αn − α∗n) = 0

0 ≤ αn ≤ C

0 ≤ α∗n ≤ C,

(6)

where C is the box constraint.
The β parameters are given in Equation (7):

β =
N

∑
n=1

(αn − α∗n)Xn. (7)

If αn or α∗n is non-vanishing, the corresponding observation is called a support vector
(hence the name of the regression).

Given the input variables matrix and the β coefficients computed on a training data
set, the model can be used to predict through the function (Equation (8)):

f (X) =
N

∑
n=1

(αn − α∗n)X ′
nX + b. (8)

The non-linear support vector regression is obtained by replacing the products be-
tween the observations matrix with a non-linear kernel function (Equation (9)):

G(X1, X2) = 〈ϕ(X1)ϕ(X2)〉, (9)

where ϕ is a transformation mapping the X observations into the feature space.
A Gaussian kernel selection is given in Equation (10) and is widely employed for

non-linear problems:

G
(
Xi, Xj

)
= e−‖Xi−Xj‖2

. (10)

Then, Equation (5) is rewritten as in Equation (11):

L(α) =
1
2

N

∑
i=1

N

∑
j=1

(αi − α∗i )
(

αj − α∗j
)

G
(
Xi, Xj

)
+ ε

N

∑
i=1

(αi + α∗i ) +
N

∑
i=1

Yi(α
∗
i − αi), (11)

and Equation (8) for predicting is rewritten as in Equation (12):

f (X) =
N

∑
n=1

(αn − α∗n)G(Xn, X) + b. (12)

The data sets must be organized appropriately in order to distinguish performance
differences. In order to do this, therefore:

• We divide the training data set into two parts: 2
3 of the data (named D0) are used for

training the model; 1
3 (D1) is used for validating and establishing a reference for the

behavior of the residuals between model estimates and measurements.
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• The model is subsequently validated on the target data set D2, with the objective of
comparing the residuals against the reference for the data set D1.

The general methodology moves from Equation (13) with i = 1, 2, which defines the
sets of residuals for data sets D1 and D2:

R(Xi) = Y(Xi)− f (Xi). (13)

For i = 1, 2, one computes (Equation (14)):

Δi = 100
∑X∈Datai

(Y(X)− f (X))

∑X∈Datai
Y(X)

(14)

and the quantity in Equation (15):
Δ = Δ2 − Δ1 (15)

provides an estimate of the performance deviation from data sets D1 to D2 [39,41].
As discussed above, vertical and horizontal analysis are performed in this work. This

translates into the use of the data sets that are summarized in Table 7. As can be argued
from Table 7 and from the block diagram in Figure 11, the vertical analysis spans the ages
for each wind turbine, while the horizontal analysis constructs the reference at a certain
age with IRE data and spans the ITA wind turbines at the same age.

Figure 11. Block diagram of the horizontal and vertical analysis based on the support vector regression.

Table 7. Use of the data sets for vertical and horizontal analysis.

Analysis D0–D1 D2

Vertical Age 7 years (D1
2012 IRE–D2

2014 ITA) Subsequent ages for each WT
Horizontal IRE data set (from D1

2012, age 7 years) ITA at same age (from D2
2014, age 7 years)

If, for example, the performance of the wind turbine in the data set D2 is worse than
in D1 (as is expected for an aging assessment), the residuals of the D2 data set should be
lower with respect to those of D1 because the simulated data are obtained with a model
that is trained when the wind turbine had better performance with respect to D2.

In Table 8, the setup of the models for each operation region is indicated.
Furthermore, the case of ITA4 and generator replacement was treated by performing

a vertical analysis in Region 2, where D0 and D1 were extracted from D2
2017, and the model

as validated against D2
2018 (since March) and D2

2019. The rationale for this selection was
taking as the reference the data set immediately before the generator replacement at ITA4
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and as the validation the data sets immediately after generator replacement: a model for
each wind turbine was set up, in order to highlight the difference between ITA4 and the
other wind turbines in the farm (which have not replaced the generator).

Table 8. Structure of the SVR regressions for each operation region.

Region Input Output

2 Generator speed Ω Power P
2 1/2 Blade pitch angle β Power P

4. Results

4.1. Operation Curve Analysis
4.1.1. Region 2: Curve Analysis

Figure 12 contains a comparison between the two test cases. The generator speed-
power curve is reported, in the form of the difference between the Italian wind turbines
and the Irish benchmark at the same wind turbines age. It arises that for seven years
of wind turbine age, the difference is negative for all the ITA wind turbines, especially
approaching the rated speed. Subsequently, the difference stabilizes around zero and
becomes positive when the wind turbines are aged 12 years. These results can be better
interpreted in light of Figure 13, which groups for each wind turbine the comparison
between the curve at seven years of age and for subsequent years: it arises that for the IRE
wind turbine, there is a sharp decline at 12 years of wind turbine age, which does not occur
at the ITA wind turbines. This results in the fact that the IRE and ITA wind turbines have
comparable performance up to when the wind turbines are aged 12 years, and at 12 years,
the performance of the ITA wind turbines is clearly better than the IRE one. The analysis of
Figure 13 indicates a trend of aging for wind turbines ITA2 and ITA3 because the amount
of extracted power for the given rotational speed slightly decreases in time: it should be
noted that this phenomenon is of the order of a few kW, and it would be interesting to
analyze its further evolution and inquire if and possibly when a sharp decline as for the
IRE wind turbine occurs. Furthermore, it is not surprising to notice that ITA4 is the only
wind turbine for which the curve at 12 years of age is better than the one at 10 years of age:
the data set at 10 years of age describes the generator at its end of life, while the data set at
12 years describes ITA4 operating with a new generator.

Figure 14 contains an analysis devoted to the case of ITA4: the curves of ITA4 after the
generator replacement are considered (data sets D2

2018 and D2
2019, corresponding to 11 and

12 years of age) and are compared against the data set immediately before the generator
replacement (D2

2017, corresponding to 10 years of age). This kind of plot is reported for
ITA4 and for ITA2, which is individuated as being affected by declining performance
(Figure 13). From Figure 13e, it arises that for ITA4, after the generator replacement, there
is a clear improvement in the amount of power extracted for the given generator speed,
which is more visible as the rotational speed increases. The other way round, for ITA2,
there is a clear worsening, especially for moderate and high generator speed. In Section 4.2,
using support vector regression, it will be possible to estimate quantitatively the average
production improvement after the generator replacement at ITA4.
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Figure 12. Generator speed–power curve: horizontal analysis, consisting of the comparison between the two test cases.
For each data set, the difference between the IRE curve and the ITA wind turbines’ curve is represented. (a) Seven years,
(b) 8 years, (c) 9 years, (d) 10 years, and (e) 12 years.
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Figure 13. Generator speed–power curve: vertical analysis, consisting of the comparison of each wind turbine against itself
in the earliest data set at our disposal (seven years). The difference with respect to the reference curve for each wind turbine
is reported. (a) IRE, (b) ITA1, (c) ITA2, (d) ITA3, and (e) ITA4.
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Figure 14. Analysis of generator substitution at the ITA4 wind turbine: the generator speed–power curve is reported, in the
form of the difference between the data sets D2

2018 and D2
2019 (after the generator replacement at ITA4) and the reference

D2
2017 data set (before generator replacement at ITA4). Results are reported for ITA4 and for a sample wind turbine ITA2.

(a) ITA2 and (b) ITA4.

4.1.2. Region 2 1/2: Curve Analysis

In Figure 15, the same kind of plot as in Figure 12 is provided for the blade pitch-power
curve. The curve is reported in the form of the difference between the IRE benchmark
curve and the target ITA wind turbines’ curve (each taken at the same wind turbine age).
In general, it arises that the behavior is less regular with respect to the generator-power
curve: a common feature of the ITA curves is that they are lower than the IRE one near the
lower and upper bounds of the pitch angle, while the curves are comparable elsewhere.
The evolution in time of the curve of each wind turbine is shown in Figure 16: a declining
trend is visible for the IRE wind turbine, and this phenomenon was interpreted in [25] as
due to the gearbox approaching its end of life; the behavior is less regular for the ITA wind
turbines, despite a decreasing trend being visible in the latest three data sets for ITA1, ITA2,
and ITA3 (similarly to what happens for the generator speed-power curve). Furthermore,
it can be noticed that the replacement of the generator at ITA4 seems not to influence
noticeably the behavior in Region 2 1/2. This confirms the observations in [24,25] about
the fact that the aging of different components of the wind turbines impacts differently
depending on the working region. Finally, it can be observed that, in general, the more
complicated behavior of the pitch curves for the ITA wind turbines can likely be interpreted
as due to the fact that they are sited in a very complex terrain in a mountainous area.
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Figure 15. Blade pitch–power curve: horizontal analysis, consisting of the comparison between the two test cases. For each
data set, the difference between the IRE curve and the ITA wind turbines curve is represented. (a) Seven years, (b) 8 years,
(c) 9 years, (d) 10 years, and (e) 12 years.
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Figure 16. Blade pitch–power curve: vertical analysis, consisting of the comparison of each wind turbine against itself in the
earliest data set at our disposal (seven years age). The difference with respect to the reference curve for each wind turbine is
reported. (a) IRE, (b) ITA1, (c) ITA2, (d) ITA3, and (e) ITA4.

4.2. Support Vector Regression

In this section, the qualitative results of Section 4.1 are re-interpreted quantitatively
by adopting a support vector regression with a Gaussian kernel for constructing a digital
twin of the operation curves of interest. The importance of this part of the study is also the
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fact that the analysis, similarly to Section 4.1, was conducted vertically and horizontally. In
other words, the reference digital twin of the curves was constructed as follows:

• For the vertical analysis, the reference was set by training the regression with the data
describing each wind turbine aged seven years. The evolution of the curves was quan-
tified by analyzing how the residuals between model estimates and measurements
change in all the posterior data sets for each wind turbine. In practice, this analysis
follows the history of each wind turbine and compares each wind turbine against
itself. This is equivalent to selecting the D0 and D1 data sets from the seven years age
data set for each wind turbine and the D2 data set as each posterior one.

• The objective of the horizontal analysis was inquiring how similar the behaviors of
wind turbines of the same model are, which are sited in different environments, when
they have the same age. The benchmark was selected as the IRE wind turbine this
means that D0 and D1 were selected from the data sets of the IRE wind turbine. A
separate model was trained per each age and was validated against the ITA data
sets of the same age (which therefore constitute the D2 data set). For example, if one
considers the generator speed-power curve, the behavior of the IRE wind turbine is
learned through the regression and is replicated by predicting how much power the
IRE wind turbine would extract when the generator speeds are those measured at
the ITA wind turbines; the comparison between measurement and model estimates
allows quantifying the average performance difference between the IRE and ITA wind
turbines at a given age.

A separate vertical analysis was performed for analyzing the effect of generator
replacement at ITA4; the details are reported in Section 4.2.1.

4.2.1. Region 2: Regression Analysis

The results of the vertical analysis for the generator speed-power curve are reported
in Table 9: the IRE wind turbine underwent an evident decline, which in five years time
(7 to 12 years of age) reached 8.8% on average. As shown also in Section 4.1, the ITA2
and ITA3 wind turbines had a slight trend of performance worsening, which is definitely
non-comparable with those of the IRA wind turbine because it reached the order of 1% at
12 years age. ITA1 seemed not to be affected by a remarkable aging trend. The case of ITA4
stood apart, because of the generator replacement: at 12 years of age, the performance was
visibly better with respect to 10 years of age (when the generator was approaching its end
of life) and with respect to the earliest data set at our disposal in this study (the Δ at 12
years with respect to seven years was positive).

Given the different behavior in time of the IRE and ITA wind turbines, the horizontal
analysis of Table 10 is particularly interesting: it arises that for seven years of wind turbine
age, the performance of the IRE wind turbine is superior to the ITA ones, and this is mainly
due to the behavior near rated rotational speed (Figure 12). From eight years of wind
turbine age, the difference between the ITA and the IRE wind turbine erodes, and the trend
inverts: the ITA wind turbines extract on average a little more power for a given generator
speed, except for ITA2 and ITA4, which at 10 years of age, have slightly worse behavior
with respect to the IRE wind turbine. At 12 years of wind turbine age, the difference
between the IRE and ITA wind turbines is dictated by the sharp decline of the IRE wind
turbine’s performance: the ITA wind turbines result in having considerably better behavior,
despite some differences (the Δ varies from 7.8% to 3.8%).

In general, the analysis of Table 10 and Figure 12 indicates that the behavior of the
operation curves of the wind turbines of the same model at the same age is qualitatively
similar, but there are some quantitative differences that depend on the history of each wind
turbine. For example, the ITA wind turbines have likely less suffered from aging from
seven to 12 years of age, but started from an inferior performance at seven years of age.
It is likely that the energy balance between the two test cases is tricky to understand up
to 10 years of age, while the situation becomes clearer at 12 years of age because of the
evident decline of the IRE wind turbine: this indicates that the decline of the generator
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efficiency can deteriorate considerably the performance of a wind turbine (as in the IRE
case), but the other four wind turbines considered in this study do not show evidence of a
similar remarkable behavior.

Table 11 reports the result of a vertical analysis that has been conducted in order to
understand how the performance of ITA4 changed after the generator replacement, with
respect to immediately before. Similarly to Figure 14, ITA2 and ITA4 are compared. The
baseline data set was selected to be D2

2017, and the target data sets are respectively D2
2018

(after the generator replacement at ITA4) and D2
2019. It arises that ITA4 improved of the

order of 2% with respect to the data set immediately before the generator replacement,
while ITA2 instead shows a progressive performance decline. This result not only provides
a consistency check of the method, similar to the one obtained in [24,25] as regards the
substitution of a gearbox, but also indicates an estimate of the possible profitability of
the replacement of aged components, whose performance has declined with the years.
A further interesting consideration regards the comparison between ITA4 and IRE and
the relation between performance and end of life: the performance of the IRE generator
at 12 years of life is worse with respect to that of ITA4 when the generator reaches its end
of life. This in general indicates that economic considerations regarding the profitability
of components substitution should be read also in light of the expected lifetime, which is
a complex topic, beyond the scope of the present study.

Table 9. Vertical analysis: estimates of Δ (%) with respect to the baseline data set (7 years age for each
wind turbine).

Age IRE ITA1 ITA2 ITA3 ITA4

8 years −1.6 +2.0 +2.1 1.3 3.9
9 years −3.0 0.0 0.4 0.6 1.6
10 years −2.5 −0.3 0.3 −0.7 0.1
12 years −8.8 0.0 −1.3 −1.2 1.6

Table 10. Horizontal analysis: estimates of Δ (%) with respect to the corresponding IRE baseline data
set for each wind turbine age.

Age ITA1 ITA2 ITA3 ITA4

7 years −1.5 −2.8 −1.2 −3.0
8 years 2.9 0.2 2.1 1.2
9 years 2.4 0.0 2.8 0.2

10 years 1.6 −0.6 1.2 −1.7
12 years 7.8 3.8 6.5 5.6

Table 11. Vertical analysis for the generator replacement case study: estimates of Δ (%) with respect
to the baseline data set (10 years age for each wind turbine).

Age ITA2 ITA4

11 years −0.4 2.2
12 years −0.8 2.4

4.2.2. Region 2 1/2: Regression Analysis

In Table 12, the results of the vertical analysis are reported: it arises that each wind
turbine undergoes a performance worsening, which, from seven years to 12 years of
age, is of the order of 1–2%. The addition of further test cases to the study substantially
confirms the results in [24,25]: a decreasing trend is visible, but it is not as impactful as the
generator efficiency decline observed for the IRE wind turbine. The horizontal analysis in
Table 13 indicates that the performance of the IRE and ITA wind turbines is comparable
in Region 2 1/2 from nine years of wind turbine age, while at seven years of age, three
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ITA wind turbines had superior performance with respect to the IRE one; it can be likely
concluded that the aging in Region 2 1/2 impacted more the ITA wind turbines, but it should
be noticed that the curves for the ITA wind turbines (as shown in Figures 15 and 16) have a
less regular behavior, which can be dictated by the complexity of the external environment.

Table 12. Vertical analysis: estimates of Δ (%) with respect to the baseline data set (7 years age for
each wind turbine).

Age IRE ITA1 ITA2 ITA3 ITA4

8 years −0.3 −1.1 −0.8 −0.9 +0.2
9 years 0.0 −1.4 −1.0 −0.9 +0.2
10 years −0.9 −1.4 −1.0 −0.9 +0.2
12 years −2.0 −1.2 −1.6 −2.1 −0.4

Table 13. Horizontal analysis: estimates of Δ (%) with respect to the corresponding IRE baseline data
set for each wind turbine age.

Age ITA1 ITA2 ITA3 ITA4

7 years 1.2 1.1 0.8 −0.8
8 years −2.3 −1.0 −1.6 −3.4
9 years 0.0 0.3 0.8 0.2

10 years 0.0 0.5 0.6 −0.4
12 years 0.0 0.2 −0.2 −1.4

4.2.3. Summary of the Results: Aging Estimate

The results from Sections 4.2.1 and 4.2.2 are combined here (Table 14) to give a unique
estimate of aging performance, which is obtained through a weighted average of the
results from Tables 9 and 12: the weights are selected to be the sizes of the data sets for
respectively Region 2 and Region 2 1/2 for each turbine. By doing this, the estimates of
Table 14 are obtained by taking into account how much time each wind turbine operates
in each working region. It should be mentioned that this estimate corresponds to the
sub-rated regime, and to obtain an estimate of annual energy production, the time of
operation in the so-called Region 3 (at rated power) should be considered.

From Table 14, the results of [24,25] are substantially confirmed as regards the IRE
wind turbine. As regards the ITA wind turbines, it arises that in five years time, ITA1-ITA2-
ITA3 underwent a slight worsening (up to the order of 1.5%), while ITA4 even improved
its performance thanks to the generator replacement.

Table 14. Vertical analysis: estimates of Δ (%) with respect to the baseline data set (7 years age for
each wind turbine): Region 2 and Region 2 1/2 are considered together.

Age IRE ITA1 ITA2 ITA3 ITA4

8 years −1.3 1.2 1.3 0.7 3.1
9 years −2.3 −0.3 0.0 0.2 1.2

10 years −2.2 −0.5 0.0 −0.8 0.1
12 years −7.4 −0.2 −1.4 −1.4 1.2

5. Conclusions

The present work deals with the analysis of wind turbine performance decline with
age. Motivated by previous findings in [24,25] about a Vestas V52 wind turbine sited
at the Dundalk Institute of Technology in Ireland, in this study, four Vestas V52 sited in
a mountainous area in southern Italy are selected as further test cases. The objective of the
study was addressing if wind turbines of the same model present similar aging trends.
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The employed methodologies consisted of the analysis of appropriate operation curves
depending on the working region of the wind turbines and in a support vector regression
for constructing digital twins of the curves of interest and for validating them against target
data sets. The selected curves are the generator speed-power curve and blade pitch-power
curve, and each is analyzed in the working region where it is of most interest: the former
curve is analyzed for moderate wind speed, when the wind turbines operate at fixed pitch
and variable rotational speed; the latter curve is analyzed for higher wind speed, when the
wind turbines operate at rated rotational speed and variable pitch.

The methodologies were employed vertically and horizontally: in other words, for
each wind turbine, its history was studied (vertical analysis), and the horizontal analysis
consisted of the comparison between the IRE and ITA wind turbines when they had the
same age. This approach goes beyond the scope of the present work because it contributes
to the general problem of comparing the performance of the same model of wind turbine,
installed in different environments: the power curve analysis is not reliable, because
the environmental conditions affect the nacelle transfer function differently at each site.
Therefore, it is more appropriate to analyze the operation curves, which do not depend on
the nacelle wind speed measurements, as the ones selected in this study.

It results that the aging of the generator affects non-negligibly the performance of
the wind turbines, and this is highlighted as diminished power extraction for a given
generator speed; however, this happens to different extents in the test case wind turbines:
from seven to 12 years of age, in Region 2, two wind turbines sited in Italy underwent
a performance worsening of the order of 1–2%, while the average performance decrease
was −8.8% in the same period for the wind turbine in Ireland. An interesting test case is
given by the fact that the generator of one wind turbine sited in Italy reached its end of
life in 2018 and was substituted: by comparing the data sets immediately before the ones
immediately after the replacement, it can be estimated that the replacement provided a
performance improvement of the order of 2%. This provides a consistency check of the
proposed methodologies and indicates an estimate of the profitability of substituting aged
wind turbine components. In Region 2 1/2, the behavior of all the test case wind turbines
was similar, and a performance decline of the order of 2% was observed. Overall, it can
be summarized that after five years of operation (which is the span of the data sets at
out disposal for this study), the performance of the IRE wind turbine declined below the
rated power of the order of 7.7%, while three ITA wind turbines had slightly worsened
performance (from 0.2% to 1.4%) and one (ITA4) improved. Another important aspect is
given by the fact that the performance worsening with age seems not to be linear in time:
the selected data sets go from seven to twelve years of age of the wind turbines, and in
particular for the IRE test case, an evident decline occurs at twelve years of age. Referring
to the results in [25] for the IRE wind turbine, if one considers a span of ten years (two years
of age against twelve), the estimated worsening is in the order of 8.8%: by comparison,
it can be argued that the aging from two to seven years of age is quite low. This ex post
supports the rationale of the horizontal and vertical analysis, which were combined in this
work: by comparing several test cases, it is possible to analyze the level of performance at
a certain age of the wind turbines.

Therefore, on the grounds of what is observed for the four wind turbines in Italy
in comparison with the test case in Ireland, it is concluded that it is likely that the effect
of aging for the Vestas V52 wind turbines can be in general lower with respect to the
estimates provided in [24,25], but it cannot be excluded that a similar decline in the
generator efficiency would occur as well for the other test case wind turbines in the future.
This motivates that an interesting further direction of this work is the analysis of the
electrical parameters of wind turbine generators in order to formulate prognostic models.
In addition, the operating condition and response of the hydraulic station that controls the
blade pitching system deserves further examination, e.g., if oil pressures in the hydraulic
station are not well maintained, the blade pitch response may deviate from the optimum
and affect the power performance.
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Furthermore, the case of the ITA4 wind turbine, which has undergone a replacement of
the generator, inspires further developments as regards a detailed analysis of the economic
balance: this could give meaningful indications in general as regards the management of
wind turbines.

Another interesting further line of research regards the interpretation of the aging
performance in terms of the overall maintenance level of the wind turbines: from this point
of view, we expect that a large number of test cases should be analyzed, in order to possibly
highlight the dependence on this factor, which can be expected to be relevant, but can not
be expected to be the only or the main determinant.

A valuable further development of the present work is investigating in more detail the
hypothesis formulated in [22] about the fact that the evolution of wind turbine technology
should mitigate the impact of aging: the results reported in [24,25] and in the present work
indicate that the hypothesis should be confirmed because the observed decline rate is lower
with respect to the estimates reported in [22] for wind turbines installed in the 1990s. At
present, further studies are being conducted by the authors on wind turbines of higher
size (the order of a 100 m rotor diameter), which were installed in the late 2000s, and the
preliminary results indicate that the aging decline is lower with respect to the results of
this study.
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Abstract: This paper outlines a methodology to determine the amount of renewable energy that can
be accommodated in a power system before adverse impacts such as over-voltage, over-loading
and system instability occur. This value is commonly known as hosting capacity. This paper
identifies when the transmission network local hosting capacity might be limited because of static
and dynamic network limits. Thus, the proposed methodology can effectively be used in assessing
new interconnection requests and provides an estimation of how much and where the new renewable
generation can be located such that network upgrades are minimized. The proposed approach
was developed as one of the components of the AUSTEn project, which was a three-year project to
map Australia’s tidal energy resource in detail and to assess its economic feasibility and ability to
contribute to the country’s energy needs. In order to demonstrate the effectiveness of the proposed
approach, two wide area networks were developed in DIgSILENT PowerFactory based on actual
Australian network data near two promising tidal resource sites. Then, the proposed approach
was used to assess the local tidal hosting capacity. In addition, a complementary local hosting
capacity analysis is provided to show the importance of future network upgrades on the locational
hosting capaity.

Keywords: Australian energy mix; hosting capacity; over-voltage; system strength; thermal capacity;
tidal energy

1. Introduction

The penetration level of renewable resources in power systems has been increasing
in recent years. However, the increasing penetration of renewable resources entails some
technical challenges such as over-voltage, overloading, protection systems maloperation
and power quality issues. There are two approaches to address the above-mentioned issues;
(i) upgrading the system, which is quite costly, and (ii) the hosting capacity (HC) concept,
which is defined as the maximum renewable resource capacity that can be accommodated
into a system without any violation in operational constraints. Understanding this concept
can assist utilities to make decisions regarding interconnection requests.

The value of the HC depends on the network characteristics, renewable resources’ size,
location and technology. Therefore, identifying the network HC is not a straightforward
process. Further HC is not a single value for any given system. Generally, three regions
as shown in Figure 1, can be defined for HC. Region (A) includes all the penetration
levels that do not cause any constraint violation, regardless of renewable resource location.
Region (B) demonstrates the penetration levels that are acceptable at specific sites. Region
(C) includes all renewable deployments that are not acceptable, regardless of distributed
energy resources’ (DERs’) location [1,2]. The border between (A) and (B) is referred as
the minimum HC and the border between (B) and (C) is referred as the maximum HC
in this paper. Generally, all the existing HC estimation methods can be divided into two
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categories; (i) region-B category including the methods that converge to the maximum
HC or a value in region (B); (ii) min-HC category including methods that estimate the
minimum HC.

Figure 1. Different regions of the HC in a system.

In terms of HC assessment, studies in [3–18] can be categorized as region-B approach.
The HC in region-B methods is usually modelled as the objective of an optimization prob-
lem [4,6,9,12–18]. However, there are some other approaches such as analytical [3,7,8,10]
and Monte Carlo-based [5,11] methods that belong to the region-B category. In analytical
methods, an equation is derived based on technical constraints such as over-voltage [8],
overloading [7] and harmonic distortion [10] to estimate the maximum DER that could
be connected to a certain location of the system. Nevertheless, the optimization-based
methods in the region-B category such as [4,6,9,12–17] are generally more accurate than
analytical methods. Further, most of the optimization-based methods such as [6,9,12–15]
limit the number of potential locations for DERs to make the model easier to solve. Unlike
optimization-based methods, the Monte Carlo-based methods in the region-B category are
often based on a traditional power flow calculation. In this approach, numerous power
flow calculation are performed to identify the HC of a certain location [5] or an area [11] of
a network.

The aim in the second category of the HC methods, i.e., min-HC, is to estimate the
minimum HC. Studies in [19–25] belong to this category. These methods are generally
based on Monte Carlo simulation, where a high number of DER expansion scenarios
are generated. Then, simulation is performed for all generated scenarios over the study
period. Next, the minimum HC is defined based on the scenarios that may cause a
constraint violation. Although, the general idea of studies such as [21–24] is the same,
the implementation details of the Monte Carlo process including generating scenarios,
analyzing scenarios over the study period and defining the minimum HC are different.
For example, study [21] assumed that the size of DERs is a fixed number. Nevertheless,
studies [22,23] used different sizes for DERs. Similarly, the study period and time series
impact analysis, which addresses the uncertainties associated with the loads and output
power of DERs, could be different. For instance, in [21], it is assumed that the study period
could be limited to the worst condition, i.e., maximum DER generation and minimum load
consumption. Nevertheless, study [23] randomly allocated the daily load and DER profiles
and conducted the analyses. The advantage of min-HC methods is that they could easily
be improved to include all network technical criteria.

Studies [3–27] presented different methods to identify the HC. However, they are
all focused on estimating the HC of distribution systems considering the voltage and
thermal rating criteria. Considering the current trend of renewable energy, the number
of renewable power plants connecting to the transmission networks has been growing
very fast. Similar to distribution systems, the capacity of transmission networks to host
new generation is constrained by different technical issues. Thus, the HC concept is also
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applicable for transmission networks. However, unlike distribution systems, transmission
networks usually have a meshed structure and their HC highly depends on the location of
new generation. Further, the renewable plants in transmission networks entail protection,
power quality and stability challenges, which are generally neglected in the existing HC
methods. Therefore, it is necessary to propose a comprehensive approach to identify the
locational HC in transmission networks based on all static and dynamic constraints. The
main contributions of this paper are summarized as follows:

1. As one of the components of Australian Tidal Energy (AUSTEn) project [28,29], we pro-
posed a comprehensive approach based on the thermal rating, voltage, protection, stability
and system strength criteria, to identify the locational HC in transmission networks.

2. The proposed approach is applied to Australia networks (Tasmanian and Darwin–
Katherine networks) to assess their locational tidal HC. Further, the impact of different
renewable resources such as solar and wind on the locational tidal HC has been as-
sessed.

The remainder of this paper is organized as follows: The background information
about the AUSTEn project is provided in Section 2. Section 3 describes the technical issues
that could limit the penetration level of renewable generation. In Section 4, the proposed
approach to identify the locational HC is presented. Network modelling data is discussed in
Section 5 . Section 6 presents the numerical results and discussion. Finally, the conclusions
are summarized in Section 7.

2. Background Information

Australia has some of the largest tides in the world. Nevertheless, insufficient knowl-
edge of Australia’s tidal resource, its spatial extent and technical implementation effectively
constrain the tidal energy industry, policy makers and research community to conduct
any assessment on risks and benefits of investment in potential tidal generation. AUSTEn
was a project to map Australia’s tidal energy resource in detail and to assess its techni-
cal and economic feasibility. The project was co-funded by the Australian Renewable
Energy Agency (ARENA) Advancing Renewables Program. The AUSTEn project was a
joint effort between the Australian Maritime College at the University of Tasmania, the
University of Queensland, Commonwealth Scientific and Industrial Research Organisation
(CSIRO), MAKO Tidal Turbines, Atlantis Resources, and Sabella. AUSTEn consisted of
three inter-linked components as follows:

• Conducting a national Australian high-resolution tidal resource assessment (500 m reso-
lution) and integrating the results into the Australian Renewable Energy Mapping
Infrastructure (AREMI).

• Conducting field based and high-resolution numerical site assessments, as well as
in-situ environmental measurements at two promising locations for energy extraction.

• Conducting techno-economic feasibility assessment for tidal energy integration into
Australia’s electricity infrastructure.

This paper presents some of the assessments conducted for the third component of
AUSTEn project. We refer the readers to [28–30] for more details on the outcomes of the
AUSTEn project.

3. Technical Criteria

There are quite a few technical issues that limits the higher penetration of renewable
generation in power systems with different voltage levels. Some of these issues are specific
to networks with a certain voltage level and structure. However, the technical issues can
be divided in five general categories as below:

• Thermal rating criteria;
• Voltage criteria;
• Protection criteria;
• Power quality criteria;
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• Stability and system strength criteria.

Sections 3.1 to 3.5 provide more details about the above-mentioned criteria.

3.1. Thermal Rating Criteria

Every Power infrastructure element such as lines, cables and transformers is char-
acterized by a current-carrying capacity, which is referred to as thermal rating. If this
limit is exceeded for a sufficient time, the element physical and/or electrical characteristics
might be permanently damaged. Connecting new renewable generation to the networks
would change the current flows in them. Therefore, the thermal rating constraint is one
of the criteria that network service provides (NSPs) considers when they want to do their
assessment for a query for new connections. As this assessment does not require a very
accurate model of the renewable generation, it is usually conducted at the early stages of
the studies. Further, the thermal rating constraint is generally assessed under different
network configurations and viable contingencies.

3.2. Voltage Criteria

There are quite a few voltage-related criteria that can limit the penetration level
of renewable generation. These criteria includes over-voltage, under-voltage, voltage
unbalance, voltage deviation and voltage regulation constraints. The normal voltage range
in Australia networks is between 0.9 p.u. and 1.1 p.u. Thus, a new renewable generation
should not cause a voltage outside of this range. Some of the criteria such over-voltage,
under voltage and voltage unbalance are general and network service providers usually
consider them in their assessment irrespective of whether it is a transmission or distribution
system. However, some criteria such as voltage deviation could be more applicable to
distribution networks. For instance, Powercor, which is an Australian distribution company,
requires the voltage deviation between voltage profiles for minimum and maximum
demand with and without the new renewable generation to stay below a certain level
(3% to 4%). In this paper, over-voltage and under-voltage constraints are considered
in the assessment.

3.3. Protection Criteria

The protection criteria includes fault level, fault current contribution and relay/fuse
mis-coordination. Fault level at a point in a power system is a measure of maximum fault
current expected at that point. Fault currents need to be quickly detected and interrupted
due to their extensive damage to cables, overhead lines, transformers and other equipment.
The circuit breakers’ rating limits the fault level in the feeder. This limit is referred to as
the design fault level. The design fault level is a limiting factor to the new renewable
generation as new connections can increase the fault level. It should be mentioned that
renewable resources with directly connected electrical generators would contribute sig-
nificantly higher fault current than those connected via power electronics interfaces such
as solar farms. Therefore, fault level may be much more important for directly connected
renewable generations in comparison to the resources connected via power electronics
interfaces. Other than fault level, the fault current contribution of generation with power
electronic interfaces can also constrain the locational HC. One approach to resolve the fault
contribution issue of renewable generation is increasing the impedance of the transformer
that connects the plant to the network. However, other factors such as the fault level at the
terminal of the turbine/inverter inside the plant should be considered when designing the
grid interface transformer. Both turbines and inverters generally provide a better perfor-
mance when the fault level at their terminals is higher than a certain value. The minimum
fault level at the terminal is usually provided by the original equipment manufacturer.

3.4. Power Quality Criteria

A high renewable penetration may raise power quality issues such as voltage fluc-
tuations and harmonics. Although advanced pulse width modulation techniques and
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harmonic filters are usually used in converters, voltage distortion limits can be exceeded in
high penetration levels. It should be mentioned that the evaluation of harmonic problems
is somewhat complicated and requires extensive modelling and simulations. In order to
properly conduct the harmonic assessment for a generating system, the detailed design of
the plant such as the LV/MV transformer data, the collector system data (i.e., length and
type of the cables) and the main grid interface transformer data are required. Further, the
Norton impedance of the turbine/inverter and its current harmonics for different operation
ranges should be available. Thus, power quality studies are not considered in this paper as
detailed design data of the plant is required to conduct the power quality assessment.

3.5. Stability and System Strength Criteria

There are different strategies to control inverter-based power sources (IBPSs), which
can cause different dynamic behaviors. Two basic types of control strategies of IBPSs are
known as “grid-following” and “grid-forming”. Currently, most IBPSs use a grid-following
control strategy, which typically uses a phase-lock-loop (PLL) and a current control loop
to control the output currents. Grid-following control strategy makes the IBPSs behave
like a current source. The main advantage of this control approach is that the currents
can be quickly regulated. However, grid-following control relies on an external voltage
source for the voltage and frequency references. Thus, grid-following IBPSs provide poor
performance in weak networks. In contrast to grid-following approach, grid-forming IBPSs
control the voltage and frequency, making them behave like a voltage source. In comparison
to grid-following IBPSs, the grid-forming IBPSs can provide a good performance even
in a weak network as they can work in the stand-alone mode and do not rely on the
external grid.

High penetration of grid-following IBPSs entails new challenges in power systems.
The IBPSs penetration level at which network issues occur is system-specific and depends
on the number of synchronous generators (SGs) in service, SGs’ location, the share of
SGs relative to IBPSs generation, the size of the largest credible contingency, and the
settings of IBPS control systems. Considerable presence of online SGs slows the system
dynamic behavior, which allows present grid-following IBPSs with fast controllers to
precisely track the grid voltage angle and inject current at the correct phase angle. However,
with increasing penetration of IBPSs and retiring the SGs, system dynamics becomes
faster. The consequence of faster system dynamic changes is that the fast IBPS controllers
potentially fail to track the voltage phase angle and to adequately synchronize with the
network. As per control theory, tracking a fast-moving reference requires an even faster
controller. Thus, if the IBPS controller is not robust enough to track the changes in the
network, even a small disturbance could entail significant consequences such as sustained
oscillation in voltage, active and reactive power at IBPSs’ point of connection and IBPSs
loss of synchronism from the network. Currently, limiting the IBPSs output, maintaining a
sufficient number of SGs in service and installing synchronous condensers are stablished
methods to facilitate the reliable operation of the network in the presence of high IBPSs
penetration. Nevertheless, operational constraints and the additional investments required
for synchronous condensers could affect further development of IBPSs in the long run.

In order to ensure stable performance of IBPSs, sufficient system strength should
be maintained under normal and N-1 contingency. As per [31], system strength is a
characteristic of a power system that represents the size of the voltage change following
a contingency or disturbance on the power system. Australian Energy Market Operator
(AEMO) considers system strength as the ability of a power system to maintain and control
the voltage at any location in the network. The system strength at a given node in a power
system is proportional to the fault level at that node and inversely proportional to effective
grid-following IBPSs penetration observed at that node. Traditionally, system strength at
a location has been presented by the fault level available at that location divided by the
capacity of IBPS connecting at that location, which is referred to as short circuit ratio (SCR).
As close by grid-following IBPSs can reduce the system strength, an aggregated SCR was
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recently defined to recognize the cumulative effect of electrically close IBPSs on the system
strength. The existing grid-following IBPSs are generally designed to stably operate above
a minimum system strength. Unlike synchronous machines that contribute to the system
strength, grid-following IBPSs act as sink of system strength (have a negative impact).

Although system strength is an important index when discussing the power system
stability with high IBPS penetration, it should not be considered as the only one. Note that
grid-following IBPSs could provide a stable operation in networks with low system strength
if their control parameters are properly tuned. In fact, to properly discuss the stability of a
weak power system, a detailed model of grid-following IBPS and the system is required.
Electromagnetic transient simulations based on accurate network and grid-following IBPS
models are required to assess the control interaction and stability of grid-following IBPSs
in the weak networks. Nevertheless, SCR could be a useful system strength index in steady
state feasibility studies. Thus, in this paper, the SCR is used as one of technical constraints
of locational HC.

4. Methodology

As discussed in Section 3, there are different technical challenges that constrain the
integration of grid-following IBPSs in power systems. A comprehensive approach for
identifying the locational HC should include all those constraints. However, due to
differences in the nature of the technical issues, it is very difficult if possible to develop a
mathematical model for the locational HC. A practical method to estimate the locational
HC for grid-following IBPSs is to follow a heuristic algorithm, which is presented in
Figure 2. As it can be seen, the algorithm starts with a an initial capacity of zero for the
grid-following IBPS. Then, it checks the HC constraints. If there is a violation in any of
the constraints, the algorithm stops. Otherwise, it increases the size of the IBPS. Further, it
should be noted that:

• It is obvious that the load and the renewable generation are uncertain variables. In
order to properly address the uncertainty associated with the loads and the output
power of renewable resources, the simulations should be conducted over a time period.
In this paper, time-series simulation is conducted with a resolution of one hour.

• In the power system, the total generation is always equal to the summation of total
load and the power losses. Thus, when integrating the new IBPS, it is necessary to
decrease the generation from other online generators in the system to maintain the
load-generation balance. This adjustment should be done for all the time steps.

• As it was mentioned in Section 3, the grid-following IBPSs should be able to provide a
stable performance under normal and credible contingencies. Therefore, the proposed
algorithm monitors the system strength index under normal and credible contingencies.
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Figure 2. Methodology for identifying the locational HC of grid-following IBPSs.

5. Network Modelling

The purpose of this section is to describe the steps that have been taken to model the
power systems in Darwin and Tasmania, which are the prime candidates for installing tidal
generators in the AUSTEn project. The modeling in this section is based on information
sourced from Power and Water Corporation (PWC), which is the Northern Territory’s
premier provider of electricity, TasNetworks, which is a Tasmanian Government State
owned company that is responsible for electricity transmission and distribution throughout
Tasmania, AEMO reports, and publicly available information. The following sections
provide the details for modeling the Power system in Darwin and Tasmania, respectively.

5.1. Darwin Network Modelling

Darwin-Katherine interconnected system (DKIS) is the largest power system in the
Northern Territory. It supplies Darwin city and its surrounding areas and suburbs, Palmer-
ston, the township of Katherine and its surrounding rural areas. Figure 3 illustrates the
Darwin-Katherine network. The only transmission lines in this network are the lines from
Katherine to Channel Island and Channel Island to Hudson Creek [32].
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Figure 3. Single line diagram of Darwin–Katherine transmission network.

The information required to build the network model was collected from different
sources. The lines and transformers data were provided by PWC. Further, thermal capacity
of the lines was extracted from [33]. Daily load profiles with the resolution of 30 min for
dry and wet seasons were extracted from [33] for all substations in Darwin–Katherine
region. The DKIS has a sustainable installed capacity of just over 500 MW. The fuel type
of the generation units is made up of a mix of dual fuel (gas/diesel), gas only, steam
and landfill gas. The generation plants are Channel Island (310 MW), Weddell (129 MW),
Katherine (35 MW), Pine Creek power station (27 MW) and Shoal Bay (1.1 MW). The
details of generation units in the Darwin–Katherine region such as their make, engine
type, fuel type and MW rating can be found in [32]. The 30 min generation dispatch of
of all generating units in Darwin–Katherine region are provided in [34]. The collected
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network, load and generation data was used to develop an accurate model of the DKIS
in DIgSILENT PowerFactory.

5.2. Tasmanian Network Modelling

Tasmania’s power system forms a part of the Eastern Australian power system.
Basslink, which is a privately-owned undersea cable, connects Tasmania to the mainland
network and has the capability to transfer electricity in both directions. The participants of
Tasmania’s electricity supply chain are as follows:

• Power stations and wind farms.
• A transmission network.
• A distribution network.
• Small-scale generation connected within the distribution network.
• Retailers.
• End-users of electricity.

All large generators sell their generation to a central market, i.e., the national energy
market (NEM). The Tasmanian transmission network transfers the power from generators,
often in remote areas, to transmission-distribution connection points (substations). Then,
the distribution network distributes the energy to smaller industrial and commercial
and residential customers. Electricity is sold to end-users, by retailers, who purchase
electricity from the NEM and sell it to the consumers. The Tasmanian transmission network
comprises [35]:

• A 220 kV, and some parallel 110 kV lines, transferring power from major generation
centers to major load centers and Basslink.

• A peripheral 110 kV transmission network that connects smaller load centers and
generators to the bulk transmission network.

• Substations that provide transmission connection points for the distribution network
and industrial loads.

A summary of the composition of the Tasmanian transmission infrastructure is pre-
sented in Table 1.

Table 1. Summary of the Tasmanian transmission infrastructure.

Asset Quantity

Substations 49
Switching stations 6
Circuit kilometers of transmission lines 3554
Route kilometers of transmission lines 2342
Circuit kilometers of transmission cable 24
Transmission line support structures (towers and poles) 7621
Easement area (Ha) 11,176

In order to build the Tasmanian power system model, the detailed network, load and
generation data were collected from different sources. Regarding the network infrastruc-
ture, data released by AEMO and Geoscience Australia (GA) provide a substantial amount
of information regarding the NEM’s participants and topology. Information regarding the
locations and attributes of major power stations, substations, and transmission lines in
Tasmania were extracted from GA [36–38]. Each data-set (substations, lines and power
stations) includes xls, csv, gdb, and kmz file formats. However, coordinates describing the
paths of transmission lines can only be found in gdb and kmz files. The kmz files were
used to extract the substations, generators and network data. Finally, the extracted network
data were validated using the line and transformer information provided by TasNetworks.
Regarding the load modeling, TasNetworks provided the load profile for all connection
points for 2017. Further, AEMO provided the load forecast for all transmission connection
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points in Tasmania up to 2026 in [39]. The yearly load profile and AEMO load forecast
were used to model the loads in the Tasmanian network. Information on the capacity
of existing, withdrawn, committed, and proposed generation projects in the Tasmanian
network is provided in [40]. Further, the actual generation data of different generating
systems in the NEM was obtained from the AEMO website [41]. The collected network,
load and generation data was used to develop an accurate model of the Tasmanian network
in DIgSILENT PowerFactory, which is shown in Figure 4.
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Figure 4. Single line diagram of the Tasmanian network in DIgSILENT PowerFactory.

6. Simulation Results

In this section, simulations were carried out to assess the performance of the proposed
methodology. The test systems are described in Section 5. The normal voltage range is
between 0.9 p.u and 1.1 p.u. Further, as it was explained before, the grid-following IBPSs
generally reduce the system strength. To determine the fault level “consumption” of each
grid-following IBPS, the minimum SCR withstand capability of the generating system is
multiplied by its nominal capacity. As per [42], a minimum SCR of 3 at the connection point
should be used when the minimum SCR withstand capability of the IBPS is unknown.

6.1. Point of Connection for Prospective Tidal Farm

A national tidal energy model, which was developed in component 1 of the AUSTEn
project, was used to identify regions in Australia with peak tidal flow rates greater than
1.5 m per second within 100 km of a community or industry with a significant electricity
demand. Then, two candidate site were selected from identified regions. One of the selected
sites for tidal generation is Clarence Strait in the northern part of Northern Territory, which
connects the Beagle Gulf in the west to the Van Diemen Gulf in the east. This strait is
approximately located 50 km north of the city of Darwin. The prospective location of tidal
generation is very close to the following substations:

• Darwin city substation;

196



Energies 2021, 14, 1479

• Snell street (Woolner) substation;
• Casuarina substation;
• Frances Bay substation.

Therefore, these locations are considered as the point of connection for tidal generation
in the DKIS. The second candidate for the tidal farm is Banks Strait in east-north of
Tasmania, which is located between Cape Portland and Clarke Island. This location is very
close to the following substations:

• Musselroe Bay wind farm (WF) substation in Cape Portland;
• Derby substation;
• Scottsdale substation;
• Starwood substation in Bell Bay;
• St Marys substation.

Therefore, these locations are considered as the point of connection for the tidal
generation in the Tasmanian network.

6.2. Balance of Load-Generation

As it was explained in the methodology section, the balance of power should always
be held in a power system. This means that if a new generator is integrated in a system,
the output power of the other generators in that system should be decreased. As a rule of
thumb, the market keeps the output of the most expensive generators as low as possible.
In Australia, the gas units are amongst the most expensive generators. Therefore, the best
candidates for reducing the output power are gas generators. All the generating units in
the DKIS are gas generators. Therefore, the following power stations are dispatched in
proportion to their size to balance the incoming tidal generation.

• Channel Island (310 MW);
• Weddell (129 MW);
• Katherine (35 MW);
• Pine Creek power station (27 MW).

The situation in the Tasmanian power system is different from the Darwin–Katherine
network. Less than 10% of power generation is from the gas units. The first gas generation
plant is Tamar Valley Combined Cycle power station with a total capacity of 208 MW,
which has been announced withdrawal. The second one is Tamar Valley Peaking with a
capacity of 58 MW, which is still in service. The third one is Bell Bay Power Station with a
total capacity of 105 MW. As the gas generators might not be enough for balancing the new
tidal generators, the hydro generators that are close to the point of connection were also
considered. These generators are as follows:

• Trevallyn Power Station with a total capacity of 46.5 MW;
• Paloona Power Station with a total capacity of 33 MW;
• Devils Gate Power Station with a total capacity of 60 MW;
• Cethana Power Station with a total capacity of 85 MW;
• Lemonthyme / Wilmot Power Station with a total capacity of 81.6 MW.

6.3. Grid-Integration Scenarios

The simulations were conducted for a couple of different scenarios. In the first scenario,
the locational tidal HC is identified for the existing network. This scenario is referred as
“Baseline Scenario” in this paper. In the second scenario, the locational tidal HC is identified
considering the future network development and renewable projects. This scenario is
referred as “Future Scenario” in this paper. The future upgrades in DKIS is provided by
PWC in their network management plan report [43]. Further, the details of the network
upgrades required in Tasmania are provided in Appendix D of Integrated System Plan (ISP)
2018 report [44]. As for the future renewable project, solar energy is the most prospective
renewable energy resource in the Northern Territory and wind seems to be the dominant
renewable resource in Tasmania.
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6.4. Simulation Results and Discussions for Baseline Scenario

Table 2 presents the maximum capacity of tidal generators that could be installed at
different locations in the DKIS. As can be seen among the considered locations, Casuarina
can accommodate 104 MW, which is the highest level of tidal generation among the assessed
locations. Further, Frances Bay substation with an allowable capacity of 61 MW is the worst
point of connection. Moreover, the main technical constraint that bounded tidal generation
at the considered locations is the thermal capacity of the transformers.

Table 2. Locational tidal HC at different locations in DKIS.

Point of Connection Maximum Allowable Capacity (MW) Limitation

Darwin city substation 89 Thermal rating (Transformer)

Snell street (Woolner) substation 77 Thermal rating (Transformer)

Casuarina substation 104 Thermal rating (Transformer)

Frances Bay substation 61 Thermal rating (Transformer)

Table 3 presents the maximum tidal capacity that could be installed at different loca-
tions in the Tasmanian network. As can be seen among the considered locations, Scottsdale
substation can accommodate 65 MW, which is the highest level of tidal generation among
the assessed locations. Further, St Marys substation with an allowable capacity of 21 MW
is the worst point of connection. Similar to Darwin–Katherine network, the main technical
constraint that bounded tidal generation at the considered locations is the thermal capacity.

Table 3. Locational tidal HC at different locations in the Tasmanian network.

Point of Connection Maximum Allowable Capacity (MW) Limitation

Musselroe Bay WF substation 59 Thermal rating (line)

Derby substation 24 Thermal rating (Transformer)

Scottsdale substation 65 Thermal rating (Transformer)

Starwood substation in Bell Bay 59 Thermal rating (line)

St Marys substation 21 Thermal rating (Transformer)

Improving HC generally can be done by employing local solutions. If the limiting
constraint is voltage related, employing a reactive power resource such as capacitor bank,
reactor and STATCOM (depending on the observed issue) could alleviate the situation.
If the limiting constraint is thermal rating violation, upgrading the lines or substation
transformer is an effective solution. Further, if the system strength is the limiting constraint,
installing synchronous condensers can generally resolve the issue. As shown, thermal
rating is the main constraint in the studied cases of both Darwin–Katherine and Tasmanian
network. It can be seen in Table 4 that upgrading the transformer capacity could increase
the locational HC. Note that the area of interest is quite congested and integrating higher
tidal capacity requires a huge amount of investment in upgrading the network.
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Table 4. Locational tidal HC at different locations in the Tasmanian network after upgrading nearby transformers.

Point of Connection Maximum Allowable Capacity (MW) Limitation

Musselroe Bay WF substation 59 Thermal rating (line)

Derby substation 89 Thermal rating (line)

Scottsdale substation 159 Thermal rating (line)

Starwood substation in Bell Bay 59 Thermal rating (line)

St Marys substation 57 Thermal rating (line)

6.5. Simulation Results and Discussions for the Future Scenario

As it was mentioned, solar energy is the dominant resource in the Northern Territory.
In this section, the proposed algorithm was used to identify the locational tidal HC in the
presence of future solar farm projects in the Darwin–Katherine network. There are different
options to be considered as the point of connection (POC) of the new solar farm. In this
paper, it was assumed that the POC for the potential solar farm were the same as those
defined for the tidal farm. Further, the capacity of the solar farm is changed from 0 MW to
210 MW. Figure 5 demonstrates the locational tidal HC versus solar farm capacity. As it
can be seen, the prospective solar farm only affected the tidal HC when the POC of solar
and tidal farm are the same. This is mainly because the solar farm power injection did
not change the power flow around the tidal farm POC. Another interesting observation
is that increasing the solar farm capacity did not have any impact on the locational tidal
HC if the solar farm capacity is below 15 MW. However, a solar farm with a capacity in
the range of 15 MW to 210 MW would cause a decrease in the locational tidal HC. This is
mainly because the tidal generation caused a thermal rating constraint violation at 4 a.m.
The output power of the solar farm is zero during this time period. However, the solar
farm generated its maximum power at 1:30 p.m. Increasing the capacity of the solar farm
eventually shifted the critical time period for the combined generation from 4 a.m. to
1:30 p.m.

(a) Solar farm connected at Darwin city
Figure 5. Cont.
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(b) Solar farm connected at Snell street

(c) Solar farm connected at Casuarina

(d) Solar farm connected at Frances Bay

Figure 5. Impact of a potential solar farm on locational tidal HC in Darwin–Katherine network.
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Wind energy is quite strong in Tasmania. Thus, the proposed algorithm was used to
identify the locational tidal HC in presence of future wind farm projects in the Tasmanian
network. There are different options to be considered as the point of connection (POC)
of the new wind farm. In this paper, it is assumed that the POC for the potential wind
farm are the same as those defined for the tidal farm. Further, the capacity of the wind
farm is changed from 0 MW to 120 MW. Figure 6 demonstrates the locational tidal HC
versus wind farm capacity. As it can be seen, the prospective wind farm affected the tidal
HC when the POC of wind and tidal farm are close to each other. For instance, as can be
observed in Figure 6b, increasing the wind farm capacity at Derby substation would result
in a decrease in the locational tidal HC at Musselroe, Derby and Scottsdale.

(a) Wind farm connected at Musselroe Bay

(b) Wind farm connected at Derby
Figure 6. Cont.
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(c) Wind farm connected at Scottsdale

(d) Wind farm connected at Starwood

(e) Wind farm connected at St Marys

Figure 6. Impact of a potential wind farm on locational tidal HC in the Tasmanian network.
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In both the Darwin–Katherine and the Tasmanian networks, the locational HC of the
hybrid generation, i.e., tidal-solar and tidal-wind, was higher than locational tidal HC. This
was because the HC at the considered locations was mainly limited due to thermal rating
constraint. Further, the generation profile of tidal, wind and solar farms were different
and their maximum generation did not occur at the same time. Therefore, if the network
is strong and the HC is limited by thermal rating and voltage related constraints, hybrid
generation could result in a higher locational HC. Of course, considering this approach
depends on the availability of the resources and the feasibility of the project from an
economical point of view. However, if the system strength is the limiting constraint of the
HC, hybrid generation using grid-following inverters would not improve the locational
HC. In such a case, only increasing system strength or employing grid-forming technology
could be effective.

7. Conclusions

This paper develops a methodology to estimate the locational HC for grid-following
IBPSs. the developed methodology is based on thermal rating, voltage, protection and
stability criteria. The uncertainty associated with the load and output power of IBPSs are
addressed using time-series simulations. Further, the proposed algorithm monitors the
voltage, loading of the elements, fault level as well as system strength index for all credible
contingencies. The developed approach was employed in the AUSTEn project to assess
the capability of the Tasmanian and Darwin–Katherine networks to host tidal generation.
The assessment demonstrated that although both Banks and Clarence straits provide very
good tidal resources, the network capacity to transfer the energy from those locations to
load centers is limited. In other words, the network capacity is an immediate constraint
on future tidal integration into the systems. Further, the sensitivity of the maximum
allowable tidal generation to the capacity of a prospective wind and/or solar farm was also
assessed. It was observed that a prospective wind and/or solar farm would not impact
the locational tidal HC for some cases while they could decrease the maximum allowable
tidal generation at some other locations. Moreover, it was demonstrated that improving
the IBPSs HC required a local solution. Depending on the limiting constraint, upgrading
the lines/transformers and installing reactive power resources such as STATCOM and
synchronous condenser could increase the HC.
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Abbreviations

The following abbreviations are used in this manuscript:

AEMO Australian Energy Market Operator
AREMI Australian Renewable Energy Mapping Infrastructure
ARENA Australian Renewable Energy Agency
AUSTEn Australian Tidal Energy
CSIRO Commonwealth Scientific and Industrial Research Organisation
DER Distributed Energy Resource
DKIS Darwin–Katherine interconnected system
GA Geo-science Australia
HC Hosting Capacity
IBPS Inverter Based Power Resource
ISP Integrated System Plan
LV/MV Low Voltage/Medium Voltage
NEM National Electricity Market
NSP Network Service Provider
PLL Phase-Lock-Loop
POC Point of Connection
PWC Power and Water Corporation
SCR Short Circuit Ratio
SG Synchronous Generators
WF wind farm
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Abstract: Under-frequency load shedding (UFLS) is a classic and a commonly accepted measure
used to mitigate the frequency disturbances in case of loss-of-generation incidents in AC power grids.
Triggering of UFLS is classically done at frequency thresholds when system frequency collapse is
already close to happening. The renewed interest for synchronous condensers due to the global trends
on massive commissioning of non-synchronous renewable power generation leading to reduction of
system inertia gives an opportunity to rethink the approach used to trigger load-shedding activation.
This question is especially relevant for the Baltic states facing a desynchronization from Russian
power grid and a necessity to operate in an isolated island mode. The main goal of this paper is
to introduce a predictive load shedding (LS) method without usage of either frequency or ROCOF
measurements based on the monitoring of active power injections of synchronous condensers and to
prove the efficiency of the concept through several sets of case study simulations. The paper shows
that the proposed approach can provide a greatly improved frequency stability of the power system.
The results are analyzed and discussed, the way forward for the practical implementation of the
concept is sketched.

Keywords: power grid; inertia; load shedding; frequency stability; synchronous condensers;
frequency collapse; PMU

1. Introduction

The topic of climate change and the ongoing efforts to combat it and to reduce anthro-
pogenic greenhouse gas emissions have resulted in several high-level policies [1] aimed at
reducing the usage of fossil fuels with a massive roll-out of renewable energy generation
capacities. As the result the European Union (EU) has introduced and started to implement
the 2030 Climate & Energy Framework stating a 55% net greenhouse gas emission reduction
target with 1990 as the base year [2]. Under this framework Germany for example as one
of largest economies of the EU plans to achieve ca. 190 GW of non-synchronous renewable
generation capacity installed in 2030 [3], comparing to 100 GW non-synchronous renew-
able generation capacity and a peak load of ca. 80 GW in 2018 [4]. These developments
leading to higher and higher penetration of alternating current (AC) power systems by
non-synchronous renewables are expected to bring a number of challenges as reduction of
total system inertia, increasing rates of change of frequency (ROCOF), reduced frequency
stability and a decreasing number of generation units providing primary and secondary
frequency regulation [5,6].

Frequency stability of AC power systems, together with the voltage and the transient
angular stabilities, is a cornerstone of secure and reliable operation of any modern power
system. Under-frequency load shedding (UFLS) is a classic and commonly accepted mea-
sure used in AC power systems to counteract a potential frequency collapse following a
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serious loss-of-generation incidents and instant imbalance between generated and con-
sumed power. The UFLS is typically triggered when the activation of available frequency
reserves does not provide a sufficient frequency stabilization. UFLS is usually defined by a
list of loads with matching frequency thresholds which are disconnected from the grid by
frequency relays when the grid frequency reaches any of the predetermined thresholds in
the list. The loads disconnected by UFLS are typically the whole MV side/-s of a HV/MV
substation/-s [7].

The importance of the frequency stability for an AC power system increases with
decreasing power system size due to decreasing system inertia and increasing ROCOF
during loss-of-generation incidents. Equation (1) which is a form of swing equation [8]
clearly shows that the change in system frequency dω/dt is reverse proportional to the
total system inertia Htot in MWs, so that decreasing inertia level will lead to a faster fall in
frequency for the same power imbalance ΔP:

dω
dt

= ΔP
ωsyn

2Htot
, (1)

The importance of UFLS and its response time increases with decreasing power system
size and inertia as the UFLS frequency thresholds are reached faster in smaller AC power
systems with less inertia. An introduction of faster UFLS triggering would therefore be
beneficial especially for AC systems of medium and small sizes.

Equation (1) clearly states that in order to improve dω/dt one can either increase the
available system inertia Htot—by adding more synchronous machines (as for example syn-
chronous condensers) or introducing synthetic inertia—or reducing the ΔP by improving
the existing UFLS algorithms.

Traditional UFLS schemes—triggered solely by a frequency threshold—can be en-
hanced by more sophisticated UFLS schemes and concepts proposed and described in the
literature [9–13]. A semi-adaptive UFLS scheme can use a triggering method utilizing static
frequency and ROCOF thresholds instead of a frequency-only approach. An adaptive UFLS
scheme can adopt triggering methods employing a dynamic combination of frequency and
ROCOF. Another type of dynamic UFLS schemes use algorithms including calculating the
system inertia values or the total power imbalance of the system and use these for load
shedding triggering together with frequency and ROCOF threshold values [11,12] or even
bus voltage threshold values [13]. Some of the adaptive schemes described by the literature
propose to use artificial intelligence or neural networks in order to automatically determine
the number of loads to be shed for each disturbance, but it is unclear how to educate the
neural network without compromising the safety and stability of a real power system [14].
All of the proposed UFLS schemes use frequency measurements in one or another manner.

Despite the advantages of the adaptive approaches over the classic one, the disadvantages
of the adaptive UFLS schemes are well known and described [15]. A still ongoing search for
new methods or concepts for UFLS is explained by the complexity of using Equation (1) in
adaptive approaches due to the complexity of a real power system with many generators,
each with own moment of inertia. The frequency in a multi-machine power system becomes a
local parameter during the transient power imbalance oscillations and the Equation (1) is then
describing the behavior of each generator separately. As a result, to estimate the disturbance
ΔP, knowledge of the frequencies and inertia of many generators in the power system is
required. This fact indicates that a predictive approach to UFLS, as anticipated in [15], could
be the next step in the development of UFLS. A search for improved UFLS approach for
low-inertia power systems is the main motivation for authors of this paper and therefore a
novel type of a predictive LS algorithm will be presented here.

In order to assess the efficiency of newly proposed UFLS schemes, dynamic sim-
ulations on standard test power system models, as for example IEEE XX bus standard
test power systems, are usually executed and the results are investigated. The authors of
this paper will follow another approach and will test the proposed LS approach through
executing dynamic simulations on a specific model depicting the Baltic power system.
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This not only due to the origin of the authors—living and working in the Baltics—but also
due to the expected rapid shift towards the renewable energy generation also in the Baltic
power system due to the previously mentioned EU regulations [2].

Power transmission grid of the Baltic states is a meshed, interconnected 330 kV grid
with a peak load of ca. 4000 MW [16]. It has a strong synchronous interconnection with the
Unified Power System of Russia (UPS) synchronous power system and has asynchronous
HVDC connections to both Finland, Sweden and Poland, see Figure 1. The maximum
exchange capacity of all interconnections to the Baltics is around 4700 MW [17], which
makes it theoretically possible to supply the peak load of Baltic power grid with imports
alone. Main generation assets in the Baltic power grid comprise of thermal oil-shale and
wind power generation in Estonia, large river hydro power plants plus a major gas-fired
power plant (Riga TEC2) in Latvia and a combination of wind power, small/medium sized
CHPs, a major pump-storage and a major gas-fired power plant in Lithuania. Baltic power
grid is heavily relying on imported power with the total import comprising in 2019 47,6%
of the total consumption, with largest net power exporters to the Baltics in 2019 being
Belarus, Finland and Sweden [18].

Figure 1. Schematic power system interconnection of the Baltic states.

The interconnection with UPS today provides the Baltic power system with vast
frequency and inertia reserves. Frequency stability is not an issue in today’s situation
due to the size of the UPS synchronous power system. A political decision has been
taken to desynchronize the Baltic states from the UPS power system and to synchronously
connect it with the European Network of Transmission System Operators (ENTSO-E)
power grid in 2025 [19]. Baltic and the UPS power systems are interconnected with nine
330 kV transmission lines with the total thermal capacity of ca. 9000 MW and a nominal
transmission capacity of ca. 2500 MW. The upcoming synchronous connection between
the Baltic and the ENTSO-E power systems is to succeed through a single double-circuit
400 kV synchronous interconnection on the border Lithuania-Poland with thermal capacity
of ca. 2000 MW [17]. Planned or unplanned outages of this interconnection will result in
the operation of Baltic states’ power grid in an island mode. During this mode of operation
the Baltic power system is only to rely on its own inertia reserves which are radically lower
than today’s available inertia of the UPS power grid. The island mode of operation is to
introduce major challenges to the frequency stability of the Baltic power grid.
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Another development to impact the inertia level of the Baltic power system is the ex-
pected rise in intermittent non-synchronous renewable generation capacity. Around 4000 MW
of wind generation capacity is planned in the Baltic states up to year 2034 according to [20].
Separate national renewable energy targets in the scope of the EU 2030 Climate & Energy
Framework [2] indicate sharp rise of share of renewable generation in Estonia and Lithuania,
while Latvia is already close to fulfilling 2030 renewable electricity targets due to large existing
hydropower generation capacity [21–23]. Wind power generators are non-synchronous so
they do not contribute to the system inertia. This implies that the total inertia level of the
Baltic power system is expected to decline. It also expected that due to the rise of the share of
intermittent generation and the subsequent volatility of the power prices, the operation of
the synchronous generators is to be more volatile, with more start-and-stop cycles [24]. This
means also volatility in the level of the total inertia of the power system.

To mitigate these developments and to safeguard frequency stability of the Baltic
power grid Baltic TSOs have agreed to make investments in three synchronous condensers
(SC) rated ca. 305 MVA each—totaling nine synchronous condensers planned in the Baltic
power grid by 2025 [17].

Synchronous condenser technology is far from new: SC is a synchronous generator
without a prime mover as a steam turbine and therefore it is not a source of active power in
a classic manner. A SC has all qualities of a classic synchronous generator, similar design
and behavior. SC provides a wide reactive power regulating envelope, large short-circuit
current capabilities and inertia which can be additionally increased by means of installing a
flywheel on the SC rotor shaft [25]. SC requires some small amounts of active power for its
operation. Due to their qualities SC have become increasingly popular again due to a sharp
increase in decommissioning of synchronous generation (largely fossil) and in commissioning
of non-synchronous renewable generation [26]. SC have become a powerful tool to meet
challenges caused by increasing penetration of the grid by non-synchronous renewables,
particularly reduction of the system inertia and the grid short-circuit current capabilities.

Summarizing the results of publications on frequency stability of power system with
a significant share of renewable energy, we can note the following:

(1) The importance of the frequency stability for an AC power system increases with
decreasing power system size due to decreasing system inertia and increasing rate of
change of frequency (ROCOF) during loss-of-generation incidents;

(2) Synchronous condenser technology can be used to increase the system inertia and
simplify the solution to the frequency control problem. In the event of a loss of large
generating capacities, the use of SC makes it easier to solve the task of frequency
control, but the problem of emergency frequency control remains to be acute;

(3) Attempts to improve the efficiency of UFLS schemes have until now been based on the
use of ROCOF in one or another way. However, to the best of our knowledge, there
are no studies aimed at improving UFLS based on the monitoring the SC response in
transient conditions.

This article will present an innovative approach for a new adaptive UFLS method
(main contribution of the article). This method is based on the combined simultaneous
use of synchronous condensers and their active power control system. Unlike the known
adaptive methods, the new method disconnects the load in the amount which is selected
depending on the results of measuring not the ROCOF but the active power injections of
synchronous condensers. The use of the proposed new parameter eliminates the problems
of fast and accurate measuring the rate of change in frequency as also discussed in the next
chapter. The remaining part is organized as follow: first theory, method and the principles
of the proposed approach are described, then the case studies are portrayed, finally the
discussion is conducted and the conclusions are made.
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2. Materials and Methods

2.1. Inertia and Inertial Response

Any power system under consideration includes following elements: synchronous
generators, synchronous condensers, load with electric motors, renewable energy sources
and high-voltage grid tie lines.

An unexpected disconnection of a large generator in the power system causes a tran-
sition to a new state—in particular, the rotation frequency of synchronous generators,
synchronous condensers and motors is subject to change (decreases). In the process of
decelerating of rotating masses of the elements of the power system, the kinetic energy
accumulated in them is transformed into electric energy and injected into the electrical net-
work. As result of this injection (inertial response) the balance of generated and consumed
electrical energy is maintained even during the transient process. Within a few seconds
delay after disturbance, generator’s governors, in response to a decrease in frequency,
start to react on the frequency decline trying to restore the frequency rated value (primary
frequency control). Additionally, diminishing of the frequency causes a decrease in the
power consumption of the frequency dependent load. However, the initial period of the
considered transient process is mainly determined by the disconnected generator with
active power ΔP at the beginning of the process and the inertia of the system. In such case
the impact of primary frequency control and the decrease in the power consumption can
be neglected. Consequently, we can assert that the volume of the disconnected power ΔP
at the very beginning of the process prior to primary frequency control is compensated by
the injection of the active power by each element of the power system possessing inertia:

ΔP =
S

∑
a=1

ΔPSC_a+
G

∑
b=1

ΔPG_b +
L

∑
c=1

ΔPL_c,∀a ∈ S, ∀b ∈ G, ∀c ∈ L (2)

where ΔPSC_a, ΔPG_b and ΔPL_c are active power injections of every synchronous con-
denser, synchronous generator and frequency dependent load (for example electric motors)
present in the power grid; where S, G, L are the total numbers of synchronous condensers,
synchronous generators and frequency dependent loads in the power grid. To stop the
change in frequency, it is enough to restore the balance of generation and consumption by
disconnecting, for example, a load equal to ΔP. Estimates of the volume of this load can
be carried out on the basis of measuring all ΔP’s included in Equation (2). However, in
real power systems, due to the large number of elements, this path is unacceptable. The
problem can be simplified by assuming that Equation (2) can be represented as:

ΔP = Kr ∗
S

∑
a=1

ΔPSC_a, (3)

where Kr = ∑G
b=1 ΔPG_b +∑L

c=1 ΔPL_c

∑S
a=1 ΔPSC_a

+ 1.

If the coefficient Kr is known, to estimate ΔP it is sufficient to measure the power injec-
tions of all synchronous condensers ∑ΔPSC. In real life, the coefficient Kr is not a constant
value, it depends on the operating mode of the power system, its topology and also of the
total system inertia level. However, in any case, we can assert that the measured ∑ΔPSC
can be taken as the basis for disconnecting/shedding the load for frequency stabilization.
This load shed must be in a volume not less than ∑ΔPSC. Such disconnection, as will be
shown below, can significantly increase the efficiency of systems where the main source
of inertia are synchronous condensers. Equation (3) will give an opportunity to rapidly
predict the fall in the system frequency and therefore form the basis of the decision to
initiate a fast triggering of the proposed LS scheme. Monitoring of SCs only is achievable in
practice and can be used as a basis for power imbalance and system frequency prediction.
The implementation of such a concept would require usage of a Wide Area Measurement
System and dedicated measurement units/terminals.
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2.2. Classic/Static UFLS and Its Challenges

UFLS automated systems are used to rescue the power systems facing extreme distur-
bances to avoid system collapse. In event of sudden loss of generation, a power mismatch
lead to frequency decline. In case the primary frequency regulation does not respond quickly
enough or in the absence of power reserve, the UFLS sheds a certain amount of load, at-
tempting to prevent frequency drop below the lowest acceptable limit. A classical UFLS
has several steps of load disconnection and frequency thresholds and the amount of load
disconnected for each step is predefined but may differ from system to system depending on
the system specifics. The main disadvantage of such “static” UFLS schemes is their inability
to adapt fixed thresholds and the amount of load to be shed by each step to continuously
varying load/generation profiles and to severity of power imbalance. These deficiencies may
result in late response or excessive load shedding. It is a common understanding that for the
load-shedding to be effective it should be activated as quickly as possible and simultaneously
it should be resilient to small disturbances so that no excessive load is shed [9].

Several adaptive, response-based UFLS schemes were mentioned earlier and some are
also proposed in [27–30] to overcome the deficiencies of the static UFLS. Even probabilistic
approaches are proposed for power systems where some loads are not crucial and are
allowed to be shed in order to maintain the feed of critical loads [31]. The majority of
adaptive UFLS estimate the initial imbalance of power ΔP and then redistributes the total
power deficit among several load shedding steps. The total power imbalance could be
estimated from Equation (1) when ROCOF of the system is known/measured immediately
after disturbance. The problem is that in multi-machine system generators might oscillate at
different rates and, therefore, frequency gradient is not homogeneous at different nodes of
the system. The concept of frequency of center of inertia (COI) fCOI was proposed to avoid
this challenge. System with n generators is represented by equivalent COI generator and
swing equation takes the form of Equation (4) where inertia constants Hi are in a common
system base Sbase and fCOI,p.u. is the system frequency divided by the system nominal
frequency. Calculation of the COI necessitate the online knowledge of all generators inertia
which is not a trivial task, especially when RES inertia uncertainty is considered:

dfCOI,p.u

dt
=

ΔPCOI,p.u ∗ fCOI,p.u.

2 ∑n
i=1 Hi

(
Srate,i
Sbase

) , (4)

A comprehensive overview of the ROCOF-based power imbalance estimation-related
problems is given in [32]. It was concluded that besides the inertia, several additional
factors may influence the estimation, namely, the initial system loading and the load
voltage characteristics need to be taken into account. Ignoring these factors along with
some frequency gradient measurement issues [33] may lead to significant inaccuracies in
power imbalance calculation and, therefore, may negatively affect UFLS performance.

2.3. The Concept

Earlier simulations conducted for the Baltic grid in island mode [34] have shown that
after shortfall of a major generation unit a ROCOF of 0.75 Hz/s (0–500 ms) is observed
and the typical classic first UFLS threshold of 49 Hz is reached in approx. 1.75 s from the
moment of the contingency. That means that if an alternative UFLS method is to bring
added value to the Baltic power grid it should provide triggering considerably faster than
1.75 s. [35] states that a fast response for frequency stabilization should be activated faster
than 800 ms in situations with ROCOF of around 1 Hz/s.

We would like to propose a principle of much faster triggering of LS than that of the
conventional UFLS—a principle which allows to trigger (not to be confused with activate)
LS up to 100 ms from the moment of the contingency without usage of either frequency
or ROCOF measurements, activate the LS considerably faster than conventional UFLS
and is based on a predictive approach. The principle is based on the monitoring of the
active power injections of the SCs. Our hypothesis is following: active power injection
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of a SC in an AC power system contains information on the instantaneous shortfall of a
major generation unit and the expected fall in frequency. SC active power injections can
therefore be used as a set off for rapid LS activation. Execution of such a rapid scheme of
LS substantially reduces the frequency fall and the value of frequency nadir, thus greatly
reducing the risk of frequency limit violation in the given power grid. The schematic
representation of the proposed LS principle is seen in Figure 2.

 
Figure 2. Schematic of the proposed LS principle.

To prove the concept and the hypothesis we will perform two sets of power grid
dynamic simulation case studies based on two different Baltic power grid models derived
from models found in [34] and presenting a range of scenarios for the Baltic power system:
from today’s situation with little non-synchronous renewable generation of considerable
size to a scenario with non-synchronous renewable generation supplying a major part of the
electricity demand. Two different and independent sets of test cases on two different models
depicting the Baltic power system in different simulation environments—Siemens PSSE
ver. 34 and ETAP ver. 12.5 [36,37]—are executed in order to cross-check the performance
of our proposed LS concept and to prove its efficiency to keep the frequency within the
operational limits of the power grid.

3. Case Study

3.1. Methodology and Results. Test Case Set No. 1

The first case study set will be done on a model of the Baltic power grid in island
mode already presented in [34] and now enhanced with adding a set of synchronous
condensers (SC): 3 SCs rated ca. 305 MVA each added to the busbar of every Baltic
country—totaling 9 SC. The SC are of turbogenerator-type with active power set to 0, each
having an inertia constant of H = 6.23 s, providing a total inertia of 17101 MWs. The other
dynamic characteristics of the SCs for the model are provided by [17]. Additionally, three
tie lines between Latvian and Lithuanian zones are now present to depict the realities of the
Baltic power system The rest of model characteristics are identical to that in [34]. A diagram
of the modelled grid can be seen in Figure 3. An overview of the system parameters in the
different modelled scenarios is seen in Table 1.

Table 1. Grid model parameters for different modelled scenarios, test case set 1, MW/MWs in italic.

Scenario

A B C D

Total generation before disruption 2567 2548 2623 2686
-of it renewable non-synchronous 100 700 1500 2500

Total load 3700 3700 3700 3700
Total import 1700 1700 1600 1530
Total export 500 500 500 500

Total post-contingency system inertia Htot_post 29,779 36,739 24,768 18,091
Gen. loss event TEC2, 800 MW HVDC, 700 MW HVDC, 700 MW HVDC, 700 MW
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Figure 3. Schematic diagram of the modelled Baltic power grid for test case set No. 1.

For all scenarios of the first test case set the most severe disturbance available will be
modelled: tripping of TEC2 with 800 MW or HVDC import cable with 700 MW. Scenarios
B, C and D have an increasing wind power generation levels displacing the generation on
the top of the merit-order, which for the Baltics is TEC2. This means the tripping of TEC2
with full power is not possible in the scenarios B, C and D and therefore the tripping of the
700 MW HVDC cable becomes the largest incident. Active power injections of the SC on
each country busbar will then be examined and used to draw the basics of the proposed
LS concept. The total SC active power injections ΔPSC will be monitored from t ≥ 20 ms
from the start of contingency, as 20 ms is one period for a 50 Hz AC grid and measurement
accuracy at Δt under 1 period can be problematic due to the function principles of the
voltage and current measurement units, as well as due to the sub-transient and transient
electromagnetic processes in the rotor-stator pair of any synchronous generator. This will
be the procedure for measuring ΔPSC for the test case set No. 2 as well. For all scenarios of
the first test case a separate simulation for cases with no LS, with conventional UFLS and
with the proposed LS method will be executed in order to compare frequency responses.
The parameters for the conventional UFLS for the test case set 1 are given by Table 2 with
activation time delay of 0.17 s after threshold has been reached.

Table 2. Conventional UFLS parameters, test case set No. 1.

Load Shedding Step Number, n

1 2 3 4 5 6

Freq. threshold, Hz 48.8 48.6 48.4 48.2 48.0 47.8
Pload_UFLS_n, % 5.4 6.1 7.5 6.4 5.4 4.4

Note that the implementation of a load shedding using the measured power injection
value ΔPSC can be realized in various ways. First, we present results corresponding to one
of the simplest schemes (the second scheme will be described in Section 3.2): if a power
injection ΔPSC is detected and measured, then the load is disconnected according to the
following algorithm:
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If ΔPSC > Pload_UFLS_1 AND If ΔPSC < (Pload_UFLS_1 + Pload_UFLS_2) then Pload_novel_LS = Pload_UFLS_1;

If ΔPSC > (Pload_UFLS_1 + Pload_UFLS_2) AND If ΔPSC < (Pload_UFLS_1 + Pload_UFLS_2 + Pload_UFLS_3) then Pload_novel_LS = Pload_UFLS_2;

. . .

where Pload_UFLS_1, Pload_UFLS_2, . . . are loads shed carried out by the corresponding step
of conventional UFLS (see Table 2). Pload_novel_LS is load shed cared out by the proposed
LS method. The total load shed by conventional UFLS is the sum of all the relevant steps
Pload_UFLS = Pload_UFLS_1 + Pload_UFLS_2 + . . .

For each scenario the volume of load shed by the conventional and new methods is the
same. Observance of this equality makes it easier to compare the efficiency of both compared
LS schemes. The LS done with the proposed method is activated with time delay of no more
than 0.4 s after the triggering of the scheme (up to 0.5 s after the disturbance itself).

3.1.1. Scenario A

An outage of TEC synchronous generation of 800 MW is simulated at t = 5 s and the
LS activated according to the proposed method. The active power response of SCs can be
seen in Figure 4: the SCs in all three countries react instantly with the SC closest to outage
location injecting more active power; at t ≈ 5.5 s the drop of active power injections due to
LS activation can be seen. Active power responses are scaled p.u. to the base MVA rating
of 1200 MW. Figure 5 shows the frequency responses of all simulations within scenario A,
frequency is scaled p.u. to the base of 50 Hz.

In Figure 4 the instantaneous active power response of Estonian and Latvian SCs (red
and green curves) being closest to the tripped generator reaches 54 MW each, the response
of the Lithuanian SC (blue curve) is around 32 MW and it reacts on the disturbance much
slower as being furthermost from the tripped generator in the model. The ΔPSC = 420 MW.
Figure 5 shows that with conventional UFLS frequency falls to 48.7 Hz and with proposed
LS method—to 48.85 Hz.

 
Figure 4. Active power injections of the SC, scenario A with novel LS method.
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conventional UFLS 

proposed LS method 

Figure 5. Frequency responses, scenario A.

3.1.2. Scenario B

An outage of HVDC import cable of 700 MW is simulated at t = 5 s and no conventional
UFLS is activated due to insufficient fall in frequency. In the same way a simulation with
the proposed LS method is conducted. The active power response of SCs can be seen in
Figure 6: the SCs in all three countries react instantly with the SCs closest to outage location
injecting more active power. Active power responses are scaled p.u. to the base MVA rating
of 1200 MW. Figure 7 shows the frequency responses of both simulations within scenario B,
frequency is scaled p.u. to the base of 50 Hz.

In Figure 6 the instantaneous active power response of Estonian and Latvian SC (red
and green curves) are 11 MW and 46 MW, the response of the Lithuanian SC (blue curve)
being closest to the tripped HVDC cable is around 89 MW. Estonian SC reacts on the
disturbance much slower as being furthermost from the tripped HVDC cable in the model.
The ΔPSC = 438 MW. Figure 7 shows that the frequency falls to 48.81 Hz und is not sufficient
to activate the conventional UFLS; with the proposed LS method activated the frequency
falls only to 49.1 Hz.

 
Figure 6. Active power injections of the SC, scenario B with novel LS method.
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no conventional UFLS activated 

proposed LS method 

Figure 7. Frequency responses, scenario B.

The scenario B stands out from the other scenarios in the test case set by both a large
amount of system inertia and a large amount of available spinning reserves, that also
explains the fact that in this scenario the classical UFLS is not activated—the primary
regulators of the synchronous generators limit the fall of the frequency. The scenario also
shows a potential strength of the proposed LS method for high-inertia cases: it is activated
and contributes to limit the fall in frequency also in cases when no conventional UFLS is
expected to be activated.

3.1.3. Scenario C

An outage of HVDC import cable of 700 MW is simulated at t = 5 s and the LS
activated according to the proposed method. The active power response of SCs can be
seen in Figure 8: the SCs in all three countries react instantly with the SCs closest to outage
location injecting more active power; at t ≈ 5.5 s the drop of active power injections due to
LS activation can be seen. Active power responses are scaled p.u. to the base MVA rating
of 1200 MW. Figure 9 shows the frequency responses of all simulations within scenario C,
frequency is scaled p.u. to the base of 50 Hz.

 
Figure 8. Active power injections of the SC, scenario C with novel LS method.
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Figure 9. Frequency responses, scenario C.

In Figure 8 the instantaneous active power response of Estonian and Latvian SC (red
and green curves) are 18 MW and 49 MW each, the response of the Lithuanian SC (blue
curve) being closest to the tripped HVDC cable is around 91 MW. Estonian SC reacts on
the disturbance much slower as being furthermost from the tripped HVDC cable in the
model. ΔPSC = 475 MW. Figure 9 shows that with conventional UFLS frequency falls to
48.6 Hz and with proposed LS method—to 49.15 Hz.

3.1.4. Scenario D

An outage of HVDC import cable of 700 MW is simulated at t = 5 s and the LS activated
according to the proposed LS method. The active power response of SCs can be seen in
Figure 10: the SCs in all three countries react instantly with the SC closest to outage location
injecting more active power; at t ≈ 5.5 s the drop of active power injections due to LS
activation can be seen. Active power responses are scaled p.u. to the base MVA rating of
1200 MW. Figure 11 shows the frequency responses of all simulations within scenario D,
frequency is scaled p.u. to the base of 50 Hz.

 
Figure 10. Active power injections of the SC, scenario D with novel LS method.
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Figure 11. Frequency responses, scenario D.

In Figure 10 the instantaneous active power response of Estonian and Latvian SCs
(red and green curves) are 36 MW and 68 MW each, the response of the Lithuanian SC
(blue curve) being closest to the tripped HVDC cable is around 118 MW. Estonian SC reacts
on the disturbance much slower as being furthermost from the tripped HVDC cable in the
model. ΔPSC = 666 MW. Figure 11 shows that with conventional UFLS frequency falls to
48.3 Hz and with proposed LS method—to 49.6 Hz.

The summary of results of test case set No. 1 can be seen in Table 3.

Table 3. Result summary, test case set No. 1.

Scenario

A B C D

ΔPSC, MW 420 438 475 666
Pload_UFLS, MW 200 0 425.5 703

Pload_UFLS, % of total load 5.4 0 11.5 19
Pload_novel_LS, MW 200 200 425.5 703

Frequency nadir when UFLS does not activate (scenario B), Hz - 48.81 - -
Frequency nadir conventional UFLS, Hz 48.7 - 48.6 48.3
Frequency nadir novel LS method, Hz 48.85 49.1 49.15 49.6

3.2. Methodology and Results. Test Case Set No. 2

The second test case study set is also based on another model previously presented in [34].
The model (depicted in Figure 12) has a more detailed depiction of Latvian power system
but depicts Estonian and Lithuanian power systems as grid equivalents—thus providing a
different dynamic response to disturbances than the model in the test case set No. 1. The
total rated power of the grid equivalents are 990 MVA for EE and 400 MVA for LT. This
model also has 3 SC present (SC1, SC4 and SC6) rated at 305 MVA in the Latvian power
grid as in the model of the test case set No. 1. The largest traditional generation plants are
cogeneration plant CHP2 and hydro power plant HPP. Some of the traditional generation
sources were replaced with wind parks (WTG2, WTG4 and WTG6) in order to imitate the
increasing penetration of the non-synchronous renewable sources in the future. Despite this
presence of the renewable sources the share of synchronous generation in the total load of
scenarios A and B of the test case set are 91% which is exceptionally high for the Baltic power
system today. This means the scenarios A and B represent historic rather than future situation.
Scenarios C and D on the other hand give a realistic image of today’s situation with a portion
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of synchronous generation in the total load around 50%. An overview of the test case set
scenario parameters in the different modelled scenarios is seen in Table 4.

 

Figure 12. Schematic diagram of the modelled Baltic power grid for test case set No. 2.

Table 4. Grid element parameters for different modelled scenarios, test case set No. 2, MW/MWs in italic.

Scenario CHP2 HPP EE LT WTG2 WTG4 WTG6 WTG10 Gen. Loss Event Total System Inertia

A 800 220 670 380 128 40 120 x EE 15,760
B x 800 990 400 128 40 120 x HPP 12,150
C 800 x 50 350 128 40 120 640 CHP2 5790
D 800 x 50 350 128 40 120 640 CHP2 12,148

x = generation source not in operation.

Four scenarios (A–D) were simulated using ETAP 12.5 electrical software [37]. The
goal of simulation was to explore the system frequency response under various loss-of-
generation events. Total load of the Latvian grid is assumed to be ca. 2400 MW for all
cases. Approximately half of the consumption is covered by in-house generation capacity
with the remaining power imported from EE and LT. The loss-of-generation events were
simulated by disconnecting one of the major generation source. Operation mode with
minimal system inertia is simulated in scenario C: CHP2, EE and LT generation sources
inertia constants has been reduced to H = 0.1 s.

For the second set of tests, simulations were first done with conventional UFLS and
then with the proposed LS method. Additionally, now we use a different scheme (compared
to the one described in Section 3.1) for choosing the volume of the load to be disconnected.
We assume that the volume of the load to be disconnected—Pload_novel_LS is proportional
to the injection power ΔPSC of all SC according to Equation (5):

Pload_novel_LS = K * ΔPSC, (5)

where K is the coefficient—which we wish to predict to be as close to the coefficient Kr
appearing in Equation (3). The parameters of conventional UFLS are given by the Table 5
with activation time delay of 0.3 s after threshold has been reached. The total amount of
load shed by the conventional UFLS is Pload_UFLS.
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Table 5. Conventional UFLS parameters, test case set No. 2.

Load Shedding Step Number, n

1 2 3 4 5 6

Freq. threshold, Hz 49.0 48.8 48.6 48.4 48.2 48.0
Pload_UFLS_n, % 5 5 10 10 10 10

The load shed with the novel LS method with time delay of 0.3 s after the disturbance.
In cases where the amount of load shed by the novel LS method was not sufficient to limit the
fall in frequency the conventional UFLS will kick in according to the thresholds in Table 5.

For each scenario of test case set No. 2 simulations with generation loss event at t =
0.5 s were carried out: with conventional UFLS and with novel LS method with coefficient
K = 1; for scenario B also simulations with coefficients K = 2 and K = 3 were executed to
reach the best frequency result within the criteria of added value of the novel LS method. For
simulations with the novel LS method the conventional UFLS scheme was still active and
it contributed with additional shed load as we see in the scenarios B and D. The simulation
results for all scenarios of the test case set No. 2 are given in Table 6. The frequency responses
of the simulations of scenario B are given in the Figure 13.

Table 6. Result summary, test case set No. 2.

Scenario
ΔPgen_loss,

MW
ΔPload_UFLS,

MW

Conventional
UFLS fmin, Hz

ΔPSC,
MW

Novel Approach LS
with K = 1

+ Additional Load
Shed by Conv. UFLS

Novel Approach LS
with K = 2

+ Additional Load
Shed by Conv. UFLS

Novel Approach LS
with K = 3

+ Additional Load
Shed by Conv. UFLS

fmin, Hz

Add.
Conv.
UFLS,
MW

fmin, Hz

Add.
Conv.
UFLS,
MW

fmin, Hz

Add.
Conv.
UFLS,
MW

A 670 120 48.9 150 49.06 - N/A - N/A -
B 800 960 48.1 280 48.4 480 48.72 240 49.48 -
C 800 720 48.29 800 49.4 - N/A - N/A -
D 800 480 48.45 330 48.9 120 N/A - N/A -

The scenarios in the test case set No. 2 were very diverse in terms of level of total
system inertia and the parameters of the primary frequency control regulators. Scenario
A had a high system inertia, which explains the minimal amount of Pload_UFLS and ΔPSC.
In scenario B the system inertia was high but the power reserves of all of the remaining
synchronous generators in the system were zero as the delivered active power of all
remaining synchronous machines is equal to their rated apparent power: it is a rather
unrealistic scenario but nevertheless included in the test case set. The amount load shed by
conventional UFLS Pload_UFLS in scenario B was exceptionally large and even with this large
amount of load shed the frequency falls down to unacceptable value of 48.1 Hz. This all due
to the missing capability of the synchronous generators in the system to contribute with
any active power. The response of the SC ΔPSC in this scenario is also almost the double of
that in scenario A with a similar level of system inertia. In the scenario B the coefficient
K had to be brought up to K = 3 so that the Pload_novel_LS could match the Pload_UFLS for
that scenario and prevent the fall of frequency to an unacceptable level. The proposed LS
method shows clearly it’s advantage in this particular scenario, but also highlights the fact
that the novel approach LS coefficient K may have to possess a dynamic value proportional
to the total system inertia. The determination of an algorithm for estimation of K for real
system applications will be one of the topics of further research.

Scenarios C and D have also shown that the proposed LS method significantly im-
proves frequency response, especially for the low-inertia scenario C.
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Figure 13. Frequency responses, scenario B.

4. Discussion

A principle of a novel LS method was introduced and two sets of case studies on
assessment of the effect of the proposed approach were carried out. The case study sets
were executed on two different and independent grid models and simulation software types.
For every set and scenario the analysis of the response of SC was examined—active power
injections of the SC during such incidents were observed and analyzed; for every set and
scenario the effect of the proposed LS method was examined—the frequency responses for
conventional UFLS and the novel LS approach were analyzed. Scenarios of the test cases had
different system inertia levels, the topology of the grid was constant for every test case set.

Test case set No. 1—based on a simpler model topology—has shown that the response
of the SC in case of contingency is related to the total system inertia level. For the highest
inertia scenario (scenario B) no UFLS (either classic or novel) is triggered due to the vast
contribution of the synchronous generators to the stabilization of frequency. The scenario
A with 2nd highest system inertia a moderate response of the UFLS is registered and the
novel LS method also provides only a modest contribution to the frequency stability.

Both low inertia scenarios (C and D) of the test case set No. 1 have shown that the
proposed LS scheme provides a significantly improved post-contingency frequency response
providing an effective measure for frequency stabilization. This verdict provides an important
point—the proposed LS method is exceptionally suited for systems where the main source
of inertia are synchronous condensers. The threshold of system inertia level at which the
proposed LS method provides added value is the subject for further research on this topic.

Test case set No. 2—with a more detailed topology—shows similar results as the test
case set No. 1: in high inertia scenarios the amount load shed decreases, which is logical
due to the response of the synchronous generators in the system. Once again it is clear that
the proposed LS method only provides a limited added value in frequency support in the
high inertia scenarios.

As in the test case set No. 1, in the scenario with low system inertia (scenario C) the
SC provide an intensive response to the contingency and the proposed LS method shows
outstanding results in supporting the system frequency. We confirm once again that the
contribution of the proposed LS method increases with decreasing system inertia. This
also means that the practical implementation of the proposed LS method should possess
a certain system inertia threshold at which the scheme is activated—leaving the ground
clear for the conventional UFLS for system inertia levels larger than this threshold. The
determination of the system inertia threshold is a matter of detailed simulations using
practical topology of the grid the novel LS method is intended to be used for.
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The simulations altogether showed that SC actively counteract frequency disturbances
caused by tripping of generation by injecting considerable amounts of active power into the
grid. These injections are observed almost instantly, are of considerable size and are well
measurable. Injections can be measured at t ≥ 20 ms giving a principal basis for the triggering
automation of the proposed LS method and proving the method to be perspective.

SC power injections are found to be mainly dependent on the total inertia amount
in the system and on the amount of available spinning reserves. This implies that for the
proposed LS method the fact of activation of this novel scheme and the amount of LS to be
activated is to be based on a logic taking account of:

- the SC active power injections
- the total system inertia level

For the Baltic power grid an uniform distribution of the SC in the grid is determined.
The list of contingencies relevant for this scheme is static, definite, and coherent. This lays a
foundation to create a dedicated automation concept for rapid LS scheme to ensure frequency
control for Baltic power system in island mode in order to prevent socioeconomic costs caused
by restrictions on power generation and imports to ensure safe island mode operation.

To determine the practical thresholds of system inertia level and the SC injection
coefficients suitable for the implementation of the novel LS method and its operation
algorithm, a detailed dynamic simulation in the relevant practical power grid have to
be conducted taking in account the detailed grid topology. Such an analysis has to be
done for different generation-load scenarios with varying total inertia levels of the power
system. Such an in-depth analysis can provide a foundation for practical implementation
algorithms of the proposed LS method in the relevant AC power system.

Several different automation concepts can be used to implement the proposed LS
method in practice. The SC active power injection measurements can trigger a SCADA
based LS algorithm which will calculate the amount of load-shedding needed and activate
the load-shedding relays. The function of measuring the active power can be assigned
to the terminals of microprocessor based relay protection (for example as an addition to
out-of-step protection automation) since these devices use active and reactive components
of the vectors of currents and voltages: Ua, Ur and Ia, Ir. [38,39] The measurements of this
values at times t and t + 1 allow as to calculate the total active power injection based on
elementary arithmetic operations according to Equation (6):

ΔP(t + 1) = Ua(t+1)Ia(t+1) + Ur(t+1)Ir(t+1)− (U a(t)Ia(t) + Ur(t)Ir(t)

)
, (6)

Figure 14 depicts a potential scheme for the SC measurement arrangement.
A flowchart of the proposed UFLS algorithm is presented in Figure 15. The voltage

and current phasors are collected from PMUs as in Figure 14, and ΔPSC = ∑N
i=1 ΔPSC_i is

computed according with Equation (6). Load shedding sequence is triggered when ΔP_SC
exceeds the minimum allowed imbalance value Pmin. At next step the amount of load
to be shed Pload_LS is calculated. The K coefficient is dependent on the percentage the
non-synchronous sources constitute in total generated power. For a 100% non-synchronous
generation, K = 1 and Pload_LS = PSC. It should be also noted, that for a simplistic case
the coefficient could be set to K = 1. Such setting suits all configurations of the network
and all generation types’ scenarios because over-shedding will never happen; but we still
benefit from the quick tripping of certain amount of load. The final step is sending a trip
commands to appropriate relays/IEDs according with calculated Pload_LS.

The proposed here LS scheme triggers (SC injections) can as well be used in the
automation algorithms for triggering of fast frequency reserve such as primary reserve
provided by battery energy storage units etc.

One of the biggest challenges for the practical implementations of the proposed LS
scheme as seen by the authors would be transmitting the disconnection commands to hun-
dreds or even thousands of loads. One of the solutions to this may be involving load
aggregators which can be used for a number of purposes, including demand response [40,41].
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Figure 14. Potential scheme SC measurement arrangement for the proposed LS method tripping.

 

Figure 15. Potential execution algorithm.

5. Conclusions

The study shows that synchronous condensers in an AC power system respond with
active power injections during a loss-of-generation incident. These injections are almost
instant are of considerable size and well measurable. The injections vary with the size of
the tripped generator and are affected by the electrical distance between the SC itself and
the tripped generator.

The test case set simulations show that the proposed LS method is best suited for low
system inertia power systems and the proposed LS approach significantly improves the post-
contingency frequency response and the frequency stability of low inertia power systems.
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The study concludes that a proposed LS method based on the active power injections by
the SC can have a right to be used. To develop the proposed LS concept further studies on the
relevant power system topology, with real SC locations in the HV grid and on different total
system inertia levels are needed. This will help to determine all the relevant parameters for
the design and operation of a practical LS algorithm based on the proposed LS method.
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Abbreviations

LS Load shedding
UFLS Under-frequency load shedding
ROCOF Rate of change of frequency
AC Alternating current
EU European Union
MV/HV Medium voltage/high voltage
UPS Unified Power System of Russia
HVDC High voltage direct current
CHP Combined heat and power
ENTSO-E European Network of Transmission System Operators for Electricity
TSO Transmission systems operator
SC Synchronous condenser
COI Centre of inertia
TEC2 Riga TEC2 CHP power plant
HPP Hydro power plant
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Abstract: This paper presents a computationally efficient novel heuristic approach for solving the
combined heat and power economic dispatch (CHP-ED) problem in residential buildings considering
component interconnections. The proposed solution is meant as a substitute for the cutting-edge
approaches, such as model predictive control, where the problem is a mixed-integer nonlinear
program (MINLP), known to be computationally-intensive, and therefore requiring specialized
hardware and sophisticated solvers, not suited for residential use. The proposed heuristic algorithm
targets simple embedded hardware with limited computation and memory and, taking as inputs
the hourly thermal and electrical demand estimated from daily load profiles, computes a dispatch
of the energy vectors including the CHP. The main idea of the heuristic is to have a procedure that
initially decomposes the three energy vectors’ requests: electrical, thermal, and hot water. Then, the
latter are later combined and dispatched considering interconnection and operational constraints.
The proposed algorithm is illustrated using series of simulations on a residential pilot with a nano-
cogenerator unit and shows around 25–30% energy savings when compared with a meta-heuristic
genetic algorithm approach.

Keywords: combined heat and power; co-generation; energy storage system; energy management;
heuristics; genetic algorithm; low-cost computing platform

1. Introduction

Buildings equipped with multi-energy systems are an increasing trend due to the
high energy efficiencies that could be achieved. In particular, the combined heat and
power (CHP) systems that generate both electrical and thermal energy exploiting their
inherent operating cycle [1,2] are vital components. There have been concerted efforts
from building owners to replace single energy generators with higher efficiency CHP
units. In comparison with traditional electrical and heat-only units, the CHP units can save
10–40% of the costs of generation, which means an equal amount of heat and electricity
production with less fuel [3]. While this transition has increased CHP deployments across
buildings (residential, commercial, and institutional), there are concerns regarding their
return on investments. In addition, coordinating CHP units with roof-top solar, energy
storage devices, and other components is important for building energy management.
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The CHP economic dispatch (CHP-ED) that aims to minimize fuel cost/consumption
respecting constraints (operating and physical) is seen as a promising solution to guarantee
fast return on investments [4]. However, multi energy systems (MES) scheduling, due to
nonlinearity and non-convexity, is a quite challenging optimization problem [5]. Solving
CHP-ED problem requires specialized hardware and sophisticated algorithm/solvers
with large computation resources, long solution time, and sensitivity to initial conditions,
thereby making their adoption in buildings difficult. In general, the need for a scalable
and simple scheduling approach for solving CHP-ED problems is widely recognized in
industry (see, [6–9] and references therein) especially for the building level units. This
investigation aims to propose one of such approaches for deploying CHP-ED problems on
simple embedded hardware with minimum memory and computing power.

Contributions

The main contributions of the paper are:

1. A fast heuristic algorithm for single CHP plant to address residential CHP-ED prob-
lems. The main idea here is to decompose the problem into three parts: electrical,
domestic hot water, and heat demands. Then, a suitable heuristic is designed to
combine them:

2. A linear single CHP algorithm incorporating thermal and electrical demands and a
holistic model for capturing the interactions among energy vectors in a building.

3. Illustrating the proposed heuristics on a nano-cogenerator and multi-energy systems
in a building.

The paper is organized as follows: in Section 2, relevant papers from the literature
will be revised; Section 3 presents the mathematical model of the CHP system and an
evaluation criterion; Section 4 proposes a benchmarking optimization problem for the
proposed heuristic method; finally, in Section 6, the results of some numerical experiments
are showed.

2. Literature Review

The achievement of a stable economic growth where the possible increase of energy
consumption and greenhouse gas emissions can be handled in a sustainable perspective is
one of the main aspects the principal policy-makers are focused on today. In particular, the
sustainable economic growth should be pursued with policies appealing also for emerging
economies so as to maximize their impact worldwide. For instance, Larissa et al. [10] show
that the aim of achieving a low carbon economy or a green economy is inherent with the
concept of sustainable development. It also calls for preventing the depletion of natural re-
sources, which should benefit future generations. The authors also believe that the adjusted
net savings constitute one of the means to attain this aim. They highlight that the policy
makers should promote new policies in accordance with the other elements of adjusted net
savings, for the purpose of increasing the gross domestic product, consolidating a strong
level of sustainable economic growth and reducing CO2 emissions and greenhouse gas
effects. Ioan et al. in [11] argue that the sustainable economic growth is a desirable goal
for every economy, as it helps to implement the Paris Agreement on global warming [12].
Sustainable economy includes certain core principles such as the consumption of renew-
able and non-renewable resources without depriving society of future benefits, sustainable
human development, sustainable investment, and innovation. Specifically, sustainable
development means achieving development without environmental degradation. In this
context, sustainable growth suggests a transformation of the brown economy into a green
or low-carbon economy.

The energy sector is the main contributor to global warming with 42% share of green
house gas emissions [13]. To reduce the environmental impact of the energy sector, it is nec-
essary to target not only the energy supply but also the energy end-use. Policies have been
globally implemented to encourage the decarbonization of energy supply by incentivizing
the switch to less polluting fuels (e.g., from coal to gas) and the deployment of wind and
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solar renewable power plants [14]. Concerning the decarbonization of the energy end-use,
instead, policies and incentives have been widely studied and already implemented in the
industrial/commercial sector, while the residential sector is often not considered despite
its potentially significant role in emissions reduction [15]. One option to reduce the carbon
emissions associated with the electric demand of a residential facility is through on-site
Variable Renewable Energy (VRE) generation. Renewable sources such as solar and wind
could be exploited on-site to generate fuel-free electricity, reducing the annual energy costs
and the CO2 emissions [16]. However, electricity demand accounts only for around 30%
of the total EU industrial energy consumption [17], while the remaining 70% consists of
thermal energy demand at various temperatures. Heat is a relatively carbon intensive end-
use since it mostly relies on fossil fuels: e.g., in 2000, the majority of the final consumption
of heat in Europe was from oil (59%) and gas (24%). By 2018, the share of heat produced
from gas increased to 40% and the share of heat from oil decreased to 42%, but, despite this
switch, CO2 emissions related to the heating sector increased by 6.4% [18].

Among the many, one possible solution for reducing the environmental impact of
both electricity and heat demand is Combined Heat and Power (CHP). CHP is an efficient
and cleaner way to generate electrical power and heat energy from a single fuel source.
In order to utilize CHP units more efficiently, the economic dispatch problem is applied
to determine the optimal combination of the power and heat sources’ outputs to satisfy
heat and power demand of a system, simultaneously, accounting for and operational
constraints.

The CHP-ED approach presented in this research work complies fully with the sus-
tainable energy development strategies that typically involve three major technological
changes: energy savings, efficiency improvements in the energy production, and maxi-
mization of the integration of renewable energy sources via fossil fuels’ usage reduction.

Existing approaches for solving CHP-ED problems could be broadly discerned into:
(i) mathematical programming based techniques, (ii) heuristics, (iii) meta-heuristics, and
(iv) hybrid techniques.

Mathematical programming and, in particular, linear programming (LP) models have
been the traditional tool to model CHP-ED problems thanks to their ability to capture
complex switching behaviors [19,20]. In addition, the mixed integer linear programming
(MILP) technique has been used in [21] for scheduling CHP units in residential buildings.
Steen et al. [20] apply the MILP technique to assess the viability of integrating the dis-
tributed energy resources with a thermal energy storage (TES) system. Wouters et al. [22]
used MILP to identify the optimal design of the existing grid infrastructures through
integration of renewable energy units and microgrids. In [23,24], residential application
based energy management systems (EMSs) are presented. Ford et al. [25] show that home
energy market products may help users to save energy through load shifting with the trade
off of potential benefits comfort, convenience, and security. However, other mathematical
programming approaches such as Benders decomposition [26], Lagrangian relaxation [27],
branch-and-bound algorithms [28,29], and mixed-integer nonlinear programming [30] have
also been studied for CHP-ED problems. The main objective in these works is to minimize
the operational costs for meeting energy demand over the entire planning horizon [31].
However, their implementation is cumbersome.

This could be overcome by heuristic and meta-heuristic methods. In the past, such
methods have shown promise as well for CHP-ED problem [32].

Rafique et al. [23] employs a genetic algorithm (GA) for a smart home energy manage-
ment to obtain electrical and gas resources optimal scheduling. Instead, Allegrini et al. [33]
developed a model based software tools that addresses district-level energy systems.
Ahmadi et al. in [6] presented a multi-objective optimization technique which was solved
using a GA-based fuzzy decision algorithm. Alomoush et al. [34] presented an improved
stochastic fractal search algorithm to solve the CHP-ED optimization problem by sat-
isfying different inequality and equality constraints and interdependent limits. The al-
gorithm handled the constraints by penalizing infeasible solutions during the iterative
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process, where the constrained CHP-ED problem is transformed into an unconstrained one.
Nazari et al. [35] presented a “whale optimization algorithm” (WOA) for solving the CHP-
ED problem; WOA is a new meta-heuristic approach for solving optimization problems,
inspired by the social behavior of humpback whales. The authors proved WOA efficiency,
feasibility, and capability of obtaining better solutions with respect to other meta-heuristics
optimization techniques in terms of operational cost and its implementation ability at larger
scales. Maleki et al. [36] propose a GA-based improved penalty function formulation to
solve the CHP-ED problem. However, their applicability to EMS is arguable due to their
solution times, and parameter initialization effects on the solution.

Hybrid algorithms combine meta-heuristics and mathematical approaches to solve
the CHP-ED problem, but their complexity is still high. The heuristic based solvers provide
advantages over existing approaches [37] in that they can treat the complex behaviors
and reduce computational costs. Notwithstanding this, building the right heuristic is
challenging, especially in the presence of operational and physical constraints. To the best of
our knowledge, a heuristic approach which could be implemented on simple hardware has
not been fully explored for the multi-vector scheduling problems for building applications.

3. System Description and Modeling

Figure 1 depicts the considered CHP system architecture along with the relevant
energy flows of all the energy vectors involved. The system consists of a nano co-generation
unit (CHP) which provides both electrical and thermal energy. The other thermal units
consist of a thermal solar panel (TSP), a heat exchanger (HE), a thermal energy storage
(TES) and a heat pump (HP). The electrical system comprises photo-voltaic panels (PVs),
wind turbines (WTs), electrical storage systems (ESSs). Furthermore, the water pumps
PM1, PM2, and PM3 are reported as they either enable or disable the corresponding flow
toward the downstream system and will be operated according to the heuristic strategy
here developed. This section describes the model of the system used in this study. The total
power required by the system is equal to the sum of the demands for electric, heating, and
hot water powers. The description of the parameters, the electric powers, and the thermal
power requests used in the proposed formulation are described in Tables 1–3.

Table 1. System model parameters.

Parameters Description

Δt Sampling time [h]

δCHP ON-OFF state of the nano co-generation unit (CHP)

δHP ON-OFF state of the heat pump (HP)

PCHP CHP Output Electrical power

Q̇CHP CHP Output thermal power [kW]

σCHP Operational state of the CHP

Pmax
CHP Rated power output of CHP [kW]

δPM1(k) ON-OFF state of the Water Pump 1

δPM2(k) ON-OFF state of the Water Pump 2

δPM3(k) ON-OFF state of the Water Pump 3

PPM1(k) Water Pump 1 rated electrical consumption [kW]

PPM2(k) Water Pump 2 rated electrical consumption [kW]

PPM3(k) Water Pump 3 rated electrical consumption [kW]

SOCESS Electrical storage system (ESS) State of charge [kW h]

SOCmin
ESS Minimum value of SOCESS

SOCmax
ESS Minimum value of SOCESS
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Table 1. Cont.

Parameters Description

ηC Charging efficiency of ESS

ηD Discharging efficiency of ESS

PESS,Ch ESS rated charging power [kW]

PESS,D ESS rated discharging power [kW]

SOCHE State of charge of the heat exchanger [kW h]

Q̇HP→HE Heat pump to heat exchanger thermal power shunting [kW]

PRHE Electrical power of the thermal energy storage resistor [kW]

σRHE Resistor heat-power ratio

Q̇HE→TES Thermal power flow from heat exchanger-thermal energy storage [kW]

SOCTES State of charge of thermal energy system [kW h]

Q̇HP→TES Heat pump to thermal energy storage thermal power flow [kW]

δRTES ON-OFF state of the thermal energy storage resistor

δRHE ON-OFF state of the heat exchanger resistor

σRTES Heat-power ratio of the resistor associated with thermal energy storage

PRTES Electrical power of the thermal energy storage resistor [kW]

cF Fuel cost [ACL−1]

VHE Heat exchanger tank volume [L]

THE Heat exchanger temperature [K]

Tset
HE Set point temperature of the heat exchanger [K]

VTES Tank volume of the thermal energy storage [L]

TTES Thermal energy storage temperature [K]

Tset
TES Set point temperature of the thermal energy storage [K]

Q̇min
HP Heat pump minimum thermal flow [kW]

Q̇max
HP Heat pump maximum thermal flow [kW]

THP Heat pump temperature [K]

Tamb Ambient temperature [K]

Table 2. Electric powers.

Power Forecasts Description

PPV Solar power production [kW]

PW Wind power production [kW]

PD Electric demand [kW]

Table 3. Thermal powers.

Forecasts Description

Q̇TSP Thermal solar panel production [kW]

Q̇DH Heat demand [kW]

Q̇DHW Hot water demand [kW]
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Figure 1. System Architecture. The yellow lines represent the gasoline (fuel) flows, and the green lines represent the electrical energy
flows, while red lines represent the thermal energy flows.

3.1. Nano Co-Generation Unit

We let the ON-OFF state of the CHP at the time instant k be identified by the binary
operating signal δCHP. Thus,

δCHP(k) = 1 =⇒ Pmin
CHP ≤ PCHP(k) ≤ Pmax

CHP, (1)

where Pmax
CHP and Pmin

CHP are the maximum and minimum rated output powers of the CHP.
When the CHP is in the ON state, the produced heat that is recovered through a water
jacket from the exhaust output is

Q̇CHP(k) = σCHPδCHP(k)PCHP(k), (2)

where 0 < σCHP < 1 is the heat-to-power conversion ratio of the CHP. The water flow
inside the water jacket is controlled by a water pump (PM1), whose operation regulates the
water flow from the CHP to the HE. Thus,

δCHP(k) = 1 ⇐= δPM1(k) = 1, δCHP(k), δPM1(k) ∈ {0, 1}, ∀k, (3)

where δCHP(k) is the logical variable used to model the state of the CHP, while δPM1(k)
is the PM1 logical state variable. In other words, in order to use the available energy
efficiently, PM1 can be ON only if CHP is ON.
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3.2. Electrical Storage System

The ESS is modeled by considering its state of charge SOCESS(k) at each instant k.
The dynamical model is

SOCESS(k + 1) = SOCESS(k) +
(

ηCPESS,C(k)− 1
ηD

PESS,D(k)
)

Δt, (4)

where PESS,C(k) is the charging power, PESS,D(k) is the discharging power, ηC, ηD ∈ (0,1)
are the charging and discharging efficiencies of the system, respectively. It has to be
noted that the charging and discharging powers, and the storage capacity are bounded.
The upper and lower limit can be depicted using the followingsimple constraints:

Pmin
ESS,C ≤ PESS,C(k) ≤ Pmax

ESS,C,

Pmin
ESS,D ≤ PESS,D(k) ≤ Pmax

ESS,D,

SOCmin
ESS ≤ SOCESS(k) ≤ SOCmax

ESS ,

(5)

where the SOCmin
ESS , and the SOCmax

ESS are the minimum and the maximum SOCESS within
the range of 10% and 90%, respectively.

3.3. Heat Exchanger

In this study, the HE is storage, capable of supplying domestic hot water, and the water
mixer is installed inside it. For the description of the SOC dynamics, we use a single-mass
model [38], i.e.,

SOCHE(k + 1)− SOCHE(k)
Δt

=Q̇CHP(k) + Q̇TSP(k) + Q̇HP→HE(k) + δRHE(k)σRHEPRHE − Q̇HE→TES(k)

− Q̇DHW(k)− Q̇HE,LOSS(k),
(6)

where SOCHE(k) is state of the charge of the HE (kWh), Q̇DHW is hot water demand (kW),
Q̇HE→TES is the thermal power from the HE to the TES (kW), Q̇CHP is the thermal power
output of the CHP (kW) at time instant k, Q̇HP→HE(k) is the transfer of the thermal power
from the HP to the HE, PRHE is the rated electrical power (kW) consumption by the resistor
(RHE) if it is operating, i.e., δRHE(k) = 1, 0 < σRHE < 1 is the power-to-heat conversion
factor of the RHE and Q̇HE,LOSS(k) is the loss term and depends upon the temperature
difference between the HE and the ambient, and also on the heat loss coefficient and the
surface area of the HE. The relation between SOCHE(k) and the temperature of the heat
exchanger THE is given by

SOCHE(k) = VHEρwCw(THE(k)− Tset
HE), (7)

where VHE is the volume of the HE and Tset
HE is the minimum set-point temperature.

In addition, to maintain the minimum set-point temperature, the following constraint
is imposed:

SOCHE(k) ≥ 0. (8)

3.4. Thermal Storage System

Similar to the HE, the TES SOC is modeled as

SOCTES(k + 1)− SOCTES(k)
Δt

= Q̇HP→TES(k) + Q̇HE→TES(k) + δRTES(k)σRTESPRTES − Q̇DH(k)

− Q̇TES,LOSS(k), (9)

where SOCTES(k) is the state of charge of the TS (kWh), Q̇DH is the heat demand (kW),
Q̇HE→TES is the thermal power from the HE to the TES (kW), Q̇HP is the thermal power
output of the HP (kW), and Q̇HP→HE(k) is the transfer of the thermal power from the HP

235



Energies 2021, 14, 1588

to the TES, PRTES is the rated electrical power (kW) consumption by the resistor (RTES) if it
is operating, i.e., δRTES(k) = 1, 0 < σRTES < 1 is the power-to-heat ratio of the RTES and
Q̇TES,LOSS(k) is the loss and depends upon the temperature difference of the TES and the
ambient, and also on the heat loss coefficient and the surface area of TES. Similar to the HE,
the SOCTES(k) and TTES relation is given by

SOCTES(k) = VTESρwCw(TTES(k)− Tset
TES), (10)

where VTES is the volume of the TES and Tset
TES is the minimum set-point temperature.

In addition, for the TES, the following constraint is imposed to maintain the minimum
set-point temperature,

SOCTES(k) ≥ 0. (11)

3.5. Heat Pump

The HP is operated by electricity and, considering its coefficient of performance (COP)
and operating state δHP(k),is modeled as

Q̇HP(k) = COPHP × PHP(k),

δHP(k)Q̇min
HP ≤ Q̇HP(k) ≤ δHP(k)Q̇max

HP , δHP(k) ∈ {0, 1}.
(12)

In general, the COPHP can vary according to the operating point of the HP as

COPHP = Ψ
[
Q̇HP(k)

]
, (13)

where the nonlinear function Ψ[·] can be obtained by analyzing the PHP v.s Q̇HP curve.
However, we assume the COP value to be constant in the operating range considered.

3.6. Heat Pump Shunting between Heat Exchanger and Thermal Energy Storage

Both the HE and the TES can store thermal energy from the HP by proper shunt-
ing. The shunting operations are modeled by means of two binary signals denoted as
δHP→HE(k), δHP→TES(k) and the auxiliarybinary variable δshunt(k) as

δHP→HE(k) = 1 =⇒ Q̇HP→HE(k) = Q̇HP(k),

δHP→TES(k) = 1 =⇒ Q̇HP→TES(k) = Q̇HP(k).
(14)

The following integer linear constraint denotes that only a single operation mode of
the shunting is allowed at each time k:

δHP→HE(k) + δHP→TES(k) = δshunt(k). (15)

3.7. Power Balance

For benchmarking purposes, a GA optimization problem is also set up and presented
later. The essence of the optimization model is to meet the thermal and electrical demands
with renewable generation, using the CHP as a last option and, in case this happens,
effectively exploiting the combined generation of heat and electrical power. In order to
achieve a realistic optimal control policy, the following power balance equations must be
satisfied ateach time-step k:

PD(k) ≤ PPV(k) + PW(k) + PCHP(k)− PESS,Ch(k) + PESS,Dis(k)− PHP(k)− PPM1 δPM1(k)

− PPM2 δPM2(k)− PPM3 δPM3(k)− PRTESδRTES(k)− PRHEδRHE(k),

Q̇DH(k) ≤ Q̇HP→TES(k) + Q̇HE→TES(k) + δTES(k)σRTESPRTES +
SOCTES(k)

Δt
,

Q̇DHW(k) ≤ Q̇HP→HE(k) + δRHE(k)σRHEPRHE + Q̇CHP(k) + Q̇TSP(k)− Q̇HE→TES(k) +
SOCHE(k)

Δt
,

(16)

where PPM1 , PPM2 , PPM3 are the power consumptions of PM1, PM2 and PM3, respectively.
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4. Proposed Heuristics Formulation

The objective of the proposed heuristic energy dispatch strategy is to provide ON/OFF
commands to the CHP system under investigation. The flow chart in Figure 2 describes
the controller decision process.

The CHP system has to be operated the least possible without sacrificing the comfort
in terms of electric, heat, and hot water. The overall problem is to decide how to effectively
meet the electric and thermal demands of the commercial building by answering the
following questions:

1. When should each equipment be switched on or off, and how much should
it produce?

2. When should the electric and thermal storage be charged or discharged?

Figure 2. Energy management system schematic.

The CHP operation schedule is calculated with the proposed heuristic-based algorithm
for heat, hot water, and electric demand and presented in the next subsections. It is worth
mentioning that the heuristics developed for heat and hot water demand satisfactions
consider the electrical energy consumption of the equipments i.e., the heat pump and the
water pumps.

4.1. Heuristic Algorithm Module for Heat Demand Satisfaction

The heuristic algorithm is detailed in Figure 3 and described as follows:

Step 1 The heat demand Q̇DH(k) is first compared with the thermal energy stored in TES,
by checking SOCTES.

Step 2 In case Q̇DH(k) is not achievable with the available SOCTES only, the algorithm is
designed to set PM2 to ON state, connecting HE with the TES so that both thermal
storage are used.

Step 3 If Q̇DH(k) can not be satisfied even with HE and TES, the heat pump will be set to
its ON state to cover the mismatch between the Q̇DH(k) and the available thermal
energy in the storage.

Step 4 If the Q̇DH(k) is not achieved with the available thermal power from heat pump,
and thermal storage, the controller set the thermal resistor to ON state (δRTES = 1).

Step 5 As a last resort, if Q̇DH(k) at a certain time is so large it can not be satisfied with the
storage, the generation units, the thermal resistor, and the heat pump, the CHP will
be set to ON state to meet the requested heat demand.

237



Energies 2021, 14, 1588

Figure 3. Heat demand satisfaction module.

4.2. Heuristic Algorithm Module for Hot Water Demand Satisfaction

The heuristic algorithm for hot water demand satisfaction is detailed in Figure 4 and
described as follows:

Step 1 The hot water demand Q̇DHW(k) is first compared with the thermal solar panel
generation Q̇TSP(k), and the thermal energy stored in HE, by checking SOCHE.

Step 2 If Q̇DHW(k) is not achievable with the available SOCHE, and Q̇TSP(k), the heat pump
is set to ON state so that the additional thermal power is shunted towards HE to
meet the required Q̇DHW(k).

Step 3 If Q̇DHW(k) is not achieved with the available thermal power from heat pump and
thermal storage, the controller sets the thermal resistor to ON state (δRHE = 1).

Step 4 In case Q̇DHW(k) is achievable through the available energy from generation, stor-
age, heat pump, and thermal resistor, the fuel cost of the CHP would be saved.
Contrarily, CHP will be ON to fulfill the demand as a last resort.

Figure 4. Hot water demand satisfaction module.

238



Energies 2021, 14, 1588

4.3. Heuristic Algorithm Module for Electric Demand Satisfaction

The heuristic algorithm for the electric demand satisfaction is showed in Figure 5.
The objective is to minimize the usage of the CHP while satisfying all the system constraints
and maximizing utilization of the power coming from the renewable sources. Since the
nature of the renewable sources is intermittent, a backup battery is used for storing energy
surpluses. The heuristic algorithm for electric demand satisfaction is described as follows:

Step 1 At each time k, the available PRES(k) is first checked in order to meet electric demand
PD(k), as well as the power needed to charge SOCESS to its maximum level.

Step 2 In the second step, PRES(k) is compared with the electric demand PD(k) only.
If PD(k) cannot be satisfied with it, the batteries act as a backup source in order to
satisfy the power balance equation.

Step 3 In case PD(k) cannot be met with the renewable sources as well as with the battery
SOCESS, then the CHP is switched ON in order to meet that electric demands.

Figure 5. Electrical demand satisfaction module.

5. A GA-Solved Optimization Problem for Benchmarking

We compared the proposed heuristic approach with the performance of the popular
meta-heuristic GA minimizing the power produced by the CHP, and hence its operation
cost. The vector u(k) aggregates all the decision variables at time instant k, and is defined as

u(k) =
[
δCHP(k) δHP(k) δRHE(k) δRTES(k) δPM1(k) δPM2(k) δPM3(k)

δHP→TES(k) δHP→HE(k)
]�

. (17)

Mathematically, the minimization problem computed at each time instant k is defined as

min
u(k)

PCHP(k), (18)

s.t.

Constraints (4)–(11), (14)–(16),

u(k) ∈ {0, 1}9,

where PCHP(k) represents the co-generator output power; assuming a constant price of the
fuel and a constant efficiency of the CHP, such minimization is equivalent to minimizing
the cost of CHP fuel.

GA is an evolution-based population direct search method which mimics the natural
crossover and selection process [39–42] of a biological population to solve optimization problems.
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Similar to other meta-heuristic optimization process, GA starts searching the solution
space with a set of candidate solutions or seeds, otherwise known as population vectors.
In our problem, we implement real-coded GA (RCGA), which improves the computational
efficiency [41,42]. There exist different types of crossover and mutation strategies to gener-
ate off-spring vectors for subsequent generations and for preserving diversity within the
candidate solutions. However, the practice shows that the choice of a certain type of tech-
niques is largely based on experiments and dependent upon the problem specifications. In
particular, the adaptive selection of a particular crossover or mutation from their ensemble
is adopted to enhance the performance of RCGA. The selection of an off-spring from a
particular cross-over or mutation is dependent upon the objective function value as well
as the degree of constraint violation. For a detailed description and understanding of the
working mechanism and principles of RCGA, the reader can refer to [41]. The algorithm
takes into account the following steps:

Step 1 Read the electric and thermal power requests, maximum number of iterations, and
population size.

Step 2 Generate an initial population P0. The chromosomes length is equal to the number
of decision variables in Equation (17).

Step 3 Check the constraints that correspond to the individuals in P0. Infeasible solu-
tions are then removed from the solution space through the assignment of a large
penalty cost.

Step 4 Evaluate the “fitness function” for individuals in P0 using the objective func-
tion in Equation (18). The population is then indexed by the iteration number i
(i.e., population = Pi).

Step 5 Generate a new pool of candidate solution Pi+1 through the application of the
operators selection, crossover, and mutation to Pi [42].

Step 6 Check the constraints formulation for all the individuals mentioned in Pi+1.
Step 7 Evaluate the objective function for all the individuals listed in Pi+1. The less

constraint-violating solutions from Pi and Pi+1 will be retained.
Step 8 If the solution with the best objective value remains unchanged for a significant

number of iterations, the algorithm goes to report the results at step 9, if not, it goes
to step 5.

Step 9 Report the results.

6. Simulations and Numerical Results

6.1. Simulation Setup

The parameters taken in this study for the controller setup are as follows: The fuel
cost considered is assumed to be a constant, 1.54 [AC/L]. Meanwhile, we take solar and
wind power generations data with 1 h time resolution from literature. To generate power
and heat, the default heat-power ratio of the CHP system under investigation is assumed
to be 1:1. In this study, the proposed heuristic approach is implemented and compared
with the standard GA meta-heuristic algorithm using MATLAB R2020a on a laptop with
anIntel Core (TM) i7-7700 HQ 2.8 GHz processor and 16 GB of memory.

6.2. Test Runs

In order to prove the efficiency of the proposed heuristics, a series of test runs have
been performed for a 24 h period. Specifically, extensive simulation scenarios have been
conducted to compare the results obtained with the proposed heuristics against a genetic
algorithm solver. Related histogram is reported showing the effectiveness of the proposed
approach in energy cost saving. Before reporting such a cumulative comparison, two
selected comparison scenarios among the ones considered are reported in details, to
highlight the behaviors of the two different algorithms. It can be clearly seen from the
simulations that both the thermal and the electric demands have always been satisfied
either directly with the thermal panel, PVs, wind generator, with the stored electrical and
thermal energy, or as a last resort with the CHP unit.
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6.3. Example 1

Figure 6 depicts the electric and thermal generations data from the renewable sources
(WTs, PVs, TSP) considered in this numerical example.
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Figure 6. Thermal and electric power generation.

6.3.1. Heat Demand Satisfaction

In order to prove the efficacy of the implemented controller, the operational ON/OFF
signals of the CHP system under investigation are shown for a case with frequent mismatch
between available system thermal energy and the heat demand over the 24 h simulation.
Figure 7 shows that the heat load through the proposed heuristic algorithm is met mostly
with the thermal energy stored in the thermal energy storage tank, followed by the energy
from the heat exchanger storage by switching on PM2 or from the heat pump depending
on the battery state of charge. In order to meet the demand, the Figure 7 top panel shows
that the CHP unit is switched ON at hour 11 only, i.e., in one hour over 24 h simulations.
Contrarily, the frequent switching of the CHP unit for heat load satisfaction through GA
can be seen in Figure 7. It can be observed that the daily cost obtained by the proposed
heuristic algorithm is 3.42 AC, which is less than the one obtained with the GA 5.28 AC.
The heuristics performance is also more appealing than the performance of the GA algo-
rithm, in terms of execution time, as it will be showed later in Section 6.5.

6.3.2. Hot Water Demand Satisfaction

Figure 8 shows the proposed heuristics and the GA for a hot water demand satisfaction
simulation of the residential facility. It can be observed that the hot water demand is present
for all 24 h of the day, while the available thermal power from solar thermal panel, as given
in Figure 6, is only available between the hours 7–19. In that case, for the first 6 h, the
hot water demand is met with the heat exchanger storage, as shown in Figure 8. It can
be observed that the thermal energy level in the heat exchanger is at the minimum level
between hours 9–10, 18–19, and 21 in the proposed heuristics simulations, while, for the GA,
it is at the minimum between the hours 7, and 19–22. Therefore, the controller depending
on the battery state of charge (SOCESS) switches the HP to ON for delivering mismatched
thermal power. In conclusion, Figure 8 shows that, for all 24 h, the available thermal energy
from the renewable resources, HE storage, and from HP is always greater than the requested
demand. Thus, no CHP operations are seen towards hot water demand satisfaction.
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Figure 7. Heuristics and GA heat demand satisfaction numerical results.
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Figure 8. Heuristics and GA hot water demand satisfaction numerical results.

6.3.3. Electric Demand Satisfaction

To examine the effectiveness of the proposed heuristic algorithm for the electrical
power demand satisfaction case, a 24 h electrical energy demand scenario has been con-
sidered. In Figure 9, it is possible to notice that, during the hours when solar or wind
production is higher than the electric and thermal demands, both the heuristics and the
GA controllers switch the batteries to charging state subject to the current level of SOCESS
(Figure 9). As per the goal of the system, the priority is given to the power demand satis-
faction with the renewable energy sources or with the batteries or a combination of both.
In case the power demand is still higher than the electrical energy available in the system,
then the controller switches the CHP unit to ON in order to balance the power equation.

Figure 9 shows the SOCESS. The batteries supply power to the electrical demand
when there is low or nearly zero renewable energy resources. Furthermore, as HP is
operated by electricity, the batteries also supply power to the heat pump that contributes
to heat and hot water demand satisfaction as shown in Figure 7, and Figure 8, respectively.
The controller switches the batteries to discharging mode during the hours with frequent
mismatch between solar or wind generation and electric load demand. We stress that the
electric demand for both the heuristics and the GA is met only with the system available
electric energy.
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Figure 9. Heuristics and GA electric demand satisfaction numerical results.

6.3.4. Water Pumps

Figure 10 shows the water pumps PM1, PM2, and PM3 switching states given by the
heuristics and the GA algorithms. As shown in Figure 1, all three water pumps control
the flow of hot water throughout the network. The water pump PM1 is placed between
the exhaust of CHP and HE. The water pump PM2 is placed between HE and TES and
is responsible for supplying hot water from HE to TES in case TES has storage scarcity.
Similarly, the water pump PM3 operates only when there is a heat demand signal.
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Figure 10. Heuristics and GA water pumps numerical results.

6.4. Example 2

In order to show the effectiveness of the proposed heuristics, a stressing plant scenario
with limited availability of the renewable powers has been considered. In this scenario,
the controller due to low renewable generations mostly relies on the energy available in
the storage, or on the CHP unit that has to be switched ON in order to fulfill electric and
thermal demands. The electric and thermal generation data from the renewable sources
(WTs, PVs, TSP) considered are shown in Figure 11.
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Figure 11. Thermal and electric power generation for Example 2.

6.4.1. Heat Demand Satisfaction

For the stressing plant scenario, the analysis has been conducted through simulations
for a day with less renewable availability. As explained above, the purpose is to supply
both the electric and thermal loads appropriately via exploiting the renewable production,
the electric and thermal storage capacity, and the CHP unit.

Figure 12 shows that both the heuristics and the GA supply the heat load correctly.
Initially, the heuristic algorithm switches the HP ON because of the hot water demand
(detailed later in the next section). In the following hours, if the system available thermal
energy for heat demand satisfaction is below the heat load, the shortfall is made up by
switching ON the CHP unit, as can be seen during the hours 7, 11 and 17. On the other
hand, the GA turns ON the CHP unit during the hours 6, 9–13, and 15 for heat load
satisfaction, as can be seen in the panel below of Figure 12. It is observable that the cost
obtained by the proposed heuristic algorithm for a day with limited renewable sources
is 10.16 AC, which is a slightly higher than the one obtained for the same day with the
GA 9.80 AC. However, the performance of the heuristics in terms of execution time is more
appealing than that of the GA, as will be showed later in Section 6.5.
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Figure 12. Heuristics and GA heat demand satisfaction numerical results for Example 2.

6.4.2. Hot Water Demand Satisfaction

The residential hot water demand satisfaction through the heuristics and the GA is
reported in Figure 13. The hot water demand spans all 24 h of the day, while the renewable

244



Energies 2021, 14, 1588

sources are very limited. In order to supply the hot water load, during the first 3 h, both the
control strategies exploited the heat exchanger storage SOCHE. Any mismatch between the
available system thermal energy and the hot water demand has been supplied by switching
ON the (HP) depending on the battery state-of-charge SOCESS. It is also possible to notice
that the heuristics algorithm relies on the HP less than the GA, thus resulting in more
utilization of the renewable sources and the thermal storage. In this way, the heuristic
algorithm saves the battery SOCESS for the future electric load, and at the same time avoids
the conversion of the HP from electric to thermal, when possible. Figure 13 shows that the
heuristics supplied the hot water demand by exploiting more the SOCHE, and relied less
on the HP operations. On the other hand, the GA frequently switched ON the HP in order
to balance the mismatch between the Q̇TSP and the hot water demand. The frequent HP
switching in GA resulting in more Q̇HE−TES supply than the heuristics for the heat demand
satisfaction. In conclusion, with the proper coordination of both the storage (SOCHE and
the SOCHE), and with the use of HP, both the heuristics and the GA supplied hot water
demand correctly.
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Figure 13. Heuristics and GA hot water demand satisfaction numerical results.

6.4.3. Electric Demand Satisfaction

Figure 14 shows the electric demand satisfaction for both control strategies. In the
scenario at hand, the renewable data and the reference power demand are such that both
exceeding and missing power are considered, with a power flow towards or from the
storage. In order to show the effectiveness of the implemented heuristics, the unit commit-
ment has been shown for a case with frequent imbalances between the reference demand
and the limited available renewable power over the 24 h simulation. In Figure 14, it is
possible to notice that the renewable power available from the wind and the photo voltaic
are mostly less than the requested load. Therefore, in order to supply the electric load, both
the heuristics and the GA controllers switch the batteries to discharging state subject to
certain constrains on the battery bank SOCESS, and no CHP unit working is observed.
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Figure 14. Heuristics and GA electric demand satisfaction numerical results.

6.4.4. Water Pumps

Similar to the previous example, Figure 15 shows the heuristics and the GA water
pumps PM1, PM2, and PM3 switching states. In comparison to Figure 10, the frequent
switching of water pump PM1 can be observed, as the absence of the renewable sources
led the controllers to frequently operate the CHP unit in order to fulfill both the electric
and the thermal demands.
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Figure 15. Heuristics and GA water pumps’ numerical results.

6.5. Algorithms Comparison

This subsection summarizes the performance of the proposed heuristic algorithm and
those of the GA. Fifty test runs of the system under study have been conducted over a 24 h
simulation period. As representative examples, two of them have been reported in the
previous sections. The obtained results are summarized in Table 4. In all the considered
scenarios, both the heuristic and the meta-heuristic GA meet the electric and thermal
demands of the residential facility. The heuristics and the GA cost per scenario is reported
in Figure 16. Furthermore, the cost percentage gain of both approaches with respect to
each other has also been reported in Figure 17. From Table 4, it is observable that the
proposed heuristics in comparison with the optimally designed GA, competed reason-
ably well in terms of fuel costs minimization, despite the fact it uses a very simplified
system model compared to the GA. Furthermore, the simulation time of the proposed
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algorithm in all fifty scenarios is almost 300 times faster than the execution time taken
by the GA. Hence, the proposed heuristic algorithm is deployable both on standard and
low-performance hardware, contrary to a standard meta-heuristics strategy which cannot
run on low-performance hardware.
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Figure 16. Heuristics and GA cost per scenario.
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Table 4. Heuristics and GA test runs comparison. The CHP unit, the HP, and the thermal stor-
age operating ranges considered in the test runs are 5 [kW], 4 [kW], and 10 [kW h], respectively.
The average cost and the CPU time of the heuristics over 50 test runs are 6.48 AC, and 0.45 s, respec-
tively, while the average cost and the CPU time for the GA are 5.97 AC, and 127.15 s, respectively.

Table Frame No. 1

Algorithm Values Case 01 Case 02 Case 03 Case 04 Case 05 Case 06 Case 07

Heuristics Cost Value AC 3.38 3.78 5.42 3.42 4.78 7.22 3.22

CPU Time (s) 0.42 0.40 0.50 0.41 0.43 0.44 0.39

GA Cost Value AC 2.87 3.12 4.78 2.87 3.98 6.87 2.89

CPU Time (s) 123.12 120.72 120.1 123.15 123.75 122.45 121.05

Table Frame No. 2

Algorithm Values Case 08 Case 09 Case 10 Case 11 Case 12 Case 13 Case 14

Heuristics Cost Value AC 6.98 10.16 9.27 8.09 8.27 9.90 6.94

CPU Time (s) 0.41 0.40 0.49 0.42 0.42 0.41 0.41

GA Cost Value AC 6.68 9.80 8.79 8.68 7.87 9.55 6.47

CPU Time (s) 127.13 120.72 122.10 121.05 124.70 123.75 123.75

Table Frame No. 3

Algorithm Values Case 15 Case 16 Case 17 Case 18 Case 19 Case 20 Case 21

Heuristics Cost Value AC 7.16 6.16 6.97 3.13 4.85 4.77 5.48

CPU Time (s) 0.42 0.41 0.50 0.41 0.44 0.41 0.38

GA Cost Value AC 7.18 5.75 7.45 3.80 4.33 5.12 5.08

CPU Time (s) 124.02 120.27 119.51 122.65 120.75 121.95 123.75

Table Frame No. 4

Algorithm Values Case 22 Case 23 Case 24 Case 25 Case 26 Case 27 Case 28

Heuristics Cost Value AC 3.38 6.378 5.41 6.23 5.42 3.97 4.43

CPU Time (s) 0.38 0.49 0.50 0.44 0.43 0.40 0.41

GA Cost Value AC 4.07 6.75 4.88 6.77 4.98 3.23 3.82

CPU Time (s) 112.12 121.52 119.01 129.55 118.47 125.95 121.05

Table Frame No. 5

Algorithm Values Case 29 Case 30 Case 31 Case 32 Case 33 Case 34 Case 35

Heuristics Cost Value AC 4.01 9.43 7.16 5.27 5.42 4.78 4.87

CPU Time (s) 0.37 0.44 0.45 0.49 0.39 0.44 0.44

GA Cost Value AC 4.18 8.75 6.83 5.83 4.98 4.93 5.25

CPU Time (s) 130.12 121.92 116.10 114.50 121.05 123.45 126.32

Table Frame No. 6

Algorithm Values Case 36 Case 37 Case 38 Case 39 Case 40 Case 41 Case 42

Heuristics Cost Value AC 3.11 4.47 4.77 5.43 5.22 6.15 3.97

CPU Time (s) 0.41 0.40 0.40 0.49 0.53 0.40 0.42

GA Cost Value AC 3.43 4.07 4.23 5.05 4.87 6.47 3.43

CPU Time (s) 121.21 120.27 125.10 121.57 123.50 119.73 120.67

Table Frame No. 7

Algorithm Values Case 43 Case 44 Case 45 Case 46 Case 47 Case 48 Case 49

Heuristics Cost Value AC 6.77 8.39 6.77 5.93 8.08 7.54 5.43

CPU Time (s) 0.46 0.46 0.50 0.49 0.42 0.49 0.42

GA Cost Value AC 5.92 8.89 6.15 6.83 6.93 6.96 5.17

CPU Time (s) 113.42 118.20 119.56 123.59 121.67 120.50 121.95
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7. Conclusions

This paper proposes a fast heuristic approach for solving the CHP-ED problem consid-
ering that the presence of multiple energy vectors through a novel was the computational
efficient model of the system. The proposed heuristics were compared with Genetic Al-
gorithm (GA), a meta-heuristic approach. The results show that the heuristic approach
implies higher costs with respect to the GA; however, with the major benefit of being com-
putationally simpler and faster so as to be run also on low-cost, low-performance platforms.
Implementing the heuristics on an embedded hardware and studying implementation
aspects are future paths for this investigation as well as the handling of renewable gen-
eration and load forecasts, to some extent, and the optimal tuning of the thresholds for
improved performances.
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Abstract: When performing AC/DC-DC/AC power conversions, multilevel converters provide
several advantages as compared to classical two-level converters. This paper deals with the dynamic
modeling, control, and robustness assessment of multilevel flying-capacitor converters. The dynamic
model is derived using the Power-Oriented Graphs modeling technique, which provides the user with
block schemes that are directly implementable in the Matlab/Simulink environment by employing
standard Simulink libraries. The performed robustness assessment has led to the proposal of a
divergence index, which allows for evaluating the voltage balancing capability of the converter using
different voltage vector configurations for the extended operation of the converter, namely when the
number of output voltage levels is increased for a given number of capacitors. A new variable-step
control algorithm is then proposed. The variable-step control algorithm safely enables the converter
extended operation, which prevents voltage balancing issues, even under particularly unfavorable
conditions, such as a constant desired output voltage or a sudden load change. The simulation results
showing the good performances of the proposed variable-step control as compared to a classical
minimum distance approach are finally provided and commented in detail.

Keywords: multilevel flying-capacitor converter; dynamic modeling; robustness assessment; control;
voltage balancing capability

1. Introduction

The need of performing power conversion is present in a large variety of engineering
fields. When focusing on electrical power conversions, the cases of DC/DC [1–3], AC/DC-
DC/AC [4–6] power conversions can be distinguished. These types of power conversion
find application in many areas, including smart grids [1,4,5], hybrid electric vehicles [7],
and many others. The physical modeling of the employed power converter topology is of
great importance, as it represents the starting point for understanding its dynamic behavior
and developing an effective control strategy. This paper deals with the modeling, control
and robustness assessment of multilevel flying-capacitor converters.

Multilevel topologies bring several advantages when compared to classical two-level
converters, such as a significant distortion reduction in the output voltage waveform and
in the drawn input current, a reduction of the dv/dt effect in the output voltage waveform,
and the generation of a lower common-mode voltage [8,9]. Furthermore, transformerless
grid-connected multilevel converters are largely used in applications, such as motor drives,
solid-state power transformers, and photovoltaic systems, as they provide advantages, such
as increased power, voltage ratings, and lower harmonic distortion [10,11]. In this latter
type of converters, the development of suitable ground potentials models is important,
as high ground potentials represents an issue that may affect the converter operation. This
matter is addressed in [10,11], together with the creation of local grounding points limiting
ground potentials and blocking ground leakage currents from flowing through the host
grid grounding, and together with the testing of grounding circuits for the considered
application. A vast array of different multilevel converter topologies have been proposed
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over the years [8,10–12], including diode-clamped converters, flying-capacitors converters,
cascaded H-bridge converters, etc. Together with the advantages and potentialities that are
brought by multilevel converters comes the difficulty of having more power electronics
devices to control. This has led to the development of different modulation algorithms and
techniques having different trade-offs between the pros and cons [13,14].

When dealing with the modeling and control of multilevel converters, the choice
of the employed modeling approach represents the first step. In [15], the modeling of
the Modular Multilevel Matrix Converter (M3C) is addressed in a matrix form defining
voltage-current model and a power-capacitor voltage model, whereas, in [16], the modeling
of a Modular Multilevel Converter is performed using a state-space model, which is next
discretized using a forward Euler approximation. In this paper, we address the dynamic
modeling of multilevel flying-capacitor converters using the Power-Oriented Graphs (POG)
modeling technique [17], extending the modeling approach that was proposed in [12].
The POG technique is one of the main graphical formalisms for modeling physical systems,
together with Bond Graphs [18] and Energetic Macroscopic Representation [18]. The POG
technique is deemed effective, as it allows for building block diagrams that can be directly
implemented in the Matlab/Simulink environment using blocks that are available in basic
libraries, and to effectively control the power flows within the system [18]. The proposed
approach provides a very compact continuous-time model of the considered multilevel
converter which can be applied to other converter topologies as well, and establishes a
straightforward way of computing the capacitor voltages and currents starting from the
Insulated Gate Bipolar Transistors (IGBTs) switching states. The Readers are referred to [19]
for applications of the POG technique to physical systems modeling in different energetic
domains, where a web POG modeling program is presented, together with some examples.

Once the modeling is performed, the next step is represented by the control of the
considered multilevel converter topology. The subject of multilevel converters control has
been largely treated in the literature, by focusing on different converter topologies and
aiming at different objectives, depending on the converter topology. In [20], the authors
propose an interesting space-vector based approach for modeling modular multilevel
converters for battery electric vehicles, showing that the traditional approach for achieving
cell balancing can be seen as a special case of the proposed model. In [21], the control of
modular multilevel converters is approached using model predictive control that is aided by
disturbance observers with the objective of controlling the AC current and suppressing the
circulating current in the converter. An asymmetric cascade H-bridge multilevel converter
topology that is equipped with a predictive control strategy is instead proposed in [22].
The purpose of the latter is to minimize the converter commutations, while also exploiting
the redundant states to equally distribute the load among the switches, thus equalizing
their lifetime expectation. Focusing on multilevel topologies having floating capacitors
involved in their operation, an important aspect is represented by the capacitors voltages
balancing. If not properly controlled, the floating capacitors voltages may suffer from
ripple [23], which would cause output voltage and current distortion, or even voltages
trajectory divergence, thus further compromising the converter operation. An important
distinction needs to be made between those multilevel converters having full floating
capacitors voltage balancing capability and those not having it, due to topology limitations
or lack of redundancy. This latter case is addressed in [23], where a new PWM method
was proposed to improve the floating capacitors voltage balancing capability. Multilevel
flying-capacitor converters have full floating capacitors voltage balancing capability if
properly controlled and if the number of output voltage levels m equals the number of
capacitors n plus one (i.e., the number of floating capacitors plus two). An analytical
investigation of the voltage balancing characteristics of the flying capacitor converter
while using the phase disposition PWM (PDPWM) modulation technique is presented
in [24]. An interesting approach to ensure floating capacitors voltage balancing capability
is presented in [25], where a modification of the carrier-redistribution PWM (CRPWM) is
proposed in order to ensure a low output voltage harmonic content and low voltage ripple,
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thanks to the symmetric disposition of carriers in every fundamental period. However,
the main drawback that is associated with open-loop methods is that they aim at keeping
the floating capacitors voltages as close to the desired value as possible, but do not consider
the case of a voltage unbalance occurring because of some unfavorable conditions, such as
a fault, for example. In this latter case, a closed-loop control solution is required, in order to
drive the capacitors voltages trajectory back to the desired operating point, thus ensuring
the correct operation of the converter. The multilevel flying-capacitor converter having a
generic number n of capacitors can actually generate all the way up to 2n output voltage
levels, giving rise to what is called "extended operation” [26,27]. However, if the number
of voltage levels m is greater than n + 1, then the multilevel flying-capacitor converter
loses the property of full floating capacitors voltage balancing capability, and a suitable
closed-loop control technique becomes paramount. An example of closed-loop control
technique for the multilevel flying-capacitor converter in such operating condition using a
"minimum distance” approach is proposed in [27]. However, to the best of our knowledge,
there is no proposal in the literature of a metric allowing for performing the robustness
assessment of multilevel flying-capacitor converters against the divergence of the flying
capacitors voltage trajectory. This becomes especially crucial with the converter working in
extended operation, namely with a number m of output voltage levels greater than n + 1 all
the way up to 2n. In this paper, we address: (a) the dynamic modeling of multilevel flying-
capacitor converters; (b) the analysis of all the possible configurations of the converter in
terms of capacitors voltage ratio allowing for the converter to work in extended operation;
(c) the robustness assessment of multilevel flying-capacitor converters when working in
extended operation and controlled using a classical minimum distance approach; (d) the
proposal of a divergence index determining the degradation of the converter operation
using a minimum distance control as the number of output voltage levels is increased for
all of the possible capacitors voltages configurations; (e) the proposal of a new variable-step
closed-loop control strategy for guaranteeing the best flying capacitors voltage balance
in any extended operating condition; and, (f) the comparison of the proposed variable-
step control strategy for multilevel flying-capacitor converters with a classical minimum
distance control approach.

The remainder of the paper is organized as follows. Section 2 introduces the charac-
teristics and basic properties of the POG modeling technique. Section 3, and the included
subsections, address the dynamic modeling of the multilevel flying-capacitor converter.
The main matrices and vectors of the model are introduced and described, together with
some interesting properties that they exhibit. The model verification against the PLECS
simulator is addressed in Section 3.4. Section 4 deals with the control of the multilevel
flying-capacitor converter. In particular, Section 4.1 addresses the minimum distance algo-
rithm, whereas Section 4.2 defines the basic configuration of the multilevel flying-capacitor
converter. Section 4.3 describes the robustness assessment of the considered converter in
extended mode using a minimum distance algorithm, whereas Section 4.4 proposes the
new variable-step control algorithm. The converter simulation in extended mode with
different dynamic loads is addressed in Section 5. Section 6 finally provides the conclusions
of this work.

2. The POG Modeling Technique

The Power-Oriented Graphs (POG) technique [17,18] is a graphical modeling for-
malism that is based on the same energetic approach employed by the Bond Graph (BG)
technique [18] using a different graphical notation. Power-Oriented Graphs are created
using two elementary blocks, namely the elaboration block and the connection block,
which are shown in Figure 1. The first block is employed for the modeling of all the
physical elements storing and/or dissipating energy, whereas the second one is used for
the modeling of all the physical elements performing energy conversion. The elaboration
block describes static or dynamic physical elements, and is characterized by the transfer
function (or matrix) G(s) of the considered element. If the transfer function G(s) = R is
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constant, then the considered physical element is static, being characterized by the static
relation between the input variable v f and the output variable ve or viceversa. The dynamic
elements can be classified into two types:

• across elements De, having a flow variable v f as input and an across variable ve as
output;

• flow elements Df , having an across variable ve as input and a flow variable v f as output.

A flow power variable v f is always defined in each point of the space, whereas an across
power variable ve is defined between two points. Table 1 provides a compact description
of the dynamic and static elements, together with the across and flow variables, in the
four typically considered energetic domains. The crossed circle in the upper part of the
elaboration block in Figure 1 is a summation node, where the black spot on the right denotes
that the power variable entering the summation node from that side has to be subtracted.
The connection block is characterized by a coefficient (or matrix) K, which completely
describes the energy conversion between the energetic domains.

x1

y

Power
Sections

a) Elaboration block

� �

G(s)

�

�

� �

x2

y

x1

y1

b) Connection block

� �KT

� K� x2

y2

Power
Sections

Figure 1. POG elementary blocks: elaboration block and connection block.

Table 1. Physical elements and power variables in the different energetic domains.

Electrical
Mechanical

Translational
Mechanical
Rotational

Hydraulic

De Capacitor C Mass M Inertia J Hydraulic Capacitor
CI

ve Voltage V Velocity ẋ Angular Velocity ω Pressure P

Df Inductor L Spring E Rotational Spring E Hydraulic Inductor
LI

v f Current I Force F Torque τ Volume Flow Rate Q

R Resistor R Friction b Angular Friction b Hydraulic Resistor
RI

One of the main characteristics of the POG modeling technique is the maintained
direct correspondence between the power sections in the POG model, as highlighted by
the red ellipses in Figure 1, and the power sections of the actual physical system. The scalar
product xTy of the two power variables x and y in the considered power section has the
physical meaning of power flowing through the considered section. The black oriented arrows
placed at the top of each power section in the scheme of Figure 1 highlight the positive
direction of the power flow through the considered section.

Any physical system that is modeled by means of the POG technique is characterized
by the following POG state-space representation:{

L ẋ = A x + B u

y = C x + D u
,
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where L is the energy matrix, A is the power matrix, B is the input matrix, C is the output
matrix, and D is the input-output matrix. The energy matrix L and power matrix A

describe the instantaneous energy Es stored in the system and the instantaneous power Pd
dissipated in the system, respectively:

Es =
1
2

xT L x, Pd = xT As x,

where As is the symmetric part of matrix A.

3. Modeling of the n-Dimensional Multilevel Flying-Capacitor Converter

3.1. Physical System and Configuration Vectors

Let us consider the electric scheme of an n-dimensional Multilevel Flying-Capacitor
Converter that is shown in Figure 2. The output voltage Vout is a function of the IGBTs
activation signals Ti ∈ {0, 1}, for i ∈ {1 , 2 , . . . , n}. Let Vc and Tj denote the capacitors
voltage column vector and the IGBTs signal row vectors, defined as follows:

Vc =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

V1

V2

V3

...

Vn

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

,

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

T0
T1
T2
T3
...

Tmc−2
Tmc−1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 . . . 0 0 0
0 . . . 0 0 1
0 . . . 0 1 0
0 . . . 0 1 1
...

. . .
...

...
...

1 . . . 1 1 0
1 . . . 1 1 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

n = 3
⇒

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

T0
T1
T2
T3
T4
T5
T6
T7

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0
0 0 1
0 1 0
0 1 1
1 0 0
1 0 1
1 1 0
1 1 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (1)

where j ∈ {0 , 1 , . . . , mc − 1}, mc = 2n, and Vi are the voltages across the capacitors Ci.
The electrical schemes that are reported in Figure 3 show how, for the case n = 3, the output
voltage Vout is a function of the IGBTs signal vectors Tj in the two cases Tj = T2 = [ 0 1 0 ]
and Tj = T6 = [ 1 1 0 ].

Cn
Vn

C2
V2

C1
V1

Rin

Vin

T1

T2

Tn

T n

...
...

...
...

T 2

T 1

. . .

. . .

Vout

Figure 2. Electrical scheme of the n-dimensional Multilevel Flying-Capacitor Converter.
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Figure 3. Electrical schemes showing how the output voltage Vout is obtained as a function of the Insulated Gate Bipolar
Transistors (IGBTs) signal vectors Ti in the two cases Tj = T2 = [ 0 1 0 ] and Tj = T6 = [ 1 1 0 ].

One can easily verify that the output voltage Vout can always be expressed as follows:

Vout = Sj Vc, (2)

where Sj = [s1 s2 · · · sn], for j ∈ {0 , 1 , . . . , mc − 1}, are proper configuration vectors.
In the two cases of Figure 3, for example, the output voltage Vout can be expressed as in (2)
by using the following two configuration vectors: S2 = [ 0 1 − 1 ] and S6 = [ 1 0 − 1 ].
Table 2 shows the relations between the IGBTs signal vectors Tj, the output voltage Vout
and the configuration vectors Sj for the case n = 3, highlighting the connection between
vectors Tj and Sj. One can verify that the following property holds.

Table 2. Relations between the IGBTs signal vectors Tj, the output voltage Vout and the configuration
vectors Sj when n = 3.

Tj [ T1 T2 T3 ] Vout [ s1 s2 s3 ] Sj Vout (5) αi

T0 [ 0 0 0 ] S0Vc = 0 [ 0 0 0 ] S0 0 0

T1 [ 0 0 1 ] S1Vc = V3 [ 0 0 1 ] S1 Vin/3 1

T2 [ 0 1 0 ] S2Vc = V2 − V3 [ 0 1 −1 ] S2 Vin/3 1

T3 [ 0 1 1 ] S3Vc = V2 [ 0 1 0 ] S3 2Vin/3 2

T4 [ 1 0 0 ] S4Vc = V1 − V2 [ 1 −1 0 ] S4 Vin/3 1

T5 [ 1 0 1 ] S5Vc = V1 − V2 + V3 [ 1 −1 1 ] S5 2Vin/3 2

T6 [ 1 1 0 ] S6Vc = V1 − V3 [ 1 0 −1 ] S6 2Vin/3 2

T7 [ 1 1 1 ] S7Vc = V1 [ 1 0 0 ] S7 Vin 3

Property 1. For j ∈ {0 , 1 , . . . , mc − 1}, the components si ∈ {−1, 0, 1} of the configuration
vectors Sj = [s1 s2 · · · sn] can be obtained from the components Ti ∈ {0, 1} of the IGBTs signal
vectors Tj = [T1 T2 · · · Tn], as follows:

si =

{
T1 if i = 1,

Ti−1 Ti − Ti−1 Ti if i ∈ {2, · · · , n},
(3)
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or, equivalently, as follows:

si =

⎧⎨
⎩

1 if Ti > Ti−1,
0 if Ti = Ti−1,

−1 if Ti < Ti−1,
(4)

for i ∈ {1, 2, · · · , n} and T0 = 0.

As an example, the Reader can verify that Property 1 holds for all of the configuration
vectors Sj that are reported in Table 2 for the case n = 3. The second last column of Table
2 shows the values of the output voltage Vout corresponding to the following capacitors
voltages Vi:

V1 = Vin, V2 =
2Vin

3
, V3 =

Vin
3

⇒ Vc =

⎡
⎢⎣

Vin
2Vin

3
Vin
3

⎤
⎥⎦. (5)

The last column of Table 2 shows the normalized values αi, as defined in Section 3.3, used
for representing the equally spaced values of the output voltage Vout in the case of n = 3
capacitors and m = 4 output voltage levels.

Let SM denote the matrix containing all of the possible configuration vectors Sj,
for j ∈ {0 , 1 , . . . , mc − 1}:

SM =

⎡
⎢⎢⎢⎣

S0
S1
...

Smc−1

⎤
⎥⎥⎥⎦,

if n = 3

→ SM =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

S0
S1
S2
S3
S4
S5
S6
S7

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0
0 0 1
0 1 −1
0 1 0
1 −1 0
1 −1 1
1 0 −1
1 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (6)

Matrix SM can always be rewritten in block matrix form as follows:

SM =

[
0 SM0
1 SM1

]
if n = 3

→ SM =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0
0 0 1
0 1 −1
0 1 0
1 −1 0
1 −1 1
1 0 −1
1 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (7)

One can verify that the block matrices SM0, SM1 ∈ R2n−1×(n−1) satisfy the following property.

Property 2. Let S
j
M0 and S

j
M1 denote the j-th row of the block matrices SM0, SM1 ∈ R2n−1×(n−1)

defined in (7). Matrix SM1 can be obtained from matrix SM0, as follows:

S
j
M1 = −S

2n−1+1−j
M0 for j ∈

{
1, 2, · · · , 2n−1

}
. (8)

Equation (8) means that the rows of matrix SM1 are equal, with opposite sign, to the rows of matrix
SM0 considered in reverse order.

From Property (2) and Equations (2) and (7), one can verify that the following prop-
erty holds.
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Property 3. If the output value Vout1 = Sj Vc is obtained using the configuration vector Sj, then
the following conjugate output value

Vout2 = Vin − Vout1 = Smc−j Vc

is obtained by employing the configuration vector Smc−j, for j ∈ {0, 1, · · · , mc − 1} and mc = 2n.

3.2. Dynamic Model of the Multilevel Flying-Capacitor Converter

The dynamic model of the Multilevel Flying-Capacitor Converter shown in Figure
2 can be given by using the Power-Oriented Graphs (POG) scheme reported in Figure 4.
The corresponding POG state-space equations are the following:{

C V̇c =A Vc−ST
j Iout+B Vin,

Vout = Sj Vc.
(9)

Figure 4. Power-Oriented Graphs (POG) model of the Multilevel Flying-Capacitor Converter.

Matrices C, A and vectors Vc, ST
j and B are defined, as follows:

C=

⎡
⎢⎢⎢⎢⎢⎣

C1 0 · · · 0

0 C2 · · · 0
...

...
. . .

...

0 0 · · · Cn

⎤
⎥⎥⎥⎥⎥⎦, A=

⎡
⎢⎢⎢⎢⎢⎢⎣

−1
Rin

0 · · · 0

0 0 · · · 0
...

...
. . .

...

0 0 · · · 0

⎤
⎥⎥⎥⎥⎥⎥⎦, Vc =

⎡
⎢⎢⎢⎢⎢⎣

V1

V2

...

Vn

⎤
⎥⎥⎥⎥⎥⎦, ST

j =

⎡
⎢⎢⎢⎢⎢⎣

s1

s2

...

sn

⎤
⎥⎥⎥⎥⎥⎦, B=

⎡
⎢⎢⎢⎢⎢⎢⎣

1
Rin
0
...

0

⎤
⎥⎥⎥⎥⎥⎥⎦. (10)

A representation such as the one that is shown in (9) and (10) highlights the following
interesting features of the system:

• The energy matrix C groups together the dynamic physical parameters Ci for i ∈
{1, 2, . . . , n}, namely the system capacitors.

• The power matrix A and the input matrix B contain the static physical parameter Rin,
which is the system input resistance.

• The configuration vector Sj contains the control signals that directly determine how the
output current Iout is going to charge/discharge the capacitors through Ic0 = ST

j Iout

and, at the same time, how the output voltage Vout is going to be generated from the
capacitors voltages through (2).

Therefore, the proposed POG state-space model allows for the parameters within the system
matrices to maintain their physical meaning, and also allows to emphasize the presence of
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the configuration vector Sj, representing the output of the two control algorithms that are
addressed in Section 4.1 and Section 4.4. The POG block scheme that is shown in Figure 4
presents a graphical representation of the dynamic model of the considered system. The
vertical dashed lines �, �, . . ., and � present in the POG scheme describe the system power
sections: the product of the two power variables characterizing the power section has the
physical meaning of "power flowing through the considered power section”. The input
power Pin = Vin Iin flows through power section � and the output power Pout = Vout Iout
flows through power section �. The block scheme in between sections � and � describes
the static equation of the input resistance Rin, the block scheme in between sections � and
� describes the interaction between the input resistance Rin and the capacitors Ci, and
the block scheme in between sections � and � describes the dynamic equations of the
capacitors Ci. Finally, the block scheme in between sections � and �, which is characterized
by the configuration vector Sj, describes the interaction between the capacitors Ci and the
output power section �.

Remark 1. The first vectorial equation of system (9) can be rewritten as follows:

V̇c = C-1AVc −C-1ST
j Iout︸ ︷︷ ︸

V̇out
c

+C-1B Vin.

Vector V̇out
c = −C-1ST

j Iout is the component of the velocity vector V̇c which is due to the presence
of the output current Iout. The direction of vector V̇out

c is completely defined by the configuration
vector Sj and by the values of the capacitors Ci.

Remark 2. The first scalar equation of system (9) can be rewritten as follows:

RinC1V̇1 = Vin − V1 − Rin s1 Iout. (11)

Because the value of the input resistance Rin is typically very low, from (11) it follows that V1 � Vin,
that is the value of voltage V1 tends to remain close to the input voltage value Vin. Hereinafter,
the condition V1 = Vin will be assumed. This condition holds exactly if Rin → 0, or if capacitor C1
is replaced with a battery providing a constant voltage Vin.

3.3. Calculation of All the Configuration Voltage Vectors

An m-level Multilevel Converter is characterized by m different equally spaced values
Voi of the output voltage Vout:

Voi =
i Vin

m − 1
for i = {0, 1, . . . , m − 1}. (12)

In the following, the values Voi in (12) will often be referred to by using the symbolic integer
values αi, defined as follows:

αi =
Voi
Km

= i where Km =
Vin

m − 1
, (13)

for i = {0, 1, . . . , m − 1}. From (13), it follows that the product αi Km directly gives the
values of the corresponding equally spaced values Voi of the output voltage Vout. All of
the possible values Voi of the output voltage Vout that can be obtained using a particular
voltage vector Vc can be expressed as follows:

Vo = SMVc, (14)
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where SM is the matrix defined in (6). The considered Flying-Capacitor system acts properly
as a Multilevel Converter only if vector Vo = [ Vo1, Vo2, . . . , Vomc ]

T contains, among its
components Voj, all of the m different equally spaced values Voi given in (12):

∀i ∈ {0, 1, . . . , m − 1}, ∃ Voj ∈ {Vo1, Vo2, . . . , Vomc} | Voj =
i Vin

m − 1
. (15)

Definition 1. Any voltage vector Vc satisfying (14) and (15) will be called a " Configuration
Voltage Vector of order m” for the Multilevel Flying-Capacitor Converter.

The problem of finding all the Configuration Voltage Vectors Vc of order m for the
considered Multilevel Flying-Capacitor Converter can be solved as follows. Dividing (14)
by constant Km, one obtains the following symbolic integer relation:

VL = SMVm where VL =
Vo

Km
and Vm =

Vc

Km
. (16)

A vector Vm in (16) is a Configuration Voltage Vector of order m only if all the components
VLj of vector VL = [VL1, VL2, . . . , VLmc ], for j ∈ {1, 2, . . . , mc}, are integer values
VLj ∈ {0, 1, . . . , m − 1} that satisfy the following relation:

unique({VL1, VL2, . . . , VLmc}) = {0, 1, . . . , m − 1}, (17)

where “unique(S)” is a function providing a new set containing all the elements of set S
which are different from each other.

Property 4. In (16), all of the components βi of a Configuration Voltage Vector Vm, for i ∈
{1, . . . , n}, are integer values satisfying βi ∈ {0, 1, . . . , m − 1}:

Vm =

⎡
⎢⎢⎢⎣

βn
βn−1

...
β1

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

m − 1
βn−1

...
β1

⎤
⎥⎥⎥⎦, (18)

where βi+1 ≥ βi for i ∈ {1, 2, . . . , n − 2}. Furthermore, note that the top component βn of
vector Vm is always given by βn = m − 1.

The first statement of Property 4 holds true, because: (1) all of the components
VLj of vector VL in (16) are integer values, see (17); and, (2) the configuration vectors
S1 = [0 . . . , 0, 0, 1], S2 = [0 . . . , 0, 1, 0], S3 = [0 . . . , 1, 0, 0], . . ., Smc = [1, 0 . . . , 0, 0]
are always present among the rows of matrix SM. The second statement of Property 4 holds
true, because the top component βn of vector Vm is always equal to the first component V1
of vector Vc expressed in symbolic integer form: βn = V1/Km = Vin/Km = m − 1, see (13).
This relation holds thanks to the assumption V1 = Vin made in Remark 2.

Thanks to Property 4, all of the Configuration Voltage Vectors Vm of order m for the
considered Multilevel Flying-Capacitor Converter can be found by making an exhaustive
research in (18) for βi ∈ {0, 1, . . . , m − 1}, and keeping all of the solutions Vm that satisfy
(16) and (18). Table 3 reports all of the Configuration Voltage Vectors Vm for the case n = 3
and for m ∈ {4, 5, . . . , 8}. The total number Nc of Configuration Voltage Vectors for the
case n = 3 is Nc = 24. Figure 5 shows a graphical representation of the normalized form
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Vm of all the Configuration Voltage Vectors Vm for the case n = 3. The normalized form
Vm of the Voltage Vectors Vm defined in (18) is obtained as follows:

Vm =
Vm(2 : end)

m − 1
=

⎡
⎢⎢⎣

βn−1
m−1

...
β1

m−1

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

V2
...

Vn

⎤
⎥⎥⎦ if n = 3

→ Vm =

[
V2

V3

]
, (19)

meaning that the last n − 1 components of vector Vm, from the second to the last one, are
normalized by m − 1. Figure 5 clearly shows a symmetry with respect to the red straight
line V3 = 1 − V2. This symmetry is strictly connected to Property 5 and Property 6,
introduced in the following.

Table 3. All of the Configuration Voltage Vectors Vm for the case n = 3 and m ∈ {4, 5, . . . , 8}.

m 4 4 4 5 5 5 6 6 6 6 6 6 7 7 7 7 7 7 8 8 8 8 8 8

Vm

3 3 3 4 4 4 5 5 5 5 5 5 6 6 6 6 6 6 7 7 7 7 7 7
1 2 2 2 3 3 2 3 3 4 4 4 3 3 4 4 5 5 3 3 5 6 5 6
1 1 2 1 1 2 1 1 2 1 2 3 1 2 1 3 2 3 1 2 1 2 4 4

Nβ 2 3 4 3 4 5 3 4 5 5 6 7 4 5 5 7 7 8 4 5 6 8 9 10

Figure 5. All the Configuration Voltage Vectors Vm, in normalized form Vm, for the case n = 3.

Property 5. For every Configuration Voltage Vector Vm, there exists a Conjugate Configuration
Voltage Vector V�

m, defined as follows:

Vm =

⎡
⎢⎢⎢⎢⎢⎣

m − 1
βn−1

...
β2
β1

⎤
⎥⎥⎥⎥⎥⎦ ⇒ V�

m =

⎡
⎢⎢⎢⎢⎢⎣

m − 1
m − 1 − β1
m − 1 − β2

...
m − 1 − βn−1

⎤
⎥⎥⎥⎥⎥⎦. (20)
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Furthermore, one can easily verify that (V�
m)

� = Vm. This property directly follows from Property
3.

Property 6. Every Configuration Voltage Vector Vm, see (20), is characterized by a configuration
number Nβ, defined as follows:

Nβ =
n−1

∑
i=1

βi.

The set C of all the Configuration Voltage Vectors Vm can be divided into three different subsets,
which are denoted by C1, C2, and C3, defined as follows:

C1 = {Vm ∈ C|Nβ < m − 1}, C2 = {Vm ∈ C|Nβ = m − 1}, C3 = {Vm ∈ C|Nβ > m − 1}. (21)

The sets C1 and C3 are conjugate to one another: if Vm ∈ C1, then V�
m ∈ C3 and vice versa.

Furthermore, set C2 is conjugate to itself: if Vm ∈ C2, then V�
m = Vm.

Note: Table 3 has been given, for each number of output voltage levels m, in ascending
order from left to right with respect to the configuration number Nβ. Additionally, the
colors that are present in Table 3 denote the subsets to which the Configuration Voltage
Vectors Vm belong: green color if Vm ∈ C1, yellow color if Vm ∈ C2, and blue color if
Vm ∈ C3. The same color notation has been adopted in Figure 5 to identify the subsets to
which the normalized forms Vm of the Configuration Voltage Vectors Vm belong, which
are highlighted by the colored ellipses.

The number Nc of Configuration Voltage Vectors Vm for the case n = 4 is Nc =

407. Figure 6 shows a graphical representation of the normalized form Vm of all the
Configuration Voltage Vectors Vm for the case n = 4. The considerations that are introduced
in Property 5 and Property 6 also apply to the set of all the Configuration Voltage Vectors
Vm for the cases n = 4, n = 5, etc.
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Figure 6. All of the Configuration Voltage Vectors Vm, in normalized form Vm, for the case n = 4.

The number Nc of the Configuration Voltage Vectors Vm increases very rapidly by
increasing n, with a rate faster than exponential: Nc = 24 for n = 3, Nc = 407 for n = 4,
Nc = 14252 for n = 5, Nc = 1044305 for n = 6, etc.

3.4. Model Verification

The model of the multilevel flying-capacitor converter proposed in Figure 4 has been
tested in simulation against one of the most well-known platforms for the simulation of
power electronics systems, namely PLECS, in order to perform a model verification. For this
comparative simulations, the case n = 4 and Vm = [4 3 2 1]T has been considered to be a
case study. Figure 7 reports the PLECS model and the system parameters. The initial and
desired voltages for the multilevel converter capacitors can be determined by computing
the voltage vector Vc starting from the configuration voltage vector Vm and using (13) and
(16), namely Vc = [100 75 50 25]T. The initial conditions of the RLC load are assumed
to be equal to zero. The desired voltage Vd is assumed to be sinusoidal with an offset
equal to Vin/2, a peak-to-peak amplitude equal to Vin and a frequency equal to 50 Hz. The
simulation performed using the PLECS model in Figure 7 and the simulation performed
using the Matlab/Simulink POG model in Figure 4 have both been performed applying
the Minimum Distance Control described in Section 4.1.
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Vin 100 [V]
Rin 0.1 [mΩ]
C1 25 [mF]
C2 33 [mF]
C3 50 [mF]
C4 100 [mF]
LL 19 [mH]
CL 50 [μF]
RL 10 [Ω]

Figure 7. PLECS implementation and parameters of the n = 4 multilevel flying-capacitor converter.

The results that are given by the PLECS model are shown in Figure 8. The comparison
of these results with those given by the Matlab/Simulink POG model is reported in Figure 9.

Figure 8. Simulation results given by the PLECS model: output voltage Vout (upper subplot) and filtered voltage across CL (lower subplot).
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Time [s]

[V
]

[V
]

Vout from Simulink (blue) and from PLECS (red)

Filtered Vout from Simulink (blue) and from PLECS (red)

Figure 9. Comparison of the results given by PLECS and Matlab/Simulink: output voltage Vout (upper subplot) and filtered voltage
across CL (lower subplot).

The very good matching between the output voltage characteristics that are given by
PLECS and by Matlab/Simulink in Figure 9 verifies the correctness of the proposed model
of the multilevel flying-capacitor converter.

4. Control of the Multilevel Flying-Capacitor Converter

4.1. Minimum Distance Control

Figure 10 shows the typical scheme of a closed-loop Minimum Distance Control of a
Multilevel Flying-Capacitor Converter. The first block of the scheme is the Output Level
Generator. Let us consider the case of m = 6 output voltage levels, which will, therefore,
be equally spaced between level “0” and level “m − 1 = 5”. The black characteristic in
Figure 11 shows the desired normalized voltage Ṽd multiplied by m − 1, in order to see it
superimposed to the blue characteristic, namely the desired output voltage level α.

Output Level

Generator
Ṽd

Control
Algorithm

α Sj

Multilevel
Flying-

Capacitor

Converter

1

Vin

Iin

5

Vout

Iout

Vc, Iout

Figure 10. Typical scheme of a closed-loop Minimum Distance Control of a Multilevel Flying-Capacitor Converter.
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Desired output voltage level α and normalized desired voltage Ṽd (m− 1)

Figure 11. Desired output voltage level α superimposed to normalized desired voltage Ṽd (m − 1).

The Output Level Generator generates an integer value α ∈ {0, 1, . . . , m − 1}, which
defines the desired output level to be applied at a certain time instant tk:

α =
m−1

∑
h=0

(Vd ≥ Vcrh),

where (Vd ≥ Vcrh) = 1 if Vd ≥ Vcrh and (Vd ≥ Vcrh) = 0 if Vd < Vcrh . The second and third
blocks in the scheme of Figure 10 are the Control Algorithm and the Multilevel Flying-
Capacitor Converter. The latter is modeled using the POG block scheme that is shown in
Figure 4. Indeed, it is possible to notice the correspondence between the power sections �

and � in Figures 4 and 10. The purpose of the Control Algorithm is to properly generate
the Configuration Voltage Vector Sj, which has a one-to-one correspondence with the
IGBTs signal vector Tj through Property 1, giving the desired output level α. This will be
accomplished by exploiting the redundance of Configuration Voltage Vectors Sj generating
the same desired output level α when available, as described in the remainder of this section.
The Control Algorithm shown in Figure 10 is typically a "Minimum Distance Algorithm”.
Thanks to the assumption V1 = Vin made in Remark 2, the Minimum Distance algorithm
only applies to the components V2, V3, . . ., Vn of the capacitors voltage vector Vc. Let us
denote, as Vc = Vc(2 : n), Vm0 = KmVm(2 : n) = VinVm and SCj = −Sj(2 : n)./C(2 : n),
the following reduced vectors:

Vc =

⎡
⎢⎢⎢⎣

V2
V3
...

Vn

⎤
⎥⎥⎥⎦, Vm0 =

⎡
⎢⎢⎢⎢⎣

Vin βn−1
m−1

Vin βn−2
m−1

...
Vin β1
m−1

⎤
⎥⎥⎥⎥⎦, SCj =

⎡
⎢⎢⎢⎢⎣

− s2j
C2

− s3j
C3
...

− snj
Cn

⎤
⎥⎥⎥⎥⎦, (22)

where Vm is the considered Configuration Voltage Vector that is introduced in (16), and Sj
is the j-th configuration vector defined in (10). The minimum distance algorithm tries to
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keep the reduced voltage vector Vc as close as possible to the desired reduced voltage
vector Vm0. Let α be the desired output level to be applied at time tk and let

Sα =

{
j | j ∈ [0, 1, . . . , mc − 1] ∧ SjVc =

αVin
m − 1

}
(23)

be the set of the indexes j of all the configuration vectors Sj, which, for the considered
Configuration Voltage Vector Vm, provide the output level α. The Minimum Distance
algorithm acts as follows:

1. At instant tk, read the value of the reduced voltage vector Vc(tk);
2. For any j ∈ Sα, compute the new position Vcj(tk + TW) of the reduced voltage vector

Vc at instant tk + TW , which is due to the application of the configuration vector Sj:

Vcj(tk + TW) = Vc(tk) + SCj Iout TW︸ ︷︷ ︸
ΔSCj

= Vc(tk) + ΔSCj, (24)

where Iout is the value of the output current at instant tk and TW is the time for which
the configuration vector Sj is applied.

3. For any j ∈ Sα, compute the following distance vectors:

ΔVcj = Vcj(tk + TW)− Vm0 (25)

between points Vcj(tk + TW) and the desired reduced Voltage Vector Vm0.
4. At instant tk, apply the configuration vector Sj∗ , with j∗ ∈ Sα, for which the norm of

vectors ΔVcj is minimized:

Sj∗ such that |ΔVcj∗ | ≤ |ΔVcj| for j ∈ Sα. (26)

Figure 12 shows a graphical example of how the Minimum Distance algorithm works
in the case of n = 3, m = 4, Vm = [ 3 2 1 ]T when the desired output level is α = 1. In this
case, the distance vector ΔVcj in (25) having the minimum norm is |ΔVc4|, highlighted in
magenta in the figure.

4.2. Basic Configurations

For any n-dimensional multilevel flying-capacitor converter, let us denote, as Basic
Configuration Voltage Vector, the following Configuration Voltage Vector:

V∗
m =

[
m−1 m−2 . . . 2 1

]T, (27)

occurring when m = n + 1.

Property 7. For any given n, the basic configuration voltage vector V∗
m is the only configuration

voltage vector for which the Minimum Distance algorithm is able to keep the reduced voltage vector
Vc in the neighborhood of the desired reduced voltage vector V

∗
m0, for any value of the normalized

desired voltage Ṽd and the output current Iout.

This property holds because the Basic Configuration Voltage Vector V∗
m is the only

one for which the number of possible configurations Sj that are associated to the two
adjacent levels of any desired voltage Vd are sufficient to guarantee that, at each PWM step,
the distance between the reduced vector Vc and the desired reduced voltage vector V∗

m0 is
decreased for any value of the output current Iout. For any other Configuration Voltage
Vector Vm, it is always possible to find values for Vd and Iout causing the reduced vector
Vc to indefinitely diverge from the desired reduced voltage vector Vm0.
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Figure 12. Calculations of the Minimum Distance algorithm in the case of n = 3, m = 4, Vm =

[ 3 2 1 ]T when the desired output level is α = 1.

Figure 13 shows a first example of the validity of Property 7, for the case n = 3 and
V∗

m = [ 3 2 1 ]T. In this figure, a certain number of trajectories in the space (V2, V3) starting
from initial conditions that are distant from the desired reduced voltage vector Vm0 are
shown. Red asterisks in the figure denote the considered initial conditions. The trajectories
have been obtained using the Minimum Distance algorithm and using the following input
signals:

Vd =
Vin
2

+
Vin
2

sin(800πt), Iout = 10 A, Vin = 1 V. (28)

The figure clearly shows that all of the trajectories asymptotically tend to the desired
reduced voltage vector Vm0 = [ 0.66 0.33 ]T.

A second similar example is given in Figure 14 for the case n = 4 and V∗
m =

[ 4 3 2 1 ]T. The three-dimensional trajectories in the space (V2, V3, V4) have been
obtained using the same input signals (28) that were used for the previous example. Even
in this case, one can notice that all of the trajectories asymptotically tend to the desired
reduced voltage vector Vm0 = [ 0.75 0.5 0.25 ]T.
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Figure 13. Stability of the Basic Configuration Voltage Vector V∗
m = [3 2 1]T for n = 3.

Figure 14. Stability of the Basic Configuration Voltage Vector V∗
m = [4 3 2 1]T for n = 4.

4.3. Robustness Assessment of the Configuration Voltage Vectors

All of the Configuration Voltage Vectors Vm different from the basic one V∗
m are

characterized by divergent voltage trajectories under particularly unfavorable operating
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conditions, as stated in Property 7. In Figures 15 and 16, for example, the voltage trajectories
that are associated with two different Configuration Voltage Vectors Vm in the space
(V2, V3) for the case n = 3 are reported, starting from different initial conditions that are
distant from the desired reduced voltage vector Vm0. The considered initial conditions
are denoted by red asterisks in the figures. The trajectories shown in Figure 15 have
been obtained using Vm = [5 4 3]T, Vm0 = [ 0.8 0.6 ]T, Vd = 0.3 V and Iout = 10 A.
The trajectories in Figure 16 have been obtained using Vm = [5 3 2]T, Vm0 = [ 0.6 0.4 ]T,
Vd = 0.7 V and Iout = 10 A. In both cases, after a transient, all of the trajectories tend to
diverge along a particular direction, which is characteristic of the considered Configuration
Voltage Vectors Vm. One can verify that the same qualitative behavior is obtained for any
Vm different from the Basic Configuration Voltage Vector V∗

m.

Figure 15. Instability of the Configuration Voltage Vector Vm = [5 4 3]T when Vd = 0.3 and
Iout = 10 [A].

From the previous considerations, the need to find a criterion to evaluate the degree
of divergence of the different Configuration Voltage Vectors Vm arises. For this purpose,
a Vectorial Divergence Function

−→
V m(Ṽd) can be defined for each Vm. Before giving the

definition of this function, the following preliminary material needs to be introduced.

• Given the Configuration Voltage Vectors Vm = [ m − 1 βn−1 . . . β2 β1 ]T and the
value of the last n-th capacitor Cn, let us choose the values of the remaining n − 1
capacitors C1, C2, . . ., Cn−1, as follows:

C1 =
β1Cn

m − 1
, C2 =

β1Cn

βn−1
, . . . , Cn−2 =

β1Cn

β3
, Cn−1 =

β1Cn

β2
, (29)

namely, each capacitor Ci is chosen inversely proportional to the components of
vector Vm.
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• The Minimum Distance Algorithm that is given in Section 4.1 can be rewritten in an equiva-
lent form by using the following Matlab-like function “[Sj, ΔV] = MDA(ΔV, α, Iout, TW)”,
which must be called providing ΔV = Vc(tk)− Vm0:

Figure 16. Instability of the Configuration Voltage Vector Vm = [5 3 2]T when Vd = 0.7 and
Iout = 10 [A].

function [Sj, ΔV] = MDA(ΔV, α, Iout, TW)
Compute set Sα defined in (23);
Compute vectors SCj defined in (22) using (29);
for j ∈ Sα

Compute ΔVcj as follows, see (25):
ΔVcj = ΔV + SCj Iout TW ;

end

Find j∗ ∈ Sα for which the norm of vectors ΔVcj is minimized, as in (26);
Set Sj = S∗

j ;
Set ΔV = ΔV

∗
cj;

Definition 2. Given a Configuration Voltage Vector Vm, the corresponding Vectorial Divergence
Function

−→
V m(Ṽd) is defined, by employing a Matlab-like notation, as follows:
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Iout = 1; % Function normalized with respect to Iout
TPWM = 1; % Function normalized with respect to time
Cn = 1; % Function normalized with respect to Cn
for Ṽd = (0 : 1/NPoints : 1) % NPoints of variable Ṽd ∈ [0, 1]

VD = Ṽd(m − 1); % NPoints of variable VD ∈ [0, m − 1]
αH = ceil(VD); % Upper adjacent level
αL = floor(VD); % Lower adjacent level
dc = VD − αL; % Duty cycle of the upper level
ΔV = 0; % Zero initial condition
for h = 1 : NSteps % Repeat NSteps times

TW = dcTPWM % Time interval of the upper level
[∼, ΔV] = MDA(ΔV, αH , Iout, TW); % Upper level Minimum Distance Algorithm
TW = (1 − dc)T_PWM % Time interval of the lower level
[∼, ΔV] = MDA(ΔV, αL, Iout, TW); % Lower level Minimum Distance Algorithm

end−→
V m(Ṽd) = ΔV/NSteps; % Function

−→
V m is defined in point Ṽd

end

The precision of calculation of function
−→
V m(Ṽd) increases if the values of parame-

ters NPoints and NSteps increase. The Vectorial Divergence Function
−→
V m(Ṽd) satisfies the

following properties.

Property 8. The Vectorial Divergence Function
−→
V m(Ṽd) of all the Basic Configuration Voltage

Vectors V∗
m is zero for any value of variable Ṽd = [0 1]:

−→
V m(Ṽd) = 0 for Ṽd = [0, 1].

This property holds as a direct consequence of Property 7.

Property 9. The Vectorial Divergence Function
−→
V m(Ṽd) satisfies the following symmetry with

respect to the value Ṽd = 0.5:

−→
V m(Ṽd) = −−→

V m(1 − Ṽd), for Ṽd ∈ [0, 0.5].

This property holds as a direct consequence of Property 3. Property 9 implies the
symmetry of the Vectorial Divergence Function

−→
V m(Ṽd) with respect to the origin. Figure

17 gives an example showing two different graphical representations of the Vectorial
Divergence Function

−→
V m(Ṽd) that is associated with all of the Configuration Voltage

Vectors Vm for the case n = 3, NPoints = 400 and NSteps = 200. The left subplot shows the

norm |−→V m(Ṽd)| of the Vectorial Divergence Function versus Ṽd ∈ [0, 0.5]. The function
|−→V m(Ṽd)| has not been plotted for Ṽd ∈ [0.5, 1], because of the symmetry defined in
Property 9. The right subplot of Figure 17 shows the Vectorial Divergence Function−→
V m(Ṽd) on plane (V2, V3). This subplot clearly shows the symmetry of function

−→
V m(Ṽd)

with respect to the origin, as stated in Property 9. The two digit numbers "m.i”, which
are present for each characteristic in the two subplots of Figure 17, denote the number
m of output levels and the order i of the Configuration Voltage Vector Vm of the nearby
colored line, according to the order and the colors reported in Figure 18. The two subplots
of Figure 17 clearly show that the norm |−→V m(Ṽd)| of the Vectorial Divergence Function−→
V m(Ṽd) tends to increase with the number m of the output levels and, therefore, it can be
used as a starting point to estimate the degree of divergence and, thus, the degradation of

272



Energies 2021, 14, 1903

the voltage balancing capability, associated to the corresponding Configuration Voltage
Vector Vm. For this purpose, let us define the following Divergence Index.

Figure 17. Left subplot: Norm |−→V m(Ṽd)| of the Vectorial Divergence Function vs Ṽd ∈ [0, 0.5]; Right

subplot: Vectorial Divergence Function
−→
V m(Ṽd) on the plane (V2, V3) for all of the Configuration

Voltage Vectors Vm in the case n = 3.

Definition 3. The Divergence Index IM of a Configuration Voltage Vector Vm is defined as fol-
lows:

IM = max
(
|−→V m(Ṽd)|

)
,

namely as the maximum value of the norm |−→V m(Ṽd)| of the Vectorial Divergence Function−→
V m(Ṽd).

The larger the Divergence Index IM, the less robust is the corresponding Configu-
ration Voltage Vector Vm. Therefore, the Divergence Index IM is inversely proportional to
the degree of robustness of the corresponding Configuration Voltage Vector Vm. For all of the
Basic Configuration Voltage Vectors V∗

m, the Divergence Index IM is zero, according to
Property 8. Index IM can also be used to provide a new sorting for the Configuration
Voltage Vectors Vm having the same number m of output levels. Figure 18 shows the new
sorting, in ascending order of the Divergence Index IM for each vector Vm having the
same number m of output voltage levels. Therefore, the different Configuration Voltage
Vectors Vm having the same number m of output levels are sorted in decreasing degree of
robustness when moving from left to right in Figure 18. The magenta line that is reported
in Figure 18 is the Mean Index Im of the Configuration Voltage Vectors Vm. The Mean Index
Im is defined as the mean value of the norm |−→V m(Ṽd)| of the Vectorial Divergence Function−→
V m(Ṽd): Im = mean

(
|−→V m(Ṽd)|

)
. Figure 18 clearly shows a strong correlation between

the Divergence Index IM and Mean Index Im.
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Figure 18. Configuration Voltage Vectors Vm, for n = 3, sorted in ascending order with respect to the Divergence Index IM.

In order to verify the correctness of the sorting proposed in Figure 18, all of the
Configuration Voltage Vectors Vm, for n = 3, have been tested in simulation using the
three types of voltage signals Vd that are shown in Figure 19 (sinusoidal, triangular, and
sawtooth) with Vin = 1 V, an offset equal to Vin/2, a peak-to-peak amplitude equal to
Vin, a frequency equal to 50 Hz, an output current equal to Iout = 1 A, and capacitors Ci
chosen as in (29) with Cn = 1 F. Figure 20 shows the results of these simulations, where the
Divergence Index IM (red characteristic, left vertical axis) is compared with the maximum
norm max(|ΔV|) of vectors ΔV = Vc(t)−Vm0 obtained in simulation for the three types of
the considered periodical signals (colored characteristics, right vertical axis). Two different
reference axes have been used in Figure 20, because the Vectorial Divergence Function−→
V m(Ṽd) and corresponding Divergence Index IM have been computed using a constant
normalized voltage Ṽd ∈ [0, 1], whereas the maximum norms max(|ΔV|) have been
obtained in simulation using different signals, i.e., periodical normalized signals Ṽd with a
non-zero frequency of 50 Hz. It can be shown that the two quantities IM and max(|ΔV|)
would tend to be comparable only if the frequency of the periodical normalized signals Ṽd
became equal to zero. Consequently, the Divergence Index IM represents an upper boundary for
the maximum norm index max(|ΔV|), for each Configuration Voltage Vector Vm. Furthermore,
Figure 20 shows the good direct proportionality existing between the Divergence Index
IM and the maximum norm indices max(|ΔV|) of the three considered signals. This good
proportionality shows the effectiveness of using the Divergence Index IM for evaluating
the divergence characteristics of the different Configuration Voltage Vectors Vm, which
gives a direct measurement of their degree of robustness.
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Figure 19. Desired voltage signals Vd for the comparisons in Figures 20 and 21.

Even for the case n = 4, all the Configuration Voltage Vectors Vm have been tested
in simulation by employing the same normalized periodical signals Ṽd used for the case
n = 3, which are shown in Figure 19. Figure 21 reports the results of these simulations
and the comparison between the Divergence Index IM (red characteristic, left vertical
axis) and the maximum norm indices max(|ΔV|) (colored lines, right vertical axis). In
this figure, the 407 Configuration Voltage Vectors Vm of case n = 4 have been sorted
with respect to the Divergence Index IM. The upper part of the figure shows, for each
m ∈ [5, 6, . . . , 16], the Configuration Voltage Vector Vm having the minimum Divergence
Index IM. The simulation results that are reported in Figure 21 show the good direct
proportionality existing between the Divergence Index IM and the maximum norm indices
max(|ΔV|), even in the case n = 4, and, therefore, the effectiveness of using the Divergence
Index IM for evaluating the divergence characteristics, i.e., the degree of robustness, of the
different Configuration Voltage Vectors Vm.

Figure 20. Comparison between the Divergence Index IM and metric max(ΔV), computed from simulation using three
different Ṽd signals, for the Configuration Voltage Vectors Vm in the case n = 3.
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Figure 21. Comparison between the Divergence Index IM and metric max(ΔV), computed from simulation using three
different Ṽd signals, for the Configuration Voltage Vectors Vm in the case n = 4.

4.3.1. Minimum Distance Control: Stability Issues in Extended Operation

The analysis performed on the basis of the Vectorial Divergence Function
−→
V m(Ṽd)

has shown that all of the Configuration Voltage Vectors Vm, other than the basic one V∗
m,

are unstable with different degrees of divergence in some unfavorable conditions, such
as constant desired voltage Ṽd, while using the Minimum Distance algorithm. Moreover,
Figures 20 and 21 have shown that, for some periodical desired signal Ṽd with an average
value equal to 0.5, the maximum distance max(ΔV) of the voltage vector Vc from the
desired voltage vector Vm0 remains bounded. The amplitude of the maximum distance
max(ΔV) increases if the output current Iout increases, and it decreases if capacitor Cn or
the frequency of the periodical signal Ṽd increase.

If Vc remains in the vicinity of the desired voltage vector Vm0, then the multilevel
converter works properly, providing an output signal Vout switching between equally
spaced voltage values. On the contrary, if the maximum distance max(ΔV) increases
excessively, then the output values SMVc of the multilevel converter will no longer be
equally spaced and the average value of the output switching signal Vout will no longer be
equal to the desired signal VinṼd. If this situation occurs, the multilevel converter cannot
work properly, because it provides output signals that are not equal to the desired ones.
The output voltage error Verr = Vout − VinṼd remains low and, therefore, acceptable, only
if the maximum distance max(ΔV) remains sufficiently low. Unfortunately, in practical
applications, such as the electric motors control, it can happen that the desired voltage
vector Ṽd does not have an average value equal to 0.5. In this condition, vector Vc diverges
from the desired voltage vector Vm0, which means that the output voltage error Verr
increases excessively and the multilevel converter can no longer work correctly. Another
destabilizing condition can be identified in a sudden load change. These two scenarios are
considered in the following two simulation case studies:

276



Energies 2021, 14, 1903

(A) Let us consider the case of a constant output current Iout = 1.1 A and a sinusoidal
desired voltage with an average value that is equal to 0.5: Ṽd = 0.5 + 0.5 sin(393 t). Fur-
thermore, the voltage signal is supposed to remain constant at the value Ṽd = 0.43 for
a short time interval t ∈ [t1 t2], where t1 � 32 ms and t2 � 72 ms. Figure 22 shows
the simulation results. The red characteristic in Figure 22 is the desired signal Ṽd, the gray
characteristic is the output switching signal Vout, whereas the blue characteristic is the
average value of the output signal Vout. From the figure, it is evident that: (1) in the first
part of the simulation, i.e., t < t1, the multilevel converter works correctly, since the output
switching levels are equally spaced and, thus, the output voltage error Verr is very low; (2)
during the second part of the simulation, i.e., t ∈ [t1 t2], the values of the output switching
levels change considerably with respect to the desired ones, and they are no longer equally
spaced. Therefore, the average value of the output signal Vout (blue characteristic) is no
longer equal to the desired value Ṽd (red characteristic); and, (3) in the third part of the
simulation, i.e., t > t2, the multilevel converter no longer works correctly, since the output
signals (the gray and blue characteristics) are no longer equal to the desired one (the red
characteristic). This is due to the fact that the trajectories of the reduced voltage vector Vc
have diverged from the desired value Vm0 because of the constant voltage Ṽd. Moreover,
the Minimum Distance algorithm is not able to force the reduced voltage vector Vc to move
back towards the desired voltage vector Vm0 after divergence has occurred.

(B) Let us consider the case of a sinusoidal desired voltage with an average value that is
equal to 0.5: Ṽd = 0.5 + 0.5 sin(393 t). The load current is supposed to be constant and
equal to Iout = 1 A for t < t1 = 0.04 s. Next, a sudden load change causing a current
step is supposed to occur, causing Iout to jump from 1 A to 10.5 A for t1 ≤ t < t2 = 0.1 s.
The load operating condition giving Iout = 1 A is supposed to be reestablished for t ≥ t2.
Figure 23 shows the simulation results. The characteristics color notation is the same as
the one adopted in Figure 22. From Figure 23, it is evident that: (1) in the first part of the
simulation, i.e., t < t1, the multilevel converter works correctly, since the output switching
levels are equally spaced, which means that the output voltage error Verr is very low;
(2) for t ∈ [t1 t2), the values of the output switching levels change with respect to the
desired ones, and they are no longer equally spaced; and, (3) for t ≥ t2, the output voltage
levels remain unequally spaced, due to the divergence of the trajectories of the reduced
voltage vector Vc from the desired value Vm0 caused by the sudden load change. Moreover,
the Minimum Distance algorithm is not able to force the reduced voltage vector Vc to move
back towards the desired voltage vector Vm0 after the divergence has occurred.

Unfortunately, situations such as those that are shown in Figures 22 and 23 can happen
for all of the Configuration Voltage Vectors Vm, except for the basic one V∗

m. This poses
quite a limitation on the operation of the converter in the so-called "Extended Operation”,
namely for Vm �= V∗

m allowing to generate a number of output voltage levels m > n + 1
for the given n, since unpredictable undesired conditions may compromise the correct
functioning of the multilevel converter.
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Time [s]

[V
]

Ṽd (red), Vout(gray) and filtered Vout(blue)

Figure 22. Deformation of the output voltage waveform in the extended operation of the converter with the Configuration
Voltage Vector Vm = [7 6 2]T caused by the voltage trajectory divergence in presence of a constant output voltage.

Time [s]

[V
]

Ṽd (red), Vout(gray) and filtered Vout(blue)

Figure 23. Deformation of the output voltage waveform in the extended operation of the converter with the Configuration
Voltage Vector Vm = [7 6 2]T caused by the voltage trajectory divergence in presence of a sudden load change.
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4.4. Variable-Step Control of the Multilevel Flying-Capacitor Converter

To cope with the divergence problem described in the previous section, the use of a
new solution based on the PWM physical scheme that is shown in Figure 24 is proposed.

1
TPWM 1

s

Vs

VHL
Variable-Step

Control
Ṽd

SH

SL

Vdc

TPWM

>0
Sj

Multilevel
Flying-

Capacitor

Converter

1

Vin

Iin

5

Vout

Iout

Vc, Iout

Figure 24. PWM physical scheme and Variable-Step Control of the Multilevel Flying-Capacitor Converter.

The basic elements of the new PWM scheme are the following:

(a) a square wave signal having period TPWM acting as a clock, which activates the
Variable-Step Control and resets the integrator to the zero initial condition when the
rising edge occurs;

(b) an integrator with a constant input 1
TPWM

and a reset signal that is timed by the square
clock. The output Vs of the integrator is a sawtooth signal which ranges from 0 to 1
within a time interval t ∈ [tr, tr + TPWM], where tr is the reset time instant, see the
black line in Figure 25;

(c) the voltage Vdc that is provided by the Variable-Step Control block, defining the duty
cycle of the high level of the PWM signal, namely the time interval TH , see the green
line in Figure 25;

(d) the value of the signal VHL = Vdc − Vs determines the output of the selector and, thus,
the configuration vector Sj, which is going to be applied to the multilevel converter
during the next time interval: Sj =SH for a time interval TH if VHL > 0 and Sj =SL
for a time interval TPWM − TH if VHL < 0;

(e) at each activation time, the Variable-Step Control reads the input signal Ṽd and gen-
erates three output signals: SH , Vdc and SL. Using these signals, the Variable-Step
Algorithm can decide the duty cycle dc and the two levels SHVc and SLVc of the next
PWM period;

(f) let VH > Vd denote the voltage corresponding to configuration vector SH and VL < Vd
denote the voltage corresponding to configuration vector SL. The duty cycle dc =
TH/TPWM of the next PWM period, that is the ratio between the duration TH of the
higher level and the duration of the PWM period TPWM, can be computed, as follows:

Vd = VH dc + VL(1 − dc) ↔ dc =
Vd − VL
VH − VL

. (30)

Using (30), the duty cycle dc always guarantees that the average value of the PWM
output voltage in the next period TPWM is equal to the desired value Vd.
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t

Vs, VHL

TPWM

1

Vdc

Sj =

{
SH if VHL > 0,

SL if VHL < 0.

Figure 25. Scheme for the application of the configuration vectors SjH and SjL associated with the higher and lower level
time intervals TH and TPWM − TH .

Figure 26 provides the basic structure of the Variable-Step Control algorithm by means
of a Matlab-like function called “Multi_Step_Algorithm(· · · )”. This function is called at
each activation time providing the following input parameters:
ΔV, Ṽd, Iout, TPWM, Ns, Vr0. The "Multi_Step_Algorithm” attempts to keep the re-
duced voltage vector Vc as close as possible to the desired reduced voltage vector Vm0,
see (22). The main features of the “Multi_Step_Algorithm” are the following:

function [SH , Vdc, SL] = Multi_Step_Algorithm(ΔV, Ṽd, Iout, TPWM, Ns, Vr0)
1. VD = Ṽd(m − 1); % Variable VD ∈ [0, m − 1]
2. αH0 = ceil(VD); % Initial upper adjacent level
3. Vdc = VD − floor(VD); % Voltage Vdc in Figure 24 and Figure 25
4. Nm = ∞; % Initialize minimum norm of ΔVcij
5. for Nsi = 1 : Ns % Nsi is the amplitude of the Step
6. for k = 0 : Nsi − 1 % k is the up and down Shift
7. αH = αH0 + k; αL = αH − Nsi; % Current levels αH and αL
8. Compute the new duty cycle dc; % As in (30)
9. if (αH < m)&&(αL ≥ 0) % αH, αL must not exceed boundaries
10. Compute sets SαH and SαL ; % Defined in (23)
11. Compute vectors SCHi and SCLj; % Defined in (22)
12. for i ∈ SαH % Cycle over indexes in SαH
13. for j ∈ SαL % Cycle over indexes in SαL

14. ΔVcij =ΔV+[SCHi dc+SCLj(1−dc)]IoutTPWM; % Distance vector
15. if norm(ΔVcij) < Nm % If |ΔVcij|< current minimum
16. Nm = norm(ΔVcij); % Set Nm to the current one
17. Set: SH = Si; SL = Sj; Vdc = dc; % Set the outputs
18. end
19. end
20. end
21. end
22. end

23. if (Nm < norm(ΔV))||(Nm < Vr0Nsi) % Nm<|ΔV|or< hypersphere radius
24. return % Exit from the algorithm
25. end
26. end

Figure 26. Matlab-like form of the Variable-Step Control algorithm.
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• At each activation time tk, the "Multi_Step_Algorithm” computes the two configu-
ration vectors SH , SL and the duty cycle Vdc to be applied in the following PWM
time interval [tk tk + TPWM]: configuration SH will be applied in the first part of the
PWM period when VHL = Vdc − Vs > 0, while configuration SL will be applied in the
second part of the PWM period when VHL < 0, see Figure 25.

• The input Ns defines the maximum amplitude of the Step to be used in the algorithm,
which is the maximum level-to-level distance. The for cycle at line 5 in Figure 26 defines
the current value Nsi ∈ [1, 2, . . . , Ns] of the amplitude of the Step, i.e., the current
level-to-level distance. The for cycle at line 6 defines the current value k of the up and
down shift to be considered for the current amplitude Nsi of the Step.

• At lines 7 and 8, the current values of the upper level αH , the lower level αL, and the
duty cycle dc are computed. If the current values of αH and αL are admissible, see
condition at line 9, then the sets SαH and SαL of the admissible configuration vectors
SHi and SLj and the corresponding vectors SCHi and SCLj are computed at lines 10
and 11.

• The two for cycles at lines 12 and 13 are used to compute the distance vector ΔVcij
for each possible combination of the configuration vectors Si and Sj belonging to
the two sets SαH and SαL . At line 14, the distance vector ΔVcij is computed starting
from the initial condition ΔV and adding the two terms SCHi dc IoutTPWM and SCLj(1−
dc)IoutTPWM, due to the application of the configuration vectors SHi and SLi in the
first part dcTPWM and in the second part (1−dc)TPWM of the PWM period TPWM,
respectively.

• If the norm of the distance vector ΔVcij is smaller than the current minimum norm
Nm, see line 15, then the algorithm updates the value of parameter Nm, see line 16,
and it sets the values of the output variables SH , SL and Vdc equal to the values Si, Sj
and dc of the current solution, see line 17.

• The "Multi_Step_Algorithm” ends its minimum distance vector search, see line 24,
when one of the conditions at line 23 is verified, or when the maximum level-to-
level distance Ns has been achieved. At line 23, the algorithm exits the search if the
current minimum distance Nm is lower than the initial one, or if Nm is lower than
radius Vr0 Nsi, where Vr0 is the input basic radius and Nsi is the current level-to-level
distance. Radius Vr0 Nsi represents the varying radius of an hypersphere in the (n− 1)-
dimensional space. Figure 27 shows the resulting circumferences with varying radius
Vr0 Nsi for the case n = 3.

• The "Multi_Step_Algorithm” introduces and uses the new concept of “variable level-
to-level distance”. This concept means that the algorithm can choose a higher level
αH and a lower level αL that are not adjacent, see line 7 of the algorithm. The current
level-to-level distance is denoted by variable Nsi ∈ [1, Ns]. The new duty cycle dc
associated with the two levels αH and αL, computed in line 8, guarantees that the
average value of the PWM output voltage in the next PWM period TPWM will be equal
to the desired value Vd.

• The ability to change the level-to-level distance allows the "Multi_Step_Algorithm”
to keep the reduced voltage vector Vc in the vicinity of the desired voltage vector
Vm0 even in extended operation and in presence of some particularly unfavorable
operating conditions, such as normalized desired voltage Ṽd having an average value
different from 0.5.

• If the unfavorable conditions persist, the algorithm can enlarge the level-to-level
distance Nsi up to its upper boundary Ns = m − 1. This enlargement increases the
number of the configuration vectors Sj that the algorithm can use to keep vector Vc in
the vicinity of the desired vector Vm0, and to maintain the correct functioning of the
multilevel converter. Furthermore, when the unfavorable conditions no longer occur,
the "Multi_Step_Algorithm” has the ability to force the converter to go back to work
as a normal multilevel converter switching between adjacent levels only, i.e., with a
current level-to-level distance Nsi equal to one.
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• The example reported in Figure 28 shows all the possible combinations of levels αH
and αL that can be obtained when m = 6, Nsi ∈ {1, 2, 3, 4, 5} and the desired voltage
VD = (m − 1)Ṽd is in between levels “2” and “3”.

Figure 27. Circumference with varying radius Nsi Vr0 in the two-dimensional space for the case
n = 3.

α = 0

α = 1

α = 2

α = 3

α = 4

α = 5

VD

Nsi=1

Nsi=2

Nsi=3

Nsi=4

Nsi=5

Figure 28. Possible combinations of higher and lower output voltage levels αH and αL as a function
of the current level-to-level distance Nsi for the case m = 6 and a desired voltage VD in between "2”
and “3”.
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4.4.1. Variable-Step Control: Solution of the Stability Issues in Extended Operation

Section 4.3.1 has shown that the Minimum Distance Control is not capable of ensur-
ing the correct operation of the multilevel flying-capacitor converter, in extended mode,
under particularly unfavorable operating conditions, such as a desired voltage Ṽd, with
an average value that is different from 0.5 or a sudden load change. Examples of this type
are shown in Figures 22 and 23, respectively. On the contrary, the Variable-Step Control
that was presented in the previous section is able to ensure the correct functioning of the
multilevel converter, even under unfavorable operating conditions. To give some examples,
reference is made to Figures 29 and 30, showing the simulation results obtained using the
Variable-Step Control under the same operating conditions as those of the simulations in
Figures 22 and 23, respectively, when the Minimum Distance Control was used instead. In
Figures 29 and 30, the red characteristic is the desired signal Ṽd, the gray characteristic is
the switching output signal Vout, and the green characteristic is the average value of the
output signal Vout.

With reference to Figure 29, it is evident that: (1) in the first part of the simulation,
for t < t1, the multilevel converter works correctly in extended operation using the
minimum level-to-level distance Nsi = 1 and the output voltage error Verr = Vout − VinṼd
remains low; (2) during the second part of the simulation, for t ∈ [t1 t2], the current
level-to-level distance Nsi increases from 1 to 2, and the gray output variable Vout switches
between levels VL = 2/7 and VH = 4/7. In this part of the simulation, the effectiveness
of the Variable-Step Control comes into play, which prevents vector Vc from diverging
excessively from the desired reduced vector Vm0, even in the presence of the unfavorable
condition of a signal Ṽd constant and different from 0.5. On the other hand, in the simulation
of Figure 22, the Minimum Distance Algorithm was not able to prevent the divergence
of the vector Vc, therefore compromising the correct functioning of the converter; (3) in
the third part of the simulation, for t > t2, the operating condition Nsi = 2 is maintained
until the distance between vectors Vc and Vm0 is sufficiently reduced, namely until time
instant t3 � 176 ms; and, (4) in the fourth part of the simulation, for t > t3, the converter
starts operating as a classical multilevel flying-capacitor converter in extended mode once
again, setting the current level-to-level distance Nsi back to 1. On the other hand, in the
simulation of Figure 22, the Minimum Distance Algorithm was not able to force the vector
Vc to move back towards the desired vector Vm0 after the divergence occurred.

With reference to Figure 30, it is evident that: (1) in the first part of the simulation,
for t < t1, the multilevel converter works correctly in extended operation using the
minimum level-to-level distance Nsi = 1 and the output voltage error Verr = Vout − VinṼd
remains low; (2) for t ∈ [t1 t2), the current level-to-level distance Nsi increases from 1
to 2, in order to prevent vector Vc from diverging excessively from the desired reduced
vector Vm0 as a consequence of the undesired sudden load change. On the other hand,
in the simulation of Figure 23, the Minimum Distance Algorithm was not able to prevent
the divergence of the vector Vc, therefore compromising the correct functioning of the
converter; (3) for t ≥ t2, the operating condition Nsi = 2 is maintained until t = t3 �
0.1039 s, namely for the very short time interval that it takes for the distance between
vectors Vc and Vm0 to be sufficiently reduced; and, (4) for t ≥ t3, the converter starts
operating as a classical multilevel flying-capacitor converter in extended mode once again,
setting the current level-to-level distance Nsi back to 1. On the other hand, in the simulation
of Figure 23, the Minimum Distance Algorithm was not able to force the vector Vc to move
back towards the desired vector Vm0 after the divergence occurred.

The simulation results that are reported in Figures 29 and 30 clearly highlight the
effectiveness of the proposed Variable-Step Control as compared with the classical Min-
imum Distance Control. This especially holds in those applications, such as the electric
motors control, where it can happen that the desired voltage vector Ṽd does not have an
average value equal to 0.5, or that an undesired sudden load change occurs. At the same
time, it is desirable to have the converter operating in extended mode, because of all the
advantages in the output voltage quality coming from a larger number of output voltage
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levels without increasing the number of capacitors. The proposed Variable-Step Control
aims at enabling the multilevel flying-capacitor converter operation in extended mode any
time the operating conditions allow it, and it enlarges the level-to-level distance Nsi only
when strictly necessary to prevent the divergence of the flying capacitors voltages.

The Reader is invited to refer to the supplementary material in order to test and
compare the Minimum Distance Control algorithm and the Variable-Step Control algo-
rithm [28]. The Simulink model "Multilevel_Flying_Capacitor_Converter_mdl.slx” has
been created with Matlab R2020b and it contains the dynamic model of the multilevel
flying-capacitor converter with n capacitors given in Figure 4, as well as the implemen-
tation of both the Minimum Distance Control and the Variable-Step Control. The two
algorithms are implemented in the Matlab functions "Distance_Control_0.m” and “Dis-
tance_Control_n.m”, respectively. The main script that allows to control the simulations is
named “Multilevel_Flying_Capacitor_Converter.m”, where the system parameters that
the user can set are reported and commented. Note that variables m and mii in the script
"Multilevel_Flying_Capacitor_Converter.m” denote the number m of output levels and the
order mii of the Configuration Voltage Vector Vm, according to the orders that are reported
in Figure 20 for the case n = 3 and in Figure 21 for the case n = 4.

Time [s]

[V
]

Ṽd (red), Vout(gray) and average Vout(green)

Figure 29. Non-Deformation of the output voltage waveform in the extended operation of the converter with the Configura-
tion Voltage Vector Vm = [7 6 2]T, in the presence of a constant output voltage, thanks to the Variable-Step Control.
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Time [s]

[V
]

Ṽd (red), Vout(gray) and average Vout(green)

Figure 30. Non-Deformation of the output voltage waveform in the extended operation of the converter with the Configura-
tion Voltage Vector Vm = [7 6 2]T, in the presence of a sudden load change, thanks to the Variable-Step Control.

5. Converter Testing with Dynamic Loads

This section deals with the simulation of the multilevel flying-capacitor converter
with n = 3 in extended operation, while using the Configuration Voltage Vector Vm =
[5 4 1]T, with several proposed load case studies. The considered load configuration is an
RLC circuit, where a capacitor CL and a resistor RL are connected in parallel, and their
parallel configuration is connected in series to an inductor LL. The described load can be
modeled using the POG block scheme that is shown in Figure 31 on the left. The transfer
function H(s) relating the output power variable Iout to the input power variable Vout is
the following:

H(s) =
Iout(s)
Vout(s)

=
sRLCL+1

s2RLCLLL+sLL+RL
. (31)

The parameters values for the considered load case studies are shown in Figure 31 on the
right, together with the converter parameters. As far as loads 1, 2 and 3 are concerned,
the desired voltage Vd is assumed to be sinusoidal with an offset that is equal to Vin/2,
a peak-to-peak amplitude equal to Vin and a frequency equal to 50 Hz. As far as load 4 is
concerned, the desired voltage Vd is assumed to be constant and equal to 4.5 V. By focusing
on the loads 1, 2, and 3, and using the parameters LL, CL, and RL given in Figure 31, one can
notice that they represent the cases of voltage Vout delayed by π/4 with respect to current
Iout, current Iout delayed by π/4 with respect to voltage Vout, and current Iout in phase with
voltage Vout, respectively. The initial conditions of the RLC load are assumed to be equal to
zero. Figure 32 shows the simulation results in terms of output voltages Vout. The first three
rows of subplots show the simulation results after the transient when the loads 1, 2 and 3
are considered. From the first three rows of subplots on the left-hand side, obtained using
the Minimum Distance Control, it is possible to see that the average Vout characteristic
exhibits different degrees of deviation from the desired voltage Vd. This is due to the fact
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that the distance between vectors Vc and Vm0 tends to increase, even if the average value
of Ṽd is equal to 0.5, i.e., the average value of Vd is equal to Vin/2. This can be explained by
recalling that the output current Iout is not constant, as the load is dynamic, which means
that the strength of the control action applied by the Configuration Vector Sj in (24) changes
in time through Iout, which is a function of Vout. Without a loss of generality, it is possible to
state that this makes the Voltage Configuration Vectors Vm different from the basic one V∗

m
loose the full flying capacitors voltage balancing capability, i.e., to become unstable, even
when the average value of the desired voltage Vd is equal to Vin/2. It follows that the distance
between vectors Vc and Vm0 will keep increasing, thus causing the output voltage levels
to be increasingly unequally spaced. On the other hand, the subplots on the right-hand
side show the very good matching between the average Vout characteristic and the desired
voltage Vd when the converter is controlled using the Variable-Step Control. It follows that
the Variable-Step Control is capable of handling the cases of non-constant output current
Iout in extended operation as well, by increasing the current level-to-level distance Nsi
when necessary in order to prevent the divergence of vector Vc from vector Vm0. As an
example of this, the voltage trajectories of the flying capacitors, namely the components
of vector Vc, are shown in Figure 33 for the case "Load 2” when the two different controls
are used. From the figure, it is clearly possible to see that the Minimum Distance Control
causes the divergence of vector Vc (blue characteristic) from the desired vector Vm0, which
is highlighted by the red spot in the figure. Furthermore, the blue characteristic also shows
that the strength of the control action applied by the Configuration Vector Sj in (24) is
indeed not constant during the simulation, but it is a function of the output current Iout,
since the length of the blue voltage trajectories in Figure 33 is not constant. On the other
hand, the Variable-Step Control is indeed capable of ensuring the convergence of vector Vc
to the desired vector Vm0.
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� �
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Load 1 Load 2 Load 3 Load 4
LL 84.06 [μH] 31.7 [mH] 316.8 [μH] 31.7 [mH]
CL 320 [μF] 320 [μF] 320 [μF] 320 [μF]
RL 10 [Ω] 10 [Ω] 1 [Ω] 10 [Ω]

Vin 10 [V] 10 [V] 10 [V] 10 [V]
Rin 0.1 [mΩ] 0.1 [mΩ] 0.1 [mΩ] 0.1 [mΩ]
C1 2 [mF] 2 [mF] 2 [mF] 4 [mF]
C2 2.5 [mF] 2.5 [mF] 2.5 [mF] 5 [mF]
C3 10 [mF] 10 [mF] 10 [mF] 20 [mF]

Figure 31. On the left: RLC load POG scheme; On the right: RLC load and converter parameters.

The fourth row of subplots presented in Figure 32 shows the case of constant desired
voltage Vd with the load parameters identified by “Load 4” in Figure 31 on the right.
The bottom-left subplot shows that the case of constant desired voltage Vd �= Vin/2, namely
Ṽd �= 0.5, is still the most severe one. This can be seen from the fact that the output
voltage levels quickly become unequally spaced because of the divergence of vector Vc
from vector Vm0. Furthermore, note that the average output voltage in the bottom-left
subplot of Figure 32 tends to decrease, as a consequence of the divergence of the vector
Vc trajectories. Consequently, the output current Iout will also tend to decrease. This
situation gives rise to an unstable loop: the more Vout decreases with respect to the desired
value Vd, the lower the output current Iout, the weaker the control action applied by the
Configuration Vector Sj in (24), the more severe the divergence of the Vc trajectories from
Vm0. However, the bottom-right subplot of Figure 32 shows how the divergence of the Vc
trajectories from Vm0 is prevented by the Variable-Step Control, thanks to the increase of
the current level-to-level distance Nsi from 1 to 2, showing the effectiveness of the proposed
Variable-Step Control.
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Load 1: Vout (gray), Vd (red) and average Vout (blue) Load 1: Vout (gray), Vd (red) and average Vout (green)

Load 2: Vout (gray), Vd (red) and average Vout (blue) Load 2: Vout (gray), Vd (red) and average Vout (green)

Load 3: Vout (gray), Vd (red) and average Vout (blue) Load 3: Vout (gray), Vd (red) and average Vout (green)

Load 4: Vout (gray), Vd (red) and average Vout (blue) Load 4: Vout (gray), Vd (red) and average Vout (green)

Figure 32. Left subplots: simulations using the Minimum Distance Control for Vm = [5 4 1]T; Right subplot: simulations
using the Variable-Step Control for Vm = [5 4 1]T.
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Figure 33. Voltage trajectories for the “Load 2” case using the Minimum Distance Control (blue) and
the Variable-Step Control (green).

6. Conclusions

In this paper, the modeling, the control, and the robustness assessment of the multi-
level flying-capacitor converter have been addressed. The main contributions of this paper
are summarized in the following:

• the Power-Oriented Graphs modeling technique has been exploited to derive the
system dynamic model of the n-dimensional converter, generating a POG model that
can be directly implemented in Matlab/Simulink by employing standard Simulink
libraries;

• a procedure for computing all the possible voltage vector configurations Vm providing
equally spaced levels of the output voltage Vout has been given;

• the robustness assessment of the converter operating in extended mode when using a
Minimum Distance Control has been performed;

• a Divergence Index IM has been introduced, which can be used as a metric for properly
ordering the different Configuration Voltage Vectors on the basis of their voltage
balancing capability in extended operation;

• a new Variable-Step Control algorithm has been proposed, allowing for the safe
extended operation of the converter even under particularly destabilizing operating
conditions, such as a constant desired output voltage or a sudden load change.

The good performances of the proposed control algorithm have finally been tested
in simulation and compared with the results that are given by the classical Minimum
Distance Control.

The next steps of the research work presented in this paper include the code optimiza-
tion of the Variable-Step Control, in order to study and address its real-time implementation,
as well as the investigation of the other potential benefits that the Variable-Step Control
can bring. Additionally, the closed-loop stability analysis through the load can provide
important criteria that the load must satisfy in order to ensure closed-loop stability. As far
as the modeling part is concerned, the presented modeling procedure can be extended in
order to show that it can also be easily applied to other converter topologies, such as the
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diode-clamped topology. Furthermore, we are planning to address the analysis and the
modeling of other multilevel converters, in order to perform their stability analysis and
investigate the properties they exhibit, following the outlines introduced in this paper for
multilevel flying-capacitor converters.
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Abstract: The main issue in this paper is the real-time simulator of a part of a power grid with a
wind turbine. The simulator is constructed on the basis of a classic PC running under a classic
operating system. The proposed solution is expected and desired by users who intend to manage
power microgrids as separate (but not autonomous) areas of common national power systems. The
main reason for the decreased interest in real-time simulators solutions built on the basis of PC is the
simulation instability. The instability of the simulation is due to not keeping with accurate results
when using small integration steps and loss of accuracy or loss of stability when using large integration
steps. The second obstacle was due to the lack of a method for integrating differential equations,
which gives accurate results with a large integration step. This is the scientific problem that is solved
in this paper. A new solution is the use of a new method for integrating differential equations based
on average voltage in the integration step (AVIS). This paper shows that the applied AVIS method,
compared to other methods proposed in the literature (in the context of real-time simulators), allows
to maintain simulation stability and accurate results with the use of large integration steps. A new
(in the context of the application of the AVIS method) mathematical model of a power transformer
is described in detail, taking into account the nonlinearity of the magnetization characteristics.
This model, together with the new doubly-fed induction machine model (described in the authors’
previous article), was implemented in PC-based hardware. In this paper, we present the results of
research on the operation states of such a developed real-time simulator over a long period (one
week). In this way, the effectiveness of the operation of the real-time simulator proposed in the paper
was proved.

Keywords: power network simulation; real-time simulation; mathematical modeling of power
systems; average voltages in the integration step method

1. Introduction

Modern state-of-the-art technology allows for the effective use of real-time simulators
in solving many problems related to power systems operations. In the last dozen or so
years, many good books [1–4], doctoral theses (including [5–7]) and articles in scientific
journals (which will be cited further) have been written about real-time simulators of power
systems. This proves that real-time simulators already have an established position in
scientific publications, but due to their specificity, not all problems are already solved. This
specificity results directly from the valuable advantages of this type of simulators, namely,
the possibility of their cooperation with real devices (a regulator with a newly implemented
algorithm, a master regulator controlling the entire farm or digital power protection) in
real time.

The necessary condition for the correct operation of these simulators is obtaining
simulation results at the same time as in their physical counterparts. An example of using
a real-time simulator is shown in Figure 1.
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Figure 1. Schematic diagram of a real-time simulator.

A measurable effect of the development of real-time simulators in applications for
analyzing the operation of power systems is a number of commercial solutions: RTDS (Real-
Time Digital Simulator) [8,9] from the Canadian company RTDS Version 27 September 2020
submitted to Journal Not Specified Technologies and RT-LAB (Real-Time Laboratory) [10–12]
from OPAL-RT Technologies. The cost of purchasing them is high; therefore, the scientific
and research communities are using or looking for cheaper real-time simulators. This
group includes simulators based on the DSP (Digital Signal Processor) [7,13–15], FPGAs
(Field-Programmable Gate Array) [5,16–18] and classic personal computers [6,19–24].

Statements saying that the time of real-time simulators based on personal computers is
over are often made on the basis of works from the end of the last century and are incorrect.
Modern personal computers have high computing power and in many practical cases are a
competitive solution, combining the technical requirements (of course with limitations as
to the extent of the analyzed power system) and the cost of building a complete simulator.
That is why such a simulator will be presented in this paper.

A real-time simulator is required to run steadily without interruption or to a scheduled
shutdown in order to be able to run concurrently with external processes with an appropriate
degree of adequacy, and to run with a constant time step. In order for these requirements
to be met, appropriate numerical methods should be sought for the approximation of
differential equations and for solving the equation systems of the developed mathematical
model. In the above-mentioned publications on real-time simulators (excluding [20,22,24])
and in additional important books on mathematical modeling of power systems [25–27],
two methods of approximating differential equations are proposed: backward Euler method
and trapezoidal rule. The use of the backward Euler method involves a small integration
step of the order of single μs, so the real-time simulator must have high computing power
to be able to obtain the results of the calculations. The trapezoidal method allows one to
increase the time step, but there is often a problem of numerical oscillations [5,27–29],
which may lead to the loss of stability of the simulator operation. This state of knowledge
has remained practically unchanged in the last several dozen years. A breakthrough in
simulating the operating states of power and electromechanical systems is the use of a
new method of approximation of differential equations in mathematical models of these
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systems, which is systematically developed at the Institute of Electrical Engineering UTP
University of Science and Technology in Bydgoszcz (Poland). The real-time simulator
described in this article uses this method.

The essence of the method of approximating differential equations in mathematical
models of electrical systems is the expansion of the used physical quantities into the Taylor
series, but applied to the equations written for average voltages in the integration step.
None of the publications listed above (excluding [20,22,24]) mention such a solution. The
physical basis of the method was formulated in [30]. In the research conducted at the
Institute of Electrical Engineering UTP University of Science and Technology in Bydgoszcz
(Poland), this method is successfully used in real-time simulation. Examples of this can be
found in [6,20,22,24,31–37].

The aim of the work, the results of which are presented in this article, was to develop
a real-time simulator of the operation of a fragment of the power distribution network with
a wind turbine, which will be characterized by stable operation for a relatively long time
(at least one week) with appropriate accuracy of the results, taking into account various
dynamic processes inside and outside the simulator. This problem was analyzed in detail
in the unpublished doctoral dissertation [6]. The applied methods and their effectiveness
allow us to state that stable real-time operation of a complex electrical system simulator is
possible in a relatively long time, with a relatively long time step, while maintaining the
appropriate accuracy of results.

The organization of this article is as follows. In Section 2, we present for the first time
the theoretical advantage of using the average voltages in the integration step method
in relation to using two other methods proposed in other publications for the RL circuit
case. For this purpose, the amplitude and phase characteristics were determined for the
system operator transmittances in discrete time H(z) in relation to the solution accurate
in continuous time H(s) for three different methods used to analyze the RL circuit. The
obtained characteristics were confirmed by example (average voltages in the integration
step and trapezoidal rule methods) with practical simulation results that allow for proper
interpretation and proof of the advantage of the applied method over two others. Section 3
describes the issues related to the mathematical modeling of a transformer, taking into
account the nonlinear magnetization characteristics. The advantage of transient simulation
with the use of the average voltages in the integration step method compared to the
trapezoidal method was demonstrated. The transformer model was used in the model
of a fragment of the power distribution network with a wind turbine, which is described
in detail in Section 4. This model was implemented in a real-time simulator constructed
by the Institute of Electrical Engineering UTP University of Science and Technology in
Bydgoszcz (Poland) on the basis of a personal computer, running under the Windows
operating system. The constructed simulator was tested, taking into account dynamic
processes caused by events programmed inside the simulator, as well as events taking
place in its real environment. The description and results of selected operating states of
the simulator are presented in Section 5. The apparatus used, i.e., a real power network
parameter analyzer, allowed us to obtain results confirming the stable operation of the
simulator in a relatively long time (one week). Section 6 contains drawn conclusions.

2. Accuracy Assessment of the New Method for Approximation of Differential
Equations

The accuracy of the applied method for approximation of differential equations is
assessed using the method present in many publications [5,27,28,38]. This method consists
of comparing the amplitude and phase characteristics of the transmittance ratio H(z) for
discrete equations in time to H(s) for continuous equations in time as an exact solution.
Additionally, the physical interpretation of the transient analysis is presented for an
exemplary electrical circuit, the diagram of which is shown in Figure 2. The analyzed
electrical circuit consists of a series connection of resistance R and inductance L, powered
from an ideal source of sinusoidal voltage v(t). The circuit parameters adopted in the
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simulation: resistance R = 0.1 Ω, inductance L = 10 mH, voltage source amplitude
Vm = 300 V. The mathematical equation describing the two-terminal circuit is as follows:

v(t) = R · i(t) + L · di(t)
dt

(1)

Figure 2. Electrical circuit diagram used to assess the accuracy of the differential equation approxi-
mation algorithm.

Three methods of approximation of the differential Equation (1) will be compared,
namely, backward Euler method, trapezoidal method and the method based on average
voltages in the integration step (acronym AVIS).Table 1 summarizes the operator trans-

mittance H(s) = I(s)
V(s) for the electric circuit shown in Figure 2 and the operator transfer

functions H(z) = I(z)
V(z) for these three methods in the application to the same circuit.

Table 1. Operator transmittances of the analyzed electrical circuit.

Rule H(s) H(z)

Backward Euler Δt·z
z·(R·Δt+L)−L

Trapezoidal 1
s·L+R

1
R·Δt·z+2·L·z−2·L

Δt·z − 2·L·z+2·L
Δt·z(z+1)

AVIS
z−1−1
ω·Δt · z−cos(ω·Δt)

sin(ω·Δt)

0.5·R+L·Δt−1+0.5·R·z−1−L·Δt−1·z−1

The operator transmittances H(z) have been derived for the equation:

v(tn) = R · i(tn) + L · di(tn)

dt
(2)

which is the transformation of Equation (1) to the discrete form.

The H(z)
H(s) ratio for the considered integration methods is shown in Figures 3 and 4. In

these figures, the frequency axis is labeled based on the per unit system, so the Nyquist
frequency 1

2·Δt =
1
2 .
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Figure 3. Amplitude frequency response of transmittance for considered numerical methods.

Figure 4. Phase frequency response of transmittance for considered numerical methods.

The analysis of the frequency characteristics presented in Figures 3 and 4 shows that
the accuracy of the solution using the backward Euler and trapezoidal rule algorithms
depends on the value of f · Δt (voltage frequency or integration step). As the value of
f · Δt increases, the amplitude errors for both methods also increase. The phase error of
the backward Euler method also increases with the increasing value of f · Δt. The phase
error of the trapezoidal method is close to zero in the entire range of f · Δt values under
consideration. The conclusion is that the backward Euler method and the trapezoidal
method gives fairly accurate answers up to 1/5 of the value of f · Δt.

Particularly noteworthy is the fact that the AVIS method used in this case is charac-
terized by the amplitude and phase error close to zero, regardless of the f · Δt value in the
entire range of the consideredf · Δt values. This is a convincing proof of the advantage of
the AVIS method, compared to the backward Euler and trapezoidal rule method.
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To illustrate the obtained results in practice, a simulation of the transient state caused
by connecting the RL terminal block to the AC voltage source was performed. The circuit
parameters adopted in the simulation are: resistance R = 0.1 Ω, inductance L = 10 mH,
voltage source amplitude Vm = 300 V. Simulations were made with a constant integration
step Δt = 1 ms for two values of the supply voltage frequency: 50 Hz and 150 Hz. Figure 5
shows the course of the current flowing in the circuit (Figure 2) after connecting the RL
duplex to a voltage source with a frequency of 50 Hz. The current waveforms obtained
using the three discussed methods of integration and the current waveform with the exact
solution are shown. Additionally, Figure 6 shows a fragment (details can be seen) of this
course in the time interval from 0.40 s to 0.42 s.

Figure 5. Current waveform caused by connecting the RL clamp to the voltage source with a
frequency of 50 Hz.

Figure 6. A section of the current waveform after connecting the RL double socket to a voltage source
with a frequency of 50 Hz.
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Figure 7 shows the course of the current flowing in the circuit after connecting the RL
double socket to a voltage source with a frequency of 150 Hz. Additionally, Figure 8 shows
a fragment of this course for the time from 0.40 s to 0.41 s.

Figure 7. Current waveform caused by connecting the RL clamp to the voltage source with a
frequency of 150 Hz.

Figure 8. A section of the current waveform after connecting the RL double socket to a voltage source
with a frequency of 150 Hz.

When analyzing the results of simulation experiments, it can be seen that for the
integration step Δt = 1 ms, regardless of the frequency of the supply voltage, the most
accurate results are obtained using the AVIS method for the approximation of differential
equations. Discrete values of solutions coincide with the exact solution. This also confirms
the correctness of the results presented in Figures 3 and 4. With the use of the trapezoidal
method for a voltage excitation with a frequency of 50 Hz, the results are also satisfactory,
but for a frequency of 150 Hz, there is clearly a difference in relation to the exact solution
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(there is an amplitude error). The use of the backward Euler method in both cases (50 Hz
and 150 Hz) causes clear differences in relation to the exact solution.

The analysis also shows that in the analyzed case, with the use of the backward Euler
method, in order for the simulation results to be acceptable in terms of accuracy (the amplitude
and phase error is small compared to the exact value), the integration step should be reduced
ten times compared to the AVIS method. However, in the case of using the trapezoidal method,
the integration step should be reduced twice as compared to the AVIS method. Reducing
the integration step causes an increase in the time needed to simulate the transient states in
the presented dipole. Increasing the computation time in order to obtain greater accuracy of
results is not the right solution in the context of real-time simulators.

The results presented in this section clearly prove the advantage of the AVIS method
used over the backward Euler and trapezoidal rule method, used by other authors in
real-time simulation, for the simulation of an exemplary electric circuit.

3. Simulation of the Operating States of a Power Transformer

One of the elements frequently present in power grids is a transformer. The repre-
sentation of the dynamics of transformer operation, mainly due to the nonlinearity of the
magnetization characteristics and the core remagnetization process itself, is not a trivial
issue, especially in the context of real-time simulation. This section presents the results of
the test of the accuracy of simulation of transient states of the power transformer operation.
Transient states during the transformer connection to the power grid and changes in the
secondary side load of the transformer were analyzed.

When developing a mathematical model of a power transformer that would allow the
simulation of various operating states, the electric multipoles method was used as a method
of modeling complex electrical systems. An equivalent diagram of the power system, the
test results of which are described in this section, with the division into structural elements
is presented in Figure 9. The rated data is given in Table 2.

Figure 9. Equivalent diagram of the analyzed power system with division into structural elements.

Table 2. Nominal data of three-phase power transformer.

Rated power 10 kVA Percentage impendace 3%
Rated voltage primary 380 V Rated voltage secondary 340 V

Primary current 15 A Secondary current 17 A
Load loss 220 W No-load loss 70 W

No-load current 0.4 A Frequency 50 Hz

298



Energies 2021, 14, 2327

A detailed mathematical model of a power transformer, developed by the authors of
this article, is presented in [24]. When selecting the method of approximation of differential
equations, it was taken into account that the developed model can be implemented in a
simulator operating in real time. Therefore, the results obtained from such a simulation
must be burdened with a small error at a relatively large integration step. It was assumed
that the simulation would be performed with an integration step of 50 μs.

The performed analysis of the accuracy of the obtained results from the simulation
of transient states in the series junction RL (the previous section of this article) made it
possible to find out that the results using the backward Euler method do not guarantee the
appropriate accuracy. Only two methods were selected for the approximation of differential
equations: the trapezoidal method and the method based on the average voltage in the
integration step (AVIS). The iterative Gauss–Seidel method was used to solve systems of
linear equations. Iterative methods (e.g., the Jacobi or Gauss–Seidel method) allow us to
shorten the computation time compared to noniterative methods (e.g., LU decomposition
or Gauss’s method) [15].

The comparison of the results obtained from the computer simulation with the
integration step of 50 μs is shown in Figure 10. The trapezoidal method was used to
approximate the differential equations in the first simulation, while the AVIS method was
used in the second one. The waveforms of the voltage in the L1 phase and the phase
current in the L1 phase winding of the power transformer are presented. The following
transformer operation states are presented: transformer switching on to the network, time
from 0 s to 1.0 s, increasing the load, time from 1.0 s to 1.5 s and reducing the secondary
side load of the transformer, time from 1.5 s to 2.0 s.

Figure 10. Time waveforms: (a) voltage in phase L1 and phase current in winding of phase L1 of a power transformer using
the trapezoidal method and the AVIS method (three sections with details have been marked: (b) section A, (c) section B and
(d) section C).
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The presented simulation results with 50 μs step confirm that when both of the
above-mentioned methods are used to approximate the differential equations, we obtain
the same results (Figure 10b,c) for the two considered operating states: switching on
and increasing the transformer load. The process caused by the reduction of the load on
the secondary side of the transformer, when using the trapezoidal method, causes the
simulation to lose stability (the initiation of this process is shown in Figure 10a,d). One
of the main requirements for real-time simulators is stable operation over a relatively
long time (several days) with various switching processes. Therefore, in the described
simulation conditions, the trapezoidal method cannot be used. An effective solution in
this case was the use of the AVIS method. The effect of using this method is visible in
Figure 10a,d, where after reducing the load on the secondary side of the transformer, the
simulation process is still stable. Obviously, the presented results for such a short time
do not provide grounds for a general conclusion about the stability of the simulation in a
relatively long time (several days). Therefore, the further part of this article presents the
results of real-time simulation in the long term for the power grid, including transformer.
Of course, the new AVIS method was used in these experiments.

4. Real-Time Simulator of a MV Power Line with a Wind Farm

4.1. Description of the Analyzed Case

The digital simulator is to map the operating states of the medium voltage power line,
which supplies the technological park with two main power connections. A Vestas V90
wind turbine (WT) with a rated power of 1.8 MW is also connected to this line. Only this
fragment of the MV power distribution network was considered, because its operation is
managed by the technology park. The diagram of the analyzed medium voltage distribution
line with a wind farm is shown in Figure 11.

Due to the experience in constructing real-time simulators at the Institute of Electrical
Engineering UTP University of Science and Technology in Bydgoszcz (Poland), a simulator
based on a personal computer was proposed. The simulator has implemented a mathe-
matical model of the power system based on the connection of electric multipoles. A new
method based on average voltages in the integration step (AVIS) was used to algebraize
differential equations. This problem was the main goal of the doctoral dissertation [6].

In this article, the attention is focused on the experimental demonstration that the
developed simulator based on a personal computer working under the MS Windows
operating system can work stably with a constant time step for a relatively long time
(several days), taking into account the switching and other processes taking place inside
the simulator and in its technical environment.

Figure 11. Diagram of the analyzed medium volatges distribution line with a wind farm.

The schematic diagram of the modeled wind turbine with the control system is shown
in Figure 12. The electrical part of a wind turbine (WT) consists of the following main
elements: a double-fed machine (DFIM); rotor side converter (RSC); mains side converter
(GSC); LC filter; three-winding block transformer (TB); the converter control system from
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the rotor side (RSC) and the converter control system from the network side (GSC). The
characteristics of the control system were taken from the literature [9,39].

Figure 12. Schematic diagram of a wind turbine with a control system.

An equivalent diagram of the analyzed fragment of the MV power distribution network
in the form of a connection system of electric multipole poles is shown in Figure 13. In this
way, seventeen structural elements were distinguished, the names of which are written
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directly in Figure 13. This diagram is the basis for the development of a mathematical
model of this power system.

Figure 13. Equivalent diagram of the analyzed power system with the use of multipoles.
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4.2. Mathematical Model of the Analyzed Network Fragment

The use of the AVIS method allows for a stable simulation of electrical systems in real
time with a relatively large time step (200 μs) while maintaining the appropriate accuracy
of the results [31–35]. The iterative Gauss–Seidel method was used to solve the system of
linear equations.

The basics of mathematical modeling of electrical systems using the above methods
are presented in detail in the article [31] by the authors of this article. With regard to
the power system considered here, the following structural elements are distinguished:
a double-fed induction machine (DFIM), a detailed model of which is presented in [31];
three-winding transformer; power electronic converter, the detailed model of which is
presented in [9,39,40] and the MV power line; three loads of electricity (LOAD_1, LOAD_2
and equivalent load) and a replacement energy source (replacement generator), detailed
models of which are presented in [31]. Overhead power lines are modeled in the form of
multipoles, where each phase of the line is modeled in the form of Π equivalent circuits
with longitudinal (resistance and inductance) and transverse (capacitance) parameters.
Electrical loads are also modeled in the form of multipoles where each phase is represented
by longitudinal parameters (resistance and inductance).

Due to the fact that the mathematical models of some elements of the analyzed network
fragment and the method of creating a mathematical model of the entire system have
already been published by the authors of this article (as mentioned above), they will
not be discussed here. In this section, only the mathematical model of a three-winding
three-phase transformer (BT in Figure 12) will be detailed. Earlier in the work [24], the
authors presented a mathematical model of a two-winding three-phase transformer that
takes into account the nonlinearity of the core magnetization characteristics.

Using the mathematical modeling convention presented in [31], Figure 14 shows
a diagram of a three-winding three-phase transformer as a structural element (eighteen-
pole device).

Figure 14. A diagram of a three-winding, three-phase transformer as an eighteen-pole device.

The three-winding, three-phase transformer consists of a three-column ferromagnetic
core; on each column, there is placed one upper voltage winding (phase indexes A, B, C)
and two lower voltage windings (phase indexes: a1, b1, c1 and a2, b2, c2, respectively).
When creating the mathematical model of the transformer, the losses in the core, nonlinear
magnetization characteristics and losses in structural elements were all taken into account.
A suitable schematic diagram for one phase of the transformer is shown in Figure 15.

303



Energies 2021, 14, 2327

Figure 15. Schematic diagram for one phase of the transformer.

The electric circuit of the modeled transformer is described by the following
matrix equation:

G · v(t) −R · ig(t) − Lσ ·
dig(t)

dt
− dψψψμ(t)

dt
= 0, (3)

where:

ψψψμ(t) =
[
ψμA(t) ψμB(t) ψμC(t)

ψμA(t)
n1

ψμB(t)
n1

ψμC(t)
n1

ψμA(t)
n2

ψμB(t)
n2

ψμC(t)
n2

]T

is a column matrix of the instantaneous values of the main magnetic field fluxes associated
with individual transformer windings,
R = diag(RA, RB, RC, Ra1, Rb1, Rc1, Ra2, Rb2, Rc2) is a diagonal matrix of transformer phase
winding resistance,

ig(t) =
[

iA(t) iB(t) iC(t) ia1(t) ib1(t) ic1(t) ia2(t) ib2(t) ic2(t)
]T

is a column
matrix of instantaneous currents flowing through the windings of individual transformer
phases,
Lσ = diag(LσA, LσB, LσC, Lσa1, Lσb1, Lσc1, Lσa2, Lσb2, Lσc2) is a diagonal matrix of the trans-
former phase winding dissipation inductance,

v(t) =
[

v1(t) v2(t) · · · v17(t) v18(t)
]T

is a column matrix of values of instantaneous
potentials of winding terminals of individual phases of upper and lower voltages,

G =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 −1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 −1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 −1 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −1 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 −1 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

n1 it is the transformer ratio of the phase voltage of the upper voltage winding and the
phase voltage of the first low voltage winding,
n2 it is the transformer ratio of the phase voltage of the upper voltage winding and the
phase voltage of the second low voltage winding,

The transformer core is made of a ferromagnetic material, which is characterized by a
magnetizing curve, showing the dependence of magnetic induction B on the strength of the
magnetic field H, B = f (H). This dependence is nonlinear because the relative magnetic
permeability of the material from which the transformer core is made is determined by a
nonlinear function μr = f (H). Consequently, the relationship between the main magnetic
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flux associated with the winding of the respective phase and the magnetizing current of
this phase is also nonlinear and corresponds to the following magnetizing characteristics:

ψψψμj

(
iμj

)
= a0j · iμj + a1j · atan

(
a2j · iμj

)
, (4)

where: j = A, B, C and a0j, a1j, a2j. These are the coefficients of the approximating function
that can be determined by carrying out the idling test.

Taking into account the magnetic characteristics of the main magnetic circuit (4), the
matrix Equation (3) can be written as

G · v(t) −R · ig(t) −
⎡⎢⎢⎢⎢⎢⎢⎢⎣

Lμd(iμ)
n−1

1 · Lμd(iμ)
n−1

2 · Lμd(iμ)

⎤⎥⎥⎥⎥⎥⎥⎥⎦ · diμ(t)
dt

= 0, (5)

where:
iμ(t) =

[
iμA(t) iμB(t) iμC(t)

]T
is a column matrix of instantaneous magnetizing cur-

rents for the respective phases,
Lμd(iμ) = diag

(
LμdA

(
iμA

)
, LμdB

(
iμB

)
, LμdC

(
iμC

))
is a matrix of dynamic magnetic induc-

tance of a ferromagnetic core
To simplify calculations, the matrix of dynamic magnetizing inductances in the

Equation (5) has been replaced by a matrix of static inductances, which is determined by
the formula:

Lμs(iμ) = diag
(
LμsA

(
iμA

)
, LμsB

(
iμB

)
, LμsC

(
iμC

))
= diag

⎛⎜⎜⎜⎜⎜⎜⎝ψμA
(
iμA

)
iμA

,
ψμB

(
iμB

)
iμB

,
ψμC

(
iμC

)
iμC

⎞⎟⎟⎟⎟⎟⎟⎠. (6)

The introduction of such a simplification enables finding an approximate solution
without solving nonlinear equations. After introducing static inductance, the equation
describing the electrical circuit of the modeled transformer takes the form of

G · v(t) −R · ig(t) −
⎡⎢⎢⎢⎢⎢⎢⎢⎣

Lμs(iμ)
n−1

1 · Lμs(iμ)
n−1

2 · Lμs(iμ)

⎤⎥⎥⎥⎥⎥⎥⎥⎦ · diμ(t)
dt

= 0. (7)

The full mathematical model of a three-winding, three-phase transformer requires
supplementing the matrix Equation (7) with equations describing the magnetic circuit. For
this purpose, a surrogate diagram of the magnetic circuit of the modeled transformer was
constructed, as shown in Figure 16.

Figure 16. Schematic diagram of the magnetic circuit of the modeled transformer.

In the magnetic circuit, in addition to the main magnetic field fluxes, an additional
magnetic flux is included, representing a part of the magnetic field that causes losses in the
transformer structural elements, e.g., tank, cover, beams, flat bars and screws.
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Using Kirchhoff’s laws, the following system of matrix equations was created:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
θθθ1 · iG(t) +θθθ2 · id1(t) +θθθ3 · id2(t) − iFe(t) − iμ(t) −Rμ0 ·ψμ0(t) ·

⎡⎢⎢⎢⎢⎢⎢⎢⎣
1
1
1

⎤⎥⎥⎥⎥⎥⎥⎥⎦ = 0

ψμ0(t) = ψμA(t) +ψμB(t) +ψμC(t)

, (8)

where:
iG(t) =

[
iA(t) iB(t) iC(t)

]T
is a column matrix of instantaneous currents flowing

through the upper voltage windings,

id1(t) =
[

ia1(t) ib1(t) ic1(t)
]T

is a column matrix of instantaneous currents flowing
through the windings of the first low voltage,

id2(t) =
[

ia2(t) ib2(t) ic2(t)
]T

is a column matrix of instantaneous currents flowing
through the windings of the second low voltage,

iFe(t) =
[

iFeA(t) iFeB(t) iFeC(t)
]T

is a column matrix of instantaneous currents causing
iron losses,
Rμ0 is a constant reluctance for reproducing losses in transformer structural elements,
ψμ0(t) it is a magnetic flux that represents the part of the magnetic field that causes losses
in structural components,

θθθ1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎦, θθθ2 =

⎡⎢⎢⎢⎢⎢⎢⎢⎣
n−1

1 0 0
0 n−1

1 0
0 0 n−1

1

⎤⎥⎥⎥⎥⎥⎥⎥⎦, θθθ3 =

⎡⎢⎢⎢⎢⎢⎢⎢⎣
n−1

2 0 0
0 n−1

2 0
0 0 n−1

2

⎤⎥⎥⎥⎥⎥⎥⎥⎦.
The current that causes iron losses is determined by the following relationship:

iFe(t) = θθθ4 · diμ(t)
dt

= diag

⎛⎜⎜⎜⎜⎜⎜⎝LμsA

(
iμA

)
RFeA

,
LμsB

(
iμB

)
RFeB

,
LμsC

(
iμC

)
RFeC

⎞⎟⎟⎟⎟⎟⎟⎠ · d
dt

⎡⎢⎢⎢⎢⎢⎢⎢⎣
iμA(t)
iμB(t)
iμC(t)

⎤⎥⎥⎥⎥⎥⎥⎥⎦, (9)

where: RFeA, RFeB, RFeC. These are the resistances reproductions of power losses in the iron
of a magnetic transformer circuit.

Integrating the matrix Equation (7) in the range from tn to tn+1, and then dividing
by Δt = tn+1 − tn and taking into account the formulas (14), (16), (20) and (21) in [31], this
equation takes the following form:

ΛΛΛ · ig(tn+1) +
1

Δt
·G · cv +ΠΠΠ − 1

Δt
·
⎡⎢⎢⎢⎢⎢⎢⎢⎣

Lμs(iμ(tn+1))
n−1

1 · Lμs(iμ(tn+1))

n−1
2 · Lμs(iμ(tn+1))

⎤⎥⎥⎥⎥⎥⎥⎥⎦ · iμ(tn+1) = 0, (10)

where:
ΛΛΛ = diag

(
−

( RA
m+1 + LσA

Δt

)
,−

( RB
m+1 + LσB

Δt

)
,−

( RC
m+1 +

LσC
Δt

)
,−

( Ra1
m+1 + Lσa1

Δt

)
,

−
( Rb1

m+1 + Lσb1
Δt

)
,−

( Rc1
m+1 +

Lσc1
Δt

)
,−

( Ra2
m+1 + Lσa2

Δt

)
,−

( Rb2
m+1 + Lσb2

Δt

)
,−

( Rc2
m+1 +

Lσc2
Δt

))
,

m is the number of terms included in the Taylor series in the mathematical description of
branch currents [31],

ΠΠΠ = − m
m+1 ·R · ig(tn) −∑m-1

k=1

(
Δtk·(m−k)

(k+1)!·(m+1) ·R · i
(k)
g (tn)

)
+ Lσ

Δt · ig(tn) +
1

Δt ·
⎡⎢⎢⎢⎢⎢⎢⎢⎣

Lμs(iμ(tn))
n−1

1 · Lμs(iμ(tn))

n−1
2 · Lμs(iμ(tn))

⎤⎥⎥⎥⎥⎥⎥⎥⎦ · iμ(tn).

By making the appropriate mathematical transformations of the above relationships,
you can write the formulas for the matrix ATr and BTr, that occur in the key form for the
applied method of mathematical modeling of the external matrix equation of the analyzed
transformer [31]:

iTr + ATr · cvTr + BTr = 0. (11)
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These matrices have the following forms:

ATr =

[
GTr
−GTr

]
(12)

and

BTr =

[
ΠΠΠTr
−ΠΠΠTr

]
, (13)

where:

GTr =
(
ΛΛΛ +ΥΥΥ(tn+1) ·ΞΞΞ−1

μ (tn+1) ·ΘΘΘ5
)−1 · 1

Δt ·G, ΥΥΥ(tn+1) =
1

Δt ·
⎡⎢⎢⎢⎢⎢⎢⎢⎣

Lμs(iμ(tn+1))
n−1

1 · Lμs(iμ(tn+1))

n−1
2 · Lμs(iμ(tn+1))

⎤⎥⎥⎥⎥⎥⎥⎥⎦,

ΞΞΞμ(tn+1) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ξA −Rμ0 · LμsB

(
iμB(tn+1)

)
−Rμ0 · LμsC

(
iμC(tn+1)

)
−Rμ0 · LμsA

(
iμA(tn+1)

)
ξB −Rμ0 · LμsC

(
iμC(tn+1)

)
−Rμ0 · LμsA

(
iμA(tn+1)

)
−Rμ0 · LμsB

(
iμB(tn+1)

)
ξC

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,
ξj = − (m+1)·Lμsj(iμj(tn+1))

RFej·Δt − 1−Rμ0 · Lμsj
(
iμj(tn+1)

)
, where j = A, B, C;

ΘΘΘ5 =
[
θθθ1 θθθ2 θθθ3

]
,

ΠΠΠTr =
(
ΛΛΛ +ΥΥΥ(tn+1) ·ΞΞΞ−1

μ (tn+1) ·ΘΘΘ5
)−1 ·

(
ΠΠΠ(tn) +ΥΥΥ(tn+1) ·ΞΞΞ−1

μ (tn+1) ·ΞΞΞ
)
,

ΞΞΞ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
m · iFeA(tn) +

∑m-1
k=1

(
Δtk·(m−k)
(k+1)! · i

(k)
FeA(tn)

)
+

(m+1)·LμsA(iμA(tn))
RFeA·Δt · iμA(tn)

m · iFeB(tn) +
∑m-1

k=1

(
Δtk·(m−k)
(k+1)! · i

(k)
FeB(tn)

)
+

(m+1)·LμsB(iμB(tn))
RFeB·Δt · iμB(tn)

m · iFeC(tn) +
∑m-1

k=1

(
Δtk·(m−k)
(k+1)! · i

(k)
FeC(tn)

)
+

(m+1)·LμsC(iμC(tn))
RFeC·Δt · iμC(tn)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

iTr(tn+1) =

⎡⎢⎢⎢⎢⎢⎢⎣
[

i1(tn+1) · · · i3(tn+1) i7(tn+1) · · · i9(tn+1) i13(tn+1) · · · i15(tn+1)
]T[

i4(tn+1) · · · i6(tn+1) i10(tn+1) · · · i12(tn+1) i16(tn+1) · · · i18(tn+1)
]T

⎤⎥⎥⎥⎥⎥⎥⎦,
cvTr(t) =

⎡⎢⎢⎢⎢⎣ tn+1∫
tn

v1(t) · dt
tn+1∫
tn

v2(t) · dt · · ·
tn+1∫
tn

v17(t) · dt
tn+1∫
tn

v18(t) · dt

⎤⎥⎥⎥⎥⎦
T

.

In order not to solve the system of nonlinear equations, the following algorithm of
magnetic field inductance induction prediction was applied in each phase for a moment tn+1:

• using the backward Euler method, a matrix of magnetizing currents is determined at
the end of the integration step,

• knowing the values of the column matrix of magnetizing currents at the moment tn+1
determines the magnetic inductance of the magnetic circuit in each phase.

The principle of conservation of energy in a magnetic field results in the principle
of magnetic flux continuity, which states that the products of current and inductance at
times tn and tn+1 should be equal. Determination of the magnetization inductance of the
ferromagnetic core in each phase at the moment tn+1 based on the above method may cause
this condition not to be met. Accordingly, based on the work [41,42] in the transformer
model, this problem has been approximately solved. The algorithm that takes into account
the continuity of the magnetic flux is as follows:

• the matrix of the current flowing through the transformer windings is calculated for
the time instant tn+1, using the Equation (11),

• for the magnetization inductance determined from the prediction described above, a
matrix of estimated magnetizing currents is calculated in each phase i∗μ(tn+1) using
the appropriately transformed upper relationship in the Equation (8),

• the estimated magnetization inductances in each phase are calculated using the formula

L∗μsj

(
i∗μj(tn+1)

)
=
ψμj

(
i∗
μj(tn+1)

)
i∗
μj(tn+1)

, where j = A, B, C,
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• the modified values of the magnetizing currents are calculated in each transformer
phase in a way that ensures meeting the conditions arising from the fact that the
products of current and inductance at times tn and tn+1 are equal,

• values of corrected magnetizing currents and magnetizing inductance in each phase
determined for time tn+1 are used in the next calculation step.

5. Experimental Studies of Real-Time Simulator Work

5.1. Description of the Experiment

Figure 17 is a schematic diagram of an experimental system that consists of a constructed
simulator working in real time with a model of a wind power network, an external real
system as an information source, e.g., about the current value of wind speed and a
professional analyzer of the network parameters (PQ-Box 100). This section presents
selected results of experiments that were the subject of research in the framework of a
doctoral dissertation [6].

The simulator working with real time was built on the basis of a personal computer
with an Intel six-core processor (Intel® CoreTM i7 970 type) with a clock frequency of
3.20 GHz with a 32-bit Microsoft Windows operating system. The system bus speed is
1600 MHz. The platform has RAM memory (4.00 GB DDR3).

Communication between the environment and the simulator is bidirectional, using
digital and analog signals. Advantech PCI-1712 card was used to introduce signals from
the environment (e.g., wind speed, power, voltage, current) into the simulator. It is a
multifunctional measuring card that allows the use of 16 analogue inputs and 16 digital
inputs or outputs. The card is equipped with one analog-to-digital converter working with
a resolution of 12 bits and a maximum sampling frequency of 1 MHz or 1 MS/s, which
depends on the number of used analog inputs.

Advantech PCI-1724 card was used to output signals from the simulator to the
environment (e.g., to terminals on the input signal strip of real controllers, protections). The
card allows to activate 32 output channels. Each channel has a digital-to-analog converter
working with a resolution of 14 bits in direct mode. This means that the sampling rate
depends on the performance of the digital platform used.

The application implementing the simulation process (mathematical model and
communication algorithms) was written using the C++ programming language. The
application has been written in such a way that provides real-time simulation. When the
application is launched, it receives the highest priority, which allows the application faster
access to memory or PCI bus (cards with A/D converter or with D/A converters). Giving
the application high priority partly solves the problem of proper allocation of resources
between individual tasks and protection of allocated resources. Unfortunately, a fully
satisfactory solution cannot be achieved using the Microsoft Windows operating system,
because the system does not allow full control over the allocation of resources between
individual tasks.

The experiment consisted of uninterrupted operation of the simulator during seven
days. During that time, the PQ-Box 100 analyzer was connected at the point of common
connection (PCC). To create real conditions for connecting the PQ-Box 100 analyzer to the
analog outputs of the simulator, voltage and current amplifiers were turned on. The task of
the amplifiers is to ensure the electrical compatibility of the simulator output circuits with
the external electrical circuits of the real systems. In this case, the amplifiers at the output
reproduce the secondary circuits of current and voltage transformers.

In the analysis of the work of the presented power system, the variability of wind
speed values and the load variability of three loads identified in the modeled system were
taken into account. Current values of wind speed were transmitted from the real external
system, whereas the active and reactive power profiles of the loads were set in the form of
appropriate schedules, entered into the simulator’s memory.

In addition, random event simulation scenarios were prepared, which are listed in
Table 3. These events were initiated in a mathematical model of the simulated system
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during the experiment. The quantum of the simulator operation time during the experiment
was 200 μs.

Figure 17. Diagram of the experimental system.

The purpose of experimental research was to verify the work stability of the developed
real-time simulator, taking into account the processes caused by the normal operation of
system components and including processes initiated by emergency events. The goal was
also to check the interaction with the environment and timeliness (verification whether the
simulator works with a fixed quantum of operation time).

Table 3. Schedule of random events of the power system operation.

Event Number Date and Time of the Event Duration of the Event Description

1 17.10.2018, 100 p.m. 0.2 s Short-circuit between L2 and L3 phases in LOAD_2

2 18.10.2018, 1000 a.m. 1.0 s Reduction of the supply voltage amplitude in the L1 phase
(up to 60% of the output voltage)

3 19.10.2018, 800 a.m. 0.2 s Short-circuit between L1 and L2 phases in LOAD_1

4 19.10.2018, 200 p.m. 0.15 s
Ground fault in the medium voltage line in phase L1. It
occurred at the connection point of the wind turbine to the
power grid

5 20.10.2018, 800 p.m. 0.15 s
Ground fault in the medium voltage line in phase L1. It
occurred at the connection point of LOAD_2 to the power
grid

6 21.10.2018, 700 p.m. 1.0 s Reduction of the supply voltage amplitude in all three
phases (up to 80% of the output voltage)

5.2. Test Results

After the experiment was completed, results were obtained that enable the analysis of
the simulator’s work. First, the voltage frequency at the measuring point was analyzed
during the experiment. The voltage frequency changes are shown in Figure 18. The average
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frequency value recorded by the network parameter analyzer is 50.0003 Hz. The recorded
voltage frequency values and the average value are proof that the developed simulator
is stable throughout the experiment and that the quantum of the simulator’s operation
time has been correctly selected. If the quantum of the simulator’s operation time was
incorrect (if it was too long, the simulator could not keep up with the calculations), as a
result of the simulator’s operation, deviations from the value of 50 Hz would be recorded.
A similar result would be obtained in the case of stability of the simulation. If there were
any problems with stability, then the voltage frequency deviations from 50 Hz would also
be recorded.

Figure 18. Frequency waveforms of the supply voltage during the experiment.

The course of effective values of phase-to-phase voltages in PCC is shown in Figure 19.
When analyzing the course, it can be observed that changes in voltage values are caused by
changing loads of three distinguished loads (active and reactive power profiles), changes
resulting from changing wind speed (wind turbine operation) and changes caused by
random events. Analyzing in detail the obtained waveforms and events recorded by the
analyzer, it is possible to distinguish characteristic operating states, which are marked in
Figure 19 by appropriate rectangles (red). The event numbers used in this figure correspond
to the numbering used in Table 3.

Figure 20 shows the phase-to-phase voltage variability (L1-L2) at the connection point
of the generating unit to the network, registered on 18 October 2018, taking into account
the variability of active load power in the analyzed MV distribution network and changes
in wind speed. Analyzing these waveforms, three characteristic states can be distinguished.
The first of them lasts from 000 to 600 hours. During this period, the load works with
relatively low power, while the wind turbine works with the rated power, because the wind
speed exceeds 14 m/s. Thus, the voltage variation in the network is caused by changing
values of load power, but to a relatively small extent.

The second state lasts from 600 to 1800 hours. During this period, the wind speed still
exceeds the value of 14 m/s, which means that the wind turbine still works at a rated power.
However, at around 600 a.m., there was a clear increase in load power, which causes a
decrease in the voltage value, which the analyzer registered. Further analyzing the voltage
waveform during this period, it can be seen that at approximately 1000 a.m., there was a
short-term voltage reduction to approximately 15.75 kV. This is due to the decrease in the
supply voltage amplitude in phase L1 planned in the scenario (Table 3) (Event no. 2).
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Figure 19. Waveforms of the effective value of phase-to-phase voltage in PCC during the experiment.

The third characteristic condition lasts from 600 p.m. to midnight. At this time,
characteristic fluctuations of the RMS voltage value in PCC can be observed, which are
caused by both load variability and wind turbine power variability, due to the fact that at
wind speeds below 14 m/s, the turbine power varies according to its characteristics (Vestas
V90). The slow voltage fluctuations, which are caused by the change in load power in the
network, are superimposed by fast voltage fluctuations caused by the wind turbine.

Figure 20. Waveforms of variation of the effective value of phase-to-phase voltage (L1-L2) in PCC
from 18 October 2018, including active load power profiles and wind speed profile.

In further analysis, selected fragments of current waveforms and power generated by
the wind turbine for MV distribution network (shown in Figures 21 and 22, respectively)
will be considered in detail. From current waveforms, it can be seen that the effective values
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of currents do not change when the generating unit is working with a constant power value
(wind speed higher than the rated speed for Vestas V90 is 14 m/s). In the periods from 16
October 2018 from midnight and 18 October 2018 from 800 a.m., the wind turbine generate
electricity with a nominal power of 1.8 MW.

Figure 21. Waveforms of effective currents in PCC during the experiment.

Figure 22. Active power generated by the generating unit during the experiment.

On 17.10.2018, the wind speed exceeded the maximum value for the operation of the
wind turbine (v > 25 m/s); therefore, it was turned off. Of course, the value of active power
decreased from 1.8 MW to 0 MW (Figure 22), and the effective current value decreased from
66.0 A to 4.0 A (Figure 21). Such changes have a large impact on the voltage value at the
node connecting the generating unit to the network (PCC) (Figure 19), as mentioned earlier.
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Figures 23 and 24 present waveforms of instantaneous voltages and currents recorded
by the PQ-Box during a phase-to-phase short circuit. Figure 23 shows the phase-to-phase
voltage waveforms at the generating unit connection node, while Figure 24 shows the
waveforms of the block transformer line currents during the phase-to-phase short-circuit
(between phases L1 and L2) in acceptance 1 (LOAD_1). The occurrence of a phase-to-phase
short circuit in LOAD_1 caused an increase in the wire current in the MV windings of
transforme of the generating unit in the L1 and L2 phases. Due to the relatively short fault
time, the drawings show the waveforms that characterize the entire process.

Figure 23. Waveforms of instantaneous phase-to-phase voltages values in PCC at the time of an
interphase short-circuit in LOAD_1 (short-circuit between phases L1 and L2).

Figure 24. Waveforms of instantaneous values of the line currents of the generating unit’s block
transformer at the moment of an inte-phase short-circuit in LOAD_1 (short-circuit between phases L1
and L2).

Figure 25 shows the time history of phase-to-phase voltages in PCC and the wire
currents of the wind turbine transformer on the MV side during normal operation (steady
state). The generating unit works with rated power. The phase shift between phase-to-phase
voltage and current is approximately 5/6π. The asynchronous ring machine works as a
generator. Analyzing the course, it can be observed that the quantum of the simulator
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operation time was correctly selected. This is evidenced by the fact that the frequency of
the presented signal is equal to 50 Hz.

Figure 25. Waveforms of instantaneous values of line voltages and currents of a block transformer of a
generating unit for normal operation (steady state, the generating unit worked with the rated power).

Finally, the option of automatically generating a report on the assessment of voltage
(electricity) quality at the connection point of the generating unit to the MV distribution
network was used, in accordance with the requirements of the PN-EN-50160 standard.
This report is presented graphically in Figure 26. The horizontal line corresponds to the
limit values for each parameter. Red bars are the parameter values that are not exceeded
for 95% of the measurement time; dark blue bars are the maximum value from the set of
values averaged during the measurement period. Analyzing the presented results, it can
be stated that the quality parameters of electricity in accordance with the standard are met
in the node connecting the generating unit to the MV network.

Figure 26. Final report on the assessment of voltage quality in PCC in accordance with PN-EN 50160.

6. Conclusions

The area of broadly understood real-time simulation is currently not fully developed.
In the last few years, many good books and publications on this topic have been written.
Limiting the applied methods of algebraizing differential equations in real-time simulators
to only two (backward Euler and trapezoidal rule), introduced to real-time simulation at

314



Energies 2021, 14, 2327

the end of the last century, resulted in a tendency to reduce the integration step in order
to maintain an appropriate level of accuracy of simulation results. This was considered
the only right path in the development of real-time simulation, arguing that a standard
personal computer is no longer sufficient for these applications. Work was developed
towards the application of DSP, programmable logic circuits and graphics processors. In
this regard, many researchers have obtained great results.

However, one should pay attention to the fact that in the future, the power industry
will focus on managing local parts of the power systems [43]. From this, the following
conclusions should be drawn:

• the demand for real-time simulators will increase, covering areas limited only to a part
of the power system, i.e., MV power distribution networks or even only to single (or
several) power lines,

• competitive solutions will be sought in terms of costs, both investment and
operating costs,

• solutions that are uncomplicated in terms of installation and operation will be sought.

This leads to the conclusion that real-time simulators based on personal computers
are going to be of great interest. This article and other work carried out at the Institute of
Electrical Engineering UTP University of Science and Technology in Bydgoszcz (Poland)
that are intended to meet the future expectations of conscious electricity users.

This article shows that:

• the use of the new AVIS method of algebraizing differential equations, which is
based on average voltages in the integration step, allows real-time simulation with a
large integration step of 0.2 ms in period of one week while maintaining appropriate
accuracy of results,

• the comparison of frequency responses in the RL system with three methods (the
known backward Euler and trapezoidal methods and the new AVIS method) in a
wide frequency range up to the Nyquist frequency 1

2·h = 0, 5 per unit showed that the
AVIS method practically does not introduce magnitude or phase error, which is an
advantage of this method over two others that are recommended by other authors,

• the effectiveness of the AVIS method allows for a “return” to real-time simulators
based on personal computers,

• the use of the AVIS method for real-time simulation with integration step of 0.2 ms of
a relatively complex power system (network fragment, three-winding transformer,
double-powered induction machine and control system), implemented in the classic
PC with classic operating system, allows for stable real-time simulations in a relatively
long time (continuously for seven days), taking into account changes and events inside
and outside the simulator.

It can also be stated that the real-time simulator solution proposed in this article, based
on a personal computer with a classic operating system, may be a competitive solution
to well-known commercial proposals. The advantage of this solution is definitely lower
cost. In addition to the advantages, there are also some disadvantages. Globally, the
disadvantage may be the limited size of the modeled power system. However, in the
context of the above-mentioned efforts to manage the operation of local area fragments of
power systems, this limitation is not necessarily a disadvantage. The disadvantage is the
limitation of the possibility of reproducing physical processes and phenomena occurring
inside power electronic converters. However, as shown in this article, in the analysis of
power networks, this should not be a problem (unless we are interested in the processes
inside the converter), because appropriate filters must be used anyway due to the quality
of electricity.
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Przegląd Elektrotechniczny 2011, 87, 51–56. (In Polish)

36. Plakhtyna, O.; Kutsyk, A.; Semeniuk, M. Real-Time Models of Electromechanical Power Systems, Based on the Method of Average
Voltages in Integration Step and Their Computer Application. Energies 2020, 13, 2263. [CrossRef]

37. Plakhtyna, O.; Kutsyk, A.; Semeniuk, M. An analysis of fault modes in an electrical power-generation system on a real-time
simulator with a real automatic excitation controller of a synchronous generator Elektrotehniski Vestnik/Electrotech. Rev. 2019, 86,
104–109.

38. Liu, J.; Wei, T.; Liu, J.; Wei, Z.; Hou, J.; Xiang, Z. Suppression of numerical oscillations in power system electromagnetic transient
simulation via 2S-DIRK method. In Proceedings of the 2016 IEEE PES Asia-Pacific Power and Energy Engineering Conference
(APPEEC), Xi’an, China, 25–28 October 2016; pp. 465–476.

39. Qaio, W. Dynamic modeling and control of double fed induction generators driven by wind turbines. In Proceedings of the
IEEE/PES Power Systems Conference and Exposition, Seattle, WA, USA, 20 March 2009.

40. Wu, G.; Lee, K.Y.; Young, W. Modeling and control of power conditioning system for grid-connected fuel cell power plant.
In Proceedings of the 2013 IEEE Power & Energy Society General Meeting, Vancouver, BC, Canada, 22–26 July 2013.

41. Ponick, B. Über den Einfluß der Hauptfeldsättigung auf Ausgleichsvorgänge elektrischer Antriebe und eine einfache Methode zu
ihrer Berücksichtigung. Archiv für Elektrotechnik 1993, 76, 369–376. [CrossRef]

42. Ronkowski, M. Circuits-Oriented Models of Electrical Machines for Simulation of Converter Systems; Gdansk University of Technology:
Gdansk, Poland, 1995.
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Abstract: Low frequency oscillations are the most easily occurring dynamic stability problem in the
power system. With the increasing capacity of power electronic equipment, the coupling coordination
of a synchronous generator and inverter in a low frequency range is worth to be studied further. This
paper analyzes the mechanism of the interaction between a normal active/reactive power control
grid-connected inverters and power regulation of a synchronous generator. Based on the mechanism,
the power system stabilizer built in the inverter is used to increase damping in low frequency range.
The small-signal model for electromagnetic torque interaction between the grid-connected inverters
and the generator is analyzed first. The small-signal model is the basis for the inverters to provide
damping with specific amplitude and phase. The additional damping torque control of the inverters
is realized through a built-in power system stabilizer. The fundamentals and the structure of a built-in
power system stabilizer are illustrated. The built-in power system stabilizer can be realized through
the active or reactive power control loop. The parameter design method is also proposed. With the
proposed model and suppression method, the inverters can provide a certain damping torque to
improve system stability. Finally, detailed system damping simulation results of the universal step
test verify that the analysis is valid and effective.

Keywords: low frequency damping; grid-connected inverter; power system stabilizer; power
electronics-based AC power system

1. Introduction

The power system has expanded and changed incessantly. There is a trend that
conventional power systems are expected to be replaced by next-generation power systems.
The grid-connected inverters are the crucial component that delivers renewable energy
and energy storage to the grid. The grid-connected inverter should play a more critical role
in the power system [1–6]. Due to the negative damping effect of the power system, the
phenomenon of low frequency oscillations (LFOs) often occurs on the transmission lines
with long distances, heavy loads or weak connections. The typical feature of low frequency
oscillation is power swing and low frequency ranging between 0.1 and 2.5 Hz. The power
regulation characteristic of inverter is different from that of synchronous generator. In
the same power grid, the power regulation of inverters affects the swing characteristics of
generator’s power angle. Obviously, the research of the influence mechanism of inverter
power regulation on generator torque, and the low frequency damping control is important
for the system stability.

There have been many studies on the low frequency damping control. The power
system stabilizer (PSS) in excitation system is used to generate the damping effect. The PSS
suppresses LFOs through controlling electromagnetic torque variation. PSS in excitation
system has been proved to be the most cost-effective damping control [7–10]. In power
electronics-based AC grid, the proportion of synchronous generator capacity decreases.
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The damping torque provided by the excitation system is not enough for LFOs suppression.
Some power electronic devices such like unified power flow controller (UPFC), static var
compensators (SVC), voltage source converter based high voltage direct current (VSC-
HVDC) are researched to suppress the LFOs. The power electronic equipment can increase
the system damping to inhibit oscillation [11–14]. References [15–19] analyze the impact of
VSC control parameters on power system stability based on small-signal stability analysis.
Reference [20] proposes a UPFC-based stabilizer that adopts a conventional PI controller
and a lead-lag controller to produce the damping effect. Because of the UPFC covers active
and reactive power controls with multiple time scales, the low frequency damping control
parameters of UPFC are hard to design for most working condition. References [21,22]
research the SVC with a damping controller. The damping control in SVC increases system
damping by reactive power control. The influence of SVC’s reactive power on generator is
limited by distance and area. Reference [23–26] proposes VSC-HVDC damping strategies.
These strategies are realized by adding angular velocity close loop control to the basic
control of inverter. The damping control and the normal inverter control both regulate the
active power. But the purpose of control is different. So, the two kinds of control are easy
to affect each other, and the parameters are hard to design. For the situation that the virtual
synchronous generator (VSG) control changes the regulation characteristic of inverter,
references [27,28] investigates extra damping control in the VSG control. The damping
capacity of inverter can not be fully utilized due to the limitation of virtual inertia control.

There are still some improvements as follows in the research of low frequency damping
control in power electronic based AC grid.

(1) The capacity proportion of the UPFC and SVC is small in the power system. The
damping effect of the UPFC and SVC is limited. The low frequency damping control
should focus on the grid-connected inverters which have large proportion.

(2) These stability analyses mainly focus on the inverter itself. The correlation with
generators in the power grid has not been considered enough. The influence of grid-
connected inverter with normal active/reactive power control on the electromagnetic
torque of the synchronous generator has little research. Using the mechanism of the
influence to improve the dynamic safety and stability of the power system has not been
fully considered.

(3) The different time scales controls are directly superimposed together in the invert-
ers based on existing research. Without the detailed model for the interaction between
inverters and generators, the control parameters are hard to set.

To improve the low frequency damping control and LFOs suppression, the main
contributions of this paper are as follows:

(1) This paper investigates how grid-connected inverter with normal active/reactive
power control influences the electromagnetic torque of the synchronous generator. The
small-signal model for the impact of the output of the grid-connected inverter on the elec-
tromagnetic torque of the synchronous generator is proposed. The damping torque analysis
is used to evaluate the effect of inverter on low frequency damping. The mechanism of
grid-connected inverter providing positive damping is found. That can also be suitable for
multi grid-connected inverters with same voltage and current control.

(2) The control time scale of the introduced damping control is adapted to the fre-
quency range of LFOs. It is independent of the original fast control of the inverter. The
method of introducing electromagnetic damping torque with built-in PSS to increase low
frequency damping is proposed. The structure and parameter design method is also pro-
posed. The additional electromagnetic damping control can be realized by the active power
control or reactive power control of the inverter. Because of most of the inverters in power
system output active power, the built-in PSS realized through the active power control
are taken as the object of analysis. That is different from the excitation system’s PSS. The
difference between traditional PSS in excitation system and the proposed built-in PSS in
inverter can be illustrated in Figure 1, where Vref is the terminal voltage control reference
value for excitation system, Vt is the terminal voltage value, Efd is the excitation voltage,
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Pref is the active power control reference value for inverter, P is the active power actual
value, Qref is the reactive power control reference value for inverter, Q is the reactive power
actual value, Gi-P(s) is the active power control, Gi-Q(s) is the reactive power control, G(s)
is the excitation control.

Gi-P(s)

Gi-Q(s)

Pref

P
Qref

Q

PW
M

VSC

Vref

Vt

traditional PSS

G(s)
Efd

G

build-in PSS

(a) (b)  
Figure 1. Traditional PSS in excitation system and the proposed built-in PSS in inverter. (a) Traditional PSS in excitation
system; (b) the proposed built-in PSS in inverter.

(3) To verify the above analysis, two-part simulation is used. One part is about
different damping torques’ effect on single grid-connected inverter. The different damping
torques are realized by using different parameters. The other part is about the effectiveness
of the built-in PSS for dual paralleled grid-connected inverters.

The rest of this paper is organized as follows. Section 2 derives a small-signal model
of the impact of the grid-connected inverter on electromagnetic torque of synchronous
generator. The influence of inverter output on damping torque is analyzed. Section 3
provides a design for built-in PSS based on the small signal model. Section 4 gives the
simulation result. The conclusions of this paper are presented in Section 5.

2. Modeling and Analysis

The study of the generator oscillation process shows that in most cases the generator
rotor oscillation is related to the mechanical inertia time constant. The electrical angular
velocity (Δω) and electrical acceleration (Δδ) are used to describe the oscillations. The
mechanical inertia time constant represents lower oscillation frequency and slower attenu-
ation [29]. So, in the study of the process related to rotor oscillation, the fast process can be
considered to be over. In the process of modelling, circuit impedance could be calculated
under the situation of the rated frequency of power grid.

The electromagnetic torque of synchronous generator is used to increase low frequency
damping because of its fast-changing characteristics. The power regulation of the grid-
connected inverters affects the electromagnetic torque of synchronous generator. So, the
influence of electromagnetic torque caused by inverter power regulation is the first problem
to be clarified.

2.1. System Description

Figure 2 depicts the structure of a typical structure of power electronics-based AC
power system. The power electronics-based AC power system has synchronous generators
and multi inverters. The inverters have a considerable proportion of the transformation
and consumption capacity in power grid. The normal control architecture of the inverter
controller is shown in Figure 3, where Pref is the d-axis control reference of active power,
Udcref is the d-axis control reference of DC voltage, Qref is the q-axis control reference
of reactive power, Uacref is the q-axis control reference of AC voltage, i2dref is the d-axis
reference current value of inverter, i2qref is the q-axis reference current value of inverter,
i2d is the d-axis current value of inverter, i2q is the q-axis current value of inverter, Ucd is
the d-axis component of system side voltage, Ucq is the q-axis component of system side
voltage, Δvd is the d-axis component variation of inverter side voltage, Δvq is the q-axis
component variation of inverter side voltage. Fo(s) is the outer-loop control function of the
inverter, F(s) is the inner-loop control function of the inverter.
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Figure 2. A typical set up of power electronics-based AC power system.

F(s)
Ucd

wL1i1q

i2dref

F(s)
Ucq

wL1i1d

i2qref

F0(s)

F0(s)

Pref/Udcref

P/Udc

Qref/Uacref
Q/Uac

vd

vq

id

iq VSC

Figure 3. The typical control structure of the inverter.

The multi-inverters shown in Figure 2 can be considered as a controllable voltage
source, connecting to the power grid with an LCL filter typically. The multi generators can
be equivalent as a voltage source with characteristics of synchronous generator. Figure 4 is
the equivalent two-port network of the system shown in Figure 2, where U is the voltage
of the generator, V is the voltage of the inverter, xs is the contact inductive reactance, x0
is the inductive reactance of load, r is the resistance of the load, x1 and x2 is the inductive
reactance of LCL filter for the inverter and yc is the admittance of LCL filter for the inverter.

r

yc

VU

xs

x0

x2 x1

i2i

Figure 4. Two-port network for simplified power electronics-based AC power system.

The loop circuit equation of two-port network is shown in the following:(
u
i

)
=

(
z11z′22 + z12z′32 z11z′23 + z12z′33
z21z′22 + z22z′32 z21z′23 + z22z′33

)(
v
i2

)
(1)
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where z11, z12, z21, z22 and z′22, z′23, z′32, z′33 are the impedance of two-port networks 1 and
2, respectively, i and i2 are the currents of the line connected with the generator and the
inverter, respectively.

Then, the current of the generator in dq synchronous frame is got as:{
id = y1ud + y2uq + y3vd + y4vq
iq = y5ud + y6uq + y7vd + y8vq

(2)

where y1~y6 represents the correlation impedance, vd is the d-axis component of inverter
side voltage, vq is the q-axis component of inverter side voltage, ud is the d-axis voltage of
the generator, uq is the q-axis voltage of generator.

2.2. System Modeling

Through Equation (2), the small-signal model of generator’s current and voltage is
derived as shown in Equation (3).⎧⎪⎪⎨

⎪⎪⎩
Δud = xqΔiq
Δuq = ΔE′

q − x′dΔid
Δid = y1Δud + y2Δuq + y3Δvd + y4Δvq
Δiq = y5Δud + y6Δuq + y7Δvd + y8Δvq

(3)

where x′d is the d-axis transient resistance of the generator, xq is the q-axis resistance of the
generator, id is the d-axis current of the generator, id is the q-axis current of generator, ud is
the d-axis voltage of the generator, uq is the q-axis voltage of generator, Eq is the internal
potential of the generator, Δ represents the micro change of electrical quantities.

The expression of Δid and Δiq could be derived by eliminating Δud and Δuq and
illustrated as Equation (4):{

Δid = Z1ΔE′
q + Z2Δvd + Z3Δvq

Δiq = Z4ΔE′
q + Z5Δvd + Z6Δvq

(4)

where Z1~Z6 are the admittance coefficient which are derived through Equation (3).
A series equation of electromagnetic relation of the generator is shown as the following

Equation (5) [7]: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

ud = xqiq
uq = Eq − (xd − x′d)id = E′

q − x′did
Me = udid + uqiq = EQiq
E′

q = EQ − (xq − x′d)id
dE′

q
dt = 1

T′
d0
(Ef d − Eq)

u2 = u2
d + u2

q

(5)

where E′
q is a hypothetical potential which is proportional to the flux of excitation system,

Me is the electromagnetic torque of the generator, EQ is hypothetical potential behind xq, Efd
is the excitation voltage, T’d0 is the time constant of the rotor when the stator is open-circuit.

The small-signal model of the generator is derived as:⎧⎪⎨
⎪⎩

ΔMe = iq0ΔE′
q + iq0(xq − x′d)Δid + EQ0Δiq

(1 + T′
d0s)ΔE′

q = ΔEf d − (xq − x′d)Δid
Δu = ud0

u0
xqΔiq +

uq0
u0

(ΔE′
q − x′dΔid)

(6)

where iq0 is the steady-state q-axis current of the generator, ud0 is the steady-state d-
axis voltage of the generator, uq0 is the steady-state q-axis voltage of the generator, u0 is
the steady-state voltage of the generator, EQ0 is the hypothetical steady-state potential
behind xq.
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The small-signal model of the synchronous generator with inverter’s voltage is derived
in Equation (7) by substituting Equation (4) of Δid and Δiq into Equation (6).⎧⎪⎪⎪⎨

⎪⎪⎪⎩
ΔMe = K1ΔE′

q + K2Δvd + K3Δvq

ΔE′
q = K4ΔEf d − K5Δvd − K6Δvq

Δu = K7ΔE′
q + K8Δvd + K9Δvq

ΔEf d = G(s)Δu

⎧⎨
⎩

K1 = iq0 + iq0(xq − x′d)Z1 − EQ0Z4
K2 = iq0(xq − x′d)Z2 + EQ0Z5
K3 = iq0(xq − x′d)Z3 + EQ0Z6⎧⎪⎨

⎪⎩
K4 = 1

1+(xq−x′d)Z1+T′
d0s

K5 = K4
(
xq − x′d

)
Z2

K6 = K4
(
xq − x′d)Z3

⎧⎪⎨
⎪⎩

K7 = ud0
u0

xqZ4 +
uq0
u0

− uq0
u0

x′dZ1

K8 = ud0
u0

xqZ5 − uq0
u0

x′dZ2

K9 = ud0
u0

xqZ6 − uq0
u0

x′dZ3

(7)

G(s) represents the transfer function of the excitation system.
Consider the inverter control shown in Figure 3, the block diagram of the small-signal

control model of the generator-inverter system can be obtained from the above analysis as
Figure 5.

K8

G(s) K4

K5

K6K9

K1

K3

K2

K7

Efd Me 

vq

F(s)

i2q

Ucq

wL1i2d

i2qref

vd

F(s)

i2d Ucd

wL1i2q

i2dref

F0(s)Pref/Udcref

P/Udc

F0(s)
Qref/Uacref

Q/Uac

Eq ́ 

Active power control of inverter

Reactive power control of inverter

Inverter’s impact  on electromagnetic torque of generator

 

Figure 5. The small-signal model of the inverter output and the generator electromagnetic torque.

According to the control block diagram and the superposition principle, the transfer
functions of ΔMe/ΔVd and ΔMe/ΔVq are obtained, respectively:⎧⎪⎪⎨

⎪⎪⎩
ΔMe
Δvd

= (K1K8−K2K7)GK4−K1K5+K2
1−K7GK4

ΔMe
Δvq

= (K1K9−K3K7)GK4−K1K6+K3
1−K7GK4

G(s) = ki+kps
s

(8)

where ki is the integral time constant, kp is the proportion coefficient.
The phase and amplitude difference between the output of the grid-connect inverter

and the electromagnetic torque of the synchronous generator can be calculated by Equation
(8). In this chapter, the small-signal model of the impact of the grid-connected inverter on
electromagnetic torque of synchronous generator in power electronics-based AC power
system has been deduced. The model reveals the relationship between the output power
of the inverter and the generator torque. The model is the analysis basis of using the
grid-connected inverter to increase low frequency damping.
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According to the classical power system theory, a torque can be decomposed into
two components, i.e., damping torque and synchronizing torque. The positive direction of
the damping torque is in phase with the angular frequency Δω. The positive direction of
the synchronizing torque is in phase with the angle Δδ. The influence of normal control
grid-connected inverter on low frequency damping mainly depends on the Δω direction
component of electromagnetic torque.

According to the Heffron-Philips model, the relationship between terminal voltage
and power angle can be present as Equation (9).⎧⎪⎨

⎪⎩
Δu = K5H−PΔδ + K6H−PΔE′

q

K5H−P = ud0
u0

xq
xq+xl

UL cos δ0 − uq0
u0

x′d
x′d+xl

UL sin δ0

K6H−P =
uq0
u0

xl
x′d+xl

(9)

where Δδ is the power angle deviation, K5H-P is the factor of Δδ in the Heffron-Philips
model, K6H-P is the factor of ΔEq

′ in Heffron-Philips model, xl is the line impedance and UL
is the voltage behind line impedance xl.

According to Equation (9), Δu occurs when there is a disturbance of power angle.
The variation of the active power of grid-connect inverter ΔP can be assumed to follow
Δu. Moreover, the regulation of active power in the inverter is in the opposite direction
of active power measurement variation. After a series of PI control, the phase of ΔMe
produced by grid-connect inverter lags the phase of -Δu. So, the torque phasor diagram
under oscillation can be shown in Figure 6, where Δu is the component related to power
angle, ΔMeD is the damping torque component of ΔMe, ΔMeS is the synchronizing torque
component of ΔMe, θM represents the phase difference from the phase of -Δu to the phase of
ΔMe. From Figure 6, it can be seen that the damping torque component of ΔMe is negative.
The negative damping reduces the damping of the system and makes it easier for the
appearance of LFOs.

 

u=K5H-P  - u 

Me MeD 

MeS 

M 

 

Figure 6. Torque phasor diagram during oscillation.

3. LFOs Suppression Strategy Using Inverter with Built-In PSS

3.1. The Control Structure of the Inverte with Built-In PSS

In order to increase low frequency damping, the grid-connected inverter needs to
increase the torque in the positive direction of the axis Δω to increase the damping torque.
An extra torque ΔT can be introduced to provide positive synchronizing torque in the
frequency range of LFOs. From Figure 4 and Equation (8), an additional control that
passes the lead-lag correction component and inverter control loop can be introduced
into the control loop of the grid-connected inverter to make the inverter produce positive
damping torque.

To introduce the positive direction of the axis Δω, the active power or electric angular
velocity on the interconnection line can be taken as the input of the additional control.
Active power or angular velocity signal is introduced into the grid-connected inverter to
produce positive damping, which is similar to the purpose of installing PSS on the excitation
system. So, the additional control in the grid-connected inverter can use the experience of
the structure of PSS to restrain LFOs. The grid-connected inverter is not willing to produce
additional torque due to the normal power regulation of the generator, which will affect
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its output capacity. Regarding the control structure of PSS2B, the acceleration power is
used as the input signal. After the acceleration power input signal passes through a series
of lead-lag components, the output phase is corrected to produce positive damping to
suppress LFOs.

The built-in PSS structure for grid-connected inverter and application in the system
is shown in Figure 7, where Pref is the d-axis control reference of active power, Udcref is
the d-axis control reference of DC voltage, Qref is the q-axis control reference of reactive
power, Uacref is the q-axis control reference of AC voltage. ω and Pe is the input signal,
TW1 is the time constant of the first DC block component for input signal ω, TW2 is the
time constant of the second DC block of input signal ω, TW3 is the time constant of the
first DC block of input signal Pe, TW4 is the time constant of the second DC block for input
signal Pe, KS2 is the gain coefficient of the integral component for input signal Pe, KS3 is a
composite coefficient, T6 is the time constant of the integral component for input signal
Pe, KS1 is gain coefficient of regulating component, T1 is the lead time constant of first
lead-lag component, T2 is the lead time constant of first lead-lag component, T3 is the lead
time constant of second lead-lag component, T4 is the lag time constant of second lead-lag
component, VBPSS is the output of PSS for grid-connected inverter, VBPSS_max is the upper
limit of VBPSS, VBPSS_min is the lower limit of VBPSS. VBPSS is superimposed on the control
target of the grid-connected inverter.

P
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Figure 7. PSS control structure for grid-connected inverter and application in the system. (a) System structure; (b)
superposition point of PSS output in the inverter control; (c) PSS control structure.

The additional electromagnetic torque is realized through the output of built-in PSS.
The output of built-in PSS can be added with the reference of active power or reactive power
in the control of grid-connected inverter. The superposition position is shown in Figure 7b,
where The Pref/Udcref or Qref/Uacref in Figure 7b can be selected as the superimposed point
according to the actual needs. When the grid-connected inverter output mainly active
power, the built-in PSS shall be superposed on the corresponding active power control loop.
When the grid-connected inverter output mainly reactive power, the built-in PSS shall
be superposed on the corresponding reactive power control loop. The inverter damping
torque control realized through active power control is different from the damping control
of PSS realized through reactive power control of the generator.
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3.2. Parameters Design Guidline for Built-In PSS

Different introduced extra torques have different damping effect. The angle between
extra torque ΔT and Δω axis and the amplitude of ΔT are the main factor determining
damping torque. For the parameter tuning of built-in PSS, the lead-lag component parame-
ters mainly determine the angle and Ks1 determines the amplitude.

Undamped natural oscillation angular velocity is taken as the compensation point.
The phase which the additional torque generated by built-in PSS lag to the input of the
lead-lag components can be calculated through Equation (8). Then the parameters of the
lead-lag components can be set according to the phase compensation demand. The other
parameters of the filters in built-in PSS can use the design method of PSS which is used in
excitation system.

As illustrated above, built-in PSS is superimposed on the reference of the outer-loop
control. The additional control torque of built-in PSS has passed the control function
Fo(s) and F(s). Then, the whole transfer function of additional torque of built-in PSS to
electromagnetic torque of generator is shown as Equation (10).⎧⎪⎨

⎪⎩
ΔMe

ΔωiPSS
= ΔMe

Δvd
· Fo(s) · F(s)

F0(s) = kpo + kio/s
F(s) = kpi + kii/s

(10)

where kpo is the proportion coefficient of the outer-loop control, kio is the integral time
constant of the outer-loop control, kpi is the proportion coefficient of the inner-loop control,
kii is the integral time constant of the inner-loop control.

According to the Heffron-Philips model, the undamped mechanical nature angular
velocity of the rotor can be obtained through Equation (11).{

ωn =
√

K1H−Pω0/TJ

K1H−P =
xq−xd

′
xd

′+xs
iq0u sin δ0 +

u cos δ0
xq+xs

EQ0
(11)

where ωn is the undamped mechanical nature angular velocity of the rotor, Δ0 is the steady
value of generator power-angle, ω0 is the rated angular velocity, and TJ is the inertia
constant of the generator.

When ωn has been calculated, the phase of the whole system at the undamped
mechanical nature angular velocity can be obtained through Equation (11). In order
to produce positive damping torque and synchronous torque, the phase of additional
damping torque should lead Δω with phase 0~40 degrees. Then, compensatory angle φx of
the lead-lag component of built-in PSS can be deduced.

The two lead-lag components of built-in PSS can adopt the same parameters. Then, T1
is equal to T3, T2 is equal to T4. As the inverter regulars very fast, the lag time constant
T2 is required to correspond with the speed. So, T2 can be determined by reference to the
regular time of inverter. The value of T1 can be obtained according to the requirement of
compensatory angle φx through Equation (12) as follow.

φx/2 = arctanT1ωn − arctanT2ωn (12)

When lead-lag component parameters are determined, KS1 can be determined by the
critical gain method. The equivalent amplification factor of built-in PSS can be defined as
AP, and its calculation formula is shown as Equation (13).

AP = Ks1

√
1 + T2

1
1 + T2

2
(13)
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4. Verification

The classic step test of the generator terminal voltage is used to test low frequency
damping. 5% step test of the generator terminal voltage is used in simulation and 3% step
test of the generator terminal voltage is used in experiment. The damping effect of the
built-in PSS can be observed in the process of the oscillation. The built-in PSS is a control
for damping torque. So, the damping mechanism for multi-inverters with built-in PSS is
same with the single inverter with built-in PSS. The simulation includes two parts. One
part is about the different damping effects of different parameters of the built-in PSS. The
other part is about the damping effects of dual paralleled grid-connected inverters with
different built-in PSS situations. The experiment of generator-inverter system is also carried
out to verify the damping control effect of the built-in PSS. The oscillation waveforms with
and without built-in PSS in setting conditions are compared. The inverter can produce
corresponding power oscillation which suppress the transmission power oscillation. The
correctness of the analysis above is verified by the simulation and experimental result.

4.1. System Description and Setting

Simulation results based on PSCAD are provided to verify the analysis of built-in PSS.
The simulation and experimental set up of a simplified power electronics-based AC power
system is established as Figure 8. The two simulation parts uses single inverter and two
paralleled inverters, respectively. The part with one inverter is used to verify the damping
effects with different built-in PSS parameters. The part with two inverters is used to verify
the damping effect of multi-inverters. The main parameters are shown in Table 1. The
voltage of DC source is set as 400 V.

Lx

inverter1

inverter2

Synchronous Generators

Grid-connected Inverters 

G

Load

AC BUS
L1L2

C

L1L2

C
Topology of Inverter

Filter

 

Figure 8. Simulation and experimental set up on PSCAD.

Table 1. Main parameters for simplified power electronics-based AC power system.

Parameters Values

system impedance Ls 0.1 mH

load
r 0.082 Ω

L0 0.082 mH

DC source Vdc 400 V
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Table 1. Cont.

Parameters Values

Generator

x′d 0.0361 Ω

xq 0.2238 Ω

T′
d0 3.55

id0 1093.7 A

iq0 1803.7 A

ud0 285.6726 V

uq0 117.17 V

u0 308.77 V

EQ0 361.96 V

Sbase 1 MVA

Utbase 20 kV

excitation system control
kp 100

ki 60

LCL filter

L1 0.2 mH

L2 0.04 mH

C 15 uF

Inverter control Fo(s)
kpo 4

kio 20

Inverter control F(s)
kpi 4

kii 100

4.2. Parameters Design

To make T1~T4 positive, the output of built-in PSS is multiplied by −1 before adding
to the reference value of active power control in this simulation, which results in a phase
shift of 180◦. According to the parameters of circuit and control function, the phase of ΔMe
lags the phase of ΔωBPSS about 0~90◦ in the frequency range of LFOs.

The output of built-in PSS is added with the output of d-axis control. The Pref and
Qref of the grid-connected inverter are set to be 0.4 MW and 0 MVar. According to the
parameters of circuit and control function, ωn can be calculated as 11.04 rad/s. From
Figure 9 the phase of ΔMe/ΔωBPSS at ωn can be got as 75.1◦.

Achieving ΔωBPSS leading ΔMe with 30◦, this paper set compensatory angle φx of
the lead-lag component of built-in PSS as 75◦. According to the regulation time of the
inverter, 0.01 can be taken as T2 value. T1 value can be derived through Equation (12). The
parameters of built-in PSS are shown in Table 2. For see more details of the influence of
built-in PSS, the limited output of built-in PSS is set quite lager as 20% of Pref. In the actual
project, the limit value should be according to the capacity of the inverter.

The bode diagram of ΔMe/ΔωBPSS with and without compensation is shown in
Figure 9. From the bode diagram, ΔωBPSS leads ΔMe 30 degree at the target frequency
of LFOs. As the Δω relevance vector is used as input, the phase of additional torque is
30 degrees lead of Δω axis.
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Figure 9. The bode diagram of ΔMe/ΔωBPSS with and without compensation.

Table 2. Parameters of built-in PSS of inverter.

Tw1 Tw2 Tw3 Tw4 T6 T7 M

2 2 2 2 0 10 5

N Ks2 Ks3 T8 T9 T1 T2

1 3.2 1 0.2 0.05 0.0868 0.01

T3 T4 Ks1 VBPSS_max VBPSS_max

0.0868 0.01 7.98 0.08 MW −0.08 MW

4.3. Damping Effects of Single Grid-Connected Inverter with Different Parameters

Case I is the situation that damping torques have same φx with different AP. Case II is
the situation that damping torques have same AP with different φx. The simulation results
are shown in Figure 10.

In case I compensatory angle φx of lead-lag component of built-in PSS is fixed as 75◦,
the damping torque diagram with different AP is shown in Figure 10a, where TBPSS0 is the
damping torque of built-in PSS without phase compensation, TBPSS1 is the damping torque
when Ks1 = 7.98, TBPSS2 is the damping torque when Ks1 = 6, TBPSS3 is the damping torque
when Ks1 = 4.

In case II AP of built-in PSS is fixed as 8.04, the damping torque diagram with different
φx is shown in Figure 10a. Where TBPSS0 is the damping torque of built-in PSS without
phase compensation, TBPSS1 is the damping torque when φx =65◦, TBPSS2 is the damping
torque when φx =75◦, TBPSS3 is the damping torque when φx = 85◦. Figure 10b shows
the active power of generator in both cases; Figure 10c shows output of built-in PSS with
various φx and AP; Figure 10d shows active power of grid-connected inverter in both cases;
Figure 10e shows reactive power of grid-connected inverter in both cases; Figure 10f shows
terminal voltage of generator in both cases.

For case I, from Figure 10b it can be seen that the bigger AP could produce lager
positive damping torque. For case II, from Figure 10b the closer to the Δω-axis could
produce a lager positive damping torque. From Figure 10c,d it can be seen that larger
output of the built-in PSS corresponds larger power fluctuation of inverter and lager
positive damping torque. With the appropriate setting of KS1 and φx, the system damping
can be increased. Under the action of built-in PSS, the active power fluctuation of inverter
provides positive damping to the system. The verification results are consistent with the
above theoretical analysis. Meanwhile, from Figure 10e,f, the damping regulation has little
influence on terminal voltage of generator. The reason for that is that the built-in PSS in
inverter is added to the active power control and the inverter adopts active and reactive
power decoupling control strategy.
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Figure 10. Simulation results of same φx with different AP (case I), same AP with different φx (case II). (a) Schematic
diagram of damping torque with different AP and φx; (b) active power of generator; (c) output of built-in PSS with various
φx and AP; (d) active power of grid-connected inverter; (e) reactive power of grid-connected inverter; (f) terminal voltage
of generator.
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4.4. Damping Effects of Dual Paralleled Grid-Connected Inverters

More capacity of inverters to influence the electromagnetic torque of generator can
present more damping effect. In this paper the situation of two inverters is taken as an
example of multi-inverters connected with synchronous generator.

When the load is fixed, the different numbers of grid-connected inverters is set to
realize the different distribution of active power between the inverter and the generator
in the system shown in Figure 8. Figure 11 is the simulation result of two parallel grid-
connected inverters system with different built-in PSS situations. The Pref of the grid-
connected inverter are set to be 0.4 MW and 0.2 MW, respectively. The Qref of the grid-
connected inverter are set to be 0 MVar. The built-in PSS in both inverters adopts Ks1 = 6
and same value as shown in Table 2 for the other parameters.

Three built-in PSS situations are simulated, case I: none of the inverters has built-in
PSS; case II: only the larger output inverter has built-in PSS; case III: both of the inverters
have built-in PSS. Figure 11a shows the fluctuation comparison of generator’s active power
under the three cases. From the figure it can be seen that better damping effect can be
get by more inverters with built-in PSS. Figure 11b shows the active power of the larger
output inverter under the three cases. Figure 11c shows the active power of the lower
output inverter under the three cases. Figure 11d shows the output of built-in PSS in the
inverters under the three cases. From Figure 11b–d, the active power fluctuation of the
larger inverter can be reduced when two inverters have damping effect. The increasing of
low frequency damping reduces the output of the built-in PSS of the inverter.
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Figure 11. Simulation results of two parallel grid-connected inverters system with different built-in PSS situations, case I:
none of the inverters has built-in PSS; case II: only the larger output inverter has built-in PSS; case III: both of the inverters
have built-in PSS. (a) Active power fluctuation comparison of generator under the three cases; (b) active power of the larger
output inverter under the three cases; (c) active power of the lower output inverter under the three cases; (d) output of
built-in PSS in the inverters under the three cases.

4.5. Experimental Results

The experimental platform is consisted of one synchronous generator, two inverters
and resistances. The structure of the system is same with the simulation system structure
as shown in Figure 8. The experimental platform is shown in Figure 12. The parameters of
the experimental platform are shown in Table 3. The two inverters all adopt same control
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and built-in PSS. The excitation system and the inverters use the same control parameters
as shown in Table 1.

 
 

 

(a) (b) (c) 

Figure 12. Experiment platform. (a) Synchronous generator; (b) inverter; (c) controller of the inverter.

Table 3. The parameters of the experimental platform.

Parameters Values

Generator

Sbase 30 kVA

Utbase 400 V

x’d 0.3556 pu

xq 1.0825 pu

T’d0 6.55

LCL filter
L1 0.2 mH

L2 0.04 mH

C 15 uF

load r 2.4 Ω

DC source Vdc 400 V

The parameters of built-in PSS are designed as the analysis above and shown in
Table 4.

Table 4. Parameters of built-in PSS of inverter for experiment.

Tw1 Tw2 Tw3 Tw4 T6 T7 M

2 2 2 2 0 10 5

N Ks2 Ks3 T8 T9 T1 T2

1 3.2 1 0.2 0.05 0.15 0.01

T3 T4 Ks1 VBPSS_max VBPSS_max

0.15 0.01 6.3 0.9 kW −0.9 kW

Three percent step of the generator terminal voltage test is used as the test condition.
The active power waveforms of the generator under the system with and without built-in
PSS are shown in Figure 13. To illustrate the damping effect of the built-in PSS with different
parameters, the waveform of with built-in PSS 1 uses the parameters in Table 4 and the
waveform of with built-in PSS 2 adopts the parameters in Table 4 except T1 = T3 = 0.16,
Ks1 = 7.3. The data of active power is recorded by controller of the inverter. The active
power waveforms are obtained by using data processing software to process the recorded
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data. From the comparison, the inverters with built-in PSS can increase the low frequency
damping. The low frequency damping can be controlled through the adjusting of the
parameters. The result is consistent with theoretical analysis above.

15.0 17.5 20.0 22.5 25.0 
27.5 

28.25 

29.0

30.25 

31.5 without built-in PSS with built-in PSS 1 with built-in PSS 2

t(s)

P(
kW

)

Figure 13. Active power waveform of the generator under the system with and without built-in PSS.

The oscillation information can be obtained through the input signals of the trans-
mission active power and angular velocity. The lead-lag component compensates the
phase shift caused by the power electronics-based AC grid. That makes the inverter can
provide the corresponding active power variation to suppress the oscillation. The simula-
tion and experimental result illustrate that the built-in PSS could increase low frequency
damping with the proposed parameters design. The simulation and experimental results
are consistent with the above theoretical analysis. The analysis is also suitable for multi
parallel grid-connected inverters system in the power grid with synchronous generator
characteristics.

5. Conclusions

Under the new situation that larger scale power electronics equipment and syn-
chronous generator coexist in the power grid, making inverter participate in low frequency
damping control is the key to enhancing system stability. In this paper, the low frequency
damping control for power electronics-based AC power system using inverters with
built-in PSS is analyzed. The model of the impact of the grid-connected inverter on the
electromagnetic torque of the synchronous generator is researched and proposed. The
model is the basis of increasing accurate positive low frequency damping torque through
the grid-connected inverter. The built-in PSS of the inverter is used to introduce additional
positive damping torque for the system. The structure of the built-in PSS is illustrated.
Angular velocity and active power are used as input signals. Through lead-lag components,
the built-in PSS makes inverter generate positive damping torque to increase low frequency
damping. The built-in PSS control can be superposition to active power control or reactive
power control loop of the inverter. The design method for the main parameter of built-in
PSS is also proposed. Finally, the correctness of the theoretical analysis and the effectiveness
of the built-in PSS is verified by the simulation and experiment.
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Abstract: The dynamics of power systems is often analyzed using real-time simulators. The basic
requirements of these simulators are the speed of obtaining the results and their accuracy. Known
algorithms (backward Euler or trapezoidal rule) used in real-time simulations force the integration
time step to be reduced to obtain the appropriate accuracy, which extends the time of obtaining
the results. The acceleration of obtaining the results is achieved by using parallel calculations.
The paper presents an algorithm for mathematical modeling of the dynamics of linear electrical
systems, which works stably with a relatively large integration time step and with accuracy much
better than other algorithms widely described in the literature. The algorithm takes into account
the possibility of using parallel calculations. The proposed algorithm combines the advantages of
known methods used in the analysis of electrical circuits, such as nodal analysis, multi-terminal
electrical component theory, and transient states analysis methods. However, the main advantage
over other algorithms is the use of the method based on average voltages in the integration step
(AVIS method). The attention was focused on the presentation of the scientifically acceptable general
principle offered to mathematical modeling of dynamics of linear electrical systems with parallel
computations. However, the evidence of its effective application in the analysis of the dynamics of
electric power and electromechanical systems was indicated in the works carried out by the team of
authors from the Institute of Electrical Engineering UTP University of Science and Technology in
Bydgoszcz (Poland).

Keywords: electrical system dynamics; power systems; dynamic behavior of power systems; power
system simulation; AVIS method

1. Introduction

Mathematical models of complex electric power and electromechanical systems for
transients simulation can be derived directly on the basis of mathematical descriptions
of physical phenomena occurring in the elements of these systems or on the basis of
equivalent diagrams containing the fundamental (ideal) elements of electrical circuits,
including: resistors, inductors, capacitors, and sources. From the transients analysis point
of view, the mathematical models consist of a set of first-order differential equations based
on Kirchhoff’s laws. This is a well-documented subject in electrical engineering texts.

The tensorial analysis of networks was developed in [1]. Rather than using nodes and
edges in graphs to describe the circuit topology, the developed circuit definition using the space
of the meshes was proposed. This approach was justified through topology considerations.

The application of efficient computational techniques to the solution of electromagnetic
transient problems in systems of any size and topology is the actual scientific problem.
The electric power system variables are continuous. The digital simulation is of course
discrete. The main task in digital simulation is still the development of suitable methods
for the solution of the differential and algebraic equations at discrete points. The diagram
presented in Figure 1 shows the place of one-step integration methods in the analysis of
the dynamics of electrical systems. The following publications were listed there: basic
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Dommel’s book [2], EMTP Theory Book [3], Araujo’s Ph.D. thesis [4], Marti’s publication [5]
and Crow’s book [6].

Figure 1. The place of one-step integration methods in the analysis of the dynamics of electrical systems.

The selection of an integration method and an algorithm is, in particular for the real-
time mathematical modeling, an important and current scientific problem. The integration
method for real-time simulation must be numerically stable, computationally efficient, and
accurate enough for practical purposes.

The book [7] can be distinguished especially in the area of the parallel calculation
in the real-time simulation of power system dynamics. The book [8] has a chapter on
real-time simulation. A number of Ph.D. Thesis on real-time simulation were carried out,
including [9–11].

The use of parallel calculations can significantly reduce the computation time. It is
especially important in the case of real-time simulation and also simulation realized faster
than real time (for example, the prediction of power system operating states). Real-time
systems are widely used in the simulation of complex electric circuits [12]. In these kinds of
systems, calculations for the given iteration of the discrete mathematical model of electrical
system have to be done in the given integration time step [13]. This is an indispensable
condition to be met with the requirements related to operation in real-time. Extracting
individual processes is not a trivial problem. This subject in relation to electrical systems
has been discussed in the literature. Methods such as wave relaxation [14] and domain
decomposition [15,16] were used here. The main issue that occurs in the first case is the
lack of guaranteed convergence for a general electric circuit. This caused the inhibition of
using this method in simulating software of electrical systems. Scalability for algorithms
based on the domain decomposition method is strictly limited in the case of increasing
numbers of interface variables between extracted parts of the equation system [17].

The explanation of the parallelization of long-running power system simulations using
existing desktop computer technology is presented in the book [7]. The topic of partitioning
and evaluating runtime as a power system model with partitioned numerous times was
discussed in this book. This book provides a fresh perspective on power system simulation
to embrace multicore technology, including, among others: the power system model,
time domain simulation, discretization, power apparatus models, network formulation,
partitioning, and multithreading. In the topic of interest to us, from the point of view of this
paper, tunable integration and root-matching were used in the book [7]. Tunable integration
was used for stand-alone electrical branches and control blocks, and root-matching was
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used for electrical branch pairs. Let us pay attention to a certain context of the solution
proposed in this book. The choice of integration method typically depends on which power
apparatus is included in the model. For example, the trapezoidal rule is recommended
for networks where the voltages and currents are expected to be sinusoidal; the backward
Euler method is recommended for networks where the voltages and currents are expected
to be piecewise linear such as when power converters are present. Tunable integration was
defined in [8], and it is an effective approach that benefits from the accuracy of trapezoidal
integration and the stability of backward Euler integration. Therefore, it is expedient to
look for new integration methods that will avoid the use of the tunable integration.

The answer to these problems is the new numerical one-step integration method
and the resulting new mathematical models and new simulation algorithms that are used
in the research carried out at the Institute of Electrical Engineering UTP University of
Science and Technology in Bydgoszcz (Poland). Previously, no one wrote about this
method, mathematical models, and algorithms in any of the above-mentioned publications.
The essence of the new method is the use of the numerical discretization of electrical
circuit equations, formulated for average voltage values [18]. The proposed method was
successfully developed and used by the authors from IEE UTP for issues related to the
analysis of complex power systems [19–22]. A survey of power systems analysis programs
presented above did not mention the method based on average voltages in the integration
step (AVIS method) even once.

The goal of this paper was the presentation of the scientifically acceptable general
method for the mathematical modeling of the dynamics of linear electrical systems using
parallel calculations. The new method for the mathematical modeling has an advantage
over others known from the literature in that it allows for a stable simulation with a
relatively large integration time step without losing the accuracy of the results. The original
contributions of the author of this paper were the method of determining the areas of
application of the proposed integration method, in which it has an advantage over other
methods and the theory of mathematical modeling of dynamics of linear electrical systems
using parallel calculations.

The organization of the article is as follows: (1) we present in detail the derivation
and physical basis of the mathematical models of individual structural elements and the
mathematical model of the generalized electrical system; (2) we present the method of
separating the fragments of the mathematical model of the generalized electrical system
into computational threads that can be implemented in parallel; and (3) we present, on a
relatively simple example, the application of the mathematical modeling method proposed
in this paper.

Section 1 of this paper presents the Introduction, which justifies the need to search for
effective methods of the mathematical modeling of complex electrical systems, especially
those that are to be used in real-time simulators. It has been shown that not everything
is solved today in the area of the real-time simulation of the dynamics of power systems.
The search for new stable simulation methods with a relatively large integration time step
without losing the accuracy of the results is a current issue from the scientific point of
view. The ability to perform computations in parallel is a way to speed up computation as
expected in a real-time simulation. Section 2 defines the generalized electrical system and
provides the basic terms and definitions used in the proposed method for the mathematical
modeling of electrical systems. Mathematical relationships between physical quantities
characteristic of a generalized electrical system are also presented. The mathematical model
of the generalized branch of the electric circuit, based on the AVIS method, is presented
in Section 3. The mathematical model of the generalized branch of the electric circuit
was used to create mathematical models of the interconnecting structural elements, in
which the terminals of the branches extend outside the structural element (a multi-term
element). The advantage of the applied integration method (AVIS method) over others
(backward Euler and trapezoidal rule) recommended in the literature is demonstrated in
Section 4. The derivation and physical justification of the mathematical models of structural
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elements with any internal structure are presented in Section 5. The mathematical basis
for aggregating three structural elements into one equivalent element is presented in
the Section 6. This is an example of the aggregation of multiple structural elements for
which the external characteristics are known (the internal structure of the element does not
have to be known) into one equivalent structural element. This manner is often used in
modeling complex power structures. The mathematical bases and physical justifications
presented in Sections 2, 3, 5, and 6 form the basis of the formulation of the algorithm of
the mathematical modeling of linear electrical systems with parallel calculations. This
algorithm is presented in Section 7. In Section 8, on a very simple example, the practical
application of the algorithm resulting from the method proposed in this paper is shown.
The conclusions are at the end of the paper.

The paper does not provide the implementation of the proposed method in a specific
hardware solution of the simulator. A detailed description of the implementation of the
proposed mathematical modeling method of electrical systems, due to its specificity (PC,
DSP, FPGA, GPU), is beyond the scope of this paper.

2. Basic Terms and Definitions

The concept of a generalized electrical system is introduced here. Any electrical system
consists of all of the elements needed to generate, distribute, and consume electrical energy.
This system can be simplified as shown in Figure 2.

Figure 2. Schematic diagram of a generalized electrical system.

Definition 1. A generalized electrical system is an abstract object, consisting of abstract elements,
that is characterized by suitable physical (electrical) and mathematically exact relationships among
these elements.

The word “abstract” is understood in the sense of being a product of abstraction.
That is, extracting characteristics or relations, i.e., formal relationships in a real object or
event, or in a set of objects or events.

Generalized electrical system can be interpreted as the connection of n multi-terminal
elements (E1, E2, . . . , Ek, . . . , En) in ζ + 1 nodes (0, 1, 2, 3, . . . , ζ), as shown for example in
Figure 2.

Physical (electrical) relationships, resulting directly from Definition 1, imply identify-
ing physical quantities characteristic of nodes (black points in Figure 2) of this generalized
electrical system as electric potentials. An electric potential of one of the nodes is taken as

340



Energies 2021, 14, 2930

a reference (v0 = 0). Based on that, it is possible to introduce the vector of node electric
potentials of the generalized electrical system, as follows:

vS =
[

v1 v2 v3 . . . vζ

]T, (1)

where vS is the vector of the node electric potentials of the generalized electrical system,
vx is the electric potential of node x (where: x = 1, 2, 3, . . . , ζ), and the symbol “T” in the
superscript of the matrix notation means the transposition operation.

The essence of the new method of the integration of differential equations, which will
be presented in detail in the next section, is to write down the equations for the average
voltages in the integration step. Hence, in the mathematical models, the matrix of average
electric potentials is used. Thus, the vector of average electric potentials in the integration
step h for discrete time tn has the following form:

χS(tn) =
[

χ1(tn) χ2(tn) χ3(tn) . . . χζ(tn)
]T, (2)

where χx(tn) =
1
h · ∫ tn

tn−1
vx(t)dt is the average electric potentials in the integration step of

node x (where: x = 1, 2, 3, . . . , ζ and h = tn − tn−1).
Electrical systems naturally consist of separate multi-terminal elements interconnected

with each other. Alternatively, it is also possible to carry out artificial extraction (decompo-
sition) of the electrical system on the separate elements. Separate elements can be called
structural elements of the analyzed electrical system (structural elements).

Definition 2. The poles of each separate multi-terminal element (structural element) are the
terminals (nodes) of this element that are available outside and allow direct electrical connection
with other elements.

These multi-terminal elements (structural elements) are known from electrical circuit
theory as electric multipoles. Multipoles are introduced as elements with ordered external
terminals (poles) consisting of a network and a family of terminal classes. The terminal
classes are disjoint subsets of the node set of the corresponding network [23]. The rest of
the nodes (after extraction of poles) in the structure of each structural element are named
internal nodes of this element. Each structural element Ek in the general case is composed
of g number of branches that are interconnected with each other. The branch is a set of
interconnected ideal elements of electric circuits, which has only two terminals on the
outside. Branches of the structural element Ek are interconnected in ξEk number of poles
(see Figure 2) and w number of internal nodes. Two vectors of external physical quantities
are introduced for each structural element Ek, as follows:

vEk =
[

v1Ek v2Ek . . . vαEk . . . vξEk
]T, (3)

iEk =
[

i1Ek i2Ek . . . iαEk . . . iξEk
]T, (4)

where vEk and iEk are the vectors of the node (pole) potentials and currents of the external
branches of structural element Ek (current directions in external branches of the structural
elements are always oriented from inside the elements to the poles) and vxEk and ixEk are
the electric potential of pole x and the current of the branch with pole x (where x = 1, 2, . . . ,
α, . . . , ξ) of structural element Ek (see Figure 2), respectively.

We consistently introduce the vector of average electric potentials of poles of structural
element Ek in the integration step for discrete time tn, as follows:

χEk(tn) =
[

χ1Ek(tn) χ2Ek(tn) . . . χαEk(tn) . . . χξEk(tn)
]T, (5)

where χxEk(tn) =
1
h · ∫ tn

tn−1
vxEk(t)dt is the average electric potentials in the integration step

of pole x of structural element Ek (where: x = 1, 2, . . . , α, . . . , ξ).
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Definition 3. The external equation of the structural element is an equation in the following form
(formulated for element Ek):

iEk + AEk · χEk + BEk = 0. (6)

Equation (6) is composed of matrices for which AEk is a square matrix of size ξEk× ξEk
and BEk is the column matrix with ξEk number of elements. Those matrices are described
by parameters and physical quantities, which occur inside structural element Ek. The
methods of the calculations of those matrices elements are introduced in next parts of
this paper.

Dependencies between the pole potentials of structural element Ek and the nodal
potentials of the analyzed electric system are described by equation:

vEk = CT
Ek · vS, (7)

where CEk is the incidence matrix of structural element Ek.
The same relationship is valid for the average pole potentials of the structural ele-

ment Ek (Equation (5)) and the average nodal potentials of the analyzed electric system
(Equation (2)), as follows:

χEk = CT
Ek · χS. (8)

Definition 4. The incidence matrix of the structural element is a matrix in which the number of
rows is equal to the number (ζ) of independent nodes of the generalized electrical system and the
column number is equal to the number (ξ) of poles of this structural element. The matrix element
upon crossing the individual row and individual column is equal to one if the node with the number
the same as the number of the row is connected to the pole with the number the same as the column
number. In other cases, the matrix element is equal to zero.

Based on Kirchhoff’s current law for all independent nodes of the generalized system,
the equation was obtained:

n

∑
k=1

(CEk · iEk) = 0. (9)

Substituting vectors of external branches’ currents determined from Equation (6) for
each structural element into Equation (9) and taking into account Equation (8), we obtained
the equation:

AS · χS + BS = 0, (10)

where:

AS =
n

∑
k=1

(CEk · AEk · CT
Ek) and BS =

n

∑
k=1

(CEk · BEk). (11)

From Equation (11), it follows that the size of the matrix AS is ζ × ζ, and matrix BS
has ζ number of elements.

Taking into account Definition 2, which is related to the poles of structural element Ek,
for the internal nodes (1, 2, ..., w) of this element, a vector of internal nodal potentials is
written in the form of:

viEk =
[

v1iEk v2iEk . . . vwiEk
]T, (12)

where viEk is the vector of internal nodes potentials of structural element Ek (the symbol “i”
indicates that it is about the internal value of the element) and vxiEk is an electric potential
of internal node x (where: x = 1, 2, . . . , w) of structural element Ek.

We consistently introduce for the internal nodes (1, 2, ..., w) of structural element Ek a
vector of internal nodal average potentials, in the following form:

χiEk(tn) =
[

χ1iEk(tn) χ2iEk(tn) . . . χwiEk(tn)
]T, (13)
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where χxiEk(tn) =
1
h ·
∫ tn

tn−1
vxiEk(t)dt is the average electric potentials in the integration step

of internal node x (where: x = 1, 2, . . . , w).
For each branch (g) of structural element Ek, the branch’s voltages (as the differ-

ences of the electric potentials of the respective nodes of the branch) are written in the
following vector:

vbEk =
[

v1bEk v2bEk v3bEk . . . vgbEk
]T, (14)

where vbEk is the vector of the branch’s voltages of structural element Ek (the symbol “b”
indicates that it is about the branches of the element) and vxbEk is a voltage of branch x
(where: x = 1, 2, . . . , g) of structural element Ek.

We consistently introduce for each branch (g) of structural element Ek the branch’s
average voltages in integration step (as the differences of the average electric potentials of
the respective nodes of the branch) the following form:

χbEk(tn) =
[

χ1bEk(tn) χ2bEk(tn) χ3bEk(tn) . . . χgbEk(tn)
]T, (15)

where χxbEk(tn) =
1
h · ∫ tn

tn−1
vxbEk(t)dt is the branch’s average voltages in integration step of

branches x (where: x = 1, 2, 3, . . . , g).
The relation between the vector of branch voltages (14) and the vector of internal

nodal potentials (12), as well as the vector potential of poles (3) of structural element Ek is
given in the following equation:

vbEk = MT
iEk · viEk + MT

pEk · vEk, (16)

where MiEk is the incidence matrix for internal nodes of structural element Ek and MpEk is
the incidence matrix for poles of structural element Ek.

The same relationship is valid for average voltages and electric potentials in the
integration step, as follows:

χbEk = MT
iEk · χiEk + MT

pEk · χEk. (17)

Definition 5. The incidence matrix for internal nodes of the structural element is a matrix in
which the number of rows is equal to the number of internal nodes (w) and the column number is
equal to the number of its branches (g). The matrix element in the n-th row and the m-th column is
equal to: 0 if the terminals of the m-th branch are not connected with the n-th node, or −1 if the
terminal of the m-th branch to which the branch current is supplied is connected to the n-th node,
or 1 if the terminal of the m-th branch, from which the branch current flows, is connected to the
n-th node.

Definition 6. The incidence matrix for poles of the structural element is a matrix in which the
number of rows is equal to the number of poles (ξk) and the column number is equal to the number
of its branches (g). The matrix element in the n-th row and the m-th column is equal to: 0 if the
terminal of the m-th branch is not connected with the n-th pole, or −1 if the terminal of the m-th
branch to which the branch current is supplied is connected to the n-th pole, or 1 if the terminal of
the m-th branch, from which the branch current flows, is connected to the n-th pole.

Similar to the case of branch average voltages (15), also for each branch (g) of structural
element Ek, branch currents are written in the following vector:

ibEk =
[

i1bEk i2bEk i3bEk . . . igbEk
]T, (18)

where ibEk is the vector of the branch currents of structural element Ek (the symbol “b”
indicates that it is about the branches of the element) and ixbEk is a current of branch x
(where: x = 1, 2, . . . , g) of structural element Ek.
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Therefore, for structural element Ek treated as an element of the generalized electric
system, we can write the following matrix equations:

MiEk · ibEk = 0, (19)

iEk = −MpEk · ibEk, (20)

ibEk = f(χbEk). (21)

Formula (21) is a characteristic of the individual branches as a vector relationship
between current and average voltage.

Definition 7. The state equation system of the structural element is created using the following
Equations (17) and (19)–(21).

The solution of the state equation system of structural element Ek is a set of values of
the following vectors: χiEk, ibEk, and χbEk, which meets all of the equations and describes
the state of this structural element at given excitations, in this case the average values of
the potentials of the poles of this element (matrix χEk).

Definition 8. The structural element, the branches of which are described by the linear current–
average voltage characteristic (21), is the linear structural element.

3. External Equation of the Generalized Linear Branch (Associated with the
AVIS Method)

The generalized linear ε-th branch of the electric circuit of the k-th structural element
is treated as a set of ideal elements connected with each other: independent voltage source,
independent current source, inductor, resistor, and capacitor. Outside of this set, only two
terminals are available (Figure 3).

Figure 3. The generalized linear branch of the electric circuit.

Resistance Rε of the resistor, inductance Lε of the inductor, and capacitance Cε of the
capacitor are known. The source values of vε(t) and iε(t) are given in the forms of known
analytical functions, e.g., in the following sinusoidal forms:

vε(t) = Um · sin(ω · t + ψu) and iε(t) = Im · sin(ω · t + ψi), (22)

where amplitudes Um, Im, initial phases ψu, ψi, and pulsation ω are known.
Based on [18] (for m = 1), for the ε-th branch of the k-th structural element, we can write

the current–average voltage characteristics of the generalized linear branch, as follows:

iεbEk(tn) = αε · χεbEk + βε, (23)

where:

αε =

(
Rε

2
+

Lε

h
+

h
6 · Cε

)−1

, (24)
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βε = αε ·
{

1
h
·
∫ tn

tn−1

vε(t)dt +
Rε

h
·
∫ tn

tn−1

iε(t)dt −
(

Rε

2
− Lε

h
+

h
3 · Cε

)
· iεbEk(tn−1)+

− vCε(tn−1) +

(
Lε

h
+

h
6 · Cε

)
· iε(tn)−

(
Lε

h
− h

3 · Cε

)
· iε(tn−1)

}
, (25)

and

vCε(tn) = vCε(tn−1) +
h

2 · Cε
· iεbEk(tn) +

h
2 · Cε

· iεbEk(tn−1)− 1
Cε

·
∫ tn

tn−1

iε(t)dt. (26)

4. Accuracy of the Integration Rules

The formulas for the AVIS method, presented in Section 3, and the commonly known
formulas for the backward Euler and trapezoidal methods are the basis for assessing the
accuracy of these integration methods. It should be noted here that we were interested
in the integration methods proposed for real-time simulation. Therefore, many different
integration methods used in the general approach to mathematical modeling of electrical
systems were omitted here (this will be the subject of other publications).

For the purposes of this paper, the accuracy of an integration rule was assessed by
considering its frequency response [3,5,9,24]. The frequency response of the integration
for three rules in the discrete-time system H(z) was compared with the exact frequency
response of an integrator in the continuous-time system H(s). Additionally, the results
of the frequency responses comparison are illustrated with example waveforms for the
selected branch of the electrical circuit.

For example, we considered the branch consisting of the following elements connected
in series: a resistor, an inductor, and a capacitor, with the known parameters, respectively:
resistance R, inductance L, and capacitance C. The branch was powered by a sinusoidal
voltage source v(t) = Vm · sin(2 · π · f). Taking the supplying voltage as the input and
the current as the output, H(z) is the transfer function of the discrete time system, where
z = ej·2·π·f·h (h is integration time step). Applying the above-mentioned three numerical
integration methods to the integrator, appropriate transfer functions H(z) were determined,
which are listed in Table 1.

Table 1. Discrete-time transfer function H(z) for the integration rules.

Integration Rule Transfer Function H(z)

Backward Euler 1
R+ L

h · z−1
z + h

C · z
z−1

Trapezoidal z+1
R·(z+1)+ 2·L

h ·(z−1)+ h
2·C ·(z+ 4·z

z−1+1)

AVIS First Order
1−z

2·π·f·h ·
z−cos(2·π·f·h)

sin(2·π·f·h)
R
2 ·(z+1)+ L

h ·(z−1)+ h
6·C · z2+4·z+1

z−1

The transfer function H(s) of the consideration continuous-time system equals 1
R+s·L+ 1

s·C
.

Figures 4 and 5 show the accuracy as a function of frequency for the integration
rules in Table 1 with the parameters presented in Table 2. Two sets of data were adopted,
labeled as (1) and (2), respectively. The frequency axis is labeled in units of 1

h

(
fpu = f · h

)
up to the Nyquist frequency 1

2·h = 0.5.
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Table 2. Parameters of the considered branch of the electrical circuit.

Parameter Vm R L C

Value of parameter (1) 320 V 100 Ω 300 mH 300 nF
Value of parameter (2) 320 V 10.0 Ω 150 mH 10.0 μF

Figure 4. Magnitude ratio of the frequency response of the integration rules (h = 0.2 ms).

Figure 5. Phase ratio of the frequency response of the integration rules (h = 0.2 ms).

The “teeth” visible in the figures appear near the resonance frequencies (531 Hz for the
first set and 130 Hz for the second set). The plots in Figure 4 show that the AVIS method
gave very accurate magnitude responses for frequencies in the whole considered range.
In addition, the AVIS method produced no phase distortion (excluding frequencies close to
the resonance frequency for the first data set). This is clearly visible in the plots in Figure 5.
The AVIS method was the best for the two sets of parameters considered here.

Figure 6 shows the current waveforms in the considered branch as the simulation
results using three methods: backward Euler, trapezoidal, and AVIS, for the two data
sets (see Table 2). These results are perfectly illustrated in the plots presented in Figures 4
and 5. For the second data set, it can be seen that the discrete values obtained from the
simulation using the AVIS method (Figure 6c,d) coincided very precisely with the exact
solution. Very good accuracy was also maintained at a frequency of 150 Hz (Figure 6c),
close to the resonance frequency. For the first set, especially near the resonance frequency
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(Figure 6a), the phase and amplitude shifts in the solution using the AVIS method are
visible. However, the results obtained were acceptable in terms of accuracy. Taking into
account the proximity of frequency to the resonance frequency, we achieved a satisfactory
result when the difference of the simulation result with the exact solution did not exceed
20%. This difference should be determined close to the maximum values. It should be
noted here that the most important effect of the real-time simulation near the resonance
frequencies was the maintenance of stability. An error value greater than 20% can make
the simulation unstable. The other two methods gave much worse results and were
unacceptable in the context of real-time simulators.

Figure 6. Current waveforms for different integration rules and for different data sets (according to Table 2).

The results presented in this section show the advantage of the proposed integration
method in a real-time simulation over the other two proposed in the literature. Therefore,
it is advisable to develop a new approach to the method of the mathematical modeling of
the dynamics of linear electrical systems, with the possibility of parallel calculations. This
is what is considered and proposed in the following sections of this paper.

5. External Equation of the Linear Electric Structural Element (Associated with the
AVIS Rule)

First, an example of a three-phase structural element was considered, the schematic
diagram of which is shown in Figure 7. The current–average voltage characteristic
(Formula (21)) of this element takes the following form:

ibEk = BbEk + AbEk · χbEk, (27)

where:

ibEk =
[

i1bEk i2bEk i3bEk
]T and χbEk =

[
χ1bEk χ2bEk χ3bEk

]T; (28)

AbEk = diag(α1Ek, α2Ek, α3Ek) and BbEk =
[

β1Ek β2Ek β3Ek
]T; (29)

αxEk =

(
Rx

2
+

Lx

h
+

h
6 · Cx

)−1

; x = 1, 2, 3; (30)
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βxEk = αxEk ·
{

1
h
·
∫ tn

tn−1

vx(t)dt + αxEk · Rx

h
·
∫ tn

tn−1

ix(t)dt −
(

Rx

2
− Lx

h
+

h
3 · Cx

)
· ixbEk(tn−1)+

− vCx(tn−1) +

(
Lx

h
+

h
6 · Cx

)
· ix(tn)−

(
Lx

h
− h

3 · Cx

)
· ix(tn−1)

}
; x = 1, 2, 3. (31)

Figure 7. Structural element that reflects the three-phase element consisting of generalized
linear branches.

It should be noted that matrix BbEk (Equation (29)) contains values of individual phys-
ical quantities determined for the time tn−1 (so it is known from the previous integration
step or initial conditions) and also values for time tn, but there are values of voltage sources
and current sources that are given by known algebraic equations.

Substitution Equation (17) into Equation (27) gives the following expression:

ibEk = BbEk + AbEk · MT
iEk · χiEk + AbEk · MT

pEk · χEk, (32)

which substituted into Formula (19) derives the following equation:

MiEk · BbEk + MiEk · AbEk · MT
iEk · χiEk + MiEk · AbEk · MT

pEk · χEk = 0. (33)

By introducing:
GEk = MiEk · AbEk · MT

iEk, (34)

Equation (33) was transformed into the following form:

GEk · χiEk = −MiEk · BbEk − MiEk · AbEk · MT
pEk · χEk. (35)

It should be noted that matrix GEk is a nonsingular matrix with dimension w × w.
Taking this into account, it is possible to calculate the matrix of internal nodal average
voltages of the structural element as follows:

χiEk = −G−1
Ek · MiEk · BbEk − G−1

Ek · MiEk · AbEk · MT
pEk · χEk. (36)
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Expression (32) gives the current vector of the internal branches of the structural
element, so substitution of (36) into (32) derives the new form of Equation (32):

ibEk = HEk · BbEk + HEk · AbEk · MT
pEk · χEk, (37)

where:
HEk = 1 − AbEk · MT

iEk · G-1
Ek · MiEk. (38)

The Formula (28) is substituted into (20), directly giving external matrix Equation (6)
of the structural element in the following form:

iEk + MpEk · Hk · AbEk · MT
pEk · χEk + MpEk · Hk · BbEk = 0. (39)

Based on the matrices from Equation (6), it has the following form:

AEk = MpEk · Hk · AbEk · MT
pEk and BEk = MpEk · Hk · BbEk. (40)

The method of determining the external Equation (6) of a linear structural element
with a general internal structure can be carried out on the example of a structural element
with the schematic diagram shown in Figure 8.

Figure 8. Schematic diagram of the internal structure of the example structural element.

Using the derived Formula (23) for the generalized linear branch of the electric circuit
using the AVIS method for the considered structural element Ek, the characteristic (21) is
described by Equation (27), so:

AbEk = diag(α1Ek, α2Ek, α3Ek, α4Ek, α5Ek, α6Ek, α7Ek, α8Ek), (41)

BbEk =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

α1Ek ·
{

R1
h · ∫ tn

tn−1
i(t)dt −

(
R1
2 − L1

h

)
· i1bEk(tn−1) +

L1
h ·

(
i(tn)− i(tn−1)

)}

α2Ek ·
(

L2
h − R2

2

)
· i2bEk(tn−1)

α3Ek ·
(
−
(

R3
2 + h

3·C3

)
· i3bEk(tn−1)− vC3(tn−1)

)
α4Ek ·

(
−
(

R4
2 + h

3·C4

)
· i4bEk(tn−1)− vC4(tn−1)

)
α5Ek ·

(
−
(

R5
2 + h

3·C5

)
· i5bEk(tn−1)− vC5(tn−1)

)
−i6bEk(tn−1)
−i7bEk(tn−1)
−i8bEk(tn−1)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (42)
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where:

α1Ek =

(
R1

2
+

L1

h

)−1
, α2Ek =

(
R2

2
+

L2

h

)−1
, α3Ek =

(
R3

2
+

h
6 · C3

)−1
,

α4Ek =
6 · C4

h
, α5Ek =

6 · C5

h
, α6Ek =

2
R6

, α7Ek =
2

R7
, α8Ek =

2
R8

. (43)

By using Formulas (34) and (38), respectively, it is possible to get the matrices (40) and
also Equation (6), which is the external equation of considered structural element Ek.

6. External Equation of the Structural Element as the Internal Connection of the
Structural Elements with Known External Equations

In the real-time simulation of the operating states of complex electrical systems, it
is useful to apply parallel computing in order to speed up the results of the calculations,
without degrading the accuracy. The structural element extraction of the complex electrical
system and using the previously described mathematical modeling method give the possi-
bility to apply parallel computing in some parts of the computing process. At some stage of
the calculations, it is necessary to solve the system of linear Equation (10) for the analyzed
electrical system. Matrix AS in Equation (10) is a sparse matrix for electrical systems with a
high number of nodes (ζ). Even that feature does not enable a significant solving speedup
of that equation system. This is due to issues with the effective parallelization of the
procedure of solving systems of linear equations. The author of this paper proposed on
the particular stage of the calculation process the aggregation of some structural elements’
groups. This tends to replace a few structural elements in the given group by one structural
element. This gives the opportunity to significantly reduce the electrical system nodes and
reduce the number of equations in Equation (10), so it can speed up solving (even if the
calculations are carried out sequentially in this part).

It was assumed that the considered electrical system consisted of structural elements
for which the external equations of the form (6) were known. In the general case, the
internal structures of the structural elements are not known. Due to that, the extraction
of the internal branches of the structural elements being a product of aggregation was
impossible. In this case, using only the pole average potentials of the aggregated structural
elements and the currents of their external branches was required.

The method of determining the external Equation (6) of a linear structural element
resulting from the aggregation of three structural elements, for which external equations
are known, was considered on the example of a fragment of the electrical system with the
schematic diagram shown in Figure 9.

The external equations of aggregated structural elements are known and have the form
of Formula (6). The equivalent structural element E (including the aggregation of three
E1, E2, and E3 structural elements) will have three poles and five internal nodes (Figure 9,
right side). The vectors of the pole average potentials and currents of the external branches
of the equivalent structural element E have the form of Formulas (5) and (4), respectively.

Figure 9. Schematic diagram of a fragment of the electrical system in which structural elements are aggregated and a
diagram of the equivalent structural element.
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For five internal nodes (w = 5), based on Formula (13), the vector of average potentials
of these nodes is written as:

χiE =
[

χ1iE χ2iE χ3iE χ4iE χ5iE
]T. (44)

Formula (17) is written for branch average voltages, and in the aggregation of struc-
tural elements, it does not apply, because there is no reason to recognize, e.g., terminals
1E1 and 4E1 as terminals of the same branch. In the case of the aggregation of struc-
tural elements, the average potentials of their nodes (poles of aggregated structural ele-
ments) should be associated with the average potentials of the poles and internal nodes
(Equation (44)) of the equivalent structural element, as follows:

[
χE1 χE2 χE3

]T
= −MT

iE · χiE − MT
pE · χE, (45)

where the incidence matrix of internal nodes and the incidence matrix of poles are deter-
mined according to Definitions 5 and 6, respectively.

In this case, the vector of currents of the internal branches of the equivalent structural
element E have the form:

ibE =
[

iE1 iE2 iE3
]T, (46)

and taking into account the characteristics of aggregated structural elements, the following
equation is obtained:

ibE = BbE − AbE · [ χE1 χE2 χE3
]T, (47)

where:

AbE =

⎡
⎣ AE1 0 0

0 AE2 0

0 0 AE3

⎤
⎦ and BbE = −

⎡
⎣ BE1

BE2
BE3

⎤
⎦. (48)

Substituting Equation (45) into Formula (47), the following formula is obtained:

ibE = BbE + AbE · MT
iE · χiE + AbE · MT

pE · χE, (49)

which, after substitution into Formula (19), gives exactly the same form as Equation (33).
Using the same reasoning in the sequence of Formulas (33)–(40), we obtained formulas for
matrices appearing in the external equation of the equivalent structural element E.

7. The Algorithm for the Mathematical Modeling of Linear Electrical Systems with
Parallel Calculations

The method for the mathematical modeling of linear electrical systems presented
above can be used to simulate the operating states of these systems with parallel calcula-
tions. This is particularly applicable in real-time simulators. The rest of this paper presents
an example algorithm for using the proposed method to analyze a linear electrical system
using parallel calculations.

The preparations for the simulation process were as follows:

1. Create an equivalent diagram of the modeled electrical system, and determine the
values of the parameters of individual system components (in the proposed method,
it is an electrical system as defined in Definition 1); determine the initial values of the
individual physical quantities;

2. In the equivalent scheme, structural elements may already be naturally separated (in
terms of circuit theory, they will be electric multi-poles), or these elements should be
arbitrarily separated;

3. Identify and mark the nodes of the modeled electrical system (nodes in places where
structural elements are connected with each other). Chose one of the identified nodes
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as the reference node. For the other nodes, formulate the vector of average potentials
according to Equation (2);

4. Determine the poles of each extracted structural element, and formulate vectors
according to Equations (4) and (5);

5. Identify and mark internal nodes and branches of individual structural elements (if
necessary). Formulate vectors defined by Formulas: (13), (15), and (18);

6. Determine the values of the incidence matrix of individual structural elements ac-
cording to Definition 4. Determine the values of the incidence matrix of individual
structural elements according to Definitions 5 and 6 (if necessary).

If an electrical system with a fixed structure is considered, but the simulation process
assumes changes in parameter values (e.g., change in switch resistance), then it is expedient
to determine the values of the elements of the respective matrix and expressions for the
case with closed switch resistance and the matrix for the case with open switch resistance
(in the algorithm descriptions, these are matrices with the annotation “if necessary”). In the
simulation process, appropriate matrices and expressions are used for the same structural
element, but appropriate due to the condition of the switch (this speeds up the calculations,
as it is not necessary to calculate the values of matrix elements during the simulation).
The determined matrices and expressions can be stored in memory in the form of sets,
as presented, for example, in Point 0.2 of the algorithm shown in Figure 10. The example
algorithm for the computer simulation of the operating states of the electrical system using
the proposed method with parallel calculations is shown in Figure 10.

Figure 11 shows an example algorithm for determining constant matrix and constant
expressions for structural elements, which are described in Sections 3, 5 and 6 of this paper.
It should be noted that the proposed method for the mathematical modeling of linear
electrical systems with parallel calculations can be applied to virtually any system with
any structure and also using other methods of integrating differential equations.

Figure 10. The example algorithm for the computer simulation of the operating states of the electrical
system using the proposed theory with parallel calculations.
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Figure 11. The example algorithm for determining constant matrix and constant expressions for
structural elements described in Sections 3, 5 and 6.

The next section presents an example of using the proposed method to analyze the
operating states of a linear electrical system.

8. The Example of Using the Proposed Method

The application of the method for the mathematical modeling of linear electric systems
with parallel calculations proposed in this paper is shown on the example of a fragment of
a MV power distribution network with distributed generation in one phase.

The equivalent diagram of the modeled electrical system is shown in Figure 12. The E1
structural element is a substitute voltage source representing the power system, in the form
of three independent branches (three phases), consisting of three series-connected ideal
elements: voltage source, resistor, and inductor (based on Thevenin’s theorem).

The system nodes, marked in bold by 5, 6, and 7, represent busbars in the MV power
substation. The E2 structural element is an equivalent electric power receiver that contains
a fragment of the network that is not modeled in detail. The E3 structural element is a
representation of a MV power line section that is derived from the power substation (from
Busbars 5, 6, and 7). Element E4 represents an unconventional electric power receiver,
whose equivalent diagram is shown in Figure 8. The ideal current source in this element
represents a single-phase generating unit (as a distributed generation) that uses renewable
energy sources (e.g., a series of single-phase PV installations). The E5 structural element
is a representation of another section of the medium voltage power line that connects the
E4 load with the E6 and E7 loads. Structural elements E6 and E7 are representations of
concentrated loads. The parameters of individual structural elements are summarized
in Table 3.
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Figure 12. The equivalent diagram of a fragment of a MV power distribution network with distributed
generation in one phase.

Table 3. Parameters of the structural elements of the modeled electrical system.

E2 E3 E5 E6 E7

R1 = 2.64 kΩ R1 = 1.16 Ω R1 = 1.16 Ω R1 = 2.62 kΩ R’1 = 2.62 mΩ R1 = 2.64 kΩ
R2 = 2.64 kΩ R2 = 1.16 Ω R2 = 1.16 Ω R2 = 2.62 kΩ R’2 = 2.62 mΩ R2 = 2.64 kΩ
R3 = 2.64 kΩ R3 = 1.16 Ω R3 = 1.16 Ω R3 = 2.62 kΩ R’3 = 2.62 kΩ R3 = 2.64 kΩ
L1 = 3.05 H L1 = 122 mH L1 = 120 mH L1 = 1.05 H L’1 = 10.5 μH C1 = 8.30 μF
L2 = 3.05 H L2 = 122 mH L2 = 120 mH L2 = 1.05 H L’2 = 10.5 μH C2 = 8.30 μF
L3 = 3.05 H L3 = 122 mH L3 = 120 mH L3 = 1.05 H L’3 = 1.05 H C3 = 8.30 μF

E1

R1 = 163 mΩ R2 = 163 mΩ R3 = 163 mΩ L1 = 52.1 mH L2 = 52.1 mH L3 = 52.1 mH
Vm1 = 12.3 kV Vm2 = 12.3 kV Vm3 = 12.3 kV ψV1 = 0 rad ψV2 = −2·π

3 rad ψV3 = 2·π
3 rad

E4

R1 = 2.02 kΩ R2 = 2.02 kΩ R3 = 8.02 kΩ R6 = 163 mΩ R7 = 163 mΩ R8 = 163 mΩ
L1 = 14.1 H L2 = 14.1 H C3 = 10.8 μF C4 = 1.20 μF C5 = 1.20 μF
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Let us apply the algorithm proposed in Section 7 of this paper. The initial conditions
are: the current value for each inductor and voltage on each capacitor. Thus, the following
vectors are given:

ibE1 =
[

i1bE1(t0) i2bE1(t0) i3bE1(t0)
]T, ibE2 =

[
i1bE2(t0) i2bE2(t0) i3bE2(t0)

]T,

ibE3 =
[

i1bE3(t0) i2bE3(t0) i3bE3(t0)
]T, ibE5 =

[
i1bE5(t0) i2bE5(t0) i3bE5(t0)

]T,

ibE6 =
[

i1bE6(t0) i2bE6(t0) i3bE6(t0)
]T, (50)

vCE7 =
[

vC1E7(t0) vC2E7(t0) vC3E7(t0)
]T, ibE4 =

[
i1bE4(t0) i2bE4(t0)

]T,

and vCE4 =
[

vC3E4(t0) vC4E4(t0) vC5E4(t0)
]T.

The nodes of the modeled electrical system are marked in Figure 9 in bold: 0, 1, 2, ..., 13

(where v0 = 0). Based on Equation (2), we have:

χS =
[

χ1 χ2 χ3 χ4 χ5 χ6 χ7 χ8 χ9 χ10 χ11 χ12 χ13
]T. (51)

For individual structural elements, we write matrices based on Equations (4) and (5),
respectively:

χEk =
[

χ1Ek χ2Ek χ3Ek χ4Ek χ5Ek χ6Ek
]T , where: k = 1, 2, 3, 5, 6 and 7;

χE4 =
[

χ1E4 χ2E4 χ3E4 χ4E4
]T; (52)

iEk =
[

i1Ek i2Ek i3Ek i4Ek i5Ek i6Ek
]T , where: k = 1, 2, 3, 5, 6 and 7;

iE4 =
[

i1E4 i2E4 i3E4 i4E4
]T. (53)

The potentials of internal nodes, the voltage at branch terminals, and the branch
currents for the E4 structural element are identical to the formulas presented in Section 5.

The incidence matrices (based on Definition 6) for poles of individual structural
elements E1, E2, E3, E5, E6, and E7 are the same. These matrices and incidence matrices
(based on Definition 4) for individual structural elements of the modeled electrical system
are easy to determine and are not presented here.

Then, the process of mathematical modeling of the states of operation of the analyzed
electrical system proceeds in accordance with the algorithms shown in Figures 10 and 11.

Figure 13 presents examples of the simulation results of the analyzed electrical system
(where: f = 50.0 Hz and h = 0.2 ms). Figure 13a,b shows the waveforms of the currents of
structural element E1 in a transient state caused by switching on (t = 0) of the three-phase
supply voltage system. All initial conditions equal zero (all elements of vectors in (50)
equal zero). Figure 13a shows the simulation results using the AVIS method and Figure 13b
the results using the trapezoidal method. There were clear differences in the accuracy of
the results, of course in favor of the AVIS method.

Figure 13c also shows the waveforms of the currents of structural element E1 charac-
terizing a different transient operating state (using the AVIS method only). This state arose
as a result of a simultaneous, significant reduction of the parameters values in two phases
(L1 and L2) of the structural element E6 (see Table 3). In this case, there was a short circuit
(low impedance) between the system nodes: 9, 10, and 12. The short circuit occurred at
t = 50 ms and ended at t = 98 ms. This is a kind of transient short circuit. At the end of
the short circuit event, all parameters of the analyzed electrical system returned to their
pre-short circuit values.

The same results can be obtained using the aggregation of structural elements, as
described in Section 6 of this paper, with respect to elements E1, E2, and E3 (as equivalent
element E13; Figure 9) and E5, E6, and E7 (as equivalent element E57; Figure 9).
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The given results for the example system are only to illustrate the mathematical
modeling method proposed in this paper. This simple example was deliberately chosen to
achieve a clear effect. A detailed analysis of this example is not the subject of this paper.

Figure 13. Waveforms of the currents of the structural element E1 in a transient state caused by switching on of the
three-phase supply voltage system ((a) the AVIS method and (b) the trapezoidal rule) and the currents of this structural
element during the short circuit ((c) the AVIS method).

9. Conclusions

The development of modern real-time applications, in which complex electrical sys-
tems are modeled, is possible when finding a compromise between the accuracy and the
time for obtaining results. The problem of accelerating the computational process in the
simulation of the operating states of complex electrical systems is still valid. One of the
interesting solutions is the use of parallel computations, which was also taken into account
in the mathematical modeling method presented in this paper. Another important thread
in this topic, poorly developed in the literature, is the use of numerical methods to solve
differential equations in mathematical models of power systems with a relatively long
integration time step. This was the method used in the solution presented in this paper.

This paper proposed the scientifically acceptable general principle offered to the
mathematical modeling of linear electrical systems with parallel calculation. The presented
method for the mathematical modeling of linear electrical systems is based on the use and
appropriate conceptual approach of two methods known from the electrical circuits theory:
methods of the analysis of electrical circuits using multi-terminal electrical components
and the nodal method. The proposed method allows the distribution of calculations into
individual processes that can be carried out in parallel and simultaneously. In this way, the
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effect of accelerated calculations is obtained while maintaining the accuracy of the results.
However, the main advantage over other algorithms is the use of the method based on
average voltages in the integration step (AVIS method). The attention was focused on
describing an ordered algorithm. However, the evidence of its effective application in the
analysis of the dynamics of electric power and electromechanical systems was indicated in
the works carried out by the team of authors from the Institute of Electrical Engineering
UTP University of Science and Technology in Bydgoszcz (Poland).

The conclusions of the work described in this paper are as follows:

• This article alone presented the scientifically acceptable general principle offered to
the mathematical modeling of dynamics of linear electrical systems with parallel
computations. Appropriate formulas for mathematical modeling associated with
the method of integrating differential equations based on average voltages in the
integration step (AVIS method) were derived. The detailed derivation allowed a
simple adaptation of the proposed algorithm to various other integration methods
(e.g., backward Euler or trapezoidal methods). However, as was shown in this paper,
the applied AVIS method gave the best results in the context of accuracy and the
stability of operation in the considered cases.

• The advantage of the AVIS method used over the two other methods proposed in
the literature was shown on the example of a series RLC connection. Comparing
the frequency responses (magnitude and phase) for discrete and continuous (exact
solution) values, the applied AVIS method gave the best results. It is necessary to
note at this point that this result cannot be generalized to all cases. Even for the
same structure of the electrical system, but for different parameters, the effect may be
unsatisfactory. This does not diminish the advisability of using the proposed algorithm
and the mathematical modeling method, even if it were only about specific cases.

• In the scientific work carried out at the Institute of Electrical Engineering UTP Uni-
versity of Science and Technology in Bydgoszcz (Poland), using the AVIS method,
the problems of simulation stability were identified when there were very small ca-
pacitances in the analyzed system. In these cases, it usually helps to apply other
known integration methods only to those branches of the circuit with these very small
capacitances, of course sticking to the basics of the method, i.e., average voltages in
the integration step. This thread will be considered in future publications.

• The proposed algorithm also allows for a partial solution to the problem of the inability
to perform parallel calculations, e.g., to solve a system of linear equations. The method
of the aggregation of structural elements of the analyzed system presented in this
paper allows reducing the number of nodes occurring in an explicit manner, and
consequently reducing the number of equations in the system that should be solved
numerically (sequentially). In this way, the acceleration of the calculations (solutions
of the system of equations) was achieved while maintaining the accuracy of the results.

The proposed algorithm has been verified in many works on real-time simulators of
the operating states of complex electrical systems, e.g., [11,19–22]. This method also has
interest for other researchers who analyze real-time management problems of complex
electrical systems, including issues regarding procedures for the dispatcher switching off
MV power lines in electric power deficit states [25] and research on the charging process of
electric vehicle batteries [26].

The author is currently preparing a version of the proposed method for the mathematical
modeling of the operating states of nonlinear electrical systems with parallel calculations.
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Abbreviations

The following abbreviations are used in this paper:

AVIS method The integration method based on average voltages in the integration step
EMTP The ElectroMagnetic Transients Program
IEE UTP Institute of Electrical Engineering UTP University of Science and Technology

in Bydgoszcz (Poland)
GPU Graphics processing unit
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12. Estrada, L.; Vázquez, N.; Vaquero, J.; de Castro, Á.; Arau, J. Real-Time Hardware in the Loop Simulation Methodology for Power

Converters Using LabVIEW FPGA. Energies 2020, 13, 373. [CrossRef]
13. Faruque, M.O.; Strasser, T.; Lauss, G.; Jalili-Maradi, V.; Forsyth, P.; Dufour, C.; Dinavahi, V.; Monti, A.; Kotsampopoulos, P.;

Martinez, J.A.; et al. Real-Time Simulation Technologies for Power Systems Design, Testing and Analysis. IEEE Power Energy
Technol. Syst. J. 2015, 2, 63–75. [CrossRef]

14. White, J.K.; Sangiovanni-Vincentelli, A. Relaxation Techniques for the Simulation of VLSI Circuits; Kluwer: Norwell, MA, USA, 1987.
15. Cox, P.F.; Burch, R.G.; Hocevar, D.E.; Yang, P.; Epler, B.D. Direct circuit simulation algorithms for parallel processing (VLSI). IEEE

Trans. Comput. Aided Des. Integr. Circuits Syst. 1991, 6, 714–725. [CrossRef]
16. Frohlich, N.; Riess, B.M.; Wever, U.A.; Zheng, Q. A new approach for parallel simulation of VLSI circuits on a transistor level.

IEEE Trans. Circuits Syst. I Fundam. Theory Appl. 1998, 6, 601–613. [CrossRef]
17. Thornquist, H.K.; Keiter, E.R.; Hoekstra, R.J.; Day, D.M.; Boman, E.G. A parallel preconditioning strategy for efficient transistor-

level circuit simulation. In Proceedings of the IEEE/ACM International Conference on Computer-Aided Design—Digest of
Technical Papers, San Jose, CA, USA, 2–5 November 2009; pp. 410–417.

18. Plakhtyna, O. Numerical One-Step Method of Electric Circuits Analysis and Its Application in Electromechanical Tasks. Sci. J.
Kcharkov Tech. Univ. 2008, 30, 223–225. (In Ukrainian)

19. Kłosowski, Z.; Cieślik, S. Real-time simulation of power conversion in doubly fed induction machine. Energies 2020, 13, 673.
[CrossRef]
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Abstract: The increasing penetration of renewable energy resources such as solar and wind via
power electronic inverters is challenging grid dynamics, as well as grid planning, operation, and
protection. Recently, the North American Electric Reliability Corporation (NERC) has reported a
series of similar events of the unintended loss of solar generation in Southern California over a
large geographic area following the transmission-level disturbances. These events highlight the
importance of understanding the characteristics of the transmission-side disturbances propagating
into the distribution systems and their impacts on the operation of inverter-based resources. In this
paper, a real-time electromagnetic simulation testbed is constructed for real-time electromagnetic
simulations to generate realistic transmission-level disturbances and investigate their impacts on the
solar PV operation under different fault types and locations, solar penetration levels, and loading
levels. Through the simulation analysis and grid strength assessment, it is found that the grid
strength at points of integration (POIs) of solar PVs significantly affects the transient stability of
solar generators. Particularly, undesirable transient stability events are more likely to occur at the
weak POIs following the transmission-level disturbances. Moreover, undesirable transient stability
events become severer when the transmission-level disturbance is closer to the weak POIs or the
disturbances become more serious. Additionally, the impact of the transmission-level disturbances
on the solar PVs at the weak POIs exacerbate with the increasing solar penetration levels and loading
levels. Thus, it is important to study and develop new technologies for grid planning, operation, and
protection in weak grid conditions to address the emerging issues of integrating the high penetration
of solar PVs and other IBRs.

Keywords: solar photovoltaics; transmission-level faults; grid strength; real-time simulation

1. Introduction

The electric power grid is undergoing a rapid change driven by the high penetration
of renewable energy resources such as solar and wind via power electronic inverters. While
these inverter-based resources (IBRs) can use power electronic controls to respond to grid
disturbances nearly instantaneously and thus support grid reliability, they are challenging
grid planning, operation, and protection [1]. The North American Electric Reliability
Corporation (NERC) recently reported a series of similar events of the unintended loss of
solar generation following the transmission-level disturbances that occurred from 2016 to
2020 in the Southern California region of the Western Electricity Coordinating Council’s
footprint [1–4].

• On 16 August 2016, the transmission system owned by Southern California Edison
experienced thirteen 500 kV line faults, and the system owned by the Los Angeles
Department of Water and Power experienced two 287 kV faults as a result of the fire.
The most significant event resulted in the loss of nearly 1200 MW. There were no
solar PV facilities de-energized as a direct consequence of the fault event; rather, the
facilities ceased output as a response to the fault on the system [1].
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• On 9 October 2017, the fire caused two transmission system faults near the Serrano
substation, east of Los Angeles. The first fault was a normally cleared phase-to-phase
fault on a 220 kV transmission line, and the second fault was a normally cleared phase-
to-phase fault on a 500 kV transmission line. Both faults resulted in approximately
900 MW of solar PV generation loss [2].

• On 20 April 2018 and 11 May 2018, two similar events caused a loss of solar photo-
voltaic (PV) facilities in response to transmission line faults, though no generating
resources were tripped as a consequence of either of the line outages [3].

• On 7 July 2020, the static wire on a 230 kV double circuit tower failed, causing a
single-line-to-ground fault on both the #1 and #2 parallel circuits on the tower. The
fault was cleared normally in about three cycles. In addition, a nearby 230 kV line
relay incorrectly operated for an external fault. For this first fault event, approximately
205 MW of power reduction was observed at solar PV facilities in the Southern
California region. After the #1 circuit was re-energized and held, the #2 line was
re-energized and relayed back out due to a low-impedance three-phase fault that was
cleared normally in 2.3 cycles. This second fault event experienced a larger 1000 MW
reduction in solar PV output primarily due to the fact that it was a three-phase fault [4].

These similar events highlight the potential reliability impacts of IBRs including solar
PV systems at both the distribution and transmission levels. Recently, these events have
been investigated in [5–15]. To study the impact of IBRs on the bulk power systems, generic
positive sequence dynamic stability simulations such as PSS/E are used with a simpler
representation of IBRs and inverters in [5–7]. To more accurately capture the dynamics of
the inverters’ response to actual grid events using generic positive sequence stability mod-
els, reference [8] identifies the modeling deficiencies in generic inverter models. In [9–11],
aggregated models of IBRs are used instead of individually detailed models of IBRs. Ref-
erence [12] presents a coupled simulation method, in which the transmission network is
first initialized in a dynamic simulation platform and then the recorded response is passed
to the distribution network, which is simulated in quasi-static time-series simulations.
In [13–15], the impacts of inverter operating modes and inverter parameters on the tran-
sient stability of the bulk transmission system are studied. However, the existing works do
not investigate the impact of the transmission-level disturbances on IBR operation, which
is important for the operation of inverter-based resources. Additionally, these existing
works usually use positive sequence stability models and simple inverter modeling for
simulation analysis. Such models may not be used in electromagnetic transient simulations
for modeling intricate details with different inverter controls and accurately evaluating the
IBRs’ response during abnormal events. In addition, the complete network topology of
the transmissions system and the distribution system is ignored, which cannot be used for
understanding the characteristics of the transmission-level disturbances propagating into
the distribution systems.

To address these issues, a real-time electromagnetic simulation testbed is constructed
based on a Real-Time Digital Simulator (RTDS) by integrating an IEEE standard transmis-
sion network into an IEEE distribution test feeder interfaced with solar PVs in multiple
locations in this paper. With the testbed and grid strength assessment, the impact of the
transmission-level disturbances on solar PV operation is investigated under different fault
types and locations, solar penetration levels, and loading levels. The main contributions of
the paper can be summarized as follows:

(1) To generate realistic transmission-level disturbances and investigate their impacts on
solar PVs in distribution systems, a real-time electromagnetic simulation testbed is
constructed based on RTDS, which is developed by RTDS Technologies Inc. to solve
the power system equations fast enough to realistically represent conditions in actual
power grids [16].

(2) The testbed has a full model of a transmission system, distribution system, and solar
PVs. In the modeling of solar PVs, the detailed PV inverter controls are considered
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in the distribution system with the comprehensive models of synchronous machines
and excitation in the transmission system.

(3) By using this testbed to investigate the impact of the transmission-level disturbances
on solar PV operation under different fault types and locations, solar penetration
levels, and loading levels, it is found that the grid strength at different POIs signifi-
cantly affects the transient stability of solar PV operation. Particularly, at the weak
POIs, undesirable transient stability events are more likely to occur under increasing
solar penetration levels or decreasing loading levels following severe transmission-
level disturbances.

The rest of this paper is organized as follows: Section 2 presents the detailed modeling
of the testbed created using RTDS, including the transmission system, distribution system,
and the PV systems and their inverter controls; in Section 3, the impact of transmission-
level disturbances on solar PV operation in the distribution system is investigated by using
the real-time testbed under different fault conditions, solar penetration, and loading levels,
and Section 4 provides additional discussion on the impact of grid strength on solar PV
responses under different scenarios; finally, Section 5 concludes the paper.

2. RTDS-Based Testbed

2.1. RTDS

To generate realistic transmission-level disturbances and investigate their impacts
on solar PVs in distribution systems, a real-time electromagnetic simulation testbed is
constructed based on RTDS, which is a commercially available digital real-time power
system simulator. RTDS is developed by RTDS Technologies Inc. in Winnipeg, Canada,
for the simulation and analysis of electromagnetic transients in electric power systems.
RTDS can solve the power system equation fast enough to continuously produce output
conditions that realistically represent conditions in actual power grids.

RTDS is generally composed of hardware and software, which is shown in Figure 1.
The RTDS hardware includes processing and communicating cards, which are inserted
in the unit and connected to a common plate located in the back of the RTDS. The pro-
cessing cards have a parallel processing architecture customized to simulate with one or
multiple processors for the equation solution for the power system and its components.
The communicating cards are used to handle the communication between RTDS and its
software installed on the guest computer. RTDS has additional dedicated interface cards
that allow the physical and logical connection between the simulated power systems and
actual devices. The RTDS software is a graphic interface software, RSCAD, which allows
users to build, compile, execute, and analyze simulation cases. This software has a wide
library of power system components, control, and automated protection systems, as well
as a friendly user interface, which can make the assembly and analysis of a wide variety
of electric AC and DC systems easier and integrated. As shown in Figure 1, users can use
RSCAD software to build a model representing the power system and load this model to
the RTDS for the electromagnetic transient simulation while obtaining the updated states
of the simulated power system model for analysis.

2.2. RTDS-Based Representative Power System Model

With RTDS, a representative power system model is constructed for real-time elec-
tromagnetic simulations to investigate the impact of transmission-level disturbances on
the IBR operation in distribution systems. This model includes complete transmission
and distribution systems with solar PVs. Figure 2 shows the single-line diagram of the
constructed power system model. The component details in the model are described below.
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Figure 1. RTDS testbed.

 

Figure 2. Single-line diagram of the constructed model for real-time electromagnetic simulation.

2.2.1. Transmission System

In the RTDS-based representative power system model, the transmission system is
demonstrated by the IEEE 9 bus test system. In the system, its voltages include 230 kV at
the transmission level and generator bus voltages of 16.5 kV, 18 kV, and 13.8 kV at buses 1,
2, and 3. The system is composed of three loads, three transformers, six transmission lines,
and three synchronous generators with exciter and governor control systems. The system
data can be found in [17]. The major electrical components used in the system include a
hierarchy component box for the synchronous generator, the unified T-line model for the
transmission line, and the dynamic load model.

• The synchronous generator and its excitation and governor systems are represented
by a hierarchy component box. As shown in Figure 3a, this hierarchy component
box includes the models of a synchronous machine and its excitation and governor
systems. All the synchronous machine systems are modeled with a steam turbine, a
governor system and an excitation system. The excitation system is modeled with an
AC excitation type (EXAC1A) model. The time constants, regulators, and feedback
gains are the input parameters for the excitation system. The machine is connected to
the transmission system via a transformer.

• The transmission lines in the system are represented by the unified T-line model.
As shown in Figure 3b, the unified T-line model is composed of three electrical
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components: sending end, terminal end, and calculation box. The unified T-line model
can be used for a Bergeron or a frequency-dependent phase model, but when required,
either of these models can be collapsed into a simpler PI representation of a line. It
is noted that in [9], the data are compensated for long line effects. The transmission
lines in the RTDS simulation case are modeled using the Bergeron line model, which
is simulated using distributed line parameters. Thus, the long line compensation was
removed [15] to obtain the uncompensated data for the developed model.

• The load is represented by a dynamic load component in the transmission side of the
network, which is shown in Figure 3c. The load model can be used to dynamically
adjust the load to maintain real power and reactive power set points using variable
conductance. Additionally, this model allows setting up the initial values and limits
of real and reactive power absorbed by a load.

 
Figure 3. Modeling components used for constructing the transmission system in the real-time simulation testbed: (a) hier-
archy component box for synchronous generator; (b) unified transmission line model; (c) dynamic load component.

2.2.2. Distribution System

In the RTDS-based representative power system model, the distribution system is
modeled by the IEEE 13 bus test feeder, which includes a two-winding transformer model,
the PI section line model, dynamic load model, and a hierarchy component box for the
voltage regulator [18].

• In this system, a delta-wye transformer is connected to the transmission system, and
it is represented by a two-winding, three-phase transformer model, which is shown in
Figure 4a.

• The distribution line is represented by the PI section model in which a set of PI sections
are connected in series, as shown in Figure 4b. It is noted that the PI section model
requests the capacitance from the wire to the ground. The data given in [19] are the
shunt capacitance matrix. Thus, the capacitance from the wire to the ground needs to
be calculated from this matrix.

• The load in the system is represented by hierarchy component boxes. As shown in
Figure 4c, different colored hierarchy component boxes include different connections
of loads, which are modeled by the dynamic load component.

The voltage regulator has been adopted from the typical parameters used for the
IEEE 13 bus test feeder. The voltage regulator is represented by a hierarchy component
box. As shown in Figure 5, this hierarchy component box includes three single-phase
two-winding transformers and the controls for the voltage regulator. For each phase, the
regulator controls are represented by an individual hierarchy component box, in which
there are the compensator circuit and the step voltage regulator control. This regulator is
constructed based on reference [20].
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Figure 4. Modeling components used for constructing the distribution system in the real-time simu-
lation testbed: (a) two-winding, three-phase transformer model; (b) PI section model for distribution
lines; (c) hierarchy component boxes for loads.

2.2.3. Solar PV System

Solar PVs are integrated into the constructed transmission–distribution model. Each
solar PV is modeled by the PV array component to supply the DC voltage for the converter.
The converter is modeled using an average value model (AVM), and the AC side of the
converter is connected to the feeder. Figure 6 shows the solar PV modeling components.

• A PV array model is used to represent the combination of individual solar cells into
PV arrays to produce voltages and currents at the terminals of a PV array. The PV
array generates power as a function of irradiation and temperature. The parameters of
the PV array model can be modified to obtain a certain output power for the given irra-
diation and temperature. Each PV array has a temperature set to 25 ◦C and insolation
to 1000 W/m2 as input. This model can specify the parameters about how the cells
are connected to form arrays. Additionally, this model can select different methods
for estimating the maximum power point for a given insolation and temperature. The
detailed parameters of the PV array are presented in Table 1.

• The AVM component models the averaged converter control dynamics developed
by equivalent voltage and current sources. As shown in Figure 7, solar PV controls
use the maximum power point tracking (MPPT) algorithm, which computes the DC
voltage set point required for maximum power transfer based on the temperature and
insolation levels of the PV array. This DC voltage set point then feeds into the outer
loop DC-bus voltage control, which computes a corresponding real power set point.
The real and reactive power is then fed into the inner current control loop operating in
the dq reference frame and a set of three-phase modulation waveforms is synthesized.
These modulation waveforms are then used in a carrier-based, sinusoidal pulse width
modulation (SPWM) strategy to generate a corresponding set of firing pulses.
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Figure 5. Voltage regulator used for constructing the distribution system.

 
Figure 6. Components for solar PV system used in the variation model.
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Figure 7. Block diagram of the inverter controls used for the PV system.

Table 1. Parameters for solar PV system.

Components Parameters Values

PV

Number of series cells 36
Number of parallel strings 1
Open-circuit voltage (Voc) 21.7 V
Short-circuit current (Isc) 3.35 A

Number of modules in series 115
Number of modules in parallel 285

Voltage at Pmax 17.4 V
Current at Pmax 3.05 A

DC link capacitor Capacitance (Cdc) 5 mF

Inverter
Filter resistance 1.0 mΩ

Filter inductance 100 μH

High-pass filter
RH 0.039 Ω
LH 7.874 μH
CH 2500 μF

Current control loop kpi 0.2
kii 0.30675

PLL
kpPLL 5
kiPLL 0.01

3. Impact Analysis of Transmission-Level Disturbances on Distributed Solar
PV Operation

With the transmission–distribution model constructed in Section 3, the impact of
transmission-level disturbances on the operation of distributed solar PVs is investigated
using the real-time electromagnetic transient simulation testbed based on RTDS. The per-
formance of the transmission-distribution model is tested by comparing RTDS simulation
results with those from PSCAD/EMTDC in terms of steady-state simulation testing and
dynamic simulation testing. The steady-state simulation testing is focused on power
flow solutions while the transient simulation testing was centered on the dynamics of
voltage and current in the model under different faulted scenarios. The consistent re-
sults between RTDS simulation and PSCAD/EMTDC confirm the correct function of the
constructed model. Due to the page limitation, the comparison results are not shown
here. In the following transient simulation analysis, the simulation is performed based
on the Dommel algorithm. The simulation time step is 100 μs, and the simulation time is
0.2 s. The transmission–distribution model has 114 nodes. In the model, five cases below
are considered.
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3.1. Impact of Fault Types in Transmission System on Solar PV Operation

In this case, different fault types in the transmission system are generated to investigate
their impacts on the operation of solar PVs in the distribution system. The fault is applied
at bus 6 in the transmission system. Four types of faults are considered, including a three-
phase fault, a single line-to-ground fault, a line-to-line fault, and a double line-to-ground
fault. Each type of fault has the same occurring and clearing times when it is applied at
bus 6. Following different types of faults, the voltage and current of each solar PV bus in
the distribution system are observed to analyze the responses of the five solar PVs in the
distribution system. Figures 8–11 demonstrate the voltage and current responses at solar
PV buses 634 and 680 under the four types of faults at bus 6 in the transmission system.

  
(a) (b) 

Figure 8. Three-phase fault applied at bus 6 in the transmission system of the testbed: (a) instantaneous voltage and current
at bus 634; (b) instantaneous voltage and current at bus 680.

  
(a) (b) 

Figure 9. Single line-to-ground fault applied at bus 6 in the transmission system of the testbed: (a) instantaneous voltage
and current at bus 634; (b) instantaneous voltage and current at bus 680.
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(a) (b) 

Figure 10. Line-to-line fault applied at bus 6 in the transmission system of the testbed: (a) instantaneous voltage and current
at bus 634; (b) instantaneous voltage and current at bus 680.

  
(a) (b) 

Figure 11. Double line-to-ground fault applied at bus 6 in the transmission system of the testbed: (a) instantaneous voltage
and current at bus 634; (b) instantaneous voltage and current at bus 680.

It can be observed from Figures 8–11 that the three-phase fault has a more severe
impact on the solar PV operation than the other three types of unsymmetrical faults; among
those three types of unsymmetrical faults, the double line-to-ground fault has the most
severe impact. As shown in Figure 8, the maximum transient voltage and current at solar
PV bus 634 (or bus 680) following the three-phase fault are approximately 1.72 p.u. and
3.0 p.u. (1.75 p.u. and 17 p.u.), respectively, which are greater than those at bus 634 (or
bus 680) following the other three types of unsymmetrical faults. Under a single line-to-
ground fault, the maximum transient voltage at solar PV bus 634 (or bus 680) is smaller
than 1.1 p.u., while the maximum transient current at solar PV bus 634 (or bus 680) is
about 2.4 p.u. (6.8 p.u.). Under a line-to-line fault, the maximum transient voltage at solar
PV bus 634 (or bus 680) is smaller than 1.0 p.u., and the maximum transient current at
solar PV bus 634 (or bus 680) is about 2.0 p.u. (9.1 p.u.). Under a double line-to-ground
fault, the maximum transient voltage at solar PV bus 634 (or bus 680) is still smaller than
1.0 p.u., and the maximum transient current at solar PV bus 634 (or bus 680) is about 2.0 p.u.
(10.5 p.u.). The transient voltage of different phases at solar PV bus 634 (or bus 680) for
these unsymmetrical faults is lower than the normal operating voltage. Compared to the
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single line-to-ground fault and the line-to-line fault, the double line-to-ground fault on
these solar PV buses is more severe.

3.2. Impact of Fault Locations in the Transmission System on Solar PV Operation

In this case, the impact of fault locations in the transmission system on the operation
of solar PVs in the distribution system is investigated. To this end, another fault with the
same fault occurring and clearing time of the fault transpired at bus 6 is applied at bus 7 in
the transmission system. Still, four types of faults at bus 7, including a three-phase fault,
a single line-to-ground fault, a line-to-line fault, and a double line-to-ground fault, are
considered. Following different types of faults at bus 7, the voltage and current of each
solar PV bus are observed to analyze the responses of the five solar PVs in the distribution
system. According to the previous analysis, it is known that when the fault is applied at
bus 6, the three-phase fault has the most severe impact on the solar PV operation. For
comparison, Figure 12 shows the voltage and current responses at solar PV buses 634 and
680 under the three-phase fault at bus 7 in the transmission system.

  
(a) (b) 

Figure 12. Three-phase fault applied at bus 7 in the transmission system of the testbed: (a) instantaneous voltage and
current at bus 634; (b) instantaneous voltage and current at bus 680.

By comparing Figure 12 with Figure 8, it can be seen that when the fault location is
moved far from the distributed solar PVs from bus 6 to bus 7 in the transmission system,
the same fault has a less severe impact on solar PV operation. Since bus 7 is further than
bus 6 in the transmission system for all solar PVs in the distribution system, the maximum
transient voltage and current at bus 634 (or bus 680) following the three-phase fault at
bus 7 is smaller than those at bus 634 (or bus 680) following the three-phase fault at bus 6.
For example, the maximum transient voltage and current at bus 680 resulting from the
fault at bus 7 is less than 1.0 p.u. and 5.67 p.u., respectively, but those resulting from the
fault at bus 6 are 1.75 p.u. and 17 p.u. Thus, when the transmission-level fault location
is closer to the solar PV buses, it has a substantial influence on solar PV operation in the
distribution system.

3.3. Impact of Solar Penetration Levels on Solar PV Operation under Transmission-Level Faults

Under the identified severe transmission-level fault type and location, the impact of
solar penetration level on solar PV operation is further investigated. More specifically,
the penetration level of the integrated solar PVs is changed by decreasing the irradiance
level from 1000 W/m2 to 750 W/m2. Then, under the three-phase fault at bus 6 in the
transmission system, Figure 13 shows the resulting voltage and current responses at solar
PV bus 634 and bus 680 when solar PVs have the irradiance levels of 750 W/m2.
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(a) (b) 

Figure 13. Three-phase fault applied at bus 6 in the transmission system of the testbed: (a) instantaneous voltage and
current at bus 634 with 750 W/m2 solar irradiance; (b) instantaneous voltage and current at bus 680 with 750 W/m2

solar irradiance.

By comparing Figure 13 with Figure 8, it can be seen that the severity of the impact of
transmission-level disturbance on solar PV operation decreases with solar penetration level.
As shown in Figure 13, both the maximum transient voltage and current decrease with
the solar penetration level due to the irradiance decrease to 750 W/m2 from 1000 W/m2.
For example, the maximum transient current is around 14.0 p.u. at solar PV bus 680
following the three-phase fault at bus 6 in the transmission system when all solar PVs
in the distribution system have 750 W/m2 solar irradiance, while the maximum current
is increased to 17.0 p.u. at solar PV bus 680 resulting from the same fault when all solar
PVs have 1000 W/m2 solar irradiance. The maximum transient voltage in the case with
750 W/m2 solar irradiance does not exceed the normal range but with 1000 W/m2 solar
irradiance has a peak of 1.75 p.u. for bus 680.

3.4. Impact of Loading Levels on Solar PV Operation under Transmission-Level Faults

Additionally, the impact of loading level on solar PV operation is investigated under
the identified severe transmission-level fault type and location. In this case, the loading
level is increased by four times its original loading level in the distribution system. Under
the three-phase fault at bus 6 in the transmission system, the transient voltages and
currents at the solar PV buses are investigated. For comparison, Figure 14 shows the
resulting voltage and current responses at solar PV bus 634 and bus 680 after the loading
is increased.

By comparing Figures 8 and 14, it can be seen that the maximum transient voltage
and current at bus 634 and bus 680 following the transmission-level fault at bus 6 are
decreased with the increased loading. For example, before the loading level is increased
in the distribution system following the transmission-level fault at bus 6, the maximum
transient currents at solar PV bus 634 and bus 680 are approximately 3.0 p.u. and 17 p.u.,
respectively; after the loading is increased in the distribution system following the same
transmission-level fault, the resulting maximum transient voltage and current decreases to
2.8 p.u. and 16.2 p.u. at bus 634 and bus 680.
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(a) (b) 

Figure 14. Three-phase fault applied at bus 6 in the transmission side of the testbed: (a) instantaneous voltage and current
at bus 634 with increased loading; (b) instantaneous voltage and current at bus 680 with increased loading.

3.5. Impact of Grid Strength on Solar PV Operation under Transmission-Level Faults with
Different Solar Penetration Levels and Loading Levels

To understand the relationship between the previous investigation results with grid
strength, the impact of grid strength on the solar operation is further analyzed in the system.
To assess grid strength, the site-dependent short circuit ratio (SDSCR) [21] is used, which
considers the interaction among solar PVs interconnected through the power network. The
SDSCR at any point of interconnection (POI) i is calculated using the following Equation (1):

SDSCRi =
|VR,i|2(∣∣∣∣∣PR,i + ∑

j∈R,j �=i
ωijPR,j

∣∣∣∣∣
)
|ZRR,ii|

ωij =
ZRR,ij

ZRR,ii

(
VR,i

VR,j

)∗
(1)

where R is the set of all POIs connected to IBRs; ZRR,ij is the (ith, jth) element in submatrix
of bus impedance matrix that is only related to buses connected to IBRs; VR,i is the voltage
at POI i; PR,i is the rated capacity or injected power from the IBR at POI i.

Based on the SDSCR defined in Equation (1), the grid strength at each POI of the solar
PV in the distribution system in Figure 2 is evaluated. Table 2 lists the SDSCR values for
the five POIs. If the SDSCR value is greater than 3, the grid is strong at the POI; if the
SDSCR value is between 2 and 3, the grid is weak at the POI; if the SDSCR value is less
than 2, the grid is very weak at the POI. Thus, it can be observed from Table 2 that buses
632, 634, and 675 are strong POIs since they have SDSCR values higher than 3. Bus 671 and
680 are the weak POIs as they have SDSCR values less than 3 but greater than 2.

Table 2. SDSCR values for solar PV buses in the distribution system.

Solar PV Buses SDSCR Values

632 3.6346
634 3.3830
671 2.7768
675 3.0545
680 2.4765

4. Discussions

When comparing the evaluation results presented in Table 2 with the simulation
results in Figures 8–14, the following conclusions can be obtained:
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By comparing Table 2 with Figures 8–11, it is found that undesirable transient dynam-
ics may be more likely to occur at weaker POIs under the same fault but different types.
Moreover, the severity of the undesirable transient dynamics at the weaker POIs may
increase with the fault type. Table 2 shows that bus 680 is weaker than bus 634. Comparing
the maximum transient voltage and current at bus 634 with those at bus 680, it can be
observed from Figures 8–11 that the maximum transient voltage and current at bus 634
are smaller than those at bus 680 following the same transmission-level fault with the
four different types. For example, when the single line-to-ground fault occurred in the
transmission system, Figure 9 shows that the maximum transient current at bus 634 is
approximately 2.4 p.u., but the maximum transient current at bus 680 is approximately
6.8 p.u. Moreover, when the fault type is changed into the severest three-phase fault,
Figure 8 shows that the maximum transient voltage and current at bus 634 are approxi-
mately 1.72 p.u. and 3 p.u.; however, the maximum transient voltage and current at bus
680 are approximately 1.75 p.u. and 17 p.u.

By comparing Table 2 with Figure 12, it is also found that under the same three-phase
fault but different locations, weak POIs are more likely to have undesirable transient
dynamics. As shown in Table 2, bus 680 is weaker than bus 634. By comparing the
maximum transient voltage and current at bus 634 with those at bus 680 in Figures 8 and 12,
it can be observed that when the three-phase fault is moved from bus 6 to bus 7 in the
transmission system, the maximum current transient at bus 634 is decreased from 3 p.u. to
1.4 p.u.; the maximum current transient at bus 680 is decreased from 17 p.u. to 5.67 p.u.
Additionally, even when the fault is far from the distribution system (at bus 7), weak bus
680 is still more likely to have an undesirable transient response than bus 634.

By comparing Table 2 with Figure 13, it is found that undesirable transient dynamics
may be more likely to happen at weaker POIs under the increasing solar penetration level
in the distribution system. Compared to bus 634, weak bus 680 has a more severe impact on
solar PV operation following the same transmission-level fault. As shown in Figure 13, for
bus 680, when the solar irradiance is 750 W/m2, the maximum transient current is 14 p.u.;
as shown in Figure 8, when solar irradiance is increased to 1000 W/m2, the maximum
transient current is 17 p.u. For bus 634, the maximum transient current is increased from
about 2.2 p.u. to 3 p.u. when solar irradiance is increased from 750 W/m2 to 1000 W/m2.

By comparing Table 2 with Figure 14, it is found that increasing the loading level in
the distribution system may decrease the risk of undesirable transient dynamics at weaker
POIs following the transmission-level disturbance. As shown in Figures 8 and 14, the
severity of the impact of transmission-level disturbance on solar PV operation decreases
with the increase in loading level in the distribution system. At the weak bus 680, this
impact becomes relatively significant. Before increasing the loading level, the maximum
transient current is 17 p.u. following the transmission-level fault at bus 6; the transient
current is reduced to 16. 2 p.u. following the same transmission-level fault when the
loading level is increased. This change can improve grid strength at bus 680 and thus
reduce the risk of undesirable transient dynamics of solar PV at bus 680.

5. Conclusions

In this paper, a real-time RTDS-based simulation testbed was presented to explore the
impacts of realistic transmission-level disturbances on solar PV operation in the distribution
system. The testbed includes detailed modeling of components in the transmission and dis-
tribution systems along with the detailed PV models and its inverter controls to capture the
accurate dynamic behaviors of solar PVs in response to the transmission-level disturbances.
The testbed was used in this paper to investigate the transient responses from the solar PV
inverters under different transmission-level disturbances regarding different fault types
and locations, solar penetration levels, and loading levels. It is found that the grid strength
at the POIs of solar PV inverters significantly affects the transient response from the solar
PV inverters following the transmission-level disturbances. At weaker POIs, the transient
response is more sensitive to the disturbances. Such sensitivity becomes more significant
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when the transmission-level disturbance is closer to the weak POIs or the disturbances
become more severe. Additionally, the impact of the transmission-level disturbances on
the solar PVs at the weak POIs exacerbate with the increasing solar penetration levels and
loading levels. Thus, when an increasing number of IBRs are being integrated into the grid,
it is important to study and develop new technologies for grid planning, operation, and
protection in weak grid conditions to address the emerging issues of integrating the high
penetration of solar PVs and other IBRs.
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Abstract: Renewable energy sources such as wind power and photovoltaics (PVs) have been increas-
ingly integrated into the power system through power electronic converters in recent years. However,
power electronic converter-driven stability has issues under specific circumstances, for instance,
modal resonances might deteriorate the dynamic performance of the power systems or even threaten
the overall stability. In this work, the integration impact of a hybrid renewable energy source (HRES)
system on modal interaction and converter-driven stability was investigated in an IEEE 16-machine
68-bus power system. In this paper, firstly, an HRES system is introduced, which consists of full
converter-based wind power generation (FCWG) and full converter-based photovoltaic generation
(FCPV). The equivalent dynamic models of FCWG and FCPV are then established, followed by
linearized state-space modeling. On this basis, converter-driven stability analysis was performed
to reveal the modal resonance mechanisms between different renewable energy sources (RESs) and
weak grids in the interconnected power systems and the multi-modal interaction phenomenon.
Additionally, time-domain simulations were conducted to verify the effectiveness of dynamic models
and support the converter-driven stability analysis results. To avoid detrimental modal resonances, a
multi-modal and multi-parametric optimization strategy is further proposed by retuning the con-
troller parameters of the multi-RESs in the HRES system. The overall results demonstrate the modal
interaction effect between the external AC power system and the HRES system and its various
impacts on converter-driven stability.

Keywords: converter-driven stability; hybrid renewable energy source (HRES) system; multi-modal
interaction; full converter-based wind power generation (FCWG); full converter-based photovoltaic
generation (FCPV)

1. Introduction

High penetration of converter-based power sources has become a popular trend due
to its benefits in terms of environmental protection and social sustainability, especially
the integration of wind power and photovoltaic (PV) solar energy in modern power
systems [1,2]. The full converter-based wind generation (FCWG, e.g., permanent magnet
synchronous generator (PMSG)) is more promising than doubly-fed induction generators
(DFIGs) in new wind power applications [3]. As for PV solar energy, several generic PV
system models based on the Type 4 wind turbine generator model have been introduced
by Western Electric Coordinating Council (WECC) [4]. PV generation is modeled as an
inverter-based generator associated with a variety of active power control reactive power
control options.

Renewable energy sources are interconnected to the power system via flexibly con-
trolled power electronic converters that might produce new stability issues due to the
modal interactions between converter-based generators and the power system, such as
converter-driven stability and resonance stability [5]. In particular, oscillation issues could

Energies 2021, 14, 4290. https://doi.org/10.3390/en14144290 https://www.mdpi.com/journal/energies
377



Energies 2021, 14, 4290

be induced by the modal interaction between converters and external AC power sys-
tems. The sub-synchronous resonance (SSR) was observed in ERCOT of United States [6],
Hebei province of North China [7], London blackout in the United Kingdom [8], and
sub-synchronous oscillation (SSO) in Xinjiang province of China [9]. Low-frequency power
oscillations are normally caused by the modal interaction between the interconnection of
power grids and the fast-response automatic voltage regulators (AVRs). It is generally
understood that the occurrence of the oscillations is due to the lack of damping of power
systems electromechanical oscillation modes (EOMs) [10,11]. An unusual transition in
electromechanical dynamics is disclosed in [12], which indicates that an EOM may be
dominated by FCWG dynamics and tuned into a quasi-EOM when the FCWG quasi-
electromechanical state variables actively participate. The authors of [13] studied how
system impedance and the parameters of the phase-locked loop (PLL) affect the dynamic
behavior and the stability limits of the converters in HVDC applications.

Furthermore, increasingly power electronic converter-interfaced renewable energy
sources introduce a challenge for converter-driven stability of the overall system [14]. Al-
though the interconnection of power electronic converter-interfaced renewable generators
and conventional power systems enhances the overall flexibility and controllability [15–17],
the modal interactions of both transmission and distribution systems become compli-
cated [18–20]. In contrast to the traditional synchronous generators (SGs), converter-based
renewable energy sources have a major impact on power system converter-driven stability.
The authors of [21] studied how the parameters of rotor current controllers have influences
on the eigenvalues shift locus. Based on the dynamic modeling and analysis of traditional
generators and converter-based DFIG, the impact on power system stability is the mini-
mum under small-scale penetration of wind power generations [22]. However, when the
wind power penetration level increases, the converter-driven stability of the overall power
systems may be greatly affected. The authors of [23] conclude that the damping reduction
of power system EOM may occur at weak interconnection lines and increased wind power
penetration level. In multiple grid-interconnected PV generation systems, the coupling
behavior between PLLs and near converters may make the system more vulnerable or even
lose converter-driven stability [24,25].

In this work, a hybrid renewable energy source (HRES) system consisting of FCWG
and FCPV was integrated into the same power system to study the complex modal inter-
action with external AC power systems and thus consequent impact on converter-driven
stability. The main contributions of this paper are listed as follows:

1. Detailed dynamic models of FCWG and FCPV, including PMSG, PV generation unit,
DC/DC converter and the associated control system, DC-link, grid side converter
(GSC) and associated control systems, synchronous reference frame phase-locked
loop (SRF-PLL), and the external AC power system are established. The linearized
state-space models of each dynamic component, as well as the entire closed-loop
system, are developed as the foundation of converter-driven stability analysis.

2. Based on the above models, modal analysis is conducted with different wind power
and PV solar energy penetration levels in the IEEE 16-machine 68-bus system. Pecu-
liarly, open-loop FCWG oscillation mode (FOM) and FCPV oscillation mode (POM)
are tuned to be close to critical EOM in terms of frequency, which is the necessary
condition of open-loop modal resonance.

3. Open-loop and closed-loop modal analysis is compared. Multi-modal interaction in
the examined system with different renewable energy penetration levels is evaluated
to analyze the essential resonance mechanism, which provides a theoretical indication
to alleviate the negative effect caused by strong modal resonance.

4. To circumvent the malignant modal resonance and to enhance the converter-driven
stability, a modal interaction optimization strategy was implemented to prevent
potential modal resonance through carefully retuning the controller parameters of the
HRES system. The overall converter-driven stability and dynamic performance of the
entire system were improved thereafter.
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2. Hybrid Renewable Energy Source (HRES) System

Wind power and PV solar energy have become prevalent renewable power sources
and represent a gradually increasing share of generation in modern power systems. Conse-
quently, these renewable energy sources also induce a long-lasting and complex impact
on power system stability [26]. In this section, an HRES system is introduced to cover
different types of renewable energy and their complex modal interaction with external AC
power systems.

2.1. Configuration of FCWG

The typical topology of an FCWG is depicted in Figure 1.

Figure 1. Physical configuration of an FCWG connected to the AC power system.

The FCWG consists of three parts: (1) the PMSG, the machine side converter (MSC),
and the associated control system (as demonstrated in Figure 1a); (2) the DC-link, the grid
side converter (GSC), and the associated control system (as shown in Figure 1b); and (3) the
SRF-PLL (as presented in Figure 2), which is used to synchronize FCWG with the external
power system.

Figure 2. Block diagram of SRF-PLL.

2.2. Configuration of FCPV

A full converter-based photovoltaic generation (FCPV) farm interconnected to a power
system is depicted in Figure 3, which consists of three main parts: (1) a PV generation unit,
the DC/DC converter, and the associated control system; (2) the DC-link, GSC, and the
associated control system; and (3) the SRF-PLL, which has the same control configuration
and function as that of FCWG.
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Figure 3. Physical configuration of an FCPV interconnected to the AC power system.

3. Dynamic Models of FCWG and FCPV

To elaborate the modal interaction mechanism, the external AC power system exclud-
ing the HRES dynamics is denoted as the open-loop system, while the entire system is the
closed-loop system. Therefore, the impact of the HRES system can be quantified through
open-loop and closed-loop modal analysis.

3.1. State-Space Model of FCWG

Dynamics equations of all FCWG components are derived in this section.

1. Modeling of PMSG

The PMSG can be represented by the following equations:{ dψpsd
dt = −ω0Rpsipsd − ω0vpsd + ω0ωprψpsq

dψpsq
dt = −ω0Rpsipsq − ω0vpsq − ω0ωprψpsq

(1)

{
ψpsd = Xpdipsd − ψpm
ψpsq = Xpqipsq

(2)

where ψpsk, vpsk, ipsk and Xpk (k = d, q) are the direct and quadrature axis flux, voltage,
current, and reactance of stator winding, respectively. Rps is the stator winding resistance,
ωb is the base angular speed in rad/s, ψpm is the flux linkage produced by the permanent
magnet. ωpr is the stator electrical angular speed, defined by: ωpr = npωm = ωm, where
np = 1 is the number of pole pairs of PMSG and ωm is the mechanical (rotor) angular speed.

The motion equation of the wind turbine rotor is expressed as

Hpr
dωpr

dt
= Tpm − Tpe (3)

where Hpr is the inertia constant of the rotor, Tpm is the mechanical torque of the wind
turbine, Tpe is the electrical torque of PMSG.

2. Modeling of MSC

From Figure 1a, the dynamics of MSC are derived as⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ipsqre f = Kpp1(ωpr − ωprre f ) + xp1
dxp1

dt = Kpi1(ωpr − ωprre f )
dxp2

dt = Kpi2(ipsqre f − ipsq)
dxp3

dt = Kpi3(ipsdre f − ipsd)

(4)

where xpk (k = 1, 2, 3) are the state variables of PI controllers in MSC control loops. Kppk
and Kpik (k = 1, 2, 3) are the proportional and integral parameters shown in Figure 1a. X∗ref
denotes the reference value of variable X∗, and such denotations are also applied to other
variables in the following content.
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3. Modeling of DC-link

The equation of the DC-link voltage is derived as

CpVpdc
dVpdc

dt
= Pps − Ppc (5)

where Cp is the capacitance, Vpdc is DC voltage across the capacitor, Ppc is the active power
output and expressed as

Ppc = Vpcd Ipcd + Vpcq Ipcq = Vpd Ipcd + Vpq Ipcq (6)

where Vpck and Ipck (k = d, q) are the direct and quadrature axis output voltage and output
current of GSC, respectively. Vpd and Vpq are the direct and quadrature axis voltage at the
point of common coupling (PCC), respectively.

The line voltage equations across the filter reactance Xp f in Figure 1b is expressed as⎧⎨
⎩

dIpcd
dt = ω0

Xp f
(Vpcd − Vpd) + ω0 Ipcq

dIpcq
dt = ω0

Xp f
(Vpcq − Vpq)− ω0 Ipcd

(7)

4. Modeling of GSC

A standard GSC configuration is shown in Figure 1b, and the mathematic equations
are derived as ⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

dxp4
dt = Kpi4(Vpdc − Vpdcre f )

dxp5
dt = Kpi5(Ipcdre f − Ipcd)

dxp6
dt = Kpi6(Qp − Qpre f )

dxp7
dt = Kpi7(Ipcqre f − Ipcq)

(8)

where xpk (k = 4, 5, 6, 7) are the state variables of PI controllers in GSC control loops. Kppk
and Kpik (k = 4, 5, 6, 7) are the proportional and integral parameters shown in Figure 1b.
Qp is the reactive power output of GSC and expressed as

Qp = Vpq Ipcd − Vpd Ipcq (9)

5. Modeling of PLL

From the block diagram of SRF-PLL shown in Figure 2,{
d
dt xpll = KipllVpq
d
dt θpll = xpll + KppllVpq + ωpllre f

(10)

where xpll and θpll (i.e., phase angle) are the state variables of PLL dynamics, ωpllre f is the
angular speed of PLL in rad/s, Kipll and Kppll are the integral and proportional parameters
of the PLL controller, respectively.

By linearizing Equations (1)–(10) and combining them, the linearized state-space
model of FCWG can be expressed as [3]{ d

dt ΔXw = AwΔXw + BwΔVw

ΔIw = CwΔXw
(11)

where ΔXw denotes all the state variables of FCWG (i.e., the differential state variables in
equations above); Aw, Bw, Cw are the state-space matrices after integrating all linearized
differential equations; ΔVw and ΔIw denote the voltage variation and current variation at
the PCC of FCWG in the common x-y coordinate.
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3.2. State-Space Model of FCPV

1. Modeling of PV generation unit

According to the voltage-current characteristic of FCPV, the relation between the
output voltage and current of an FCPV is expressed as [27]

Vpv =
NsnkT

q
ln
(

Np Isc Ir/100 − Ipv

Np Ir
+ 1

)
(12)

where Vpv and Ipv are voltage and current output respectively; T is the junction temperature,
k is Boltzmann’s constant, Ns and Np are the number of PV cells in series and parallel
respectively, q is the charge of electron, n is the ideality factor, Ir is the irradiance, Isc is the
short-circuit current, I0 is the saturation current.

Therefore, the output active power from an FCPV is expressed as

Ppv = Vpv Ipv (13)

An inductance is used to limit the change of output current of the FCPV, and its
dynamics can be derived as

dIpv

dt
=

ω0

Ldc
(Vpv − Vdc1) (14)

where Vdc1 is the input DC voltage of DC/DC converter.

2. Modeling of DC/DC converter

The control structure of DC/DC converter is shown in Figure 4. The DC/DC converter
control system consists of two control loops, i.e., an outer active power control loop and an
inner current control loop.

Figure 4. Control structure of DC/DC converter.

The dynamics of DC/DC converter control system can be written as⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

dx1
dt = Ki1

(
Ppvre f − Ppv

)
Ipvre f = x1 + Kp1

(
Ppvre f − Ppv

)
dx2
dt = Ki2

(
Ipvre f − Ipv

)
Vdc1 = −x2 − Kp2

(
Ipvre f − Ipv

)
+ Vpv

(15)

where x1 and x2 are the state variables of PI controllers, Ki1 and Kp1 are the integral and
proportional parameters of the active power controller, Ki2 and Kp2 are the integral and
proportional parameters of the current controller.

3. Modeling of DC-link

Ignoring the power loss of converters, the dynamic equation of the DC capacitor is
expressed as

CdcVdc
dVdc

dt
= Ppv − Pw (16)
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where Cdc is DC capacitance, Vdc is the voltage across the capacitor, Ppv in the injected
power from PV, and Pw is the output active power in DC-link and defined as

Pw = Vwd Iwd + Vwq Iwq (17)

where Iwd and Iwq are the direct and quadrature axis output current of GSC, respectively;
Vwd and Vwq are direct and quadrature axis voltage of PCC, respectively.

The dynamics of the filter inductor are expressed as{ dIwd
dt = ω0

xw
(Vcd − Vwd) + ω0 Iwq

dIwq
dt = ω0

xw
(Vcq − Vwq)− ω0 Iwd

(18)

where xω is the inductance of the filter, Vcd and Vcq are direct and quadrature axis output
voltage of DC/AC converter.

4. Modeling of GSC

The control structure of GSC is shown in Figure 5. GSC control system consists of four
control loops: (1) the outer DC voltage control loop; (2) the inner direct axis current control
loop; (3) the outer reactive power control loop; and (4) the inner quadrature axis current
control loop.

Figure 5. Control structure of GSC in FCPV.

The dynamics of GSC control system can be represented as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dx3
dt = Ki3(Vdc − Vdcre f )

Iwdre f = Kp3(Vdc − Vdcre f ) + x3
dx4
dt = Ki4(Iwdre f − Iwd)

Vcdre f = Kp4(Iwdre f − Iwd) + x4 − Xw Iwq + Vwd
dx5
dt = Ki5(Qw − Qwre f )

Iwqre f = Kp5(Qw − Qwre f ) + x5
dx6
dt = Ki6(Iwqre f − Iwq)

Vcqre f = K6(Iwqre f − Iwq) + xp6 + Xw Iwd + Vwq

(19)

where xk (k = 3, 4, 5, 6) are the state variables of PI controllers, Kpk and Kik (k = 3, 4, 5, 6)
are the parameters of corresponding PI controllers. Qw is the injected reactive power into
power systems and expressed as

Qw = Vwq Iwd − Vwd Iwq (20)
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5. Modeling of SRF-PLL

The same structure of the SRF-PLL shown in Figure 2 is applied in the FCPV and its
dynamics are expressed as{

d
dt xpll2 = Kipll2Vwq
d
dt θpll2 = xpll2 + Kppll2Vwq + ωpll2re f

(21)

where all variables are similar to that of Equation (10). Accordingly, X*2 is used in (21)
corresponding to X* in (10).

Therefore, by linearizing Equations (12)–(21), the linearized state-space model of FCPV
is obtained as { d

dt ΔXpv = ApvΔXpv + BpvΔVpv

ΔIpv = CpvΔXpv
(22)

where ΔXpv denotes all state variables of FCPV; Apv, Bpv, Cpv are state-space matrices
after integrating all the linearized differential equations. ΔVpv and ΔIpv denote the voltage
variation and current variation at the PCC of FCPV in the common x-y coordinate.

3.3. Linearized Modeling of HRES System

Based on the linearized state-space models of FCWG in (11) and FCPV in (22), the
linearized state-space model of an HRES system can be represented as{ d

dt ΔXRES = ARESΔXRES + BRESΔVM

ΔIM = CRESΔXRES
(23)

where
ΔXRES= [ΔXT

WG ΔXT
PVG]

T, ΔXT
WG =

[
ΔXT

w1 ΔXT
w2 . . . ΔXT

wM

]T
, ΔXT

PVG =
[
ΔXT

pv1 ΔXT
pv2 . . . ΔXT

pvN

]T
,

ARES= diag[AWG APVG], AWG = diag[Aw1 Aw2 . . . AwM], APVG = diag[Apv1 Apv2 . . . ApvM],
BRES= diag[BWG BPVG], BWG = diag[Bw1 Bw2 . . . BwM], BPVG = diag[Bpv1 Bpv2 . . . BpvN],
CRES= diag[CWG CPVG], CWG = diag[Cw1 Cw2 . . . CwM], CPVG = diag[Cpv1 Cpv2 . . . CpvN];
Awx, Bwx, Cwx (x = 1, 2, . . . ,M) are state matrices of the 1st to Mth FCWG, respectively;
Apvx, Bpvx, Cpvx (x = 1, 2, . . . , N) are state matrices of the 1st to Nth FCPV, respectively;
ΔXT

wx (x = 1, 2, . . . ,M) and ΔXT
pvx (x = 1, 2, . . . , N) denote the vector of all state variables

of FCWGs and FCPVs, respectively; ΔVM and ΔIM are the voltage variation and current
variation of the HRES system at PCCs. diag[] denotes either a diagonal matrix or a block
diagonal matrix.

3.4. Entire Interconnected Power System

In the open-loop power system, the HRES system is modeled as a constant power
source. Assume that the state-space model for N SGs in the AC power system is expressed as{ d

dt ΔXg = AgΔXg + BgΔVg

ΔIg = CgΔXg + DgΔVg
(24)

where ΔXg= [ΔXT
g1 ΔXT

g2 . . . ΔXT
gN]

T, ΔIg= [ΔIT
g1 ΔIT

g2 . . . ΔIT
gN]

T, ΔVg= [ΔVT
g1 ΔVT

g2 . . . ΔVT
gN]

T,
Ag= diag[Ag1 Ag2 . . . AgN], Bg= diag[Bg1 Bg2 . . . BgN], Cg= diag[Cg1 Cg2 . . . CgN],
Dg= diag[Dg1 Dg2 . . . DgN], ΔXT

gj (j = 1,2, . . . , N) denotes the vector of all state variables of the
jth SG. ΔIT

gj and ΔVT
gj (j = 1,2, . . . , N) are the current variation and voltage variation at connecting bus of

jth SG. Agj, Bgj, Cgj, and Dgj (j = 1,2, . . . , N) denote state-space matrices of the jth SG.
The equation of the transmission network is expressed as⎡

⎣ Ig

IM

IN

⎤
⎦ = Y

⎡
⎣ Vg

VM

VN

⎤
⎦ =

⎡
⎣ Ygg Ygw Ygn

Ywg Yww Ywn

Yng Ynw Ynn

⎤
⎦
⎡
⎣ Vg

VM

VN

⎤
⎦ (25)
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where Ig and Vg denote the current injection and voltage at the connecting buses of all
SGs; IM and VM denote the current injection and voltage at PCCs of the HRES system; IN

and VN denote the current injection and voltage at other buses in the network; Y denotes
the admittance matrix.

From Equations (24) and (25), the open-loop power system can be derived as{ d
dt ΔXg = AgsΔXg + BgsΔIM

ΔVM = CgsΔXg + dgsΔIM
(26)

where
Ags = Ag + Bg

(
YggN − YgwNY−1

wwNYwgN − Dg

)−1
Cg,

Bgs = −Bg

(
YggN − YgwNY−1

wwNYwgN − Dg

)−1
YgwNY−1

wwN,

Cgs = −Y−1
wwNYwgN

(
YggN − YgwNY−1

wwNYwgN − Dg

)−1
Cg,

dgs = Y−1
wwN + Y−1

wwNYwgN

(
YggN − YgwNY−1

wwNYwgN − Dg

)−1
YgwNY−1

wwN,

YggN =
(

Ygg − YgnY−1
nn Yng

)
, YgwN = Ygw − YgnY−1

nn Ynw,

YwgN =
(

Ywg − YwnY−1
nn Yng

)
, YwwN =

(
Yww − YwnY−1

nn Ynw

)
.

From Equations (23) and (26), the closed-loop interconnected model of the power
system can be derived as

d
dt

[
ΔXg

ΔXRES

]
=

[
Ags BgsCRES

BRESCgs ARES + BRESdgsCRES

][
ΔXg

ΔXRES

]
(27)

4. Methodology of Optimization Strategy

According to the modal superposition theory in [20], modal interaction can be cate-
gorized into three types: (1) weak interaction which indicates the HRES system interacts
very slightly with the AC power system and thus the interaction effect can be ignored
while studying converter-driven stability; (2) modal resonance that drives adjacent oscil-
lation modes to move against each and thus impairs the system damping and threatens
converter-driven stability; and (3) modal counteraction that implies that the HRES system
interacts positively with AC power system and improves the system damping. It is worth
mentioning that the negative modal resonance will jeopardize converter-driven stability
and thus should be avoided, while the beneficial modal counteraction would be a favorable
choice when integrating an HRES system.

To facilitate the positive interaction between the HRES system and the AC power
system, an eigenvalue shift index (ESI) is utilized to quantitively evaluate the effect of
modal interaction on the critical EOM. Denote λolsysi = σ ± jω as the ith oscillation mode
of the open-loop power system, λclsysi = σ̂ ± jω̂ as the ith oscillation mode of the closed-
loop system. Hence, the modal interaction effect of the newly introduced HRES system
is evaluated by ESI=Δλsys = λclsysi − λolsysi. According to the open-loop and closed-loop
models in Section 3.4, modal analysis can be applied and thus provide a quantitative
calculation for ESI.

If the real part of ESI, i.e., Re (ESI) < 0, demonstrates that the modal interaction is
beneficial for the converter-driven stability. However, if Re (ESI) > 0, a detrimental impact
regarding modal interaction is induced and deteriorates the converter-driven stability. To
tackle this negative impact, a modal interaction optimization strategy can be implemented
by tuning the control parameters of the HRES system. The optimization objective, as
expressed in (28) is to obtain the largest modal shift in critical EOM towards the left half
complex plane.

Minimize Re (ESI) = real (Δλsysi) (28)

where Δλsysi represents the eigenvalue shifts of interactive EOMs.
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It should be pointed out that the modal interaction optimization should not sacrifice
the dynamics of the HRES system at an unacceptable level. Since parameter tuning is per-
formed in HRES controllers, it is necessary and feasible to guarantee a sufficient damping
margin for the HRES system. In this study, the PLLs of FCWG and FCPV were identified to
be key components to optimize the multi-modal interaction with two EOMs of AC power
system, and thus this can be regarded as a multi-modal multi-parametric optimization
problem. The multi-objective particle swarm optimization (MOPSO) algorithm was applied
to tune the parameters of key controllers.

5. Case Study

5.1. Introduction of Test Power System

An IEEE 16-machine 68-bus system [28] with an HRES system connected at bus
8 is illustrated in Figure 6. The HRES system consists of an FCWG-based wind farm
and an FCPV-based solar energy farm. To emulate different penetration levels, four
operating condition cases were thoroughly studied to uncover the impact on converter-
driven stability regarding the modal interaction between the HRES system and AC power
system. Denote the active power outputs (in per unit with base Sb = 100 MVA) of FCWG
and FCPV as PWG and PPV respectively. The four operating condition cases were: (1) Case
1: PWG = 0, PPV = 0; (2) Case 2: PWG = 0.5 p.u., PPV = 0.5 p.u.; (3) Case 3: PWG = 1.0 p.u.,
PPV = 1.5 p.u.; and (4) Case 4: PWG = 2.0 p.u., PPV = 2.5 p.u. Both FCWG and FCPV
adopted reactive power control with constant power factor of 0.98. The test system was
built on the Matlab R2020b platform via M-language programming.

Figure 6. Configuration of test IEEE power system integrated with an HRES system.

The modal interaction can be either weak or strong. In a weak interaction case, the
interaction impact can be ignored and the HRES system can be regarded as a constant power
source. However, in strong interaction cases, the modal interaction between the HRES
system and AC power system might have a considerable impact on the converter-driven
stability and thus will be carefully addressed in the following analyses.

To begin with, open-loop modal analyses of the examined power systems with differ-
ent wind power and PV solar energy penetration level were performed. Then, closed-loop
modal resonance analyses of the closed-loop system and time-domain simulations were per-
formed as supplementary verification. To mitigate the detrimental effect caused by strong
modal interaction (i.e., modal resonance), the modal interaction optimization strategy was
further adopted as well.
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5.2. Converter-Driven Stablity Analyses Considering Different Renewable Energy Penetration
Levels

Based on the linearized state-space model the state matrix in Equation (26), the critical
EOM of the open-loop power systems can be calculated, as exhibited in Table 1. The
open-loop critical EOM of the power systems examined was slightly affected by different
constant injected active power after ignoring the modal interaction of FCWG and FCPV.
Since the open-loop EOM is mainly determined by the electromechanical dynamics of SGs
in the AC power system, it had a relatively stable oscillation frequency (0.57 Hz–0.60 Hz)
with a damping ratio (DR) around 2.9%. This was also confirmed by the electromechanical
loop correlation ratio (ELCR) [12], which stayed at a very high level (36.80–37.50).

Table 1. Open-loop modal analysis regarding different renewable energy penetration levels.

Active Power from FCWG and
FCPV (p.u.)

Open-Loop Critical EOM (λopsys) Frequency (Hz) DR ELCR

Case 1 (0, 0) −0.1064 ± 3.6391 i 0.5792 2.92% 36.80
Case 2 (0.5, 0.5) −0.1067 ± 3.6694 i 0.5840 2.91% 36.88
Case 3 (1.0, 1.5) −0.1068 ± 3.7158 i 0.5914 2.87% 37.08
Case 4 (2.0, 2.5) −0.1060 ± 3.7790 i 0.6014 2.80% 37.50

As shown in Table 2, when the renewable energy penetration level grew higher,
the modal interaction became stronger. This is because the modal interaction between
the HRES system and AC power system is negative (viz., modal resonance), and such
interaction effect is further magnified in the cases with large active power output from
the HRES system [20]. The decrease in DR manifests that the closed-loop critical EOM
becomes weaker and less stable. For instance, in Case 4, the closed-loop critical EOM had a
negative DR (−0.72%), which means that the system lost its converter-driven stability and
became unstable.

Table 2. Closed-loop modal analysis regarding different renewable energy penetration levels.

Active power from FCWG and
FCPV (p.u.)

Closed-Loop Critical EOM λclsys Frequency (Hz) DR ELCR

Case 1 (0, 0) −0.1064 ± 3.6391 i 0.5792 2.92% 36.80
Case 2 (0.5, 0.5) −0.0527 ± 3.6022 i 0.5733 1.46% 2.9990
Case 3 (1.0, 1.5) −0.0105 ± 3.5506 i 0.5651 0.30% 1.8867
Case 4 (2.0, 2.5) 0.0251 ± 3.4917 i 0.5557 −0.72% 1.4929

Participation factor analysis in Figure 7 illustrates that, in Case 1, since the active
power of FCWG and FCPV were zero, they did not participate in the closed-loop critical
EOM, and thus it stayed in the same position of the open-loop critical EOM. However,
when the active power outputs of FCWG and FCPV increased, they began to actively
interact with SGs and even became the dominant power sources (as shown in Case 3 and
Case 4). A few very interesting and important findings are observed below. When we
compare the active power outputs, although the total active power output of the HRES
system (2.0 p.u. in Case 3 and 4.5 p.u. in Case 4 respectively) was less than one-tenth
of the total active power of 13th and 15th SGs (45.91 p.u.), the HRES system had much
larger participation factors for the critical EOM than that of the 13th and 15th SGs. It is
also noteworthy that ELCR in Table 2 decreased significantly, which further indicates this
critical EOM became less relevant to the electromechanical dynamics among SGs.

Through participation factor evaluation, it was also revealed that the closed-loop
critical EOMs with oscillation frequencies between 0.55 Hz and 0.58 Hz were mainly domi-
nated by PLL dynamics of the HRES system and electromechanical dynamics of the AC
power system, respectively. Specifically, state variables related to PLL dynamics (i.e., Δxpll ,
Δθpll , Δxpll2, Δθpll2) and SG electromechanical dynamics (i.e., ΔωK, ΔδK, (K = 1, 2, . . . , 16))
were the most active components in these closed-loop EOMs.
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Figure 7. Participation factor analysis for closed-loop critical EOM (0.55 Hz–0.58 Hz). (a) Case 1;
(b) Case 2; (c) Case 3; (d) Case 4.

It is worth mentioning that the integration of the HRES system not only affected the
critical EOM, but also interacted with other EOMs with different intensity levels. Here we
demonstrate the participation of HRES in another local EOM (0.65 Hz~0.67 Hz, mainly
dominated by 14th and 16th SGs and denoted as EOM2) in Figure 8. In Case 4, the
HRES system had a total participation factor larger than 0.2, and both FCWG and FCPV
participated. It can be seen that the DR of EOM2 increased from 2.22% to 3.60%. In other
words, the modal interaction effect on EOM2 was positive. Moreover, despite the large
geographical/electrical distance between the HRES system and SGs (14th and 16th), great
attention should be paid to their modal interaction, especially in the detrimental modal
resonance cases. This also proves that the HRES dynamics can penetrate deeply into the
local electromechanical dynamics. It further indicates that the interaction between the
HRES system and AC power system can be multi-modal. In this study, two HRES oscillation
modes and two EOMs were representative and involved in the modal interaction process.

Modal interaction also affects the oscillation modes of the HRES system. In this work,
we investigated two critical oscillation modes of the HRES system, i.e., one from FCWG
and the other from FCPV, which are denoted as FOM and POM respectively. It should be
pointed out that there are 7 pairs of conjugated oscillation modes in FCWG and 5 pairs in
FCPV. Only the two most active oscillation modes are listed and analyzed, and the other
modes have a very limited interaction with the electromechanical dynamics and thus can
be ignored in this study. The closed-loop modal analysis of the HRES system is presented in
Table 3 (FCWG) and Table 4 (FCPV). The results of open-loop modal analysis are not listed
separately here since they are almost the same as those of Case 1 in the closed-loop modal
analysis. This is because the modal interaction impact is not considered in the open-loop
modal analysis, and the power flow impact on modal shifts is minimal unless significant
changes occur in the AC power system, as demonstrated in Table 1.
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Figure 8. Participation factor analysis for closed-loop EOM2 (0.65 Hz~0.67 Hz). (a) Case 1; (b) Case 2;
(c) Case 3; (d) Case 4.

Table 3. Closed-loop modal analysis of FOM (wind power).

Active Power from
FCWG (p.u.).

Closed-Loop FOM λclwg
Frequency

(Hz)
DR ELCR

Case 1 (0) −0.0702 ± 3.7456 i 0.5961 1.87% 0
Case 2 (0.5) −0.0812 ± 3.8706 i 0.6160 2.10% 0.0482
Case 3 (1.0) −0.0783 ± 3.9024 i 0.6211 2.01% 0.0187
Case 4 (2.0) −0.0786 ± 3.9446 i 0.6278 1.99% 0.0122

Table 4. Closed-loop modal analysis of POM (PV).

Active Power from
FCPV (p.u.)

Closed-Loop POM λclpv
Frequency

(Hz)
DR ELCR

Case 1 (0) −0.0748 ± 3.8683 i 0.6157 1.93% 0

Case 2 (0.5) −0.1083 ± 3.9019 i 0.6210 2.77% 0.2868

Case 3 (1.5) −0.1327 ± 3.9710 i 0.6320 3.34% 0.6820

Case 4 (2.5) −0.1297 ± 4.0445 i 0.6437 3.21% 1.4651

In can be seen in Tables 3 and 4 that both closed-loop FOM and closed-loop POM were
improved with damping increase. Meanwhile, the corresponding oscillation frequencies
also increased slightly. It is important to highlight that, in Case 4, the closed-loop POM
has a large ELCR (1.4651), which is greater than 1. Thus, this POM can be recognized as an
EOM, and its participation factor analysis is exhibited in Figure 9. Five SGs (12th–16th SGs)
participate actively in this POM. Moreover, FCWG also has a large participation (larger
than 0.1) in this POM, which indicates that FCWG and FCPV might interact with each
other and affect their own dynamics.
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Figure 9. Participation factor analysis for closed-loop POM in Case 4.

To demonstrate the modal interaction effect discussed above, the modal shifts re-
garding four main interactive oscillation modes (i.e., Critical EOM, EOM2, FOM, and
POM) from their open-loop location to closed-loop location are illustrated in Figure 10.
λclsysk, λclsys2k, λclwgk, and λclpvk (case number k = 1, 2, 3, 4) denote the eigenvalues of
four closed-loop oscillation modes in four cases, respectively. It should be noted that the
open-loop location of the oscillation modes in all four cases was almost of the same as their
closed-loop location of Case 1 (i.e., λclsys1, λclsys21, λclwg1, and λclpv1). This phenomenon
can be evidenced the information in Table 1, as well as the nature of PLL oscillation modes
of FCWG and FCPV. Hence, for better readability, the open-loop oscillation modes are not
presented in Figure 10, and instead λclsys1, λclsys21, λclwg1, and λclpv1 can be treated as the
starting points of each modal shift. In other words, the modal shift of each oscillation mode
due to the interaction is the eigenvalue movement from its starting point to the closed-loop
oscillation mode. It is easy to conclude from Figure 10 that although EOM2 and POM were
meliorated, the critical EOM was impaired and gradually shifted towards the unstable
right half-plane.

Figure 10. Modal shifts due to modal interaction in four cases.
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To verify modal analysis results and further illustrate converter-driven stability vi-
sually, time-domain simulations were carried out. The simulation conditions were set as:
a 5% step increase in the mechanical power of 1st SG occurs and subsequently drops to
the original value after 100 ms. From the participation factor analysis in Figure 7, 13th
and 15th SGs had the largest and second-largest participation factors in the AC power
system, respectively. Hence, the rotor speed difference between 13th and 15th SG and
active power of 15th SG were demonstrated. The DRs in Table 2 are also marked in the
simulation results.

From Figures 11 and 12, modal interaction between the HRES system and AC power
system had a negative impact on the closed-loop critical EOM. Especially in Case 4, the 13th
and 15th SGs lost synchronism and the active power output of 15th SG became unstable.
Therefore, the simulation results are consistent with the modal analysis above.

5.3. Modal Interaction Optimization to Enhance Converter-Driven Stability

A modal interaction optimization strategy was implemented to mitigate the detri-
mental effect of modal resonance and enhance the converter-driven stability. By tuning
parameters of FCWG and FCPV, the open-loop critical FOM and POM can not only be
relocated but also induce beneficial modal interactions with the AC power system. As
a result, the strong multi-modal resonance was eliminated. In this study, PLL control
parameters of FCWG and FCPV were identified as pivotal parameters related to strong
modal resonance. Therefore, the modal interaction optimization strategy was performed
to appropriately adjust these parameters. The modified parameters and corresponding
modal analysis results are listed in Table 5. Compared with the original power system with
inadequate damping, the closed-loop critical EOM after optimization gains significantly
improved damping, and hence better converter-driven stability.

Figure 11. Rotor speed difference between 13th SG and 15th SG in four Cases. (a) Case 1; (b) Case 2; (c) Case 3; (d) Case 4.
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Figure 12. Active power output of 15th SG in four Cases. (a) Case 1; (b) Case 2; (c) Case 3; (d) Case 4.

Table 5. Parameter optimization of FCWG and FCPV.

Type Original Control Parameters Optimized Control Parameters

PLL control parameters of FCWG Kpwg = 0.15, Kiwg = 15, Kpwg = 0.5631, Kiwg = 11.4376
PLL control parameters of FCPV Kppv = 0.16, Kipv = 16 Kppv = 0.3487, Kipv = 16.3764

Open-loop critical FOM
(Freq., DR) −0.0776 ± 3.9385 i (0.6268 Hz, 1.97%) −0.2731 ± 3.3194 i

(0.5283 Hz, 8.20%)
Closed-loop critical FOM

(Freq., DR)
−0.0786 ± 3.9446 i
(0.6278 Hz, 1.99%)

−0.1388 ± 3.2740 i
(0.5211 Hz, 4.23%)

Open-loop critical POM
(Freq., DR)

−0.0792 ± 3.9783 i
(0.6332 Hz, 1.99%)

−0.1725 ± 4.0220 i
(0.6401 Hz, 4.29%)

Closed-loop critical POM
(Freq., DR)

−0.1297 ± 4.0445 i
(0.6437 Hz, 3.21%)

−0.1907 ± 4.1088 i
(0.6539 Hz, 4.64%)

Open-loop critical EOM
(Freq., DR)

−0.1060 ± 3.7790 i
(0.6024 Hz, 2.80%)

−0.1060 ± 3.7790 i
(0.6024 Hz, 2.80%)

Closed-loop critical EOM
(Freq., DR)

0.0251 ± 3.4917 i
(0.5557 Hz, −0.72%)

−0.1647 ± 3.5897 i
(0.5713 Hz, 4.58%)

Open-loop EOM2
(Freq., DR)

−0.0934 ± 4.1669 i
(0.6632 Hz, 2.24%)

−0.0934 ± 4.1669 i
(0.6632 Hz, 2.24%)

Closed-loop EOM2
(Freq., DR)

−0.1504 ± 4.1728 i
(0.6641 Hz, 3.60%)

−0.1323 ± 4.1232 i
(0.6562 Hz, 3.21%)

The modal shifts of system EOMs are also presented in Figure 13. Compared with the
original system, in the optimized system, the closed-loop critical EOM moves towards the
left half complex plane. Its DR increases from −0.72% to 4.58%, which is quite a prominent
improvement. It should also be highlighted that such a change is only brought by the
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parameter tuning with the optimization strategy, while the operating condition remains
the same. From the perspective of system operators, this method is very cost-effective since
no additional control or devices involved.

Figure 13. Modal shifts of system EOMs with/without optimization strategy.

The rotor speed difference between 13th and 15th SGs and active power of 15th SG
are compared in Figure 14. The dynamic performance of the modified interconnected
system was greatly improved. These results are in accordance with the DR indication
of the closed-loop critical EOM in Table 5. Therefore, the implemented multi-modal
and multi-parametric optimization strategy was found to be effective for reinforcing the
converter-driven stability.

Figure 14. Comparison of simulation results in Case 4 before/after optimization. (a) Rotor speed difference between 13th
and 15th SGs; (b) Active power output of 15th SG.

6. Discussion

In the above converter-driven stability analysis, various modal interaction conditions
were thoroughly investigated by extensively evaluating the multi-modal interactions
between the multi-RESs in the HRES system and AC power system. Several important
findings are summarized as follows:

(1) From the open-loop modal analysis of the external AC power system, with the
increasing active power injection of RESs, the open-loop critical EOM was very slightly
affected. Such minor variations are mainly due to the power flow impact since the
modal interaction of the HRES system was excluded in the open-loop analysis.
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(2) For the closed-loop modal analysis, the overall impact of HRES integration was
evaluated, considering both the power flow impact and modal interactions. Strong
modal interaction occurred when the open-loop critical FOM and POM were close to
the open-loop EOMs in terms of oscillation frequency. This is a necessary condition to
induce strong modal interaction.

(3) The multi-modal interaction involved oscillation modes of the multi-RESs in the
HRES system and AC power system. The integration of the HRES system mainly
affected two EOMs (i.e., one global critical EOM and one local EOM2). Strong modal
interaction effects can be either positive or negative. For instance, in this study, the
critical EOM deteriorated while the local EOM2 improved.

(4) The HRES system could participate more actively in the critical EOMs even at a
much lower active power output compared to SGs. The HRES dynamics could
penetrate deeply into the local electromechanical dynamics regardless of their geo-
graphical/electrical distance.

(5) The electromechanical dynamics of SGs might also participate in HRES oscillation
modes (e.g., FOM and POM), which will lead to either positive or negative modal
shifts in HRES oscillation modes. Their participation can also be quantified by ELCRs.

(6) Apart from the interaction between SGs and HRES, FCWG and FCPV inside the HRES
system can also interact with each other and participate in each other’s dynamics.
Therefore, it is necessary to coordinate their interaction (e.g., parameter tuning) and
avoid the interior modal resonance.

(7) An interesting phenomenon appears when electromechanical dynamics become quite
active in an HRES oscillation mode, and thus this mode turns into an EOM. In Case 4,
the closed-loop POM had an ELCR larger than 1, and hence it can be recognized as an
EOM. Such phenomena usually happen at high HRES penetration levels.

(8) As a negative strong modal interaction, modal resonance might dramatically degrade
system damping and thus should be circumvented. An effective countermeasure is to
implement the modal interaction optimization strategy to properly modify the key
parameters of HRES controllers. With the optimization strategy adopted, not only
can the detrimental effect of modal resonance be alleviated, but also a positive modal
interaction (i.e., modal counteraction) can be achieved.

7. Conclusions

In this work, an IEEE benchmark power system with an HRES system was investigated
regarding the converter-driven stability. The converter-driven stability issues studied are in
the form of modal interaction between two subsystems (i.e., HRES system and AC power
system). Therefore, we elaborately examined the detrimental modal resonance conditions
to reveal the mechanisms of potential converter-driven instability issues.

The integration of the HRES system not only affected the power flow but also inter-
acted with the external AC power system. Particularly, when modal resonance happened,
the critical system EOM was forced to move towards the right half complex plane, and
thus threatened the converter-driven stability. An extreme condition with a multi-modal
interaction case was examined to evaluate the consequence of strong modal resonance.
The DR of closed-loop critical mode was greatly weakened or even became negative. As a
result, oscillations once being aroused due to unexpected disturbances cannot be effectively
suppressed and may further propagate in the external AC power system.

To prevent this adverse phenomenon, a modal interaction optimization strategy was
implemented. The converter-driven stability was remarkably enhanced after relocating
critical modes of the HRES system and meliorating its modal interaction with the AC power
system. Consistent with modal analysis, time-domain simulation results substantiate that
the groups of SGs can maintain synchronism in disturbance conditions after optimization
in the HRES system.
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Abstract: The voltage ride through capability of the major auxiliary variable-frequency drive (VFD)
in large thermal power plants is the key technical issue of power grid and source coordination. In
order to test the high voltage ride through (HVRT) and low voltage ride through (LVRT) capability
of the auxiliary VFD, it is necessary to develop a power supply to simulate different grid voltage
sag and swell accurately. In this paper, a generator (VSSG) based on the common three-phase
inverter circuit that can simulate multi-mode voltage sag/swell is proposed. The designed main
circuit consisting of transformer, rectifier, DC split capacitors, three-phase inverter, and LC-filter can
generate single-phase and three-phase voltage sag, swell, and phase angle jumping flexibly. The
developed control strategies composed of the double closed-loop control and the neutral voltage
balance control achieve accurate output, fast dynamic response, and step-less adjustment. Simulation
and experiment results verify the multi-mode voltage simulation performances of the proposed
VSSG, which can be effectively used to emulate power grid voltage sag and swell phenomena under
the IEEE 1159 and IEC standards.

Keywords: voltage sag/swell generator (VSSG); voltage sag; voltage swell; voltage phase angle
jumping; three-phase inverter circuit

1. Introduction

Voltage sag and swell are the common phenomena of power grid. Voltage sag is
caused by grid short circuit, access of large capacity load and the dual power supply
switching, etc. Additionally, voltage swell is caused by a reduction in large capacity load, a
large capacitor compensator putting into operation and power system oscillation, etc. For
a specific low-voltage electric equipment, it will encounter voltage sag/swell resulting not
only from its own distribution system faults, but from faults propagated from transformers,
power lines, and other loads in distance. Therefore, the diversity of the voltage sag/swell
characteristics should be considered.

When the electric equipment encounters voltage sag or swell, its operation status
is disturbed. Similar to the major auxiliary variable-frequency drives (VFD) in a large
thermal power plant, to achieve operation coordination of the power grid and source, the
high voltage ride through (HVRT) and low voltage ride through (LVRT) capability of the
auxiliary VFD in the power plant need to be verified. Therefore, it is necessary to develop a
power supply to simulate voltage sag/swell accurately, which is the basis and verification
means for the HVRT and LVRT support equipment research [1–3]. At present most research
is focused on the simulation of the grid voltage sag, i.e., voltage sag generator (VSG), which
is mostly used in the field of wind power system test [4,5], power quality improvement in
wind farm [6] and DC supply system [7], and other renewable energy systems [8–10].

The common VSG solutions can be categorized as shunt-impedance-based, synchronous-
generator-based, transformer-based, and power-electronics-converter-based. The shunt-
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impedance-based VSG [11–13] uses shunt and series impedances in its main circuit. The
series impedance is used to suppress the current impact, and the shunt impedance is used
to generate voltage sag. The voltage sag depth and duration are adjusted by controlling the
shunt impedance value and its time of switching into the circuit. This method is simple and
easy to implement, but it has the drawbacks of large energy consumption, low accuracy,
and adjustment discontinuity. The synchronous-generator-based VSG can simulate the
load side voltage sags by changing the exciting current, which has the drawbacks of slow
response, only symmetrical faults emulation, relatively large weight, and high cost [14,15].
The transformer-based VSG is implemented by constructing the output voltage switchover
of the autotransformer to simulate the actual grid voltage sag [16–19]. The switchover
device usually uses contactor or the non-contact fast switch constructed by bidirectional
thyristor or insulated gate bipolar transistor (IGBT). It is difficult to achieve precise control
of voltage transient variation. Additionally, unexpected high impulse current and spike
voltage are usually accompanied during the period of simulating voltage sag.

Comparatively, the power-electronics-converter-based grid voltage sag or swell gener-
ator deserves more attention, which is mostly on the basis of inverter circuit [5,20–25]. A
comprehensive overview on cause classification of voltage sag and voltage sag emulators
and applications is presented in [26]. With the improvement of topology and control
scheme embedded, the voltage conversion can simulate all kinds of grid voltage sag or
swell. This solution has many advantages over the foregoing solutions, such as quicker
response, flexible control, and step-less output adjustment. The matrix-converter-based
sag/swell generator is also a good solution [27–29], but its output modes are fewer than the
inverter-based. In [24], a method using three single-phase inverters is proposed to achieve
any phase voltage sag, but its circuit structure is relatively complex.

In view of the above, this paper presents a new voltage sag/swell generator (VSSG)
based on the common three-phase inverter circuit and SPWM control, which can emulate
multi-mode of voltage sag/swell and phase angle jumping. Corresponding technical
performance and hardware structure comparison with other power-electronics-converter-
based voltage sag/swell generator are shown in Table 1. Topology in [20,21] employs series
transformer and auxiliary semiconductor devices, while topology in [22] employs four
power legs. Comparatively, with simpler main circuit, more features and low cost, the
VSSG proposed is a more perfect and practical than others.

Table 1. Comparison of various voltage sag/swell generators.

Three Single-Phase-
Inverters-Based [22]

3-Phase 3-Wire 4-Legs
Inverter-Based [20,21]

Proposed 3-Phase 4-Wire
Inverter with Neutral Control

Circuit structure Complex Less complex Simple
No. of IGBT 12 8 6

Step-less adjustment Yes Yes Yes
Angle jumping No No Yes
Voltage Swell No No Yes

Cost High High Low

The rest of this paper is organized as follows. The grid voltage sag/swell features
under different grid faults and fault propagation that need to be simulated are firstly
introduced in Section 2. Section 3 presents the main circuit and its mathematical models
of the proposed VSSG and Section 4 illustrates the designed control strategy. Simulation
and experimental test results of the VSSG are depicted in Sections 5 and 6, respectively.
Section 7 concludes the paper.

2. The Grid-Fault and Its Propagation

VSSG is designed to accurately simulate all kinds of faults in the power system.
Therefore, it is necessary to consider the actual situation, i.e., the diversity of faults in the
actual grid and the changes of fault features after propagation. The voltage sag/swell
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features mainly include the amplitude of voltage sag/swell, sag/swell duration, fault
frequency, and the voltage phase angle jump [30,31].

When line faults occur, the eigenvector diagrams of phase voltage at the point of
common coupling (PCC) in relation to different neutral grounding modes are shown in
Table 2. As the figures show in Table 2, the dotted line is the voltage amplitude and phase
of each phase under normal condition, while the solid line indicates the voltage amplitude
and phase corresponding to each phase fault.

Table 2. Phase voltage eigenvector diagram of different faults.

Fault Type Neutral Effective Grounding Neutral Non-Effective Grounding

Single-phase earthing

Inter-phase short circuit

Two-phase earthing

Three-phase short circuit

When fault propagates through transformer, the voltage eigenvector may change; it
depends on the wiring form of the transformer. Take the Y/Δ-11-type transformer as an
example: when the fault propagates through this type of transformer, the voltage zero
sequence component cannot pass, which leads to the changes of phase voltage eigenvector
as shown in Table 3.

Table 3. Voltage eigenvector change after fault propagation.

Fault Type
(Neutral Ground)

Eigenvector Diagram of Original Fault
Eigenvector Diagram after Propagation

through Transformer

Single-phase earthing (phase A)

Inter-phase short circuit (phase B\C)

Two-phase earthing (phase B\C)
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It can be seen from Tables 2 and 3, when fault occurs, the voltage vector is not only
reflected in the amplitude variation, but also in the phase angle variation. It is required
that the VSSG can simulate different kinds of voltage sag/swell features to test the HVRT
and LVRT capability of the grid-connected equipment.

3. Main Circuit and Its Mathematical Model

As shown in Figure 1, the proposed VSSG main circuit consists of step-up transformer,
uncontrolled rectifier bridge, DC split capacitors, three-phase inverter circuit and LC low-
pass filter. The step-up transformer is used to provide voltage swell margin. The midpoint
of DC split capacitors is connected to the neutral line of the AC side so that the AC output
main circuit becomes a three-phase four-wire system.

Figure 1. Main circuit of VSSG.

The symbols in Figure 1 and the following analysis are shown in Table 4.

Table 4. Symbols in the mathematical model.

Symbol Meaning Symbol Meaning

L filter inductor vc1 voltage on capacitor C1

C filter capacitor vc2 voltage on capacitor C2

r damping resistance voA, voB, voC three-phase output voltages

VD DC-link voltage ioA, ioB, ioC three-phase output currents

iCA, iCB, iCC
Currents in Filter
capacitors viA, viB, viC

three-phase output voltages
before filter

iLA, iLB, iLC
Currents through
inductors vrA, vrB, vrC

three-phase modulation
input voltages

The front circuit of the VSSG is composed of a step-up transformer and an uncon-
trolled rectifier. Under the ideal condition (the front circuit capacity satisfies the operation
requirements and the AC supply voltage is stable), VD is constant, and the neutral volt-
age deviation is controlled to ensure that N is zero potential. Each phase output may be
controlled independently and not affected by each other, which is the precondition for any
phase to simulate voltage sag/swell and phase angle shift as a real three-phase four-wire
low-voltage power supply network.

The three phases coupling relationship in 3-phase 3-wire and 3-phase 4-wire inverter
circuit can be illustrated using topologies in Figures 2 and 3, respectively.

It can be seen from Figure 2b that any phase voltage is affected by other two phases;
there is a mutual coupling relationship between output voltages of 3 phases in the 3-phase
3-wire inverter circuit.

For a 3-phase 4-wire inverter circuit, by means of the neutral line connection and
clamp control for the neutral voltage, the independence of each phase output circuit can be
guaranteed as shown in Figure 3.
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Figure 2. 3-phase 3-wire system topology. (a) Main circuit. (b) Simplified diagram of one working state.

Figure 3. Simplified diagram of one working state of 3-phase 4-wire system topology.

Therefore, the main loop model of the VSSG proposed can be simplified to a single-
phase inverter circuit as shown in Figure 4. The resistance r of the low-pass filter is used
to damp oscillation. Due to its small value, resistance r can be ignored when analyzes
the characteristics of the control system, and thus the relationships of phase current and
voltage can be expressed as Equations (1)–(3) (take phase A as an example).

viA = voA + L
diLA

dt
(1)

iLA = iCA + ioA (2)

iCA = C
dvoA

dt
(3)

From Equation (1) to Equation (3), the transfer function among voA, ioA, and viA can be
deduced as Equation (4).

viA(s) = (1 + LCs2)voA(s) + LsioA(s) (4)

According to the principle of SPWM, the transfer function between the modulation
wave input vrA and output voltage viA of inverter side is a constant.

viA
vrA

= KPWM (5)

In the above inverter circuit, KPWM is VD/2. By adjusting the modulation ratio M in
the control process, the amplitude of the modulation wave vrA is adjusted, and finally the
amplitude of viA is adjusted.
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Figure 4. Equivalent single-phase inverter circuit.

Unlike the inverter with only voltage sag capability, the maximum modulation ratio
(M = 1) in this case corresponds to the highest swell output voltage Uh, and the modulation
ratio at the rated voltage of 400 V is about 400/Uh.

According to Equations (4) and (5), the open-loop system structure of the inverter
circuit is as shown in Figure 5.

Figure 5. Single phase open loop block diagram of inverter.

The LC filter is designed according to the principles shown in Equations (6) and (7).

10 fr ≤ fc ≤ fs/10 (6)

fc = 1/(2π
√

LC) (7)

where fr is the fundamental frequency of VSSG output voltage, fc is the resonant frequency
of LC filter, and fs is the switching frequency of inverter circuit.

The filter inductance is designed to control its voltage drop less than 3%, and to
restrict the maximum current ripple in the meantime. The optimized design of the relevant
parameters may be performed in combination with the Bode diagram of the corresponding
transfer function, and details are not described herein.

4. Control Strategy

4.1. Main Control Strategy

For the inverter circuit above, the common dual closed-loop control strategy, namely
the outer voltage control and the inner current control [32] is used. Corresponding control
block diagram is shown in Figure 6.

Figure 6. Double closed loop control strategy block diagram.
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The control model in Figure 6 includes a current feedback inner loop, a voltage
feedback outer loop and a voltage feedforward loop. The inner loop of the current is used
to suppress the oscillation of LC filter and improve the dynamic characteristics of the whole
system. The filter capacitor current iCA is chosen as the control target, and the proportional
controller can realize the expected control effect. Ki is the proportional gain in the current
regulator. The voltage feedback outer loop is designed to ensure that the output voltage
voA of VSSG follows the set value v*

oA. The loop adopts the PI regulator, of which Kvp is
the proportional gain and Kvi is the integral gain, while the PI regulator cannot realize no
static error tracking control of the sine signal. Therefore, a load voltage feedforward loop
is added to eliminate the error, and then the high precision tracking of the set value will
be realized.

The transfer function from the set current value of inner loop to the feedback current
value in Figure 6 can be written as:

iCA =
KiKPWMCs

LCs2 + KiKPWMCs + 1
i∗CA − LCs2

LCs2 + KiKPWMCs + 1
ioA (8)

The goals of the current controller are: (1) to reduce the impact of load current ioA on
the output voltage in the required frequency band, which is reflected in the Bode diagram
that the load current gain is as small as possible near the power frequency; (2) to take into
account the dynamic response performance of the overall power supply, which is reflected
that the frequency band is as wide as possible in the Bode diagram. When Ki = 5, according
to Equation (8), the relevant gain at frequency 50 Hz of the current loop is: iCA/i*CA =1,
iCA/ioA < 0.001. By simulation, it is verified that the above parameters can meet the expected
control effect of the current controller.

According to Figure 6, the transfer function from the set voltage value to the feedback
voltage value of outer loop is:

voA =
KiKPWMCs2+KiKvpKPWMs+KiKviKPWM

LCs3+KiKPWMCs2+(1+KiKvpKPWM)s+KiKviKPWM
v∗oA−

Ls2

LCs3+KiKPWMCs2+(1+KiKvpKPWM)s+KiKviKPWM
ioA

(9)

According to the Thevenin theorem, the above relational expression can be represented
by the equivalent circuit depicted in Figure 7, where Gcv*oA is a controllable voltage source,
Z(s) is the internal impedance of the inverter, and ZL is equivalent impedance of the load.

Figure 7. Thevenin’s equivalent circuit of VSSG closed loop control.

The equation in Figure 7 can be expressed as:

voA = Gc(s)v∗oA − Z(s)ioA (10)
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According to Equations (9) and (10), the closed-loop voltage gain Gc(s) and the output
impedance Z(s) of the inverter are as follows:

Gc(s) =
KiKPWMCs2 + KiKvpKPWMs + KiKviKPWM

LCs3 + KiKPWMCs2 + (1 + KiKvpKPWM)s + KiKviKPWM
(11)

Z(s) =
Ls2

LCs3 + KiKPWMCs2 + (1 + KiKvpKPWM)s + KiKviKPWM
(12)

It can be seen from Equation (12) that the output impedance of the inverter under
closed-loop control is not only affected by the filter parameters, but also related to the
adopted control strategy.

The VSSG is a power generator, and it is used to simulate the actual grid power, for
which the output impedance Z(s) should be inductive near 50 Hz. Additionally, in order
to suppress the high frequency harmonics of itself effectively, it should exhibit resistance
characteristic in high frequency range.

The frequency–domain response curves of output impedance Z(s) when the controller
designed with different parameters are shown in Figure 8. Figure 8a shows the curves
corresponding to different Kvp when Kvi = 10. The curves of b001, b01, b1, b10, and b100 are
corresponding to 0.01, 0.1, 1, 10, and 100 of Kvp, respectively. Figure 8b shows the curves
corresponding to different Kvi when Kvp = 1. The curves of b1, b10, b100, and b1000 are
corresponding to 1, 10, 100, and 1000 of Kvi, respectively.

Figure 8. The frequency response curves of Z(s) corresponding to different parameters. (a) The curves corresponding to
different Kvp. (b) The curves corresponding to different Kvi.

It can be seen that when different parameters of the controller are applied, the output
impedance characteristics exhibited are different at 50 Hz. Therefore, when selecting the
specific parameters of the controller, it is necessary to comprehensively ensure that the
output impedance is inductive at 50 Hz and is resistive at the high frequency range, so
as to effectively suppress the harmonics of the switching frequency band and meet the
requirements of the VSSG.

When Kvp = 1 and Kvi = 10, the frequency response curve of the transfer function Gc(s)
corresponding to the VSSG closed-loop control is shown in Figure 9.

In fact, due to the zero deviation of the neutral current and the physical parameters
difference of the capacitor itself, there is a problem of midpoint voltage drift in VSSG DC
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bus splitter capacitor, which will lead to the waveform distortion of output voltage and
current, so the midpoint voltage drift must be controlled.

Figure 9. Gc(s) frequency response curve.

4.2. DC Capacitor Voltage Deviation Control Strategy

For this VSSG, a split capacitor voltage deviation control is added to the control
strategy to settle the midpoint voltage drift, as shown in Figure 10. Specifically, the
split capacitor voltage deviation signal is added to the given current signal so that the
current fluctuation will be compensated, and then the voltage of the split capacitors be
balanced. The basic working principle is that, according to the difference of the split
capacitor voltage, the inverter generates a small DC current to charge or discharge the
positive/negative capacitor to adjust the potential of the N point. Its control strategy is a
simple proportional control.

Figure 10. VSSG control block diagram with neutral voltage deviation control.

5. Simulation

In order to verify the feasibility of the VSSG scheme, the simulation model is built by
Matlab/Simulink. The detail parameters of the simulation circuit are shown in Table 5,
which are selected to match with the prototype as well as possible.

Specific simulation experiments are as follows:

(1) Three-phase voltage synchronous swell and sag;
(2) Single-phase voltage swell and sag;
(3) Single-phase voltage swell, sag and phase angle jumping.
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Table 5. Voltage eigenvector change after fault propagation.

Parameter Value

DC-link Voltage, VD 900 V
Switching Frequency, fs 6 kHz

DC-link Capacitance, C1 / C2 800 μF
Filter Capacitance, C 250 μF
Filter inductance, L 1.7 mH

Load Capacity 8 + j6 Ω
Power Factor 0.8

The simulation results obtained are shown in Figure 11, the sag/swell duration is
50 ms (from 0.21 s to 0.26 s). It can be seen from Figure 11a,c that the VSSG can realize
the simulation of three-phase voltage synchronous swell and sag, the transition time is
short and the waveforms are not distorted. Figure 11b,d show the VSSG can also realize
the simulation of single-phase voltage swell and sag, and the amplitude and phase of other
phases remain unchanged. Figure 11e shows the VSSG can realize the simulation of single-
phase phase angle jumping without interfering other phases. The independent voltage
control for any phase is achieved. The above simulation results verified the feasibility of
the VSSG design scheme.

 
 

(a) 

  
(b) 

Figure 11. Cont.

406



Energies 2021, 14, 6520

  
(c) 

  
(d) ( )

  
(e) 

Figure 11. Simulation voltage waveforms. (a) Three-phase sags to 20% (0.2 pu). (b) Single-phase sags to 20% (0.2 pu).
(c) Three-phase swells to 140% (1.4 pu). (d) Single-phase swells to 140% (1.4 pu). (e) Phase A swells to 140% (1.4 pu), phase
B sags to 20% (0.2 pu), and phase C phase angle jumping 60◦.
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6. Experimental Results

A test prototype is set up, which can support 11 kW constant power load with
400 V/25 A rated voltage/current. When the minimum output voltage is 20% of the rating,
the maximum output current will increase to five times the rated value, i.e., 125 A. The
designed maximum output voltage is 140% of the rated value, i.e., 560 V; the step-up
transformer is an autotransformer. In order to make full use of DC voltage, the output
voltage of the autotransformer is adjusted to 560 V. Table 6 shows the parameters of the
test prototype.

Table 6. The test prototype parameters.

Component Name Component Parameters Max. Operating Parameters

Step-up Transformer 380 V/660 V/20 kVA 380/560 V/15 kVA
Rectifier Bridge 150 A/1200 VDC 25 A/760 VDC
Inverter Bridge 150 A/1200 VDC 125 A/760 VDC

DC-link Capacitance, C1/C2 800 μF/450 VDC 800 μF/440 VDC
Filter Capacitance, C 250 μF/1000 VAC 250 μF/560 VAC
Filter inductance, L 1.7 mH/150 A 1.7 mH/125 A

Figure 12 are the test output waveforms of a 5 kW load (cosϕ = 0.8). It can be observed
from Figure 12, the generated voltage swell and sag by the VSSG can all achieve rapid
response. The output voltage waveform can be completed to switch in a very short time.
The voltage amplitude and phase of any phase can be fully controlled independently.

Figure 12. Cont.
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Figure 12. Test waveforms. (a) Three-phase sags to 20% (0.2 pu). (b) Three-phase swells to 140%. (c) Single-phase sags to
20% (0.2 pu). (d) Single-phase swells to 140% (1.4 pu). (e) Phase A swells to 140% (1.4 pu), phase B sags to 20% (0.2 pu), and
phase C phase angle jumping 60◦.

From the above experiments, it is shown that the VSSG proposed in this paper can
realize generating voltage swell, sag, and phase angle jumping of any phase, and also
realize stepless adjustment within the set voltage range. The previous theoretical study
is verified.

7. Conclusions

This paper proposes a multi-mode voltage sag/swell generator (VSSG) with a simple
and reliable main circuit, which is based on the common three-phase inverter circuit and
SPWM control. Cooperated with the designed control loops, the VSSG achieves to generate
any kinds of voltage sag, swell, and phase angle jumping, and support step-less adjustment
for voltage sag/swell depth, duration, and angle jumped. With high precision and fast
response, the simulation and experimental results verify that it can accurately simulate
the various types of power grid fault. Moreover, the VSSG is developed according to
the standard of common multi-mode voltage sag/swell generator, which can simulate
the power grid voltage sag and swell phenomena under IEEE 1159 and IEC standards.
The VSSG has good practicality, which can be used as a power supply for testing various
electrical equipment.
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Abstract: Uncertainties are the most significant challenges in the smart power system, necessitating
the use of precise techniques to deal with them properly. Such problems could be effectively solved
using a probabilistic optimization strategy. It is further divided into stochastic, robust, distributionally
robust, and chance-constrained optimizations. The topics of probabilistic optimization in smart power
systems are covered in this review paper. In order to account for uncertainty in optimization processes,
stochastic optimization is essential. Robust optimization is the most advanced approach to optimize
a system under uncertainty, in which a deterministic, set-based uncertainty model is used instead of
a stochastic one. The computational complexity of stochastic programming and the conservativeness
of robust optimization are both reduced by distributionally robust optimization.Chance constrained
algorithms help in solving the constraints optimization problems, where finite probability get violated.
This review paper discusses microgrid and home energy management, demand-side management,
unit commitment, microgrid integration, and economic dispatch as examples of applications of these
techniques in smart power systems. Probabilistic mathematical models of different scenarios, for
which deterministic approaches have been used in the literature, are also presented. Future research
directions in a variety of smart power system domains are also presented.

Keywords: probabilistic optimization; stochastic optimization; robust optimization; distributional
robust optimization; chance constrained optimization; energy management; smart grid

1. Introduction

Energy demand is expanding in lockstep with global population expansion, resulting
in a supply-demand mismatch. Increased generation capacity or load reduction can help
close the demand-supply imbalance. Increased generation capacity is possible through
the use of fossil fuels, which are costly and pollutant [1]. Enhancing generation capacity
through the integration of renewable energy resources into the smart power system is
beneficial. Load curtailment creates user displeasure, which can be mitigated by imple-
menting appropriate demand-side policies. The integration of renewable energy supplies
and variable load introduces a number of risks into the smart power system that must be
handled. This article discusses uncertainty in a variety of sectors related to smart power
systems. This is explained in greater detail below.

1.1. Smart Power System

Conventional grid electrical power is sent unidirectionally from a central power station
to remote users. In 2000, a smart power system concept was established with the primary
goal of integrating two-way communication into the infrastructure of a standard grid
system. From the generating station to the consumers, a smart power system integrates
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communication and information technology [2,3]. Consumers receive safe, robust, and high-
quality power from a smart power system [4–6]. To transform a traditional grid into a smart
power system, a scalable yet robust communication architecture is necessary [7]. In an
electrical power system, the grid is composed of multiple energy generating, transmission,
distribution, and control elements. The smart power system intelligently organizes and
connects the traditional grid’s elements previously stated [8–10].

In a smart power system, generating stations serve as the primary unit. Energy from
renewable sources is required for new power plants since fossil fuels are becoming depleted
and have other negative effects on the environment. Solar and wind energy have unpre-
dictable output power since they are weather-dependent; as a result, the operation of smart
power systems is affected as mentioned in [11–13]. Electrical power supply relies heavily
on transmission systems because generating units are located distant from the end-users of
the electricity. Climate change has a direct impact on the transmission system, resulting in
issues such as wind and temperature stress. These uncertainties have a significant impact
on the transmission system’s performance and life expectancy [14].

Intelligent distribution systems are a critical component of a smart power system. It
is composed of a variety of sensors and smart sensing mechanisms, as well as a sensor
network that includes smart metres, distribution transformer management, and monitor-
ing. Due to the usage of these sensors, a smart grid can monitor the health of the grid in
real time and utilize the data to operate the grid in a reliable, secure, and stable manner,
while also reducing costs and increasing energy efficiency. Sensors and actuators play
a critical role in the energy management of smart power systems in this context [15,16].
Employing sensors for real-time monitoring helps to deal with the power management
of distributed energy resources, such as distributed generators (DGs) [17] and electric
vehicles [18], as well as to improve the smart grid’s reliability as it makes the integration of
renewable energy resources much more convenient and improves both the efficiency and
reliability of smart power system [19,20]. Due to the integration of distributed generation,
the smart distribution system is unpredictable. It may have uncertainty due to the fault
resistance, the magnitude and model of the load, the faulted node, and the type of fault [21].

Energy management is a critical component of the advancement of smart power sys-
tems. It is applicable to a variety of smart power system domains, including microgrids,
smart homes, and demand side management. Due to the unpredictable behaviour of
renewable energy resources and loads, energy management challenges face an uncertainty
challenge [22]. The complexity of unit commitment and economic dispatch problems
increases with the inclusion of uncertainties [23,24]. It is necessary to investigate proba-
bilistic optimization in order to formulate the influence of various types of uncertainty in
intelligent power systems.

1.2. Related Work and Contributions

Numerous survey papers from the literature have been meticulously analysed and
summarizedfor comparison in this review paper, as indicated in Table 1. In [25], the authors
discussed stochastic optimization and offered architectures and solution techniques for
single and multistage stochastic optimization. The architecture of stochastic and chance
restricted optimization is demonstrated in [26]. Additionally, applications of stochastic and
chance constrained optimization in a variety of industries have been summarized, including
banking, transportation, telecommunications, and manufacturing. The [27] discusses
stochastic and chance constrained optimization for intelligent power systems. Additionally,
the authors addressed many variants of the above-mentioned optimization techniques’
objective function and architecture. The authors of [28] described the architecture of robust
optimization and highlighted its applications in a variety of fields, including structural
design, circuit design, and wireless channel design. In [29] discusses the architecture and
solution strategies for robust optimization. The authors discussed distributionally robust
optimization, its architecture, and categorization of ambiguity sets in [30]. In [31], they
discussed the design of single and two stage chance constrained optimization. This review
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paper differs from the survey papers that are already available in the literature in a number
of ways, which are detailed below.

• It gives a complete review of stochastic, robust, distributionally robust, and chance
restricted optimization in the domain of smart power systems in a single survey study.

• An overview of numerous probabilistic optimization strategies, including their tax-
onomy, application examples, and solution algorithms is included in this survey
study.

• Probabilistic mathematical models for various scenarios that can be used as a reference
models in the field of smart power system have been developed.

Table 1. Summary of Related Survey Papers.

Ref. SO RO DRO CC AR TN OF SA Smart Power System

[25] � � �
[26] � � �
[27] � � � � �
[28] � �
[29] � � �
[30] � �
[31] � � �

Our Review Paper � � � � � � � � �

1.3. Organization of the Paper

This paper is organized as follows: Section 1 introduces the smart power system, its
elements and related research contribution, while Section 2 covers the architecture and
taxonomy of probabilistic optimization. Applications, objectives and solution algorithms
of probabilistic optimization in various domains of smart power system are discussed
in Section 3. Section 4 furnishes probabilistic mathematical models of various scenarios
in smart power system. Then, future research directions and new challenges are dis-
cussed in Section 5, whereas Section 6 provides a brief summary of the whole article with
concluding remarks.

2. Probabilistic Optimization

Stochastic programming is used to solve optimization problems in which the majority
of the parameters are probabilistic [32]. Probabilistic optimization can make efficient use of
information, both in terms of selecting evaluation points and the message they convey. It
can handle many sorts of noise and adapts to various aspects of optimization issues. Unlike
deterministic optimization, probabilistic optimization techniques discover the best solution
for data with randomness [33]. As indicated in Figure 1, there are multiple probabilistic
optimization categories: stochastic optimization, robust optimization, distributionally
robust optimization, and chance-constrained optimization.

415



Energies 2022, 15, 825

Probabilistic Optimization 

Stochastic Optimization

Robust Optimization

Distributionally Robust 
Optimization

Chance Constraints 
Optimization

Figure 1. Classification of probabilistic optimization.

2.1. Stochastic Optimization

Stochastic optimization is critical for addressing uncertainty in optimization problems.
Due to computing problems, uncertainty is typically disregarded in classical optimization,
but breakthroughs in computational techniques now allow for the efficient handling of
uncertainties [34]. Stochastic optimization is concerned with strategies for minimising
or optimising an uncertain objective function. In contrast to deterministic optimization
issues, stochastic optimization problems do not have a single solution. To solve the issue
tractably, structural assumptions such as a constraint on the size of the choice variables,
the result space, or convexity are required [35]. Traditionally, stochastic optimization
modeled uncertainties as random variables with well-defined distributions [36].

2.1.1. Architecture of Stochastic Optimization

The objective function is typically optimized over the expected value of the uncertain
parameters for the formulation of stochastic programming, as shown in Equation (1). Where
x is the decision variable that belongs to set X, Ep is the expected value of the random
variable ξ. Stochastic optimization is graphically represented in part a of Figure 2, where
P is the probability distribution of random variable ξ. An exact distribution is required
for the uncertainties, which cannot be estimated with the empirical data accurately [37].
Either all scenarios or scenarios with probability guarantees are feasible for the modeled
solution. In stochastic optimization, sample-based techniques are commonly utilizeddue to
the difficulty of obtaining the correct distribution of random variables. A greater sample
size is utilizedto get higher probability guarantees, increasing computing complexity [34].

inf
x

Ep{ f (x, ξ)}
s.t x ∈ X

(1)

The probability distribution determines the level of uncertainty in stochastic opti-
mization. In basic scenarios, uncertainty is well known, but in practise, it is only partially
unknown. The accuracy of stochastic optimization is influenced by the model specifics
and availability of possible scenarios. If a stochastic framework is used for all scenar-
ios, the problem becomes more difficult. A trade-off between number of scenarios and,
computing time, and complexity is required [34].
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Stochastic Optimization

Distributionally Robust 
Optimization

Chance Constrained  
Optimization

Robust Optimization

(a) (b)

(c) (d)

Figure 2. Graphical comparison of: (a) stochastic optimization; (b) robust optimization; (c) distributionally
robust optimization; (d) chance constrained optimization.

2.1.2. Taxonomy of Stochastic Optimization

Stochastic optimization can be categorized into single stage problems and recourse
problems. The recourse problems can be further classified into two stage and multistage
problems as shown Figure 3 [25]. In single stage problems, a single but optimal decision is
obtained where in recourse optimization problems, it is essential to know the probability
distribution of the random variable in the first step, where the second step (correction of
that decision) is being performed. In the two stage stochastic optimization the decision
maker must make judgments in two stages (at two distinct times) for a given phenomenon
with uncertainty. The first stage choice is critical since it must be made based on some
random factors gleaned from previous experience or a survey.

Two-stage stochastic optimization problems may have fixed recourse or complete
recourse. In case of fixed recourse, the first stage is prediction stage where in second-stage,
fixed decision is done based on the results of the experiment [38]. Two-stage stochastic
optimization problems will be considered as a complete recourse if, for every scenario,
there always exists a viable second solution [33]. Multistage stochastic programming is an
extension of two stage stochastic programming to the sequential realization of uncertainty.
Majority of the real time problems lies in the domain of multistage stochastic optimization
which entail a series of decisions in response to changing outcomes over time [35].

Stochastic Optimization 

Single Stage 
Problems

Recourse Problems 

Two-Stage 
Problems

Multistage 
Problems

Fixed 
Recourse

Complete 
Recourse

Figure 3. Taxonomy of stochastic optimization.

417



Energies 2022, 15, 825

2.2. Robust Optimization

Robust optimization is a relatively new technique for optimising in the presence of
uncertainty. Rather than using a stochastic model, it uses a deterministic, set-based un-
certainty model. The robust optimization solution is valid for any specification of the
uncertainty in a given set. The reason for robust optimization is that it accounts for both
set-based uncertainty and computational tractability [28]. Robust optimization and the
respective computational tools deal with optimization problems in which the information
are indeterminate and belong to some set of uncertainty [39]. Robust optimization ensures
that the worst-case scenario is realized, ensuring that the solution is both practical and
optimal for a given set of uncertainties. Robust optimization is not chosen in some applica-
tions due to its conservative nature, however it is used in the power industry to preserve
reliability. Robust optimization necessitates a considerable amount of knowledge about the
uncertainty, such as its size and range [34].

2.2.1. Architecture of Robust Optimization

Robust optimization is a realization of worst-case parameters that belong to the uncer-
tainty set. Worst case realization of robust optimization sometimes becomes unrealistic in
practice [37]. The architecture of robust optimization is available in Equation (2), where
x is the decision variable that belongs to set X, ξ is a random variable belonging to the
uncertainty set U. Robust optimization can be graphically represented as shown in part b
of Figure 2.

inf
x

sup
ξ ∈ U

f (x, ξ)

s.t x ∈ X
(2)

2.2.2. Taxonomy of Robust Optimization

Robust optimization can be categorized as shown in Figure 4, and is discussed as follows.

Robust Optimization 

Strict 
Robustness

Cardinality 
Constrained 
Robustness

Adjustable 
Robustness

Recoverable 
Robustness

Light Robustness

Regret 
Robustness

Figure 4. Taxonomy of robust optimization.

• Strict robustness: This optimization type is sometimes known as classic robust opti-
mization, min–max optimization, absolute deviation, one-stage robustness, or simply
robust optimization. It is treated, as the fundamental starting point in the area of
robustness. A solution x is called strictly robust if it is feasible for all possible scenarios
of uncertainty set U [40].

• Cardinality constrained Robustness: In cardinality constrained robustness, reduction
in uncertainty’s space can relax strictness in robust optimization. Analyzing the
worst-case scenario in robust optimization, it is improbable that all the uncertainty
set parameters will change simultaneously. Hence, it restricts uncertainty space by
varying some parameters while considering fixed values for the remaining [41].

• Adjustable robustness: In adjustable robustness, the uncertainty space of strict robust-
ness gets relaxed by dividing uncertainty space into groups of variables such as here
and now and wait-and-see. Variables from the here and now group must be evaluated
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before the scenario ξ ∈ U is determined where variables from the wait-and-see group
can be determined once the scenario ξ is known [42].

• Light robustness:In light robustness, relaxing the constraints in terms of quality can
reduce the strictness of the robust optimization, rather than reducing the space of
uncertainty. Light robustness develops a trade-off between quality and robustness of
the solution [43].

• Regret robustness: In regret robustness, the objective function relaxes the problem.
Rather than to minimize the worst case performance of the solution, regret robustness
reduces the difference of objective function having the best solution and the objective
function that would have been possible in a scenario [44].

• Recoverable robustness: Concept of recovery algorithm gets exploited in recoverable
robustness and family of recovery algorithms which is represented by B. It provides
the solution in two stages, such as adjustable robustness. A solution x is called recovery
robust with respect to recovery algorithm A if for any probable situation ξ ∈ U an
algorithm A ∈ B exist such that when A is applied to the solution x and the scenario ξ
makes a solution A(x; ξ) ∈ F(ξ) [45].

2.3. Distributionally Robust Optimization

Distributionally robust optimization, also known as min–max stochastic program-
ming, reduces the computational complexity of stochastic programming and conservative
nature of robust optimization. It turns up optimal decisions for the worst-case probability
distributions within a family of possible distributions, defined by specific characteristics
such as their support vector and moments information [36]. As compare to stochastic
programming, it is less dependent on the data having an exact probability distribution. Due
to the incorporation of probability distribution and concept of ambiguity sets, the result
becomes less conservative as compared to simple robust optimization [46].

2.3.1. Architecture of Distributionally Robust Optimization

A distributionally robust optimization or min–max stochastic programming model
act as a bridge between robust and stochastic optimization. It usually takes the form,
as shown in Equation (3). where x is the decision variable that belongs to set X, P is the
probability distributions that belongs to an ambiguity set D, ξ is the random variable,
and Ep is expected value of the random variable [37]. Distributionally robust optimization
can be graphically represented as shown in part c of Figure 2. The random variable ξ
belongs to probability distribution P where P itself belongs to ambiguity set D.

inf
x

sup
P∈D

Ep[ f (x, ξ)]

s.tx ∈ X
(3)

2.3.2. Taxonomy of Distributionally Robust Optimization

Various categories of distributionally robust optimization (DRO) are shown in Figure 5
and are discussed as follows. DRO is a strong modeling paradigm for optimization under
uncertainty that arises from the realization that the probability distribution of uncertain
parameters of the the problem is uncertain in-itself. As a result the concept of ambiguity
set arises which is defined as a set in which the modeler considers that the real distribution
of the uncertain parameters of problem has uncertainty. Naturally, the ambiguity set’s
creation is critical to DRO’s actual effectiveness. DRO can be classified on the basis of
characteristics and specifications of ambiguity set which are described as follows [47].

1. Moment-based approach: The ambiguity set in moment based approach is the set of
all probability distributions whose moments satisfy certain constraints [48,49].

2. Dissimilarity-based approach: The ambiguity set in this case is the set of all probability
distributions whose dissimilarity to a nominal distribution is lower than or equal to a
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given value. In this category, the choice of the dissimilarity function leads to couple of
different variants which are as follows [47].

(a) Optimal-transport-based (OTP) approach: The authors in [50,51] applied
Wasserstein distance as a dissimilarity function which shows some nice statis-
tical convergence properties.

(b) φ-Divergences based approach: This group consist of all those techniques
which uses φ-divergences such as Kullback–Leibler divergence, as was de-
scribed in [52,53]. Approaches used in [54,55] are based on likelihood which
also belongs to this category.

Distributionally 
Robust 

Optimization 

 Moment-Based 
Approach

 ɸ-Divergences-
Based Approach

 Optimal-
Transport-Based 
(OTP) Approach

 Dissimilarity-
Based Approach

Figure 5. Taxonomy of distributionally robust optimization.

2.4. Chance Constrained Optimization

Chance constrained optimization solves the problems having constraints, in which
finite probability get violated. As compared to conventional optimization problems, chance
constrained optimization problems face a challenge when inequality function is not avail-
able explicitly. Hence, no suitable algorithmic or theoretical properties are evident, such as
differentiation, continuity and concavity. A general solution method for chance constrained
programming does not exist, but it depends on the interaction of decision and random
variables in the constraint model [56].

2.4.1. Architecture of Chance Constrained Optimization

In general chance constrained optimization can be expressed as in inequality, as shown
in Equation (4), where it can be graphically represented as shown in part d of Figure 2:

P[h(x, ξ)] ≥ p (4)

In Equation (4), ξ and x are random and decision vector, respectively, P is probability
measure, h(x, ξ) ≥ 0 represents a finite system of inequalities. p ∈ [0, 1] is known as
probability level and is chosen by decision maker for safety requirements [56].

2.4.2. Taxonomy of Chance Constrained Optimization

Chance constrained optimization problems can be categorized based on constraints
involved as shown in Figure 6. It may have individual, joint, or mixed chance constrained.
In individual chance-constrained optimization problems, each element of the stochas-
tic inequality system is transformed into several chance constrained in a unique way
where in joint chance-constrained optimization problems, the probability is considered
over the stochastic inequality system as a whole. Chance constrained optimization in
Equation (4) can be expressed as an individual and joint chance-constrained, as shown
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in Equations (5) and (6), respectively, [56]. Mixed chance constrained optimization prob-
lems may comprize numerous multivariate chance constrained [57]. Individual chance
constrained are simple but unreliable compared to joint chance constrained; hence joint
chance constrained are used to guarantee the decision at a given probability level [56].

P[hj(x, ξ)] ≥ 0 ≥ pj(j = 1, 2, 3, . . . , m) (5)

P[hj(x, ξ)] ≥ 0 (j = 1, 2, 3, . . . , m) ≥ p (6)

Based on the constraints involved in chance constrained optimization problems, it may
be linear random vector, separated random vector, coupled random vector, or decision
vector. Most important model of chance constrained system is linear random vector. Linear
random vector is shown in Equation (4) where the constraint h may adopt different form
such as expressed in Equations (7) and (8).

h(x, ξ) = g(x)− A · ξ (7)

h(x, ξ) = A(ξ)g(x)− b (8)

where A(ξ) and A are stochastic and deterministic matrices, respectively, b is a con-
stant vector of suitable size, g is the function of decision vector x, The model shown
in Equations (7) and (8) represents separated and coupled random vector, respectively.
In isolated random vector, random vector and decision vector appear separated while
combined in the coupled vector model. The random vector may be continuous, discreet,
independent or correlated [56].

 Chance Constrained  
Optimization

Constraints 
System

Types of 
ConstraintsContinuous 

Discreet

Independent

Co-Related

Individual 

Joint 

Mixed

Linear

Coupled Random 
Vector

Separated 
Random Vector

Decision Vector

Random 
Vector

Figure 6. Taxonomy of chance constrained optimization.

3. Applications, Objectives and Solution Algorithms of Probabilistic Optimization

3.1. Applications, Objectives and Solution Algorithms of Stochastic Optimization

Applications of stochastic optimization shown in Table 2. Microgrid energy man-
agement problems might be seen as having uncertainty in plug-in electric vehicles and
distributed renewable energy supplies [58]. The authors in [59] used stochastic dynamic
programming to analyse smart home energy management with uncertainty in plug-in
electric vehicles. The optimization problem is approached as non-linear programming,
and the distribution of electric power among various smart home components is optimized.

The energy management problem of a smart thermal grid with aquifer thermal energy
storage is solved using a stochastic model predictive control framework. Mixed-integer
quadratic programming is used to solve the problem. The developed model is used to
capture the aquifer’s injection and extraction imbalances, as well as the undesired mutual
interaction of aquifer thermal energy storage and smart thermal grid [60]. The problem of
probabilistic optimal power dispatch for microgrid is defined as non-linear programming.
The operating cost is minimizedthrough particle swarm optimization, and the optimization
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problem is handled appropriately [61].
In day-ahead transmission network planning, a probabilistic model is utilizedto sched-

ule demand response. For the best demand response scheduling, network security and
consumer economic factors are applied. Thermal units and renewable energy resources
have been modeled, and the problem has been formulated using mixed-integer linear
programming [62]. Residential appliances use real-time demand response management
with stochastic and robust optimization. The mathematical model is developed using
mixed-integer linear programming, and the electricity bill is reduced as compared to flat
rate [63].

The probabilistic model has better performance to solve the smart power system
economic dispatch problem as compare to the negative load reduction model for various
cases [23]. Economic operation of future distribution grid is discussed, and the stochastic
model is developed to find the optimal operation of small-scale energy resources and
load [64]. Non-linear programming is used to develop mathematical model of the system
as described in [23,64].

A stochastic model is utilizedto reconfigure the distribution grid and model distributed
photovoltaic generation in this study. The distribution grid is operated at its most cost-
effective level, and different constraints such as power balance and power flow limits are
met. The grid’s reliability and stability have also been improved, which is an important
component of incorporating renewable energy sources. Mixed-integer second-order cone
programming is used to solve the optimization problem [65].

The stochastic optimization method is used to solve a unit commitment problem with
a demand response that is uncertain. It is demonstrated that by taking the uncertainty
of demand response into account in a probabilistic manner, generating capacity may be
enhanced [66]. The model was created to deal with uncertainty in the unit commitment
problem while minimizing the system’s operating costs. To acquire an efficient solution for
the system, parallelization and decomposition strategies are applied [67]. The integration
of storage devices and a high penetration of renewable energy resources is demonstrated in
a unit commitment and economic dispatch model. It is concluded that the consideration of
storage devices to reduce operational cost is quite effective. Linear programming is used to
formulate optimization problem in [66,67], where in [24] mixed-integer linear programming
is applied.

For day-ahead optimal power flow, stochastic optimization is used, which can help to
improve economic benefits. The uncertainties of wind power and load are incorporated into
DC optimal power flow. The problem is expressed as a mixed integer linear programming
problem that is solved using the two-point estimation approach. To determine the ideal
number of switching each hour, a framework based on probability decisions is designed,
taking into account risk cost and economic rewards [68].

Table 2. Applications of stochastic optimization and its problem type.

References Applications LP NLP MILP MISOCP MIQP

[59] HEM ×
[61] MEM ×
[68] OPF ×
[62,63] DRM ×
[23,64] ED ×
[24,66] UC × ×
[60] STG ×
[65] RDG ×
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3.2. Applications, Objectives and Solution Algorithms of Robust Optimization

In a smart power system, robust optimization has a variety of applications with
dynamic objectives. Table 3 shows the applications, and Table 4 summarizes the objectives.

3.2.1. Smart Grid Energy Management

One of the most common applications of robust optimization is smart grid energy
management. Robust optimization can be used to model uncertainty in several parameters.
To maximize social welfare, the problem is described as mixed integer linear programming
and solved using a consensus algorithm and an optimal control technique [69].

3.2.2. Microgrid Energy Management

The energy management system for single and three-phase balance microgrids is
designed using robust convex optimization. The problem is formulated as a mixed integer
second-order cone programming [70]. Microgrid energy management takes into account
the characteristics and constraints of the system. The system is mathematically modeled
using mixed-integer nonlinear programming, which is subsequently linearized using the
Lyapunov optimization approach [71]. For microgrid energy management, two-stage
adaptive robust optimization is employed while taking into account the uncertainties of
renewable energy resources. In both isolated and grid connected modes, the problem
is formulated as mixed integer linear programming, and the total operating cost of the
system is minimized. The column and constraint creation algorithm efficiently solves the
problem [72]. Energy and frequency management of microgrid accomplishes a reliable and
robust solution where total cost of the system is minimized by solving mixed integer linear
programming using information gap decision theory [73,74].

Microgrid planning uses two-stage robust optimization to reduce operating and
maintenance costs, investment costs, emissions, and fuel costs. The composition of a
microgrid takes into account both renewable energy sources and dispatchable distributed
generation. The key sources of uncertainty are intermittent renewable energy resources
and time-varying load, which can be effectively managed by using robust optimization.
The column and constraint creation approach aids in the solution of the mixed integer linear
programming problem [75]. Scenario-based robust optimization is applied to minimize the
microgrid’s social benefit cost by accounting for uncertainty in load and renewable energy
resources. Taguchi’s orthogonal array generates scenarios, which are then verified using
Monte Carlo simulations [76]. Distributed generation, distributed storage, and distributed
economic dispatch are used to manage energy in the microgrid. The Lagrangian relaxation
and dual decomposition method is used to reduce the net cost of a microgrid [77].

3.2.3. Unit Commitment

A security constraint unit commitment for the power grid considering the uncer-
tainties in supply and demand is performed. Total operation cost is minimized, and the
solution to the problem is achieved by applying the bender’s decomposition and column
generation methods [78]. The overall cost of the system gets minimized by applying various
algorithms in different domains [79,80]. Unit commitment problem is solved by Benders’
decomposition algorithm [81,82], column and constraints generation algorithm [83,84] and
Lagrangian decomposition method [85]. Integrated electricity and heating system is sched-
uled by column and constraints generation algorithm [86]. Multistage robust optimization
is applied for unit commitment, considering the uncertainties of wind power and demand
response. The sole objective is to maximize social welfare and to satisfy various constraints.
It is being solved by using bender’s decomposition algorithm to achieve unit commitment
in an optimal robust way [87].
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3.2.4. Demand Side Management

The demand side is scheduled using robust optimization, which takes into account
the uncertainty in manually operated appliances. The problem is formulated as quadratic
programming [88], where nonlinear programming is used in [89] to minimize the cost of
electricity. Commercial building appliances are scheduled in an ideal method to account
for the impact of uncertainties. To minimize the cost of power, the optimization problem is
framed as a mixed integer linear programming problem.

3.2.5. Smart Home

The robust index method is applied to handle the uncertainties of household load
scheduling and minimize the customer discomfort. The problem is mathematically for-
mulated as a mixed integer linear programming which has been solved by using branch
and bound algorithm [90]. The proposed model schedules renewable energy resources at
the production part and controls the smart home consumption part. An optimal solution
achieved, along with the reduction in computational time and electricity cost. Meta-
heuristic algorithm is applied to solve the mixed integer linear programming problem [91].

3.2.6. Plugin Electric Vehicles

Bidirectional dispatch coordination of plugin electric vehicles in a power grid restrains
the generation cost. The problem is formulated as a mixed integer linear programming and
solved by using heuristic approach [92].

Table 3. Applications of robust optimization and its problem Type.

Ref. Applications LP NLP MIP MILP MINLP MIBLP MISOCP MIQP QP

[69] SGEM ×
[70–73,75] MEM × × ×

[90,91] HEM ×
[88,89,93] DSM × × ×

[92,94] PEV × ×
[67,78,83–85,87,95–104] UC × × × × × ×

[105] SGTD ×

3.3. Applications, Objectives and Solution Algorithms of Distributionally Robust Optimization

When considering energy storage, distributed generators, and wind turbines, distri-
butionally robust chance constrained programming is used for energy management of
an islanded microgrid. However, using an analytical method, the overall generation cost
is minimized [106]. The generation frequency is managed appropriately via quadratic
programming, and the generation cost is also curtailed [107].

The unit commitment problem with uncertainty in wind output power is solved via
distributionally robust optimization. The MILP optimization problem is solved using an
analytical method, and conservatism is reduced by using distribution information. [46,108].
Distance-based distributionally robust optimization is modeled for a unit commitment
by using Kullback Leibler divergence. This model handles uncertainties of wind power
in the form of an ambiguity set. The problem is arranged as mixed integer non-linear
programming and is solved by using bender decomposition and the iterative method.
Computational complexities are handled by decomposition method while the iterative
algorithm guarantees the global conservatism [109]. The unit commitment problem is
solved by Benders’ decomposition algorithm [110].
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The authors in [112] applied distributionally robust optimization to solve energy and
reserve dispatch problem. It is shown that distributionally robust optimization is a suitable
technique for reserve dispatch to fill the gap between stochastic and adjustable robust
optimization. Strategic aggregation is offering regulation capacity on behalf of a group of
distributed energy resources. Two stage stochastic optimization and distributionally robust
chance constrained optimization are utilized for handling the uncertainties in day-ahead
and hour-ahead schemes, respectively, [113]. The authors in [114] applied distributionally
robust optimization to solve the power flow problem.

3.4. Applications, Objectives and Solution Algorithms of Chance Constrained Optimization

Chance constrained optimization can be applied to a smart power system by consider-
ing applications with diverse objectives. Applications and objectives of chance constrained
optimization in smart power system are shown in Tables 5 and 6, respectively.

3.4.1. Microgrid Energy Management

Chance constrained optimization for microgrid energy management is used, where un-
certainties are considered in various parameters. Electricity cost of microgrid is minimized
by using linear programming while satisfying the energy balance constraint [115]. In [116],
chance constrained optimization is applied to handle the uncertainties in power exchange
between microgrid and macro-grid where overall cost of the system is minimized by using
mixed integer linear programming. Chance constrained stochastic cone programming is
applied to plan microgrid network and overall system’s cost is minimized. To obtain the
solution for the problem, it uses second-order cone programming (SOCP), bi-linear Benders
decomposition method, Jensen’s inequalities, and Pareto-optimal cuts [117]. Chance con-
strained optimization is used for the optimal operation of microgrid having uncertainties
where the problem is formulated as a mixed-integer non-linear programming [118].

3.4.2. Distributed Energy Management

In the distribution system, chance constrained optimization helps in the operation
and planning of the energy storage system. Overall cost of the system is minimized by
using mixed integer linear programming [119,120]. Chance constrained optimization is
used to handle the uncertainties that are due to photo-voltaic and batteries. Line losses
in the distribution system are reduced by formulating the problem as second order cone
programming and solved by analytic method [121,122]. Overall cost of the system is
minimized in distributed energy management problem by using mixed integer linear
programming [123]. In [124], the authors presented feasibility and profit based planning
for the integration of distributed generation. The problem is mathematically formulated as
a mixed integer bi-linear programming.

3.4.3. Demand Side Management

Uncertainties due to the consumption pattern and variation in consumers response
to the price signal are modeled by chance constrained optimization. The problem is
mathematically formulated as non-linear programming to minimize the electricity price and
being solved by interior point method [125]. In [126], the authors considered uncertainties
due to the interruptable load and consumer response. Penalty to the consumers and
variations due to the interrupt-able load are minimized using non linear programming.

3.4.4. Smart Distribution Network

Joint chance constrained optimization handles the high penetration of distributed
generator in a distribution network. The support vectors classifier (SVC) identifies zero
probability constraints while sampling is done by Monte Carlo Simulations. Overall system
cost is reduced by using non-linear programming to formulate the problem [127]. In [128],
the authors minimized planning cost where the problem is being formulated as mixed
integer non linear programming.
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3.4.5. Home Energy Management

Chance constrained optimization for home energy management to optimize the opera-
tion of appliances is used. The model to formulate the uncertainties due to electricity prices
and fluctuating loads is used. The problem is mathematically modeled as mixed-integer
linear programming and being solved by using particle swarm optimization and two-point
estimation method [129].

3.4.6. Unit Commitment

The chance constrained two stage stochastic program minimizes the overall generation
cost, whereas sample average approximation helps in solving the mixed integer linear
programming problem [130]. Spinning reserve cost gets minimized in an uncertain con-
trollable load by using chance constrained optimization. The problems are mathematically
formulated as linear programming which are being solved by applying the analytic method
and scenario base analysis in [131] and in [132], respectively. Overall system’s cost gets
minimized by applying the ranking algorithm, and the iterative method in unit commit-
ment problem using mixed integer linear programming [123]. The authors in [133] applied
analytic method to satisfy the constraints in unit commitment problem. Operating cost is
minimized by formulating the unit commitment problems as mixed integer programming
and mixed integer second order cone programming in [134,135], respectively. Overall
cost of the system is minimized in [136] using mixed integer quadratic programming and
non-linear programming in [137].

3.4.7. Economic Dispatch

Economic dispatch problem is formulated as a linear programming problem in [138].
Active power losses are minimized in thermostatically controllable load, where Spatio
temporal and dual decomposition algorithm solve the problem [139]. The pay-off gets max-
imized, and the problem is solved by applying linear regression and iterative method [140].
Dispatch coordination for plug-in electric vehicles are modeled as a mixed integer quadratic
programming [141].

Table 5. Application of chance constrained optimization and its problem type.

Ref. Applications LP NLP MIP MILP MINLP MIBLP MISOCP SOCP MIQP

[115–118,142,143] MEM × × × × ×
[129] HEM ×

[119–121,123,124] DEM × × ×
[127,128] SDN × ×
[125,126] DSM ×

[141] PEV ×
[138] ED ×

[130,131,133–137,144] UC × × × × × ×
[145] GEM ×
[146] OPF ×
[147] OPGF ×
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4. Mathematical Models for Various Scenarios

This review paper presents probabilistic mathematical models of diverse scenarios for
better understanding of scientists and researchers. Researchers have, however, presented
deterministic mathematical models in the literature.

4.1. Scenario 1: Energy Management

In [150], the authors presented an energy management model for a residential com-
pound having N number of consumers, as shown in Figure 7. Each consumer has a set of
appliances A, which includes seasonal, shift-able and non shift-able appliances. The system
has some given parameters, but some parameters are to be determined.

Figure 7. Residential compound.

Given Parameters:

• Total number of consumers N in residential compound
• Set of appliances A for each consumers
• Each appliances has a time dependent power profile Pt,n

a
• Each appliances operating time tn

a
• Scheduled starting time tn

s
• Human interaction factor for a certain time Ht,n

a
• Price tariff Ct

• Load shedding factor Lt

Parameters to be determined for each time slot

• To switched on a set of appliances
• Each consumer electricity consumption cost
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A deterministic model of the system is shown in Equation (14), where the appliances
are scheduled in such a way so that it reduces the consumer’s electricity cost. To turn on
the given appliance we have introduced binary decision variable as shown in Equation (9).

Xt,n
a =

⎧⎪⎨
⎪⎩

1 if the ath appliances of the nth
consumer is switch on at the tth time slot.

0 otherwise

(9)

The ath appliance of the nth consumer requires tn
a minutes to operate. To accomplish the

task, the scheduling time begins at t = tn
s and ends at t = tn

a + tn
s . The decision variable

Xt,n
a would be 1 for the complete number of ta time slots to ensure continuous operation of

the appliance. Hence, the contiguous constraint is represented in mathematical form as
shown in Equation (10).

tn
s +tn

a

∑
t=tn

s

Xt,n
a = tn

a , ∀ a, n (10)

tn
a + tn

s ≤ T ∀ a, n

Certain appliances require human involvement to operate, hence human interaction factor
(HIF) is considered. The human interaction factor is represented by the symbol Ht,n

a and is
mathematically modeled as shown below.

Ht,n
a =

⎧⎪⎨
⎪⎩

1 if the nth consumer is available to operate the
ath appliance at the tth time slot.

0 otherwise

The operation of a washing machine, for example, necessitates the presence of consumers.
As a result, the human interaction factor Ht,n

a will be 1 for a given time interval to correctly
operate the washing machine. By inculcating the impact of HIF factor, the Equation (10)
becomes as shown in Equation (11).

tn
s +tn

a

∑
t=tn

s

Xt,n
a Ht,n

a = tn
a , ∀ a, n (11)

Another concern related with residential energy management is the lack of energy owing
to a variety of factors, particularly in rural locations, such as maintenance etc. We introduce
the load shedding (LS) factor Lt to address the load shedding issue and the lack of electricity.

Lt =

{
1 if the electricity is available for the whole time.
0 otherwise

With the addition of load shedding factor, Equation (11) can be rewritten as shown in
Equation (12).

tn
s +tn

a

∑
t=tn

s

Xt,n
a Ht,n

a Lt = tn
a , ∀a, n (12)

Another thing to consider, while building an effective residential energy management
system, is the willingness and preferences of consumers (CP). There are times when it is
ideal for a particular appliance to turn on, but the consumer is unwilling to operate or switch
it on. As a result, we add another input variable, λt,n

a to respond to consumer preferences.
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λt,n
a =

⎧⎪⎨
⎪⎩

1 if the nth consumer wants to operate the ath
appliance at the tth time slot.

0 otherwise

With the consideration of consumer preference Equation (12) can be expressed as shown in
Equation (13)

tn
s +tn

a

∑
t=tn

s

Xt,n
a Ht,n

a Ltλt,n
a = tn

a , ∀ a, n (13)

min
Xt,n

a ∈{0,1} ∀ a,n

N

∑
n=1

∑
a∈A

T

∑
t=1

Xt,n
a CtEt,n

a

subject to

C1 :

Contiguous Constraint︷ ︸︸ ︷
tn
s +tn

a

∑
t=tn

s

Xt,n
a = tn

a , ∀ a, n, t

C2 :

LS and contiguous constraint︷ ︸︸ ︷
tn
s +tn

a

∑
t=tn

s

Xt,n
a Ht,n

a Lt = tn
a , ∀ a, n, t

C3 :
tn
s +tn

a

∑
t=tn

s

Xt,n
a Ht,n

a Ltλt,n
a = tn

a︸ ︷︷ ︸
CP, LS, HIF and Contiguous Constraint

, ∀ a, n, t

(14)

Considering that various parameters in Equation (14) have uncertainty such as total energy
consumed Et,n

a and human interaction factor Ht,n
a . Uncertainty in Et,n

a is ξt
e while ξt

h is
the uncertainty in Ht,n

a . To handle these uncertainties various probabilistic models are
as follows.

4.1.1. Stochastic Optimization Model

Stochastic Optimization model is shown in Equation (15) where Eξt
e
(Et,n

a , ξt
e) is the ex-

pected value of energy consumed at time T by each appliance of nth consumer. Constraints
C1 in Equation (15) will remain same as shown in Equation (14). [Eξt

h
(Ht,n

a , ξt
e)] in C2 and

C3 represent the expected value of human interaction factor.

min
Xt,n

a ∈{0,1} ∀ a,n

N

∑
n=1

∑
a∈A

T

∑
t=1

Xt,n
a Ct[Eξt

e
(Et,n

a , ξt
e)]

subject to

C2 :

LS and contiguous constraint︷ ︸︸ ︷
tn
s +tn

a

∑
t=tn

s

Xt,n
a [Eξt

h
(ξt

e Ht,n
a )]Lt = tn

a , ∀ a, n, t

C3 :
tn
s +tn

a

∑
t=tn

s

Xt,n
a [Eξt

h
(ξt

e Ht,n
a )]Ltλt,n

a = tn
a︸ ︷︷ ︸

CP, LS, HIF and Contiguous Constraint

, ∀ a, n, t

(15)
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4.1.2. Robust Optimization Model

Robust optimization model is shown in Equation (16), where ξt
e and ξt

h are the uncer-
tainty factors. Constraint C1 is not effected by the uncertainty factor, hence it will remain
same as Equation (14). Constraints C2 and C3 are effected by the uncertainty factor and are
shown in Equation (16). Equality symbol in C2 and C3 are replaced by inequality symbol
which shows that worst case scenario are satisfied.

min
Xt,n

a ∈{0,1},∀ a,n

N

∑
n=1

∑
a∈A

T

∑
t=1

(
max

ξt
e ,ξt

h∈U
Xt,n

a Ct(ξt
eEt,n

a )

)

subject to

C2 :

LS and contiguous constraint︷ ︸︸ ︷
tn
s +tn

a

∑
t=tn

s

Xt,n
a (ξt

hHt,n
a )Lt≥tn

a , ∀ a, n, t, ξt
h ∈ U

C3 :
tn
s +tn

a

∑
t=tn

s

Xt,n
a (ξt

h Ht,n
a )Ltλt,n

a ≥ tn
a︸ ︷︷ ︸

CP, LS, HIF and Contiguous Constraint

, ∀ a, n, t, ξt
h ∈ U

(16)

Transforming min–max problem in (16) into minimization problem gives Equation (17)

min
Θt,n

a ,Xt,n
a ∈{0,1},∀ a,n,

N

∑
n=1

∑
a∈A

T

∑
t=1

Θt,n
a

subject to

C1 :

Contiguous Constraint︷ ︸︸ ︷
tn
s +tn

a

∑
t=tn

s

Xt,n
a = tn

a , ∀ a, n, t

C2 :

LS and contiguous constraint︷ ︸︸ ︷
tn
s +tn

a

∑
t=tn

s

Xt,n
a (ξt

hHt,n
a )Lt≥tn

a , ∀ a, n, t, ξt
h ∈ U

C3 :
tn
s +tn

a

∑
t=tn

s

Xt,n
a (ξt

h Ht,n
a )Ltλt,n

a ≥ tn
a︸ ︷︷ ︸

CP, LS, HIF and Contiguous Constraint

, ∀ a, n, t, ξt
h ∈ U

C4 : Xt,n
a Ct(ξt

eEt,n
a ) ≤ Θt,n

a , ∀ a, n, t, ξt
e, ξt

h ∈ U

(17)

4.1.3. Distributionally Robust Optimization Model

Distributionally robust model for the system is shown in (18) where Pt
e and Pt

h are
the probability distributions of uncertainty in total energy consumed Et,n

a and human
interaction factor Ht,n

a . D is the ambiguity set and Eξt
e
(ξt

eEt,n
a ) is the expected value of

energy consumed at time T. Constraints C2 and C3 are effected by the uncertainty factors
and are shown in Equation (18). Equality symbol in C2 and C3 are replaced by the inequality
symbol which shows that worst case scenario are satisfied.

432



Energies 2022, 15, 825

min
Xt,n

a ∈{0,1} ∀ a,n

N

∑
n=1

∑
a∈A

T

∑
t=1

max
(Pt

e ,Pt
h)∈D

Xt,n
a Ct[Eξt

e
(ξt

eEt,n
a )]

subject to

C2 :

LS and contiguous constraint︷ ︸︸ ︷
tn
s +tn

a

∑
t=tn

s

Xt,n
a [Eξt

h
(ξt

h Ht,n
a )]Lt≥tn

a , ∀ a, n, t, ξt
h ∈ U

C3 :
tn
s +tn

a

∑
t=tn

s

Xt,n
a [Eξt

h
(ξt

e(ξ
t
hHt,n

a )]Ltλt,n
a ≥ tn

a︸ ︷︷ ︸
CP, LS, HIF and Contiguous Constraint

, ∀ a, n, t, ξt
h ∈ U

(18)

4.1.4. Chance Constrained Optimization Model

Chance constrained optimization model is shown in Equation (19), where ξt
e and ξt

h are
uncertainty factor in total energy consumed and human interaction factors. The confidence
level for constraints C2 and C3 are γ1 and γ2, respectively, where γ1,γ2 ∈ [0, 1].

min
Xt,n

a ∈{0,1} ∀ a,n

N

∑
n=1

∑
a∈A

T

∑
t=1

Xt,n
a Ct(ξt

eEt,n
a )

subject to

C2 :

LS and contiguous constraint︷ ︸︸ ︷
P

(
tn
s +tn

a

∑
t=tn

s

Xt,n
a (ξt

hHt,n
a )Lt≥tn

a

)
≤ γ1, ∀ a, n, t

C3 : P

(
tn
s +tn

a

∑
t=tn

s

Xt,n
a (ξt

hHt,n
a )Ltλt,n

a ≥ tn
a

)
≤ γ2︸ ︷︷ ︸

CP, LS, HIF and Contiguous Constraint

, ∀ a, n, t

(19)

4.2. Scenario 2: GHG Emission Control Microgrid

Authors in [151] have considered a system as shown in Figure 8. The deterministic
mathematical model is developed for unified demand side management, as shown in
Equation (20). The objective function is to minimize overall cost of the system including
electricity consumption cost fc(Et

n,a) and carbon dioxide emission cost fCO2(Et
n,a). The pa-

rameter α1 ∈ [0, 1] helps in selecting the priorities setting for job operation. Various system’s
constraints are operation time constraints, appliances continuous operation constraint, con-
sumer preference constraint, human interaction constraint and load shedding constraint,
peak clipping, and appliances priority constraint. Let the system has uncertainty in overall
energy consumption Ek,t

n,a and is represented by ξ. Various probabilistic models are for-
mulated to show the impact of uncertainty on the deterministic mathematical model of
the system.
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Figure 8. Residential compound architecture.

Deterministic Problem

min
Xk,t

n,a∈{0,1} ∀ k,n,t,a

K

∑
k=1

N

∑
n=1

∑
a∈An

T

∑
t=1

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Total Cost︷ ︸︸ ︷⎛
⎜⎜⎝α1 fc(Ek,t

n,a)︸ ︷︷ ︸
Electricity cost function

+(1 − α1) fCO2(Ek,t
n,a)︸ ︷︷ ︸

Emission cost function

⎞
⎟⎟⎠Xk,t

n,a

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

. (20)

subject to:

C1 :
N

∑
n=1

∑
a∈An

Xk,t
n,aEk,t

n,a � α4γk,t

︸ ︷︷ ︸
Peak clipping constraint

, ∀ k, t

C2 :

Operation time constraint︷ ︸︸ ︷
T

∑
t=1

Xk,t
n,a = tk

a , ∀ k, n, a

C3 :
tsk

n,a+tk
n,a−1

∑
t=tsk

n,a

Xk,t
n,a � tk

aα5

︸ ︷︷ ︸
Appliances time continuity constraint

, ∀ k, n, a

C4 : Xk,t
n,a = Xk,t

n,a(λ
k,t
n,a)

α6(Hk,t
n,a)

α3(Lt)α2︸ ︷︷ ︸
Consumer preferences, human interaction and load shedding factors consideration constraint

, ∀ k, n, a, t

C5 : ∑
a∈βi

Xk,t
n,a � 1

︸ ︷︷ ︸
Appliances priorities constraint

, ∀ shi f table appliances, k, t, {i = 1, 2, 3 . . . I}
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4.2.1. Stochastic Optimization Model

Stochastic model for the system could be witnessed by Equation (21), where α1Eξ fc(Ek,t
n,a)

is the expected value of electricity cost and (1 − α1)Eξ fCO2(Ek,t
n,a) is the expected value of

CO2 emission cost. Furthermore, the Constraints C2 − C5 are not affected by considering
the uncertainty hence they will remain the same as given in Equation (20). In Constraint
C1 the expected value of energy consumption (Eξ(ξEt

n,a) at time T is less than certain
peak value.

Stochastic Problem

min
Xk,t

n,a∈{0,1} ∀ k,n,t,a

K

∑
k=1

N

∑
n=1

∑
a∈An

T

∑
t=1

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Total Cost︷ ︸︸ ︷⎛
⎜⎜⎝α1 Eξ fc(Ek,t

n,a, ξ)︸ ︷︷ ︸
Electricity cost function

+(1 − α1) Eξ fCO2(Et
n,a, ξ)︸ ︷︷ ︸

Emission cost function

⎞
⎟⎟⎠Xk,t

n,a

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

. (21)

subject to:

C1 :
N

∑
n=1

∑
a∈An

Xk,t
n,a(Eξ(ξEt

n,a)) � α4γk,t

︸ ︷︷ ︸
Peak clipping constraint

, ∀ k, t

4.2.2. Robust Optimization Model

In the robust minimization model, which is shown in Equation (22), where the un-
certainty ξ in total energy consumed Ek,t

n,a belongs to an uncertainty set U. α1 fc(ξEk,t
n,a)

shows the impact of uncertainty on total electricity cost where (1 − α1) fCO2(ξEk,t
n,a) shows

the impact of uncertainty on carbon emission cost. The constraint C1 is effected by the
uncertainty ξ which shows that maximum energy consumption having uncertainty should
be less than a certain peak value. Constraints C2 to C5 will remain same as in Equation (20).
The problem in Equation (22) is a maximization problem that can be converted into a
minimization problem as shown in Equation (23).

Robust Problem

min
Xk,t

n,a∈{0,1} ∀ k,n,t,a

K

∑
k=1

N

∑
n=1

∑
a∈An

T

∑
t=1

(
max
ξ∈U

(
α1 fc(ξEk,t

n,a) + (1 − α1) fCO2(ξEk,t
n,a)

)
Xk,t

n,a

)
. (22)

subject to:

C1 :
N

∑
n=1

∑
a∈An

Xk,t
n,a(ξEk,t

n,a) � α4γk,t

︸ ︷︷ ︸
Peak clipping constraint

, ∀ k, t, ξ ∈ U

Robust Problem 1

min
Wk,t

n,a ,Xk,t
n,a∈{0,1}∀k,n,t,a

K

∑
k=1

N

∑
n=1

∑
a∈An

T

∑
t=1

Wk,t
n,a. (23)
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subject to:

C1 :
N

∑
n=1

∑
a∈An

Xk,t
n,a(ξEk,t

n,a) � α4γk,t

︸ ︷︷ ︸
Peak clipping constraint

, ∀ k, t, ξ ∈ U

C2 :
(

α1 fc(ξEk,t
n,a) + (1 − α1) fCO2(ξEk,t

n,a)Xk,t
n,a

)
≤ Wk,t

n,a ∀ k, t, ξ ∈ U

4.2.3. Distributionally Robust Model

Distributionally robust optimization model is shown in Equation (24), where Pξ shows
the probability distributions of uncertainty factor ξ that belongs to an ambiguity set D.
α1 fcE�[(ξEk,t

n,a)] is the expected value of uncertain electricity cost, where (1 − α1) fCO2E�[(ξEk,t
n,a)]

is the expected value of uncertain CO2 emission cost. Constraint C2 to C5 will remain same
as shown in Equation (20) while C1 shows the expected of energy consumption is less than
a certain peak value.

Distributionally Robust Problem

min
Xk,t

n,a∈{0,1} ∀ k,n,t,a

K

∑
k=1

N

∑
n=1

∑
a∈An

T

∑
t=1

(
max
Pξ∈D

(
α1 fcE�[(ξEk,t

n,a)] + (1 − α1) fCO2E�[(ξEk,t
n,a)]

)
Xk,t

n,a

)
. (24)

subject to:

C1 :
N

∑
n=1

∑
a∈An

Xk,t
n,aE�(ξEk,t

n,a) � α4γk,t

︸ ︷︷ ︸
Peak clipping constraint

, ∀ k, t, ξ ∈ U

4.2.4. Chance Constrained Optimization Model

The Chance constrained model is shown in Equation (25), where the only affected
constraint is C1. It shows that probability of violating peak clipping limit is less than a
certain predefined value, i.e., α. However, Constraint C2 −C5 will remain the same as given
by Equation (20).

Chance Constrained Problem

min
Xk,t

n,a∈{0,1} ∀k,n,t,a

K

∑
k=1

N

∑
n=1

∑
a∈An

T

∑
t=1

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Total Cost︷ ︸︸ ︷⎛
⎜⎜⎝α1 fc(Ek,t

n,a, ξ)︸ ︷︷ ︸
Electricity cost function

+(1 − α1) fCO2(Ek,t
n,a, ξ)︸ ︷︷ ︸

Emission cost function

⎞
⎟⎟⎠Xk,t

n,a

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

. (25)

subject to:

C1 : P

(
N

∑
n=1

∑
a∈An

Xk,t
n,a(ξEk,t

n,a) � α4γk,t

)
≤ α

︸ ︷︷ ︸
Peak clipping constraint

, ∀ k, t

4.3. Scenario 3: Energy Trading Model for Microgrid System

In Figure 9, the network of a microgrid is shown where different sources of generation
are considered, e.g., PV cells, small wind turbines and utility. Furthermore, Figure 9
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shows that microgrids are connected to each other and with utility. Based on defined tariff,
the microgrids can exchange energy with each other as well as with utility. Cost per unit of
self-generation is usually low as compared to energy procure from utility and from other
microgrids. The system model shown in Figure 9 has a total of V microgrids connected
with each other and with utility. N is the total number of consumers on each microgrid,
and each consumer has a set of shiftable and non-shift-able appliances. The appliances
are operated in such a way so that the self-generation of microgrid v can fulfill the energy
demand; if the energy generated by microgrid v is not enough to meet its energy demand
than microgrid v will procure energy from other microgrids. If the other microgrids do not
have extra energy to sell it to microgrid v than they will procure energy from the utility.

Figure 9. System model for scenarios 3 and 4.

The deterministic mathematical model for the energy trading module in the microgrid
system as shown in Equation (26), where the objective function minimizes the overall
cost of the system as well as to satisfy various constraints. Positive sign with the decision
variables shows that the energy is either generated by the microgrid itself or it sells the
extra energy to other microgrids or utlity, where negative signs represents that the energy
is purchased from the utility or from other microgrids. Peak generation constraint defines
the maximum generating capacity of the microgrid. Maximum purchase of energy from
utility or from other microgrids are represented by peak purchase constraint. Various other
constraints are peak generation constraint, peak purchase from other microgrids and utility,
appliances priority constraint, no self sell/purchase constraint, either to sell or purchase
constraint. Let the energy generated by microgrid v has the uncertainty ξg. To model the
impact of uncertainty factor ξg over the system, various probabilistic models are shown
as follows.
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Deterministic Problem

min
Et,u

v ,Et,g
n ,Et

v,u ,
Et

w,v ,Et
v,w ,Xt,n

v,a∈{0,1}
∀v,n,t,a

T

∑
t=1

V

∑
v=1

(
C
(
Et,u

v
)
+ C

(
Et,g

v

)
− C

(
Et

v,u
)
+

V

∑
w=1

(
C
(
Et

w,v
)− C

(
Et

v,w
)))

S.t C1 :

Peak Generation Constraint︷ ︸︸ ︷
0 ≤ Et,g

v ≤ Et,g,max
v ∀ v, t (26)

C2 :

Peak Purchase from Microgrids︷ ︸︸ ︷
0 ≤ Et

w,v ≤ Et,max
w,v ∀ v, w, t

C3 :

Peak Purchase from Utility︷ ︸︸ ︷
0 ≤ Et,u

v ≤ Et,u,max
v ∀ v, t

C4 :

Appliances Priority Constraint︷ ︸︸ ︷
∑

a∈β1

Xt1,n
v,a + ∑

a∈β2

Xt2,n
v,a � 1 ∀ {t1 < t2}, n, v

C5 :

No Self Sell/Purchase︷ ︸︸ ︷
Et

v,v = 0 ∀ v, t

C6 :

Either Sell or Purchase Constraint︷ ︸︸ ︷
Et

v,w × Et
w,v = 0 ∀ t, v, w

4.3.1. Stochastic Optimization Model

The stochastic optimization model could be represented such as in Equation (27),
where the C[Eξg

(
Et,g

v , ξg]
)

is the expected value of the energy generated by microgrid v.
The only constraint that is affected by considering uncertainty is C1, while the rest of the
constraints will remain the same as Equation (26) witnesses it. The factor Eξg(ξgEt,g

v ) in
constraint C1 shows that expected value of uncertain generation supposed to be less than
certain defined value.

Stochastic Problem

min
Et,u

v ,Et,g
n ,Et

v,u ,
Et

w,v ,Et
v,w ,Xt,n

v,a∈{0,1}
∀v,n,t,a

T

∑
t=1

V

∑
v=1

(
C
(
Et,u

v
)
+ C[Eξg

(
Et,g

v , ξg]
)
− C

(
Et

v,u
)
+

V

∑
w=1

(
C
(
Et

w,v
)− C

(
Et

v,w
)))

S.t C1 :

Peak Generation Constraint︷ ︸︸ ︷
0 ≤ Eξg (ξgEt,g

v ) ≤ Et,g,max
v ∀ v, t (27)

4.3.2. Robust Optimization Model

Robust optimization model is shown in Equation (28), where C(ξgEt,g
v ) show the

energy generated by microgrid v having uncertainty ξ. The constraint C1 which is effected
by considering uncertainty, shows that the energy generated by microgrid v at time t varies
in an uncertain manner but it should be less than a certain maximum value. The min–max
problem of Equation (28) can be transformed into minimization problem as shown in
Equation (29).
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Robust Problem

min
Et,u

v ,Et,g
n ,Et

v,u ,
Et

w,v ,Et
v,w ,Xt,n

v,a∈{0,1}
∀v,n,t,a

T

∑
t=1

V

∑
v=1

max
ξg∈U

(
C
(
Et,u

v
)
+ C

(
ξgEt,g

v

)
− C

(
Et

v,u
)
+

V

∑
w=1

(
C
(
Et

w,v
)− C

(
Et

v,w
)))

S.t C1 :

Peak Generation Constraint︷ ︸︸ ︷
0 ≤ ξgEt,g

v ≤ Et,g,max
v ∀v, t, ξg ∈ U (28)

Robust Problem 1

min
Zt

v ,Xt,n
v,a∈{0,1} ∀v,n,t,a

T

∑
t=1

V

∑
v=1

Zt
v

S.t C1 :

Peak Generation Constraint︷ ︸︸ ︷
0 ≤ ξgEt,g

v ≤ Et,g,max
v ∀ v, t, ξg ∈ U (29)

C2 :

(
C
(
Et,u

v
)
+ C

(
ξgEt,g

v

)
− C

(
Et

v,u
)
+

V

∑
w=1

(
C
(
Et

w,v
)− C

(
Et

v,w
))) ≤ Zt

v

∀ v, t, ξg ∈ U

4.3.3. Distributionally Robust Optimization

Distributionally robust model is shown in Equation (30), where the Pg indicates the

probability distributions of uncertainty in energy generated by microgrid v. Eg

(
ξgEt,g

v

)
is

the expected value of the energy generated by microgrid v at time t. The constraint C1 is
effected by considering the uncertainty while the constraints C2 to C6 will remain same as
shown by Equation (26).

Distributionally Robust Problem

min
Et,u

v ,Et,g
n ,Et

v,u ,
Et

w,v ,Et
v,w ,Xt,n

v,a∈{0,1}
∀v,n,t,a

T

∑
t=1

V

∑
v=1

max
Pg∈D

(
C
(
Et,u

v
)
+ CEg

(
ξgEt,g

v

)
− C

(
Et

v,u
)
+

V

∑
w=1

(
C
(
Et

w,v
)− C

(
Et

v,w
)))

S.t C1 :

Peak Generation Constraint︷ ︸︸ ︷
0 ≤ Eg(ξgEt,g

v ) ≤ Et,g,max
v ∀v, t, ξg ∈ U (30)

4.3.4. Chance Constrained Optimization Model

The chance constrained model is shown in Equation (31), where constraint C1 shows
that the probability of violating the peak generation limit is less than a certain predefined
value. Constrain from C2 − C6 will remain same as shown in Equation (26).

Chance Constrained Problem

min
Et,u

v ,Et,g
n ,Et

v,u ,
Et

w,v ,Et
v,w ,Xt,n

v,a∈{0,1}
∀v,n,t,a

T

∑
t=1

V

∑
v=1

(
C
(
Et,u

v
)
+ C

(
Et,g

v , ξg

)
− C

(
Et

v,u
)
+

V

∑
w=1

(
C
(
Et

w,v
)− C

(
Et

v,w
)))

S.t C1 :

Peak Generation Constraint︷ ︸︸ ︷
P
(

0 ≤ ξgEt,g
v ≤ Et,g,max

v

)
≤ ζ ∀ v, t (31)
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4.4. Scenario 4: Joint Energy Management and Trading for Microgrid System

In this section, energy management and energy trading models are collectively con-
sidered, where the deterministic model of the system is formulated and described in [152].
The system model for joint energy management and trading is shown in Figure 9. Various
energy management constraints such as energy balance constraint, peak clipping constraint,
and operation time constraint have been considered in addition to energy trading con-
straints that are mentioned in scenario 3. Let the applied model in [152] have uncertainty
in various parameters such as energy generated (Et,g

v ) by microgrid is v and base-load (Bt
v)

on microgrid v. The uncertainty in Et,g
v and Bt

v are represented as ξg and ξl , respectively.
The objective function and various constraints such as energy balance constraint, peak
clipping constraint and peak generation constraint are effected by considering uncertainty
in energy generation and base-load. The remaining constraints of the system will remain
the same as shown in [152]. To show the impact of uncertainty, various probabilistic
optimization schemes are applied as follows.

Deterministic Problem

min
Et,u

v ,Et,g
n ,Et

v,u ,
Et

w,v ,Et
v,w ,Xt,n

v,a∈{0,1}
∀v,n,t,a

T

∑
t=1

V

∑
v=1

(
C
(
Et,u

v
)
+ C

(
Et,g

v

)
− C

(
Et

v,u
)
+

V

∑
w=1

(
C
(
Et

w,v
)− C

(
Et

v,w
)))

(32)

S.t C1 :

Energy Balance Constraint︷ ︸︸ ︷
Et,u

v + Et,g
v +

V

∑
w=1

Et
w,v =

V

∑
w=1

Et
v,w + Et

v,u + Bt
v + ∑

a∈An

Xt,n
v,aLt,n

v,a ∀ v, w, n, t

C2 :

Peak Clipping Constraint︷ ︸︸ ︷
ts,n

a +tn
a

∑
t=ts,n

a

(Xt,n
v,a Ht,n

v,aLt,n
v,aLt

vλt,n
v,a + Bt

v) ≤ γt ∀ n, a, v

C3 :

Operation Time Constraint︷ ︸︸ ︷
ts,n

a +tn
a

∑
t=ts,n

a

Xt,n
v,a Ht,n

v,aLt
vλt,n

v,a = tn
a ∀ n, a, v

C4 :

Peak Generation Constraint︷ ︸︸ ︷
0 ≤ Et,g

v ≤ Et,g,max
v ∀ v, t

C5 :

Peak Purchase from Microgrids︷ ︸︸ ︷
0 ≤ Et

w,v ≤ Et,max
w,v ∀ v, w, t

C6 :

Peak Purchase from Utility︷ ︸︸ ︷
0 ≤ Et,u

v ≤ Et,u,max
v ∀ v, t

C7 :

Appliances Priority Constraint︷ ︸︸ ︷
∑

a∈β1

Xt1,n
v,a + ∑

a∈β2

Xt2,n
v,a � 1 ∀ {t1 < t2}, n, v

C8 :

No Self Sell/Purchase︷ ︸︸ ︷
Et

v,v = 0 ∀ v, t

C9 :

Either Sell or Purchase Constraint︷ ︸︸ ︷
Et

v,w × Et
w,v = 0 ∀ t, v, w

4.4.1. Stochastic Optimization Model

In stochastic optimization, the expected value of uncertain parameters is considered.
The stochastic mathematical model of the considered system is given by Equation (33).
Where, in Equation (33) the Eξg [C(Et,g

v , ξg)] shows the expected value of total cost of the

energy generated by microgrid v, where in constrains Eξg(ξgEt,g
v ) is the expected value of
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the energy generated by microgrid v and Eξl (ξl Bt
v) is the expected value of the base load

on the microgrid v.
Stochastic Problem

min
Et,u

v ,Et,g
n ,Et

v,u ,
Et

w,v ,Et
v,w ,Xt,n

v,a∈{0,1}
∀v,n,t,a

T

∑
t=1

V

∑
v=1

(
C
(
Et,u

v
)
+Eξg

[
C
(

Et,g
v , ξg

)]
− C

(
Et

v,u
)
+

V

∑
w=1

(
C
(
Et

w,v
)− C

(
Et

v,w
)))

(33)

S.t C1 :

Energy Balance Constraint︷ ︸︸ ︷
Et,u

v +Eξg

[
ξgEt,g

v

]
+

V

∑
w=1

Et
w,v =

V

∑
w=1

Et
v,w + Et

v,u +Eξl

[
ξl Bt

v
]
+ ∑

a∈An
Xt,n

v,aLt,n
v,a ∀ v, w, n, t

C2 :

Peak Clipping Constraint︷ ︸︸ ︷
ts,n
a +tn

a

∑
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a

(Xt,n
v,a Ht,n

v,aLt,n
v,aLt

vλt,n
v,a +Eξl [ξl Bt

v]) ≤ γt ∀ n, a, v

C4 :

Peak Generation Constraint︷ ︸︸ ︷
0 ≤ Eξg(ξgEt,g

v ) ≤ Et,g,max
v ∀ v, t

4.4.2. Robust Optimization Model

Robust optimization considers a worst-case scenario for the system. It is assumed
that the uncertainty factor ξg can take values 0.9 − 1.0 and the uncertainty factor ξl can
varies from 1.0 − 1.2. The robust mathematical model for the system considered is shown
in Equation (34). Equality constraint C1 is changed to inequality constraint, which ensures
that the load balancing constraint should be satisfied in the worst case. The problem in
Equation (34) is a min–max problem that can be converted into a minimization problem,
as shown in Equation (35).

Robust Problem

min
Et,u

v ,Et,g
n ,Et

v,u ,
Et

w,v ,Et
v,w ,Xt,n

v,a∈{0,1}
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T

∑
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∑
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C
(
Et,u

v
)
+ C

(
ξgEt,g
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(
Et

v,u
)
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V
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(
C
(
Et

w,v
)− C

(
Et

v,w
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(34)

S.t C1 :

Energy Balance Constraint︷ ︸︸ ︷
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v,u + ξl Bt
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v,a + ξl Bt

v) ≤ γt ∀ n, a, v, ξl ∈ U

C4 :

Peak Generation Constraint︷ ︸︸ ︷
0 ≤ ξgEt,g

v ≤ Et,g,max
v ∀ v, t, ξg ∈ U
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min
Yt

v ,Xt,n
v,a∈{0,1}
∀v,n,t,a

T

∑
t=1

V

∑
v=1

Yt
v (35)

S.t C1 :

Energy Balance Constraint︷ ︸︸ ︷
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Peak Generation Constraint︷ ︸︸ ︷
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(
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4.4.3. Distributionally Robust Optimization

Mathematical model for distributionally robust optimization is shown in Equation (36),
where Pg and Pl are the probability distributions for the uncertain parameters ξg and ξl ,
respectively. ξg and ξl represent uncertainty in energy generated and base load on microgrid
v at time t, respectively. Eg[E

t,g
v , ξg] is the expected value of energy generated by microgrid

v at time t, where El [ξl Bt
v] is the expected value of base load on microgrid V. Constraints

C1 to C3 are effected by considering uncertainty while the constraints C4 to C5 will remain
same as in Equation (32).

Distributionally Robust Problem
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(36)
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Et,u

v +Eg[ξgEt,g
v ] +

V

∑
w=1

Et
w,v ≥

V

∑
w=1

Et
v,w + Et

v,u +El [ξl Bt
v] + ∑

a∈An
Xt,n

v,aLt,n
v,a ∀v, w, n, t, (ξg, ξl) ∈ U

C2 :

Peak Clipping Constraint︷ ︸︸ ︷
ts,n
a +tn

a

∑
t=ts,n

a

(Xt,n
v,aHt,n

v,aLt,n
v,aLt

vλt,n
v,a +El [ξl Bt

v]) ≤ γt ∀ n, a, v, ξl ∈ U

C4 :

Peak Generation Constraint︷ ︸︸ ︷
0 ≤ Eg[ξgEt,g

v ] ≤ Et,g,max
v ∀ v, t, ξg ∈ U

4.4.4. Chance Constrained Optimization Model

Mathematically speaking, in chance constrained optimization, the probability of sat-
isfying certain constraints should be above a certain predefined level, improving the
confidence level of the solution [153,154]. The mathematical model of chance constrained
optimization is available in Equation (37). α and β are the confidence level for energy
balance and peak clipping constraints, respectively, where α, β ∈ [0, 1].
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Chance Constrained
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≤ ζ ∀ v, t

5. Challenges and Future Research Directions

After a comprehensive survey on the smart power system (having uncertainties in nu-
merous domains), it is recommended to focus on limitations and challenges due to these un-
certainties and improve the smart power system’s performance. These limitations and chal-
lenges arise in various segments of smart power system such as microgrid energy manage-
ment, home energy management, demand side management, renewable energy resources,
energy storage system, unit commitment, economic dispatch and transmission system.

5.1. Microgrid Energy Management

A microgrid is an essential and significant part of a smart power system. It is operated
both in grid connected as well as in an isolated mode. Microgrid energy management prob-
lems’ accuracy is seriously affected by the uncertainties in various factors such as renewable
energy resources, plug-in electric vehicle and load, etc. Research papers studied have con-
sidered uncertainties in few aspects at a time. Hence, it open doors for researchers to model
microgrid energy-management problems in a comprehensive way, where uncertainties in
all factors affecting microgrid operation can be considered. Furthermore, a model can be
developed where the various techniques can be applied in a combined way. The impact of
environmental conditions can also be considered in microgrid energy management.

5.2. Demand Side Management

Demand side management plays a critical role in the energy optimization of a smart
power system. Demand-side management mainly deals with the consumers’ end; hence,
the uncertainties at the consumers end have severe impact on the smart power system’s
performance. Various components that cause uncertainties at consumers’ end are manually
operated appliances, renewable energy generation, electric vehicle and distributed energy
storage devices, inelastic load demand, etc. Therefore, it is an open research direction in the
smart power system area to develop a model that can consider the impact of uncertainties
caused by the sources mentioned above.

5.3. Integration of Distribution Energy Resources

One of the most significant elements of the smart power system is distributed energy
resources. Wind and solar energy are considered prominent example of distributed en-
ergy resources. The output power of these sources is seriously affected by the weather
condition, which causes uncertainty. Due to the integration of DER with the smart power
system, the smart power system’s performance is affected by the uncertainties. The various
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model used in the literature have considered a single source of uncertainty; hence, it is
an open research area to comprehensively develop a model that can completely handle
the uncertainty of distributed energy resources. Furthermore, various optimization tech-
niques that can handle uncertainties can be considered in a combined way to improve the
model’s performance.

5.4. Smart Home

To increase consumers’ participation and user comfort, reducing peak demand and
consumer electricity bill, it is required to introduce a smart home concept in a smart power
system. Various components of a smart home are renewable energy resources, battery
storage system and load. Uncertainties are caused by generating resources due to their
weather dependent nature. Load have uncertainties either due to its weather dependent
behaviour as well as because of the random interaction of human. The impact of these
uncertainties on the power system can be developed comprehensively in future research.

5.5. Unit Commitment

Unit commitment is an optimization problem that determines the generating units’
operation schedule at certain time intervals with changing loads under different systems’
constraints and environmental conditions. Unit commitment plays a vital role in the
economic operation of a smart power system. Hence, to minimize the smart power system’s
operation cost, it is required to consider all factors affecting the unit commitment problems.
The complexity of the unit commitment optimization problems increases with the inclusion
of uncertainties in the system parameters. Uncertainties in unit commitment problems are
due to the integration of renewable energy resources, power flow-ability of a transmission
line, forecasted errors in load, unexpected generator outages etc. It can be considered a
future research area to develop a unified unit commitment model that can handle all factors
having uncertainties.

6. Conclusions

It is a known fact that real time problems of smart power systems have uncertainties
and can be handled only by probabilistic optimization. This review paper has been focused
on various aspects of probabilistic optimizaion in smart power system. Various techniques
such as stochastic optimization, robust optimization, distributionally robust optimization,
and chance constrained optimization have been thoroughly studied in this paper to deal
with such type of uncertainties. From the analysis of different concrete study cases, it is
observed that stochastic optimization is providing a reliable solution, however its computa-
tional cost is high. In worst case condition, robust optimization has a lower computational
cost, but it offers a conservative and cautious solution. The solution of distributionally
robust optimization is less conservative than robust and has a lower computational cost
than stochastic optimization. Chance constrained optimization deals with problems, where
finite probability is being violated. These techniques can be further categorized on the
basis of the uncertainty involved. Various applications of the mentioned optimization
approach in the area of smart power system have been discussed. Future directions of
these techniques with reference to smart power system have been summarized. It has been
concluded that these techniques must be used in combination to deal with new challenges
of smart power system for achieving fruitful outcomes.
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Abbreviations

The following abbreviations are used in this manuscript:

MEM Micro-grid Energy Management
HEM Home Energy Management
DER Distributed Energy Management
SDN Smart Distribution Network
DSM Demand Side Management
PEV Plugin Electric Vehicles
ED Economic Dispatch
UC Unit Commitment
STG Smart Thermal Grid
MEO Micro-grid Economic Operation
RDG Reconfiguration of Distribution Grid
OPF Optimal Power Flow
ERD Energy and Reserve Dispatch
ESS Energy Storage System
SPDA Scenario Partition and Decomposition Algorithm
CCDCGP Chance Constrained dependent chance goal programming
FMEA Failure-Mode-and Effect analysis
IPEA Inter-generation Projection Evolutionary Algorithm
IGDT Information Gap Decision Theory
MPC Model Predictive Control
FPIM Fuzzy Prediction Interval Model
SPD Scenario Partition and Decomposition
BMLM Big-M Linearization Method
LOP Lyapunov Optimization Method
CCG Column-and-Constraint Generation
AM Analytic Method
LDR Linear Decision Rule
MH Math-Heuristic
BD Benders Decomposition
TOA Taguchis Orthogonal Array
DD Dual Decomposition
BB Branch-and-Bound
LM Lagrangian Multiplier
QP Quadratic Programming
MCS Monte Carlo Simulation
IM Iterative Method
SAA Sample Average Approximation
SBM Scenario Based Method
IPM Interior Point Methods
DE Differential Evolution
HABC Hybrid Artificial Bee Colony
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POC Pareto-optimal cuts
DD Dual Decomposition
SA Sensitivity Analysis
SVM Support Vector Machine
LR Linear Regression
MDP Markov Decision Process
SO Stochastic Optimization
RO Robust Optimization
CCO Chance Constrained Optimization
DRO Distributional Robust Optimization
SA Solution Algorithms
OF Objective Function
FRD Future Research Directions
GEM Grid Energy Management
TPEM Two-Point Estimate Method
OPGF Optimal Power Gas Flow
SGTD Smart Grid Tariff Design
HE Heuristic
CC Chance Constrained
AR Architecture
TN Taxonomy
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Abstract: Local area energy networks (E-LANs) are cyber-physical systems whose physical layer
is a meshed low-voltage microgrid fed by a multiplicity of sources, i.e., utilities, energy storage
systems, and distributed power sources. The cyber layer includes distributed measurement, control,
and communication units, located at end-user premises, as well as centralized supervision and
dispatchment control. As compared with standard microgrid, the E-LAN encompasses the ability for
end-users to actively contribute to the operation of the microgrid while acting as independent energy
traders in the electrical market. Operational goals include active contribution of end-users to power
sharing, loss reduction, voltage stability, demand response, fault identification and clearing, isolation
of sub-grids for maintenance, islanding, and black start. Economic goals include the possibility, for
each end-user, to decide in every moment, based on convenience, how his energy and power capacity
is shared with other users, e.g., for demand response or to trade energy in the electric market. This
paper introduces a comprehensive theoretical approach of E-LAN control to achieve all the above
operational goals while providing a high level of dynamic protection against faults or other events
affecting the system functionality, e.g., overloads or fast transients. It shows that meshed microgrids
are the necessary infrastructure to implement the desired functionalities.

Keywords: control of distributed energy resources; power flow control; microgrids; distributed
electronic power converters; demand response

1. Introduction

The future of electric systems is characterized by the increasing participation of end-
users to fill the gap between energy demand and supply while ensuring the flexibility
needed to face and to exploit the increasing complexity, decentralization, and interconnec-
tion of power systems. While in the first phase of the green energy transition the end-users
acted as distributed investors and renewable energy suppliers, in future they will gain a
role as market players, either individually or in aggregated form [1,2]. This was explicitly
envisioned by the European Union within the 2019 directive “Clean Energy for All Euro-
peans” that states “Consumers are the drivers of the energy transition” and “Consumers
and communities will be empowered to actively participate in the electricity market” [3].

A first step in this direction is represented by virtual power plants (VPPs) [4] that
are cloud-based distributed power plants that aggregate the capacities of heterogeneous
distributed energy resources for the purposes of enhancing power generation, as well as
trading or selling power on the electricity market.

With this approach, end-users virtually commit their energy resources to an aggregator
that gathers consumers for the purpose of negotiating the rate for generation service from
electric system operators. In this way, the participation of end-users to the electric market
is indirect. Moreover, since there is no physical interaction among virtually connected
users, their resources cannot be exploited to improve the performance and extend the
functionality of electrical systems.
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Today, the aggregation of users within virtual power plants (VPPs) is already a reality
in several instances [5,6], and helps improving the flexibility of the electric system in the
low-end section.

A completely different approach relies on local area energy networks (E-LANs) that
aggregate the users within a microgrid and coordinate their operation to improve the
electric performances, extend the grid functionalities, and allow participation of end-users
to the electric market either individually or within energy communities [7].

In principle, each user may decide, time by time, which part of his capacity (stored
energy, active and reactive power) can be shared with the rest of the E-LAN to improve local
performance (e.g., voltage stabilization, loss reduction, power sharing, stress reduction)
or to meet system-level requirements (e.g., demand response, power factor at the point of
common coupling with utility, transition from on-grid to off-grid operation, fault clearing,
etc.). The remaining capacity can be used for private needs, e.g., smoothing of domestic
power absorption or trading energy in the market [2,8].

The E-LAN controller manages the available resources to pursue the needed function-
alities, properly prioritized, with a best-fit approach. Obviously, the envisioned flexibility
of operation calls for energy storage capacity, either distributed or clustered.

From the above considerations it follows that, unlike traditional microgrids, E-LANs
represent a special type of cyber-physical systems where the physical layer (the microgrid)
is thoroughly interconnected with the cyber layer [9]. Energy and data processing proceed
indissolubly, and the implementation of the above functionalities require, on one side, fast
and precise control of the power flow in each section of the microgrid and, on the other side,
fast and precise implementation of the control algorithms, either distributed or centralized.

The fundamental asset of E-LANs is the capacity to implement the power steering,
i.e., to exploit every available control agent to drive the power flow in every section of the
microgrid. This requires meshed architectures and a suitable number of controlling entities
distributed within the microgrid.

In the following, we will approach the problem at large, discussing the properties of
meshed grids at first, then deriving the input–output equations valid for any type of grid
structure and distribution of power sources, and finally proposing an optimum control
approach that ensures all needed functionalities while allowing dynamic tuning of users’
behavior and parameters.

2. Meshed Grids: Motivation and Basic Equations

2.1. Motivation

Traditionally, electric plants use radial structure, where any pair of nodes are linked
by a single path. This results in simple design, because the current stress in each feeder can
easily be predicted in every operating condition. Moreover, selective protection against
faults is effectively achieved by operating the upstream protection devices (e.g., circuit
breakers or fuses). Figure 1 shows the evolution of a distribution network, from the purely
unidirectional radial structure (Figure 1a) fed via the connection to an upstream—typically
medium voltage—distribution grid, to a situation where the radial grid is permeated by
distributed generators (DGs) enabling bidirectional power flow (Figure 1b), to the most
advanced solution that makes use of meshed grids (Figure 1c) to improve the flexibility
of power flow control and the robustness of the electrical service. In practice, adopting a
radial structure for the microgrid makes it impossible to drive the power through different
paths, thus making the power steering unfeasible.

Meshed grids, instead, in presence of a suitable number of control agents (i.e., power
electronics converters [10,11]), allow both power steering and autonomous participation of
end-users to the electric market [12]. In this context, control agents correspond to energy
sources equipped with grid-tied inverters able to control the active and reactive power
exchange with the grid.

Synergistic operation of control agents enables the following functionalities:

• Control of the power flow throughout the microgrid (power steering).
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• Consensus-based exploitation of any available energy sources (power sharing, smart
energy storage).

• Mitigation of useless circulation of active and reactive currents.
• Stabilization of voltage profiles
• Compensation of load unbalance.
• Electronic fault clearing.
• Demand response.
• Off-grid operation.
• Autonomous energy trading by end-users who can decide, time by time, which portion

of their resources is shared with the energy community.

Figure 1. Different kinds of distribution networks. (a) Radial with passive nodes; (b) radial with
distributed generators (DGs); (c) meshed with DGs.

Modern electricity scenarios foresee the possibility of trading the above operational
functionalities as services for the upstream grid and therefore achieve economic benefits.
In order to manage the system complexity and ensure a modular organization of E-LAN
control, this typically involves the integration of economic and market layers in control
hierarchy [2,13].

2.2. Basic Equations

The basic equations relating the voltages and currents in a microgrid are those deter-
mined by Kirchhoff’s principles [14], which are reported below to define the nomenclature
used herein.

Let A be the incidence matrix describing the graph of the microgrid. A is an integer
matrix with K rows (K being the number of grid branches, i.e., lines connecting pairs of
nodes) and N columns (N being the number of all grid nodes but node 0 associated to
voltage reference V0). The generic element akn of matrix A is −1 if branch k begins in node
n, +1 if branch k ends in node n, 0 otherwise. Connections to reference node 0 are neglected.

In the following, to determine voltage relations that do not depend on the selected
reference V0, we will refer to node voltage deviations u in place of node voltages v (for
generic node n, voltage deviation is: un = vn − V0).

Based on matrix A definition, the relation among node voltage deviations u and branch
voltages w obeys the Kirchhoff’s law for voltages (KLV) and is expressed by

w = A u, (1a)

Similarly, the relation among branch currents j and node currents i (i.e., the currents
entering network nodes) obeys the Kirchhoff law for currents (KLC) and is expressed by:

i = AT j, (1b)
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where superscript T means matrix transpose. The meaning of the used nomenclature is
sketched in Figure 2, which refers to the nodes and links of a single mesh.

Figure 2. Nomenclature for the nodes and branches of a single mesh.

The considerations reported hereafter hold both for DC and AC grids. In the latter
case, we refer to sinusoidal operation where currents and voltages are represented by
phasors in the complex domain. For the sake of simplicity, we will only treat the case of AC
grids. In the case of DC grids, the complex variables and matrices will be substituted by
real quantities.

In radial grids, matrix A is invertible, thus the inverse of Equation (1) is easily obtained.
Instead, in meshed grids the actual distribution of currents among the grid branches
depends on their impedances; similarly, for the relation between branch voltages and node
voltages. Letting Z be the diagonal matrix of branch impedances, expressed as complex
numbers, the relation among branch voltages w and branch currents j is

w = Z j ⇔ j = Z−1w, (2)

The relation among node currents i and node voltage deviations u, is:

i = Yu ⇔ u = Y−1i, (3a)

where Y is the nodal admittance matrix, given by

Y = AT Z−1A (3b)

Let us define the pseudo-inverse B of matrix A as

B = Y−1ATZ−1 =⇒ B A = identity, (4)

We can now introduce the inverse of relations (1) as

u = B w, (5a)

j = BT i, (5b)

The above set of complex equations allows a complete analysis of the microgrid
operation for any given set of voltages and currents fed at the network nodes by the loads
and sources connected therein.

3. Low-Voltage E-LAN: Structure and Input/Output Equations

The concept scheme of a low-voltage E-LAN is shown in Figure 3.
The E-LAN includes a LV distribution network with K branches, each one character-

ized by its length and impedance, and N nodes, where loads and sources are connected.
The equations of the distribution network are those derived in the previous section.
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Figure 3. Concept scheme of E-LAN.

3.1. Node Classification

As shown in Figure 3, the nodes are classified in three groups:

• Voltage nodes, fed by voltage sources that can be uncontrollable (e.g., the secondary-
side voltages of step-down transformers fed by the medium-voltage distribution
system) or controllable (e.g., the voltages fed by voltage-driven converters interfacing
energy sources with the distribution network). The voltage reference node normally
corresponds to the point of common coupling (PCC) with the utility, where the network
is fed by a nearly constant voltage V0 which sets the amplitude and phase reference for
any other grid voltages. This node is also called slack node, for its property to fill the
gap between the power absorbed by the loads and that generated by the sources. In
case of multiple PCCs, the most powerful node can be chosen as the voltage reference.
Controllable voltage nodes may be used as voltage-forming units in case of off-grid
operation and voltage-tracking units in case of on-grid operation. They are often
interfacing the grid with the energy storage systems located in the proximity of the
PCCs called utility interfaces (UIs).

• Current nodes, fed by current sources, namely, power sources tied to the distribution
network by current-controlled converters. This definition generally applies to dis-
tributed renewable sources that, usually, operate as current sources that do not directly
alter the voltage at their point of connection, to prevent instabilities in the distribution
network.

• Load nodes, feeding purely passive loads.

Both voltage nodes and currents nodes can tie to passive loads in addition to the sources.
In the following, the analysis will be carried out with reference to a single-phase

low-voltage microgrid, although it was developed for the general case of three-phase
four-wire networks. In practice, as will be shown in the simulation section, actual loads
and sources can be either single-phase or three-phase, their connection to the grid being
phase-to-neutral, phase-to-phase, three-phase three-wires, or three-phase four-wires. The
types of connection will be considered in the optimization procedure by introducing a
suitable set of constraints on the amplitude and phase of the load and source currents.

3.2. Simplifying Assumptions

To simplify the analysis of low-voltage E-LANs, we observe that they extend over
limited areas, with a number of users that cannot exceed few tens to comply with the
power ratings of low-voltage distribution transformers. Considering the nearly resistive
impedance of the LV distribution cables, we may assume that all voltages at grid nodes
are nearly in phase with the reference voltage, their deviation being a few percent of the
reference value.
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Therefore, if we consider that all voltage phasors lie on the real axis, we may assume
that the real components of the node currents correspond to active currents, while the
imaginary components correspond to reactive currents.

Moreover, since node voltages are very close to the reference value, we may represent
constant-power loads as constant-current loads.

The above assumptions introduce some inaccuracy, of course, but linearize the analysis
of E-LAN operation, making it possible to find an explicit solution for the control prob-
lem. In fact, the nonlinear power-flow approach can be replaced by a linear current-flow
approach that allows much easier analysis and reduced computational effort.

3.3. Node Selection

Let u and i be, respectively, the voltage deviations at the grid nodes and the corre-
sponding currents entering the grid. We may express the electrical quantities at the voltage
nodes as

uv = Kvu, iv = Kvi, (6a)

where Kv is the voltage node selector, i.e., an Nv × N integer matrix (with coefficients 0
or 1) that selects the Nv elements of vectors u and i corresponding to the node voltages.
Similarly, for the Nc current nodes and the N load nodes, we can write

uc = Kcu, ic = Kci, (6b)

u = Ku, i = Ki, (6c)

Given the voltages and the currents at the various types of nodes, the total node
voltages and currents can be reconstructed by the reverse equations:

u = KT
v uv + KT

c uc + KT
u, i = KT

v iv + KT
c ic + KT

 i, (7)

The current terms in (6) are conventionally entering the grid. In practice, voltage and
current sources can also feed loads connected to the same nodes; thus, the total currents
fed by the sources are

ivs = iv + iv, ics = ic + ic, (8)

3.4. Input–Output Equations

From the above considerations, it turns out that the input variables, determining the
operation of the distribution network, are voltages uv impressed at voltage nodes, currents
ic impressed at current nodes, and load currents i. The output variables are currents iv
entering the grid at voltage nodes, voltages uc at current nodes, and voltages u at load
nodes. We define, for convenience, user currents is and user voltages us as

us =

∣∣∣∣ uc
u

∣∣∣∣, is =

∣∣∣∣ ic
−i

∣∣∣∣, (9a)

Letting Ks be the corresponding node selector, the input–output equations can there-
fore be expressed as ∣∣∣∣ iv

us

∣∣∣∣ = H

∣∣∣∣ uv
is

∣∣∣∣ =
∣∣∣∣ Hvv Hvs

Hsv Hss

∣∣∣∣
∣∣∣∣ uv

is

∣∣∣∣, (9b)

where hybrid matrix H is the input–output transfer matrix. It can be evaluated starting
from the partitioned form of Equation (3a):∣∣∣∣ iv

is

∣∣∣∣ =
∣∣∣∣ Yvv Yvs

Ysv Yss

∣∣∣∣
∣∣∣∣ uv

us

∣∣∣∣,
{

Yvv = KvYKT
v Yvs = KvYKT

s
Ysv = KsYKT

v Yss = KsYKT
s

}
, (9c)
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In (9c) it is interesting to note that if one or more nodes change their operating mode,
matrix Y remains the same, while selection matrices K change.

Now, combining (9b) and (9c), we easily derive the expression of matrix H as

H =

∣∣∣∣ Hvv Hvs
Hsv Hss

∣∣∣∣,
{

Hvv = Yvv − YvsY
−1
ss Ysv Hvs = YvsY

−1
ss

Hsv = −Y−1
ss Ysv Hss = Y−1

ss

}
, (9d)

Observe that the computation of all submatrices of H requires only one matrix inver-
sion (Y−1

ss ).

4. Control Variables

As mentioned before, the input variables determining network operation are voltages
uv impressed at voltage nodes, and currents is impressed at user nodes. Generally, these
variables are not fully controllable. Thus, we can split the input variables in noncontrollable
terms (superscript ) and controllable terms (superscript ):

uv =
¯
uv +

~
uv, (10a)

is =
¯
i s +

~
is (10b)

In practice, controllable terms may occur only for a limited set of input variables. Let
Kd be the selector of those voltages, among

~
uv, whose phasor can be controlled on the real

(direct) axis, and Kq the selector of those voltages that can be controlled on the imaginary
(quadrature) axis. Let ud be the controllable voltage terms along the direct axis, and uq
the controllable voltage terms along the quadrature axis; similarly to (7), we may express
voltages

~
uv as

~
uv = KT

d ud + KT
q uq ⇒ uv =

¯
uv + KT

d ud + KT
q uq, (11a)

Similarly, we define Ka as the selector, among
~
is, of current terms ia that can be

controlled on the real axis (active currents, corresponding to the active power entering the
grid at the corresponding nodes), and Kr as the selector of terms ir that can be controlled
on the imaginary axis (reactive currents, corresponding to the reactive power). We may

therefore express currents
~
is as

~
is = KT

a ia + KT
r ir ⇒ is =

¯
i s + KT

a ia + KT
r ir, (11b)

Accordingly, the input variables for E-LAN control become real quantities ud, uq, ia, ir.
Let x be the real vector of control inputs:

x =

∣∣∣∣∣∣∣∣
ud
uq
ia
ir

∣∣∣∣∣∣∣∣, (11c)

By means of Equations (9) and (11) we can express all node voltages and currents in
the form

u = u0 + Fux, i = i0 + Fix, (12a)

While x is a real vector, the other variables represent phasors in the complex plane.
Constant matrices F are complex and depend on grid structure and node types. Quantities
with superscript ◦ refer to the situation when all control inputs vanish (zero state).

Similarly, considering Equations (1a) and (5b), we can express branch voltages and
currents as

w = w0 + Fwx, j = j0 + Fjx, (12b)
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The above expressions show that all relations between input and output variables are
linear equations in the complex domain.

5. Optimum Control

Taking advantage of the linearity of control equations, we may approach the E-LAN
control problem as a constrained optimum problem in L2 space. For this purpose, we define
a cost function that represents the grid performance from various perspectives. Then, we
introduce a set of constraints that circumscribe the desired operating conditions.

5.1. Cost Function

The performances that we wish to optimize relate to voltage stability, energy efficiency,
thermal stress of feeders, power stress of sources, and current stress of electronic power
converters.

We therefore optimize a cost function ϕ including three weighted additive terms:

ϕ = ϕloss + ϕstress + ϕdev, (13a)

• Term ϕloss accounts for total power loss, including transformer loss, distribution loss
in feeders, and conversion loss in power converters.

• Term ϕstress accounts for current stress in feeders, active power stress in sources, and
apparent power stress in grid-tied converters.

• Term ϕdev accounts for total rms voltage deviation at grid nodes.

All terms of the cost function can be expressed as quadratic functions of control inputs.
Overall, the cost function can be expressed in the quadratic form

ϕ = aϕ + xTbϕ + xTCϕx, (13b)

where coefficient aϕ, vector bϕ, and matrix Cϕ are constant real quantities, depending on
network parameters and zero state variables. In particular, Cϕ is a positive definite matrix.

5.2. Constraints

The E-LAN operation is normally analyzed under different conditions (operation
modes) that depend on the daily variations of source and load power, on the state of
charge of energy storage systems, and on specific requirements on the power flow, either
stationary (e.g., relating to power balance, reactive power compensation, demand response)
or dynamic (e.g., transition to and from islanding, black start, electronic fault clearing). In
both single-phase (or DC) and three-phase applications, pursuing the desired operation
modes implies constraints of the power flowing at specific network gates. Thanks to
linearity of control equations, such power constraints can be expressed as a system of
linear equations:

ψ = bψ + Cψx, (14)

where vector bψ and matrix Cψ are real, because the constraints on real and imaginary axes
are considered separately.

As mentioned before, the constraints set by the types of connection of single-phase and
three-phase loads and sources are also considered in (14) to allow an accurate representation
of the actual grid operation.

5.3. Solution

The constrained optimum control problem can be solved in explicit form by the
Lagrange multipliers method. Let λ be the vector of Lagrange multipliers, the solving
system is {

∂ϕ
∂x + ∂ψ

∂x λ = 0
ψ = 0

, (15a)
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Solving the system gives the optimum control variables as

x = −1
2

C−1
ϕ

(
CT

ψC−1
λ bλ + bϕ

)
, with :

{
Cλ = CψC−1

ϕ CT
ψ

bλ = 2bψ − CψC−1
ϕ bϕ,

(15b)

Note that the solution only requires the inversion of two reduced-order matrices,
namely Cϕ and Cλ, to obtain the result in a single computation step.

Overall, the proposed approach is computationally efficient and can be adapted to
any networks, irrespective of their structure and complexity. Further, it can be used to
analyze the E-LAN operation in any operating conditions and with flexible definition of
the performance function to be optimized.

6. Problem of Silent Nodes

The correct application of the above optimum control approach would require com-
plete monitoring of the currents and voltages at any grid nodes. In actuality, this may be
impossible or impractical, since at residential premises only rms voltage and active power
are metered; junction nodes are not monitored at all; voltage phase is rarely measured, etc.
In this section, we introduce an estimation methodology of network voltages and currents
that allows implementation of the optimum solution even if monitoring applies to a limited
set of nodes or electric quantities.

For the sake of simplicity, although not strictly necessary, we keep the assumption
that all node voltages are real quantities, in phase with voltage reference V0. Let vm be the
vector of measured node voltages, and vs be the vector of voltages at silent nodes, where
measurement is not available. Similarly, define im

a and im
r as the vectors of measured active

(real) and reactive (imaginary) currents entering grid nodes, and is
a and is

r the corresponding
quantities at silent nodes. The problem is to estimate the unknown quantities at silent nodes
given the quantities measured at monitored nodes. Let Γ = Y−1 be the nodal impedance
matrix of the network. Recalling that voltages v and currents ia and ir are real quantities,
letting ı be the imaginary unit and R the real operator, we can write:

v = Γ i ⇒
∣∣∣∣ vm

vs

∣∣∣∣ = �
(∣∣∣∣ Γm

Γs

∣∣∣∣ i

)
= R

(∣∣∣∣ Γm
Γs

∣∣∣∣
(∣∣∣∣ im

a
is
a

∣∣∣∣+ ı
∣∣∣∣ im

r
is
r

∣∣∣∣
))

, (16a)

Considering only the equations related to measured voltages vm, from (16a), we obtain

vm = R
(∣∣ Γm

ma Γs
ma

∣∣∣∣∣∣ im
a
is
a

∣∣∣∣+ ı
∣∣ Γm

mr Γs
mr

∣∣∣∣∣∣ im
r
is
r

∣∣∣∣
)

, (16b)

where Γm
ma and Γs

ma are the submatrices of Γm that correspond to measured and nonmea-
sured active currents, and similarly Γm

mr and Γs
mr correspond to measured and nonmeasured

reactive currents. Given the above submatrices, we can develop Equation (16b) to extract
its real part, and then express the unknown quantities is

a and is
r as a function of measured

quantities vm, im
a , im

r in the following form:

D

∣∣∣∣ is
a

is
r

∣∣∣∣+ e = 0,
{

D = D(Γm)
e = e(Γm, vm, im

a , im
r )

, (16c)

Matrix D depends only on network parameters, while vector e depends on measured
quantities, too. Equation (16c) cannot be solved by inversion of matrix D that, generally,
has not full rank. We can therefore find a solution with Moore–Penrose pseudo-inverse
approach, which finds the unknown currents which meet the network equations and
minimize their total rms value. Given the estimates of currents is

a and is
r, unknown voltages

vs can then be determined from the lower part of Equation (16a).
Obviously, the estimation is affected by an inaccuracy that is as higher as smaller is

the number of monitored nodes. This approach, however, allows application of optimum
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control in any situations. Several tests demonstrated that the errors on the control variables
are quite limited in all practical cases where at load nodes only the active power is measured,
while at source nodes both active and reactive power are measured together with the
line voltage.

A different approach must be adopted for the estimation of load currents, which are
input quantities for the optimum control. In this case, each load current is independent,
and the evaluation is carried out by assuming that the unknown loads share the total power
in the same proportion observed for the average of measured loads.

7. Application Example and Performance Assessment

A comprehensive simulation code (SUSI3, Smart Users & Sources Integration, Intercon-
nection and Interplay) was developed to allow the analysis of the above control approach
in networks of high complexity while offering a full set of options regarding the following:

• Network architecture and ratings (e.g., topology, distribution line impedances, current
ratings of feeders, grid voltage and frequency, tolerance on impedance values).

• Types, connection, power and energy ratings, control ability, and operating constraints
for any given categories of loads and sources.

• Daily profiles of source power generation and load absorption.
• Dynamic pricing of energy.
• Definition of case studies, in terms of operating conditions, control variables, node and

branch constraints for power steering (e.g., active and reactive power flow at given
network sections, phase power balance, power factor, saturation and tripping in case
of overstress, etc.).

• Adjustment of cost function coefficients.

The simulation code provides a complete description of the grid operation in any
selected operating conditions and timeframes (node quantities, branch quantities, aggre-
gated power production and consumption for groups and categories of users and pricing,
cumulative performance indexes such as power factor, unbalance factor, etc.).

Since the computation kernel is compact and efficient, the code can be implemented
with fast simulation times even on standard desktop computers. For example, execution
times considering networks with a hundred nodes is in the order of seconds if executed on a
desktop PC with CPU Intel i5. This is compatible with typical power systems dynamics [15]
and energy pricing variations [13].

7.1. The Considered Benchmark Network

As an example of application, the European low-voltage benchmark network pro-
posed by CIGRE [16], shown in Figure 4, was considered. The network includes three
sub-networks: residential, commercial, and industrial. The characteristics and parameters
of loads, sources, and distribution feeders of the network are detailed in [16], and were con-
sidered for the simulation. Details on the considered network are reported in Appendix A,
where, Table A1 specifies the type of feeders, Table A2 shows the connections among
grid nodes, the characteristics of the loads tied to the grid, and the parameters of MV/LV
transformers feeding the three sub-networks, and Table A3 specifies the characteristics of
distributed energy sources.

As compared to the CIGRE benchmark network, wind turbines (WT), photovoltaic
systems (PV), and distributed energy storage units (DES) similar to those proposed for the
residential sub-network were added in the commercial and industrial sections, too. All
distributed power sources, either RES (renewable energy sources) or DES, tie in to the grid
by electronic power converters and perform as controllable current sources.
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Figure 4. CIGRE European low-voltage network considered as application example.

To complement the network, we included the connecting lines shown in red color, that
transform the original radial topology of each sub-network into a meshed one. In practice,
this corresponds to duplicate the main power line in the cable duct.

Finally, utility interfaces (UIs) were added in each sub-network close to the PCC;
these units, equipped with energy storage and three-phase PWM converters, perform as
controllable voltage sources and act as voltage trackers during on-grid operation, and as
voltage formers during off-grid operation [17–19]. Further to their voltage support action,
these units allow reactive power and unbalance compensation in the proximity of each
PCC, resulting in unity power factor at the utility terminals [20]. This action is possible
thanks to the ability of three-phase grid-tied converters to exchange active power among
the phases, and to generate compensating reactive power, without requiring net energy
from the storage unit, the only limitation being due to the VA rating of the converter.

Utility interfaces and distributed energy storage units, as a whole, constitute the
energy storage system (ESS).

We generally assume that load nodes only measure rms voltage and active power;
RES and DES measure also reactive power for control purpose; finally, UIs measure voltage
amplitude and phase, as needed to implement voltage tracking.

7.2. Radial versus Meshed Structure

A first set of simulation results are shown in Figure 5, where the network performances
for radial and meshed topologies are compared. For this purpose, two quality indexes
are considered. The first quality index is total efficiency, meant as the ratio between the
total active power absorbed by loads and that generated by sources; all types of power
loss (i.e., distribution, conversion, and generation loss) are considered in the computation.
The second index is the total voltage deviation, meant as the cumulative rms value of the
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differences between node voltages and the reference voltage. The upper part of the figure
shows the daily profiles of the total active and reactive power absorbed by loads and
the active power generated by renewable sources, computed according to typical CIGRE
generation and consumption profiles. In this case, the ESS does not contribute to power
generation, since DES and UIs are off. Moreover, RES converters do not generate reactive
power. The lower part of the figure compares the performance of the radial and meshed
configurations. As expected, for the given behavior of loads and sources, the meshed
configuration provides better efficiency and lower voltage deviation, thanks to the multiple
paths offered to the power to flow.

Figure 5. Comparison of quality indexes for radial and meshed network.

In the following, we will refer to the meshed topology, which—in addition to bet-
ter performance indexes—allows full exploitation of the optimum control potentiality
described above.

7.3. Impact of Reactive Power Control

Figure 6 aims at showing the effects of reactive power control, according to different
techniques, which are referred to as Case 1–3 and discussed in the following. The above
performance factors are considered again as indicators of the quality of performance.

• Case 1 refers to local reactive power compensation, when the converters interfacing
the RES with the grid generate reactive power to compensate local loads. Obviously,
the actual compensation capacity is limited by the VA rating of the converters. In this
case, the control is merely local, and the central optimum control is not involved. The
upper figure shows the reactive power sharing between utility and RES. The utility
supplies the remaining reactive power, not locally provided by RES converters.

• In Case 2, the local reactive power compensation is complemented with the compensat-
ing action performed by ESS converters driven by the central optimum controller. The
reactive power fed by the utility drops, evidently, the major burden of compensation
being taken by the ESS. Note that the total reactive power fed by utility, DER, and
ESS exceeds that required by the loads, and this is due to the optimum control that,
in order to minimize the voltage deviation, creates a local injection of reactive power
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at network nodes. As a result, while total efficiency remains almost the same as in
Case 1, the voltage deviation reduces significantly.

• Finally, in Case 3, all controllable converters (RES and ESS) are driven by the central
optimum controller. The reactive power sharing among utility, RES, and ESS changes
considerably from the previous cases, since the reactive power required for RES
vanishes, and the compensation task is substantially committed to ESS, with a minor
contribution from the utility. The result is a significant improvement of total efficiency,
while voltage deviation is similar to Case 2.

Figure 6. Results obtained considering different reactive power control methods.

Overall, this figure demonstrates that a suitable control of reactive power can sig-
nificantly improve the network operation in terms of stability of the voltage profiles and
reduction of power losses in the entire network.

465



Energies 2022, 15, 1416

7.4. Hybrid Control Operation

Figure 7 shows the daily network operation with hybrid control, i.e., local control
of reactive power of RES units, whose active power is determined by renewable energy
generation, and optimum control of all units equipped with energy storage (UIs and DES).
Under regular operation, each ESS unit targets the nominal state of charge (SoC), while
during transients they feed or store energy to suit network needs. At all times, the control
ensures unity power factor at PCC, that is, balanced absorption of active power and no
reactive power in all phases, and optimization of the global performance according to the
selected cost function. During the daytime, load and source power profiles keep the same
behavior shown in Figure 5. The regular operation is suspended three times, to suit the
utility request:

• From 5 a.m. to 7 a.m., the network turns to islanded (i.e., off-grid) operation; cor-
respondingly, the energy balance is ensured by the ESS, whose cumulative state of
charge drops from 95% to 53% of the reference value for UIs, and from 95% to 72%
for DES. Afterwards, the network returns to regular (i.e., on-grid) operation, and each
ESS unit recharges at nominal SoC. This implies an extra power absorption from the
utility for about 2.5 h, along which the recharge power of ESS is limited to 50% of
rated power to preserve the lifetime of the batteries.

• From 10 a.m. to 11 a.m. and from 5 a.m. to 6 p.m., the power absorption of the network
is reduced to 50% to halve the power fed by the utility. In this case, the utility and
the ESS share the power demand of the network, and the cumulative SoC of batteries
drops—to 70% in the first timeslot, and to 60% the second—and is recovered in the
following recharge phases.

The lower part of the figure shows the behavior of the quality factors. The total
efficiency keeps higher than 97.5% in all conditions, with an average value of 98%. The
total rms voltage deviation keeps less than 2.5%, with an average value of 1.15%.

Overall, the figure shows the extreme flexibility of operation of the proposed control
method, which allows effective exploitation of all the available resources while ensuring op-
timum performances from various perspectives: energy efficiency, voltage stability, thermal
stresses in feeders, power stress of sources, and current stress of grid-tied converters.

Note, finally, that in the above examples, the utility requirements are met by exploiting
only DES and UIs, the other sources being unaffected. In actuality, end users can individu-
ally decide on their participation to power control, as will be shown in the following.

7.5. Specific Features of the Proposed Control

The flexibility demonstrated by the previous examples derives from the method-
ological approach that pursues the optimization of a set of performance indexes while
obeying a certain number of constraints. A proper selection of these constraints allows
adaptation of E-LAN behavior to suit conditions that may considerably widen the usual
range of operation of microgrids. Let us emphasize these aspects with reference to the
previous examples.

(a) Active contribution of end-users to power-sharing. Figure 6 shows the benefit of exploiting
reactive power control by grid-tied inverters interfacing the distributed energy sources.
In spite of the considerable improvement in terms of voltage stability, this ability is
often disregarded, since inverters normally operate at unity power factor. In actuality,
this feature can be implemented at local control level, that is, with limited modification
of the inverters control algorithm. The contribution of end-users to active power
balance could also be determinant; however, it is disregarded in Figure 7, where the
total power demand halves (in intervals 11–12 a.m. and 5–6 p.m.) thanks only to the
energy support provided by the common energy storage system (UIs and DES).
In general, we may assume that the energy storage units installed at end-user premises
are used to alleviate the energy bill of each individual prosumer. With the proposed
approach, in fact, each end-user may decide how much of its power capacity is shared
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with the rest of the microgrid to meet the objectives of centralized control and how
much is kept available for local goals. Let us assume that every user node of the
network of Figure 5 is equipped with an energy storage unit rated to meet the local
power need for about two hours. This capacity is exploited to reduce the energy bill,
by locally feeding the loads in those time intervals when the cost of energy is set high,
specifically, +50% in the intervals 10–12 a.m. and 3–4 p.m.
Figure 8 shows the total load power absorption of end-users, together with the power
locally fed by their energy storage units. The total power fed by the grid vanishes in
the above intervals when the loads are fed at the expense of the locally stored energy.
The state of charge of local energy storage is then recovered during the night, when
the cost of energy drops by 50%. Overall, this causes, for end users, a net saving of
energy bill of about 15%.

(b) Demand response. This highly rewarding feature is inherently allowed by the proposed
control approach and requires a tight coordination of the power flow from the various
energy sources to fix the energy exchange between the microgrid and the utility at
the given contractual levels. This necessarily requires a central management of some
energy sources (e.g., the utility interfaces), together with the capacity, allowed by
three-phase grid-tied inverters, to provide active and reactive power balance among
the supply phases. In this way, the power can be exchanged with the utility at unity
power factor, as happens in Figure 7 at all times.

(c) Fault identification and clearing. The ability to control the power flow in each specific
line of the microgrid requires a coordination of the voltages and currents fed by the
grid-tied inverters and is another relevant feature of the proposed control approach.
Within reasonable limits, this allows to clear the current in a faulty line by controlling
the surrounding energy sources. The faulty line can then be isolated by operating
disconnectors at no-load, thus allowing safe servicing. In Figure 7, this capability turns
out to be useful during the islanding phase (i.e., 5–7 a.m.) for the lines connecting the
microgrid to the utility but can be extended to isolate any other line of the grid.

(d) Isolation of sub-grids for maintenance. This feature extends the previous one to a sequen-
tial isolation of more lines, to progressively disconnect an entire sub-grid.

(e) Black start. This feature lies on the presence of utility interfaces at the secondary
side of the step-down transformers interfacing the microgrid with the mains. As
mentioned before, the UIs perform as voltage sources that are synchronized with the
mains during on-grid operation, while they operate as independent voltage sources in
off-grid conditions. During the black start, the E-LAN is firstly started up at no load
by activating the UIs as voltage sources. The loads are then progressively activated,
their power being fed by the ESS. Finally, after a synchronization with the mains
voltage, the microgrid reconnects with a controlled ramp-up of the currents at PCC.
This behavior is shown in Figure 7 at the end of the islanding phase (i.e., 5–6 a.m.).

7.6. Granularity and Robustness of Control

The proposed simulation spans over 24 h, to show various operating modes that
may happen along a typical day. In theory, the granularity of control can reduce to a
single period of the line voltage, since the analysis based on phasor representation requires
integration of electrical quantities over a line period. In general, the sampling frequency of
control must be adapted to the dynamics of controlled quantities (see, e.g., [15]). During
transients (e.g., transition from off-grid to on-grid operation), the control quantities should
be updated frequently, to prevent overstresses, while during regular operation, the control
cycle can slow down to adapt to load variations. From this perspective, the presence of
local energy storage smoothing the power steps allows running the central control at a
slower timescale, resulting in less electrical stresses and improved robustness of control.
Typically, various communication solutions are available with adequate performance when
timescales of seconds are considered [21,22].
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Figure 7. Results obtained with hybrid control.

7.7. Scalability of the Approach

The sample network of Figure 5 includes 55 nodes and 59 branches, representing the
typical complexity of LV microgrids fed by MV/LV transformers. In actuality, the proposed
control methodology can manage much more complex networks, since the computation
algorithm is devised to minimize the number of matrix inversions in each computation
step. In particular, only two matrix inversions are required, the size of the matrices being
determined by the number of control variables, irrespective of the microgrid complexity.

The approach is scalable not only to handle larger microgrids but also to extend the
analysis to the MV domain, where each E-LAN can be considered a single controllable
end-user plugged into the MV distribution grid. In this sense, we can extend our analysis
from the domain of LV E-LANs to that of MV E-WANs (wide area energy networks) that
would set a completely new area of application for microgrid integration and coordination.
Even in this case, the involved computation complexity remains practicable, allowing the
extension of the optimum control approach to larger high-power networks.
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Figure 8. End-users’ power and energy behavior in the scenario of Section 7.5a. End-users are
equipped with energy storage units rated to feed the local load power for about two hours. Cost
of energy is assumed to increase by 50% in the interval 10–12 a.m. and 3–4 p.m., and to halve
during night.

8. Conclusions

Under the pressure of recent and incoming directives, the electric market is evolving
toward an increasing use of renewable energy sources. A considerable part of these sources
will be owned by end-users, who will substantially support the cost for greener electric
power systems while aiming at enhancing their role in the energy market. This was
already envisioned by the European Union, that plans for 2030 an independent and cost-
driven participation of end-users to the electrical market. This sets a great challenge for
the reorganization of the energy market, as well as for electric power systems that shall
implement substantial technological and structural innovations.

The basic aggregations of the future electric systems will be the microgrids that em-
brace communities of neighboring end-users and potentially allow, on one side, significant
improvement of the electrical performance and, on the other side, direct and independent
(or aggregated) participation of end-users to the electric market. To make this possible,
however, novel approaches to microgrid design and control shall be adopted.

In this paper, a comprehensive approach to analyze and control meshed microgrids is
presented, which aims primarily at the power steering, i.e., the control of active and reactive
power in every section of the microgrid. This allows, first, a significant improvement of
microgrid performances by taking advantage of the controllability of distributed power
sources. Second, power steering means that every user can decide, at any moment, which
part of his energy resources can be shared within the microgrid and which is kept for local
needs or for trading energy in the market [23].

The developed approach is applicable to AC and DC microgrids of any structure and
complexity, irrespective of the nature and variety of end users tied to the microgrid. It sets
a solid theoretical basis for future development of user-oriented electrical systems.
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Appendix A

Details of the application example considered in Sect. are reported in this appendix.
In particular, Table A1 specifies the type of feeders, Table A2 shows the connections among
grid nodes, the characteristics of the loads tied to the grid, and the parameters of MV/LV
transformers feeding the three sub-networks, and Table A3 specifies the characteristics of
distributed energy sources.

Table A1. Parameters of the cables used in the application example in Section 7.

Cable
Type

Effective
Area (mm2)

R Phase Wire
(Ω/km)

L Phase Wire
(mH/km)

R Neutral
Wire (Ω/km)

L Neutral Wire
(mH/km)

Rated Current
(Arms)

UG1 240 1.63E−01 4.33E−01 4.90E−01 1.50E+00 430
UG2 150 2.66E−01 4.81E−01 7.33E−01 1.81E+00 325
UG3 120 3.26E−01 5.03E−01 8.60E−01 2.01E+00 290
UG4 25 1.54E+00 6.56E−01 2.33E+00 4.63E+00 120
UG5 35 1.11E+00 6.21E−01 1.93E+00 4.03E+00 145
UG6 70 5.69E−01 5.54E−01 1.29E+00 2.75E+00 215
OH1 50 3.87E−01 9.39E−01 6.89E−01 1.50E+00 172
OH2 35 5.24E−01 9.77E−01 8.38E−01 1.56E+00 145
OH3 16 1.15E+00 1.05E+00 1.84E+00 1.69E+00 93

I1 150 2.66E−01 4.81E−01 7.33E−01 1.81E+00 325
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Table A3. Characteristics of the distributed energy resources considered in the application example
in Section 7.

Type Node
Inverter
Rating
(kVA)

Rated/Max
Power
(kW)

Rated
Energy
(kWh)

Random Term
vs. CIGRE

Profile

PV unit

R16 5 4 ±20%
R18 4 3 ±20%
C14 25 20 ±20%
C19 25 20 ±20%
I2 60 50 ±20%

Wind
turbine

R5 7 5.5 ±30%
C12 25 20 ±20%
C20 25 20 ±20%

Energy
storage

R10 35 15/30 30
C6 35 15/30 30
I3 35 15/30 30

Utility
interface

R1 120 50/100 100
C1 120 50/100 100
I1 80 35/70 70
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5. Popławski, T.; Dudzik, S.; Szeląg, P.; Baran, J. A Case Study of a Virtual Power Plant (VPP) as a Data Acquisition Tool for PV
Energy Forecasting. Energies 2021, 14, 6200. [CrossRef]

6. Subramanya, R.; Yli-Ojanperä, M.; Sierla, S.; Hölttä, T.; Valtakari, J.; Vyatkin, V. A Virtual Power Plant Solution for Aggregating
Photovoltaic Systems and Other Distributed Energy Resources for Northern European Primary Frequency Reserves. Energies
2021, 14, 1242. [CrossRef]

7. Abedini, H.; Caldognetto, T.; Mattavelli, P.; Tenti, P. Real-Time Validation of Power Flow Control Method for Enhanced Operation
of Microgrids. Energies 2020, 13, 5959. [CrossRef]

8. Simmini, F.; Caldognetto, T.; Bruschetta, M.; Mion, E.; Carli, R. Model Predictive Control for Efficient Management of Energy
Resources in Smart Buildings. Energies 2021, 14, 5592. [CrossRef]

9. Mazumder, S.K.; Kulkarni, A.; Sahoo, S.; Blaabjerg, F.; Mantooth, H.A.; Balda, J.C.; Zhao, Y.; Ramos-Ruiz, J.A.; Enjeti, P.N.; Kumar,
P.R.; et al. A Review of Current Research Trends in Power-Electronic Innovations in Cyber–Physical Systems. IEEE J. Emerg. Sel.
Topics Power Electron. 2021, 9, 5146–5163. [CrossRef]

10. Matevosyan, J.; MacDowell, J.; Miller, N.; Badrzadeh, B.; Ramasubramanian, D.; Isaacs, A.; Quint, R.; Quitmann, E.; Pfeiffer, R.;
Urdal, H.; et al. A Future With Inverter-Based Resources: Finding Strength From Traditional Weakness. IEEE Power Energy Mag.
2021, 19, 18–28. [CrossRef]

11. Buticchi, G.; Lam, C.-S.; Ruan, X.; Liserre, M.; Barater, D.; Benbouzid, M.; Gomis-Bellmunt, O.; Paja, C.; Kumar, C.; Zhu, R. The
Role of Renewable Energy System in Reshaping the Electrical Grid Scenario. IEEE Open J. Ind. Electron. Soc. 2021, 2, 451–468.
[CrossRef]

12. Zafeiratou, I.; Prodan, I.; Lefévre, L. A Hierarchical Control Approach for Power Loss Minimization and Optimal Power Flow
within a Meshed DC Microgrid. Energies 2021, 14, 4846. [CrossRef]

13. Simmini, F.; Agostini, M.; Coppo, M.; Caldognetto, T.; Cervi, A.; Lain, F.; Carli, R.; Turri, R.; Tenti, P. Leveraging Demand
Flexibility by Exploiting Prosumer Response to Price Signals in Microgrids. Energies 2020, 13, 3078. [CrossRef]

14. Balabanian, N.; Bickart, T.A. Electrical Network Theory; Wiley: New York, NY, USA, 1969; ISBN 978-0-471-04576-2.
15. Ela, E.; O’Malley, M. Studying the Variability and Uncertainty Impacts of Variable Generation at Multiple Timescales. IEEE Trans.

Power Syst. 2012, 27, 1324–1333. [CrossRef]

472



Energies 2022, 15, 1416

16. CIGRE Task Force C6. 04.02. In Benchmark Systems for Network Integration of Renewable and Distributed Energy Resources; International
Council on Large Electric Systems: Paris, France, 2014.

17. Caldognetto, T.; Tenti, P. Microgrids Operation Based on Master–Slave Cooperative Control. IEEE J. Emerg. Sel. Top. Power
Electron. 2014, 2, 1081–1088. [CrossRef]

18. Rosso, R.; Wang, X.; Liserre, M.; Lu, X.; Engelken, S. Grid-Forming Converters: Control Approaches, Grid-Synchronization, and
Future Trends—A Review. IEEE Open J. Ind. Applicat. 2021, 2, 93–109. [CrossRef]

19. Caldognetto, T.; Abedini, H.; Mattavelli, P. A Per-Phase Power Controller for Smooth Transitions to Islanded Operation. IEEE
Open J. Power Electron. 2021, 2, 636–646. [CrossRef]

20. Wang, J.; Zhou, N.; Ran, Y.; Wang, Q. Optimal Operation of Active Distribution Network Involving the Unbalance and Harmonic
Compensation of Converter. IEEE Trans. Smart Grid 2019, 10, 5360–5373. [CrossRef]

21. Burgos, R.; Sun, J. The Future of Control and Communication: Power Electronics-Enabled Power Grids. IEEE Power Electron. Mag.
2020, 7, 34–36. [CrossRef]

22. Dambrauskas, P.; Syed, M.H.; Blair, S.M.; Irvine, J.M.; Abdulhadi, I.F.; Burt, G.M.; Bondy, D.E.M. Impact of Realistic Communica-
tions for Fast-Acting Demand Side Management. CIRED-Open Access Proc. J. 2017, 2017, 1813–1817. [CrossRef]

23. Shezan, S.A.; Hasan, K.N.; Rahman, A.; Datta, M.; Datta, U. Selection of Appropriate Dispatch Strategies for Effective Planning
and Operation of a Microgrid. Energies 2021, 14, 7217. [CrossRef]

473





Citation: Coronas, S.; de la Hoz, J.;

Alonso, À.; Martín, H. 23 Years of

Development of the Solar Power

Generation Sector in Spain: A

Comprehensive Review of the Period

1998–2020 from a Regulatory

Perspective. Energies 2022, 15, 1593.

https://doi.org/10.3390/

en15041593

Academic Editor: Juri Belikov

Received: 15 January 2022

Accepted: 18 February 2022

Published: 21 February 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

energies

Review

23 Years of Development of the Solar Power Generation Sector
in Spain: A Comprehensive Review of the Period 1998–2020
from a Regulatory Perspective

Sergio Coronas *, Jordi de la Hoz, Àlex Alonso and Helena Martín

Electrical Engineering Department, Escola d’Enginyeria de Barcelona Est, Polytechnic University of Catalonia,
08019 Barcelona, Spain; jordi.de.la.hoz@upc.edu (J.d.l.H.); alexandre.alonso.travesset@upc.edu (À.A.);
m.helena.martin@upc.edu (H.M.)
* Correspondence: sergio.coronas@upc.edu

Abstract: Spain has become one of the leading countries in the world in promoting electricity genera-
tion from renewable energy sources (RES), due to their positive socioeconomic and environmental
impacts, through highly favorable regulatory frameworks and public incentives set by Spanish
governments mainly during the first decade of 2000s, i.e., Royal Decree (RD) 2818/1998, RD 436/2004
and RD 661/2007. Conversely, the highly favorable regime applicable to RES, and specifically to
solar power plants during the 1998–2008 promotion period turned into an extremely unfavorable
scenario during the 2008–2020 cost-containment stage, characterized by the dismantling of the pre-
vious promotion schemes so as to reduce the skyrocketing electricity system tariff deficit, in which
regulations such as RD 1578/2008, Royal Decree Law (RDL) 6/2009, RDL 14/2010, RDL 1/2012, Law
15/2012, RDL 9/2013, Law 24/2013 and RD 413/2014 stood out. Nonetheless, the Spanish renewable
sector, and especially the solar power sector, has shown great dynamism in its energy policy in the
period 1998–2020. This academic contribution provides a comprehensive review of the energy policy
evolution for the whole solar power sector in Spain, specifically both solar photovoltaic (PV) and
concentrating solar power (CSP) plants, over the last 23 years. Thus, considering both the boom in
the solar power sector as well as the solar sector’s bust, a survey of the different legislation in force
during the 1998–2020 period, as well as of the existing academic literature dealing with this issue,
is conducted to first contextualize and describe, and then carefully assess, the last 23 years of solar
energy policy in Spain. In brief, the decisive role of the Spanish government in developing the RES
sector, and especially the solar power sector, in recent years has been noted. In this vein, a good
planning of the energy development model, the regulatory stability, the simplicity and agility of
the corresponding administrative process, the appropriate design of support mechanisms, as well
as security and predictability of support levels in the mid and long term, play an important role in
providing certainty to all the stakeholders. During the 1998–2008 promotion stage, even with a stable,
quite favorable and easily predictable RES support mechanism in place, the Spanish solar system
behaved as an open-loop system without any control structure detecting and reacting to problematic
situations. The fact that the Spanish government was compelled to implement ex-post measures
during the period 2008–2020, seriously jeopardizing the viability of the power plants in operation, as
well as compromising the legal–economic stability of the renewable energy sector, clearly indicated
a malfunctioning of the energy policy control mechanism. In essence, it is hoped that the lessons
extracted from this 23-year comprehensive review of the Spanish solar power sector pathway could
be quite useful for other countries either in the initial development stage or fully immersed in the
promotion of solar power sector or any other renewable technology.

Keywords: Spain; review; regulatory framework; energy policy; promotion; cost-containment; public
support; renewable energy; solar PV; CSP
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1. Introduction

1.1. Setting the Context

Power generation has been, and remains, a fundamental sector to bear in mind in
any energy policy across the world aimed at reducing greenhouse gas (GHG) emissions
in the fight against global warming [1–4]. In fact, the energy sector is the biggest emitter
of global GHG emissions, responsible for almost 75% by 2020, while the electricity sector
accounted for 36% of all energy-related carbon dioxide (CO2) emissions [5]. In this regard,
the development of electricity production through renewable energy sources (RES), and
therefore the substitution and reduction of usage of fossil fuels (coal, oil and natural gas),
is the mainstay of the decarbonization of the worldwide electricity sector towards a low-
carbon and more sustainable economy. Furthermore, RES ensure the enhancement in
national security of energy supply and energy self-sufficiency from imported fossil fuels,
commonly characterized by complex geopolitical environments [2,3,6–8]. The share of fossil
fuels in the global energy mix has remained at around 80% throughout recent decades [5].

The development of non-GHG-emitting and non-depletable RES has followed a sig-
nificant and accelerating trend in the global energy sector as a policy-driven phenomenon
over the last few decades. Accordingly, most of the advancement in the expansion of
renewable technologies has been acquired due to strong country-specific public promotion
policies and regulatory frameworks, coupled with ambitious RES goals, substantiated by
their positive socioeconomic and environmental impacts [3,4,7,9–16]. Indeed, RES policies
are presently the rule rather than the exception. Specifically, nearly all countries worldwide
had in place RES support policies by the end of 2020 [4,16].

The conversion of the power generation sector has been one of the cornerstones of the
European Union (EU) energy policy in recent decades, giving rise to an intense legislative
activity in the different European countries. First focusing on the liberalization of the
electricity sector, one of the most highly regulated economic activities, and later curtailing
the environmental impact of electricity production by promoting RES [8,17].

Spain has not been an exception in the EU market, but an especially relevant case,
as it has been one of the world’s leading countries in promoting RES through highly
favorable public subsidies and legal–economic frameworks. Thus, resulting in a significant
expansion of renewable technologies for electricity generation in the last two decades,
particularly wind and solar energy [3,8,18]. Spain is in a particularly advantageous position
with the most plentiful solar resource in the entire EU [15,19,20]. In this respect, Spain
ranked seventh-highest for the share of electricity production from solar in 2019 among the
International Energy Agency (IEA) countries [21].

From the 1990s, the national energy policy priority for the different Spanish govern-
ments was to support RES given its potential benefits related to environmental protection
aligned with the EU policies, heightened awareness within society of the fight against
global warming, job creation, diversification of the energy mix and decrease in energy
reliance on fossil-fuel imports [8,22–24]. In particular, the Spanish energy system has
always been characterized by its high dependence on imports for fossil fuels, i.e., Spain’s
national production only has covered about one quarter of total energy supply over the last
two decades [2,19,21,25].

Several international institutions pointed to the Spanish RES development system
as a successful story. Nevertheless, there have also been some shadows in the Spanish
experience with the public support to RES, and especially to solar technologies, related to
the substantial increase of its promotion costs [26–30]. Spain has experienced numerous
legislative changes in the regulation of RES since the 1990s, receiving worldwide attention
in recent years. Specifically, the last 23 years of the solar power generation sector can
be divided into two periods with opposite goals, i.e., the 1998–2008 promotion period,
characterized by quite favorable support mechanisms for the development of solar power
plants, and the 2008–2020 containment period, marked by the dismantling of the previous
promotion schemes so as to lessen the disproportionate solar power support costs to the
electricity system, giving rise to highly unfavorable conditions for these renewable assets.
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As for the 1998–2008 promotion period, Spain implemented a special regime (SR)
promotion mechanism for RES, prompting high deployment levels of electricity gener-
ation from renewable technologies in that period. Specifically, the Spanish government
introduced a feed-in promotion scheme, i.e., feed-in tariff (FIT) and feed-in premium (FIP),
which were the most widespread RES promotion mechanism in the EU, and the most
significant regarding the amount of support awarded at that time [1,3,8,22,24,29,31,32]. By
way of example, almost all the new solar photovoltaic (PV) capacity in the EU was installed
by means of FIT schemes during that period [33].

It is important to highlight that after a favorable promotion policy and public sub-
sidies for solar technology especially in the second half of the 1998–2008 period, Spain
suffered an unprecedented PV boom between 2007 and 2008 under Royal Decree (RD)
661/2007 framework, putting the country’s solar PV sector as a global role model of
technological advancement and installation rates. By that time, more than 70% of all
European grid-connected solar PV facilities were in Spain, which is the biggest solar PV
market [9,20,23,24,34–37]. Regarding the dispatchable concentrating solar power (CSP),
which is regarded by the Spanish government as a strategic technology [8], the foundations
for the subsequent 2011–2012 CSP bubble were laid during the latter part of the 1998–2008
period, due to the generous incentives for this technology. Since then, Spain has become the
world leader in installed CSP capacity followed by the United States, although the progress
in those two countries stalled in 2013 and 2015, respectively [10,38–40]. In the wake of
the proactive RES policies deployed by the Spanish governments during the 1998–2008
promotion period, the electricity produced in Spain through fossil fuels fell considerably
from 74% in 2000 to 52% in 2012 [41].

Administratively set feed-in pricing policies, specifically FIT and FIP, have remained
as the most widely adopted form of renewable power support worldwide until 2017, when
competitive auctions became the main RES promotion mechanism [4]. Furthermore, FIT
has been regarded as the most successful mechanism for fostering the RES development
in the EU, as demonstrated by the experiences in Germany, Spain and Denmark, among
others [3,7,26,42]. Likewise, many other European countries have also implemented feed-in
policies to support RES, such as Austria, the Czech Republic, France, the Netherlands, Italy,
Portugal and Switzerland [42,43]. Notwithstanding the effectiveness of the incentive-based
feed-in instrument, it has had a major drawback concerning its associated cost-burden,
generally transferred to electricity consumers through their bills, in countries with sig-
nificant raises in RES deployment and especially for high-cost renewable technologies.
In fact, solar booms have only taken place in countries using FIT mechanisms. Conse-
quently, the cutback of RES promotion costs by reversing the previously set supports
and dismantling the renewable energy policies has become a policy priority and a major
concern in many countries all over the world, such as Spain, France, Italy and Czech
Republic [3,10,11,16,17,27,28,34,44,45].

As for the 2008–2020 containment period, the Spanish RES feed-in policy began to be
dismantled by means of retroactive cost-containment measures until it was totally repealed
by the electricity reform enacted in 2013, specifically the Spanish electricity sector (SES) Law
24/2013, in an attempt to tackle the overrun cost derived from the excessive RES support
incentives (mostly related to solar PV promotion), and therefore the growing tariff deficit
of the electricity system [3,15,18,29,30,36,45,46]. During that period, the Spanish solar PV
sector suffered a significant bust, becoming the first European country to experience a clear
boom-and-bust cycle in the solar PV sector. Therefore, Spain moved from a prominent
position in the global market concerning the cumulative installed solar PV power, to an
insignificant status with the PV sector virtually paralyzed until the 2017 RES auctions
under RD 413/2014 framework [23,35,36,47]. Similarly, with no new capacity additions
since 2013, Spain’s share of global CSP capacity in operation dropped from a peak of
almost 80% in 2012 to just under 40% by the end of 2020 [4]. The new market-based RD
413/2014 legislative framework for RES relied on an auction support mechanism, which
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has recently been considered a cost-effective worthy option to induce further investments
in RES without excessive costs for electricity consumers [17,32].

Spain has seen notable decarbonization of the electricity sector, as the share of electric-
ity production from fossil fuels diminished from 56% in 2009 to 41% in 2019, while electricity
production from RES increased from 24% in 2009 to 38% in 2019, ranking thirteenth highest
in terms of the share of RES that year among the IEA countries [21].

1.2. State of the Art

There is wide agreement in the academic literature regarding the need for public
policies to encourage RES advancement [13]. Presently, despite the increasing cost com-
petitiveness of RES, their continued expansion remains dependent on policy support [16].
Accordingly, numerous articles have focused on the study of RES promotion policies, both
from a general and country-specific point of view. In this vein, Spain has become one of
the countries in the world that has attracted more attention for becoming one of the most
successful countries concerning the public development of energy generation from RES
during the 1998–2008 period [48]. Moreover, the continuous and considerable regulatory
changes suffered by the Spanish RES sector over the last 23 years, and specifically by the
solar power sector that experienced a relevant boom-and-bust cycle, may also have acted
as a pole of attraction for the academia.

The legal–economic policy regulating the Spanish RES sector over the last 23 years,
and specifically the solar power system, can be divided into two major phases, namely a
first promotion stage from 1998 to 2008 and a second containment stage from 2008 to 2020,
as explained in the body of this review.

As regards the Spanish country-specific study of the 1998–2008 RES promotion period,
Arocena et al. [49] analyzed the regulatory reform in the Spanish electricity industry carried
out by the first Law 54/1997 of the power sector. The factors giving rise to quite different
diffusion rates of two key RES technologies in Spain, i.e., wind and solar PV, during the
period 1994–2003 were assessed in [50], showing that economic and institutional factors
played decisive roles in fostering or inhibiting diffusion during that period. In turn, an
integrated assessment of one of the most successful policy schemes in Europe, i.e., the
Spanish FIT system under RD 2818/1998 during the 1999–2003 period, was provided
by [22]. Del Río [48] overviewed the RES promotion legislation in Spain during the period
1998–2007 and assessed the major differences and enhancements of the three main FIT
promotion schemes existing in that period, i.e., RD 2818/1998, RD 436/2004 and RD
661/2007. Similarly, de la Hoz et al. [9] provided an authoritative review of the evolution
of grid-connected PV power plants in Spain during the period 1998–2008, by analyzing the
different legal, economic and technical frameworks affecting solar PV technology from a
control theory point of view. Meanwhile the deployment process of a PV facility under
RD 436/2004 and RD 661/2007 and its connection to the Spanish electricity network was
assessed from an administrative and legal-economic perspective in [19]. Ciarreta et al. [6]
overviewed the evolution of the European and the Spanish legislation until 2009 regarding
the RES promotion in a context of electricity market liberalization, and studied the impact
of the FIT promotion scheme for fostering RES on the oligopolistic Spanish power market
under RD 661/2007, while also discussing economic implications of alternative support
systems. Schallenberg-Rodriguez and Haas [31] assessed and compared the two alternative
support options for RES, namely fixed FIT and premiums, which coexisted at the same time
in Spain during the 1998–2009 analysis period, and evaluated their achievement bearing
in mind the cap and floor mechanism introduced by RD 661/2007. Likewise, Salas and
Olias [25] showed the Spanish solar PV technology status by 2007 taking into account the
different support frameworks, as well as the outlook for the coming years. Meanwhile
the socioeconomic impacts of increasing the installed CSP capacity in Spain under the
provisions of the renewable energy plan (REP) 2005–2010 were estimated in [51].

Other works analyzed the transition from the highly favorable RES promotion legis-
lation existing in Spain over the second half of the 1998–2008 period to the adverse RES
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cost-containment legal framework, with drastic and sometimes retroactive regulatory cuts,
thereafter. Specifically, Ortega et al. [42] provided a comparative assessment between the
socioeconomic and environmental gains of RES deployment in Spain during the period
2002–2011, in terms of reduction of CO2 emissions and fossil-fuel imports, and the RES
public support costs granted through the FIT system. The public acceptance issue of RES
was addressed in [52] by analyzing the Spanish solar PV case during the period of both
greater expansion and contraction of that sector, i.e., from 2004 to 2010. In turn, del Río
and Mir-Artigues [26] provided a summary of the patterns of the Spanish solar PV FIT
scheme and its design features during the period 1998–2011, therefore considering the PV
boom-and-bust cycle, and identified some implications for the successful and cost-effective
expansion of solar PV in Spain. Likewise, a comprehensive review of the 2007–2010 solar
PV boom-and-bust in Spain was provided in [23], by assessing in detail the 1998–2012
Spanish solar energy policy. Meanwhile Martín et al. [10] carried out a thorough analysis
of the Spanish CSP evolution in the period 1998–2013, by means of a detailed overview
of all the regulatory and economic legislations governing the development of the CSP
technology. Furthermore, it used basic control theory standards to ease the identification
of the major drivers behind the bubble-like behavior shown by the CSP technology. Ad-
ditionally, Talavera et al. [35] undertook an economic profitability and cost assessment
of grid-connected PV systems in Spain since 1998 to 2014 based on the internal rate of
return (IRR), the net present value (NPV) and the levelized cost of electricity (LCOE), to
identify the impact of the changing and confusing legislations applicable to the solar PV
technology in that period on the PV investments. Similarly, Lomas et al. [36] analyzed an
operating solar PV facility commissioned in Spain in 2007 from an economic and energy
standpoint to analyze the impact of the evolution of the Spanish RES policy during the
2007–2015 period on its investment profitability as well as on its energy generation. In
turn, the divergent performance in Germany and Spain of PV grid-connected systems
regarding their legislation, profitability and diffusion was analyzed in [47], by reviewing
the development of FIT supports and by assessing the cost effectiveness of different kinds of
facilities through the IRR for the period 2004–2014. Meanwhile the economic and financial
performance of Spanish solar PV energy generation firms over the period 2006–2015 was
analyzed in [12], based on a longitudinal sample of around 5469 enterprises from the sector.
Likewise, Blanco-Díez et al. [24] first reviewed the evolution of the Spanish RES regulatory
framework, to subsequently analyze the economic effects of the retroactive legislative
changes on the Spanish PV energy sector between 2004 and 2014, namely RD 436/2004,
RD 661/2007 and RD 413/2014. Fernández-González et al. [37] analyzed how institutional
changes in the Spanish solar PV sector during the period 2004–2018 affected its structure, by
computing its degree of concentration and stability based on data from 5353 firms from the
solar PV sector. Meanwhile San Miguel and Corona [39] reviewed the different regulatory
frameworks affecting CSP technology in Spain between 1998 and 2015, to later evaluate the
economic viability of CSP under those legislations based on the discounted cash flows, the
IRR, the NPV and the LCOE.

As for the Spanish country-specific analysis of the 2008–2020 RES containment period,
the financial return to the Spanish power system of the latest installed solar PV facilities
under RD 1578/2008 saturation mechanism was analyzed by Azofra et al. [53], relied
on the incentives perceived and the savings produced for the power market. It also
presented alternative scenarios for the implementation of solar PV power in the Spanish
network through a temporary redistribution of the power plants that prompted the Spanish
2007–2008 PV boom. De la Hoz et al. [27] described the 2008–2010 regulatory framework for
grid-connected PV power plants resulting after the Spanish 2007–2008 PV boom as well as
the development of the solar PV sector for that period, and assessed the control performance
in terms of basic control theory standards. Likewise, de la Hoz et al. [28] provided a
methodology for calculating the overrun cost to the Spanish power system as a result of the
large overshoot of the solar PV power goals under RD 661/2007, to later assess the savings
achievable by the retroactive cost-containment energy policy issued in the period 2010–2012
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as well as the profitability reduction that those retroactive measures could cause on the
PV facilities based on the NPV and the IRR. Meanwhile Mir-Artigues et al. [11] assessed
the effects of the 2008–2013 cost-containment measures, implemented by the Spanish
government after the 2007–2008 PV boom, on the net cash flows and cost effectiveness of
PV facilities. Fernández-González et al. [41] assessed the consequences of eliminating the
FIT mechanism for solar PV plants in 2012, due to the excessive budgetary burden involved
in maintaining that FIT scheme and after many years of institutional volatility, based on a
longitudinal sample of 5354 companies from the solar PV sector. In tun, del Río et al. [29]
described in detail the main elements of the new Spanish renewable electricity support
scheme under RD 413/2014 enacted in 2014 and provided a brief analysis of its main
shortcomings. De la Hoz et al. [46] first analyzed RD 413/2014 legal–economic framework
for RES electricity generators in Spain by means of a detailed overview and formulation
of RD 413/2014 economic model, to subsequently put the spotlight on its effects on the
economic performance of the pre-existing grid-connected PV facilities relied on the treasury,
the IRR and the NPV. The impact of RD 413/2014 retroactive electricity support scheme on
the cost effectiveness of the Spanish solar PV facilities was assessed in [18]. Similarly, de la
Hoz et al. [30] assessed RD 413/2014 economic and regulatory framework for RES in Spain
as well as its significant impact on the financial performance of the CSP plants based on
the treasury, the NPV and the IRR, by means of a detailed overview and formulation of
RD 413/2014 remuneration scheme. Likewise, Coronas et al. [54] analyzed the economic
feasibility of the Spanish CSP plants under RD 413/2014 framework, based on the IRR,
the NPV, the payback period and the LCOE, from a probabilistic perspective using the
discounted cash flow-Monte Carlo method. Meanwhile del Río [32] contextualized and
assessed the design elements used in the first (January 2016) and second (May 2017)
RES auctions under RD 413/2014 in Spain, putting them in the context of international
experiences, and analyzed the outcomes obtained in both auctions. Finally, the policy
dismantling process of RES policies in two of the pioneer EU countries in supporting RES,
i.e., Spain and Czech Republic, was assessed by [16].

1.3. Justification and Main Contributions of the Review

Spain has developed and implemented a great range of actions on promoting RES.
Still, it has also been distinguished for becoming one of the most active countries applying
cost-containment mechanisms on RES. Perhaps, it could explain why the Spanish legal and
economic frameworks, specifically those applied to solar technology power plants, have
been widely discussed in the scientific literature.

Nevertheless, to the best of the authors’ knowledge, a detailed and complete review
of the last 23 years of energy policy regulating the whole solar sector in Spain, namely both
PV and CSP technologies, has not been conducted in the academic literature thus far.

In this regard, this academic contribution makes a thorough review of the development
of solar energy policy in Spain during the period 1998–2020. This study covers from the
enactment of the first SES Law 54/1997 [55], which ushered the process of progressive liber-
alization of the power sector, until 2020 with the validity of the new SES Law 24/2013 [56]
and RD 413/2014 legal–economic framework for RES [57]; but prior to the recent approval
of the new economic regime for RES enacted by RD 960/2020 in November 2020 [58].
Moreover, this review integrates and assesses all the relevant information from previously
published research works, allowing the readers to enjoy a global vision concerning the
most significant insights on the solar energy policy in Spain during the period 1998–2020.

This 23-year comprehensive review of the Spanish solar power sector pathway may
be of great interest to any reader in general or specialist immersed in this thematic area
who wants to know in considerable detail the trajectory of the solar sector development in
Spain from 1998 to 2020 from a regulatory approach. Similarly, this work can be extremely
useful for other countries either in the initial development stage or fully immersed in the
promotion of solar power sector or any other renewable technology.
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After this introduction, the rest of the review is organized as follows. In Section 2,
the Spanish solar energy policy is contextualized during the period 1998–2020 based on
the different REPs established in the country, as well as the corresponding European
directives in which they are supported. Section 2 indicates the goals set in Spain for the
development of PV and CSP technologies throughout the analysis period, as well as the
actual results obtained, but without going into detail about the reasons for these results in
the Spanish solar power sector. Then, Section 3 provides a detailed review of the different
legislations that have taken place in Spain in the 1998–2020 period for the regulation of
energy production by RES facilities, and specifically, by solar power plants. The analysis
period has been divided into four subperiods according to the purposes of the legislation
in force, i.e., the 1998–2004 subperiod, the 2004–2008 subperiod, the 2008–2013 subperiod
and the 2013–2020 subperiod, to clearly identify and describe the different phases of the
evolution of solar energy policy in Spain. Hereafter, Section 4 carries out a critical analysis
of the different legislation that has regulated the Spanish RES sector, and specifically the
solar power sector, during the period 1998–2020 based on the results and conclusions
obtained from the existing literature analyzing this topic. In this case, the assessment has
been divided into two clearly differentiated subperiods, i.e., the 1998–2008 promotion stage
and the 2008–2020 containment stage. Lastly, conclusions are drawn in Section 5.

2. The Spanish Solar Energy Policy—Contextualization, Main Goals and Results

The development of renewable energies in Spain began to obtain positive results
in the 1990s, as a consequence of a strategic energy policy to promote and support
the generation of electricity through RES, whose starting point is in the 1980s with the
enactment of Law 82/1980, on energy conservation [59], which mainly promoted the
hydroelectric production.

The renewable energy power plants were integrated into the SR group, apart from
conventional generation facilities, to boost their development by means of economic incen-
tives, which constituted a financial support allowed and encouraged by the EU, given the
importance attached to this type of electricity production. The SR concept was regulated in
Spain since 1980 and consolidated by RD 2366/1994 [60], on the electricity generation by
hydraulic, cogeneration and other RES facilities, and Law 40/1994 [61], on the organization
of the national power system.

In December 1999, in response to the commitment emanating from the SES Law 54/1997 [55]
enacted two years earlier, the REP for the 10-year period 2000–2010 [62] was approved in
Spain. Its final objective was to promote and support electricity production from RES to
achieve the major goals of the Spanish energy policy, i.e., the diversification of primary en-
ergy sources to ensure the security of supply, the efficient use of available energy resources
and the respect to the environment.

In general terms, the REP 2000–2010 set the goal of reaching 12% of the primary energy
consumption from RES in Spain by 2010, taking into account that this percentage was of
6.3% in 1998. The same overall target set in the White Paper for a Community Strategy and
Action Plan for renewable energies by the European Commission in November 1997 [63].

As regards the solar power sector, the REP 2000–2010 set the goal of adding 135 MW
of new solar PV capacity (115 MW connected to the grid and 20 MW isolated) and the first
200 MW of CSP capacity by 2010 [62].

In September 2001, two years after the enactment of the REP 2000–2010, it was ap-
proved the Directive 2001/77/CE with the aim of promoting the electricity generated
from RES in the EU [64]. The Directive 2001/77/CE required Member States to instituted
national indicative goals for the consumption of electricity generated from RES in terms of
percentage of electricity consumption. It established an objective of reaching a 22% share of
RES in the final electricity consumed in the EU as a whole by 2010. For Spain, this value
was set at 29.4%. Likewise, it also considered the indicative goal set by the White Paper of
reaching 12% of the total primary energy consumption with RES in 2010 [64].
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In May 2003, it was issued the Directive 2003/30/CE on the promotion of the use of
biofuels or other renewable fuels in transport [65]. It established the goal of reaching a
5.75% market share of biofuels in the transport sector in 2010.

At the halfway point of the REP 2000–2010, the global growth in renewable energies
was significantly lower than expected. Specifically, at the end of 2004 only 28.4% of the
global increase foreseen for the presence of RES in the Spanish energy system had been
fulfilled. In this regard, only three RES were evolving satisfactorily: wind energy, biofuels
and biogas. In contrast, other renewable technologies such as solar were developing well
below the pace necessary to achieve the targets established [66].

Moreover, the strong growth in the Spanish energy intensity in the period 2000–2004
was an additional compelling reason to the REP 2000–2010 to meet the RES targets set for
2010 [66].

Accordingly, the REP 2000–2010 was reviewed in August 2005 by the 5-year REP
2005–2010 [66], with the aim of reinforcing the major goals of the Spanish energy policy,
increasing the security and quality of the electricity supply and improving the respect
for the environment. With this review, the goal was to uphold the agreement to cover
at least 12% of total energy consumption with RES in 2010, as well as reaching 29.4% of
electricity production with renewables (Directive 2001/77/CE) and using 5.75% of biofuels
in transport (Directive 2003/30/CE) for that year [66].

The REP 2005–2010 set new targets to be met for the different renewable sectors by
2010. Regarding the solar sector, the goal for the accumulated installed power of both PV
and CSP increased, from 144 MW to 400 MW (93% of grid-connected PV systems and 7%
of isolated facilities) and from 200 MW to 500 MW, respectively [66].

In April 2009, the Directive 2009/28/CE on the promotion of the use of energy from
RES entered into force [67]. It amended and repealed the Directive 2001/77/CE and the
Directive 2003/30/CE. The Directive 2009/28/CE established binding national objectives,
which for Spain coincided with those of the EU as a whole (20% of gross final energy
consumption from RES by 2020 and 10% in the transport sector). The Directive 2009/28/CE
was part of the so-called European Energy and Climate Change Package, which included
as objectives for 2020 the known “20–20–20” targets, i.e., a 20% share of renewable energies
in the EU’s final energy consumption, a 20% improvement in energy efficiency and a 20%
reduction in GHG emissions compared to 1990 levels [67].

Once the period of validity of the REP 2005–2010 was exhausted and according to the
mandates of RD 661/2007, which regulated the power generation activity under the SR, and
Law 2/2011 on Sustainable Economy, the new REP for the period 2011–2020 was approved
in November 2011 [68]. The REP 2011–2020 proposed a 20.8% share of renewable energies
in the gross final energy consumption of Spain in 2020, reaching a 11.3% share of RES in the
transport consumption in that same year, thus exceeding the mandatory minimum goals
established for Spain in the Directive 2009/28/CE. The 20.8% share of RES in the gross final
energy consumption represented the 39% of the total electricity consumption [68].

The REP 2011–2020 set new non-binding targets to be met for the different renewable
sectors by 2020. As for the solar power sector, it established as goals for the accumulated
capacity and the energy generated by 2020, 7250 MW and 12,350 GWh, respectively, for the
solar PV technology, and 4800 MW and 14,378 GWh, respectively, for the CSP sector [68].

Figures 1 and 2 show the progression of the Spanish solar power sector in the period
1998–2020 for PV and CSP technology, respectively, in terms of installed capacity and pro-
duced energy. In both figures the targets set by the different REPs, namely REP 2000–2010,
REP 2005–2010 and REP 2011–2020, are compared with the actual results obtained. Addi-
tionally, the period of validity of each REP has been marked in both figures.
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Figure 1. Evolution of the solar PV sector in Spain in the period 1998–2020 in terms of: (a) installed
PV capacity; (b) PV energy generated. Source: self-elaboration based on [62,66,68,69].
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Figure 2. Evolution of the CSP sector in Spain in the period 1998–2020 in terms of: (a) installed CSP
capacity; (b) CSP energy generated. Source: self-elaboration based on [62,66,68,69].

In Figure 1a, the cumulative PV capacity goals set by the different REPs are represented
with a green solid line with triangle symbols, while the actual cumulative installed PV
capacity is plotted by a red solid line with cross symbols. In turn, the annual PV capacity
targets set by the different REPs are represented with green-colored vertical bars, while the
actual annual installed PV capacity is plotted with red-colored vertical bars. In Figure 1b,
the annual PV energy generated goals set by the different REPs are shown using a green
solid line with triangle symbols, while the actual annual PV energy generated is represented
by a red solid line with cross symbols.

The same pattern is followed in Figure 2 where the Spanish CSP sector is analyzed. In
this case, the green color is kept to show the targets set by the different REPs for the CSP
technology, but the color used to depict the actual results of this technology is changed
to blue.
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On the one hand, before describing and analyzing the period in detail taking into
account the different regulatory frameworks in force, the following first lessons can be
learned from Figure 1 regarding the evolution of the Spanish solar PV sector in the period
1998–2020:

• In the period 1998–2004, i.e., the period of validity of the REP 2000–2010, the founda-
tions of the Spanish energy regulation regarding the promotion of RES began to be
laid, but the solar PV sector did not evolve as planned. In this period, the cumulative
installed PV capacity and the energy generated went from 1.5 MW and 1.1 GWh,
respectively, in 1998, to 22.8 MW and 16.9 GWh, respectively, in 2004, far from the REP
2000–2010 forecasts. Even so, at the end of 2004 there were a total of 3266 PV facilities
in Spain, compared to the 12 existing in 1998;

• The period 2005–2010, i.e., the period of validity of the REP 2005–2010, stood out for
the existence of a very favorable legal–economic framework for PV facilities in Spain,
in line with the PV energy promotion policy of the period 1998–2004. The moderate
growth of the years 2005–2006 gave way to what is known as the “Spanish solar
PV boom” in the years 2007–2008. In this 5-year period, the cumulative installed PV
capacity and the energy generated increased to 3829.7 MW and 6073 GWh, respectively,
by 2010, well above the REP 2005–2010 forecasts. At the end of 2010 there were a
total of 54,949 PV plants in Spain, reaching a 2.3% share of solar PV energy in the
energy demand;

• In the period 2011–2020, i.e., the period of validity of the REP 2011–2020, a series of
regulatory containment frameworks were approved. From 2010 to 2013 the solar PV
sector continued to increase its cumulative installed PV capacity but with a progressive
downward trend until the stagnation of this technology in the years 2014–2018. At
the end of the period, i.e., years 2019–2020, there was a new boom higher than that of
2007–2008 as a result of the call for new auctions for the solar PV technology. In this
period, the cumulative installed PV capacity and the energy generated increased to
10,254.8 MW and 15,092.9 GWh, respectively, in 2020, well above the REP 2011–2020
forecasts. At the end of 2020 there were a total of 61,543 PV facilities in Spain, reaching
a 6.1% share of solar PV energy in the energy demand.

On the other hand, as regards the evolution of the Spanish CSP sector in the period
1998–2020, the following first lessons can be learned from Figure 2:

• At the end of the period 1998–2004, i.e., the period of validity of the REP 2000–2010,
there were no CSP plant in operation or in the construction stage in Spain;

• In the period 2005–2010, i.e., the period of validity of the REP 2005–2010, the first
CSP facilities were put into operation as a result of the existence of a more favorable
legislation for CSP in Spain. Since the commissioning of the first CSP plant in 2007,
the sector began a continuous growth until the end of the period. In this 5-year period,
the cumulative installed CSP capacity and the energy generated went from 11 MW
and 7.6 GWh, respectively, in 2007, to 531.9 MW and 620.9 GWh, respectively, in 2010,
quite close to the REP 2005–2010 forecasts. At the end of 2010 there were a total of
13 CSP facilities in Spain, compared to the 1 existing in 2007, reaching a 0.2% share of
solar CSP energy in the energy demand;

• At the beginning of the period 2011–2020, i.e., the period of validity of the REP 2011–
2020, and more specifically in the years 2011–2012, there was the boom of the Spanish
CSP sector. Since then, 2013 was the last year in which commercial CSP capacity
was installed in Spain due to the series of regulatory containment frameworks that
were approved. In this period, the cumulative installed CSP capacity and the energy
generated increased to 2299.4 MW and 4542.6 GWh, respectively, in 2020, well below
the REP 2011–2020 forecasts. At the end of 2020 there were a total of 50 CSP plants in
Spain, reaching a 1.8% share of solar CSP energy in the energy demand.
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3. Overview of the 1998–2020 Legal–Economic Frameworks for the Solar Power Plants
in Spain

The Spanish solar power sector has suffered continuous and considerable changes in
its regulation in the period 1998–2020 since the enactment of the SES Law 54/1997, denoting
a great dynamism and in turn generating high uncertainty in the electricity sector.

In Figure 3 the different legislations regulating the solar sector in Spain during the
period 1998–2020 have been plotted chronologically. The European directives are dis-
played in purple-colored boxes, the Spanish rules in blue-colored boxes and the REPs in
green-colored ones. In turn, the different legislative changes have been grouped into four
regulatory subperiods according to their purposes, to correctly overview and understand
the Spanish solar energy policy development in the 1998–2020 period.

 

Figure 3. Timeline with the different legislations governing the Spanish solar power sector from 1998
to 2020. Source: self-elaboration.
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3.1. The 1998–2004 Subperiod: Laying the Foundations of the Spanish Solar Power Sector

As background to the 1998–2004 subperiod, it is worth highlighting the enactment
of the SES Law 54/1997 [55] in November 1997, which set a new operating model for
producers of electricity based on free competition in Spain, while seeking to enhance energy
efficiency and decrease the energy consumption as well as the GHG emissions. It also
incorporated the targets set by the White Paper [63] for 2010, later included in the REP
2000–2010.

The SES Law 54/1997 distinguished two different groups of energy producers, namely
those that were part of the SR, which enjoyed of a certain legal and economic singularity,
compared to those that were part of the ordinary regime, i.e., conventional technology
plants. Specifically, the generation activity under the SR included the production facilities
with a capacity not exceeding 50 MW using as primary energy renewable energy, waste
or cogeneration. In turn, all those generation power plants that had been authorized,
as well as its characteristics and, especially, its power capacity, should be enrolled in the
administrative registry of electricity production plants created by the SES Law 54/1997 [55].

Finally, the SES Law 54/1997 required the enactment of a decree adapting the func-
tioning of the SR to the new regulation, namely RD 2818/1998, which was approved in
December 1998 [70]. Then, with the enactment of RD 2818/1998, subsequently amended
first by RD 1955/2000 [71] of December 2000, and later by RD 841/2002 [72] of August
2002, started what could be considered to be the first regulatory subperiod in which the
rules and guidelines set by SES Law 54/1997 began to be developed. During the 1998–2004
subperiod, the foundations of the Spanish electricity production sector from RES, and more
specifically of the Spanish solar power sector, were laid by means of the corresponding
legislation. That first subperiod was extended until the first part of 2004 when the adoption
of a new legal framework, namely RD 436/2004 [73], updated the legal–economic regime
of the electricity generation activity under the SR.

Tables 1 and 2 provide a detailed overview of the main features of the different
regulatory frameworks and economic regimes, respectively, in force for solar power plants
in Spain in the period 1998–2004, namely RD 2818/1998 and its revisions by RD 1955/2000
and RD 841/2002.

Table 1. Major characteristics of the different regulatory frameworks in force for the Spanish solar
power systems in the period 1998–2004. Source: self-elaboration based on [70–72].

Legislation Main Characteristics

RD 2818/1998 of December 1998 [70]

Subject

Development of Law 54/1997 with the aim of creating a favorable framework to promote
energy generation facilities included in the SR without incurring in discriminatory situations
that could curtail free competition. However, setting differentiated situations for those power
systems that contributed more effectively to the achievement of the goals established

Previous regulations repealed or modified Derogation of RD 2366/1994

RES goals 12% of primary energy consumption from RES by 2010

SR group for solar technology All power plants with a capacity not exceeding 50 MW using solar energy as primary energy
were sorted in the group b.1, not distinguishing between PV or CSP technologies

Economic regime

� Two remuneration options for the electricity produced by the SR generation facilities:

(a) A fixed regulated tariff different from the pool price, i.e., a fixed FIT
(b) A premium on top of the electricity pool price, i.e., a FIP, plus an additional

complement for reactive energy

� Both incentive mechanisms were set without time limit for the solar technology
� Review of premiums and prices every 4 years according to the evolution of the market

electricity price, the participation of power plants in the coverage of demand and its
effect on the power system technical management

� See Table 2 for a detailed summary of RD 2818/1998 economic scheme for the solar
power plants
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Table 1. Cont.

Legislation Main Characteristics

Administrative features –

Other issues The solar facilities included in group b.1 of the SR could incorporate all the energy produced
into the grid, as long as the 12% share of RES in the total energy demand was not reached

RD 1955/2000 of December 2000 [71]

Subject Inclusion of power plants only using solar thermal energy as primary energy in group b.3 of
the SR together with those using tidal, wave, geothermal and hot and dry rocks energies

Previous regulations repealed or modified Amendment of RD 2818/1998

RES goals –

SR group for solar technology b.1 for solar PV technology plants and b.3 for CSP technology facilities (with an installed
capacity not exceeding 50 MW)

Economic regime See Table 2 for a detailed summary of the changes introduced by RD 1955/2000 in RD
2818/1998 economic scheme for the solar power plants

Administrative features –

RD 841/2002 of August 2002 [72]

Subject New classification for the SR solar facilities set by RD 2818/1998

Previous regulations repealed or modified Amendment of RD 2818/1998 and suppression of the modifications introduced by RD
1955/2000 concerning the CSP plants

RES goals –

SR group for solar technology b.1.1 for solar PV facilities and b.1.2 for CSP plants (with an installed power not exceeding 50 MW)

Economic regime See Table 2 for a detailed summary of the changes introduced by RD 841/2002 in RD
2818/1998 economic scheme for the solar power plants

Administrative features –

Other issues
Unlike both RD 2818/1998 and RD 1955/2000, RD 841/2002 stated that fuel could be used to
keep the temperature of the heat storage system of CSP facilities in subgroup b.1.2 during
interruption periods of power production

Table 2. Major characteristics of the different economic regimes in force for solar power systems in
Spain in the period 1998–2004. Source: self-elaboration based on [70–72].

Legislation Technology
SR

Group
Rated
Power

Remuneration Options

Time Limit Review and Update
FIT FIP 1

Regulated
Tariff [cEUR/kWh]

Premium
[cEUR/kWh]

RD 2818/1998

Solar PV b.1
P ≤ 5 kW 39.6668 36.0607

No
For both FIT and FIP options:

• No annual update
• Review every 4 yearsP > 5 kW 21.6364 18.0304

Solar CSP b.1
P ≤ 5 kW 39.6668 36.0607

No
For both FIT and FIP options:

• No annual update
• Review every 4 yearsP > 5 kW 21.6364 18.0304

RD 1955/2000

Solar PV b.1
P ≤ 5 kW 39.6668 36.0607

No
For both FIT and FIP options:

• No annual update
• Review every 4 yearsP > 5 kW 21.6364 18.0304

Solar CSP b.3 Any 6.7313 3.2755 No

For both FIT and FIP options:

• Annual update according to
average selling electricity price

• Review every 4 years

RD 841/2002

Solar PV b.1.1
P ≤ 5 kW 39.6668 36.0607

No
For both FIT and FIP options:

• No annual update
• Review every 4 yearsP > 5 kW 21.6364 18.0304

Solar CSP b.1.2 Any – 12.0202 No
For both FIT and FIP options:

• No annual update
• Review every 4 years

1 This table only shows the values of the FIP components fully established in a regulatory manner, i.e., the
premiums. Thus, the electricity market price and the reactive energy complement must be added to this economic
parameter to obtain the total FIP of the power plant.
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3.2. The 2004–2008 Subperiod: Ratifying the Unwavering and Forceful Commitment to Solar
Power Projects in Spain

The second regulatory period began with the approval of RD 436/2004 in March
2004 [73], which derogated both RD 2818/1998 and RD 841/2002. The 2004–2008 sub-
period was characterized by an extremely favorable economic framework for RES facili-
ties, and especially for solar power plants, first under RD 436/2004 [73] and later under
RD 661/2007 [74], which repealed RD 436/2004. Thus, ratifying the Spanish government
its strong commitment to the development and deployment of solar power plants.

Tables 3 and 4 provide a comprehensive overview of the main features of the different
regulatory frameworks and economic regimes, respectively, in force for the Spanish solar
power facilities in the period 2004–2008, namely RD 436/2004 and RD 661/2007.

Table 3. Major characteristics of the different regulatory frameworks in force for solar power systems
in Spain in the period 2004–2008. Source: self-elaboration based on [73,74].

Legislation Main Characteristics

RD 436/2004 of March 2004 [73]

Subject Setting the methodology for systematizing and updating the legal–economic regime of the
power generation activity in the SR

Previous regulations repealed or modified Derogation of RD 2818/1998 and RD 841/2002

RES goals

� As for the whole RES sector, 29.4% of electricity generation and 12% of total energy
consumption from RES by 2010, without increasing the cost of production of the
Spanish electricity system

� As for the solar power sector, 150 MW of solar PV and 200 MW of CSP eligible for the
initial remuneration

SR group for solar technology b.1.1 for solar PV facilities and b.1.2 for CSP facilities (with an installed capacity not
exceeding 50 MW)

Economic regime

� Two remuneration options for the electricity produced by the SR generation facilities:

(a) The sale of their electricity production to a distribution company receiving a
fixed FIT for all periods

(b) The sale of its electricity production to the daily market receiving a premium
plus an incentive on top of the electricity market price, i.e., a FIP

� Regardless the chosen electricity selling option, all solar power plants would also
perceive a complement for reactive energy

� The chosen selling option should be kept for a minimum period of 1 year
� Both remuneration mechanisms were indexed to the yearly average electricity tariff

(AET), which for 2004 had a value of 7.2072 cEUR/kWh. The AET was established as a
relationship between the expected costs necessary to remunerate the electricity
supplying activities and the forecast, for the same period considered, of the final
energy demand determined by the Spanish government [75]

� After the first 25 years of receipt of any of the remuneration mechanisms, those public
subsidies were reduced for the solar technology

� The first revision of FIT, premiums, incentives and complements was set for 2006.
Thereafter, these economic parameters would be reviewed every 4 years, unless
subgroup b.1.1 reached 150 MW of installed capacity or subgroup b.1.2 reached
200 MW

� The reviews would be made according to the evolution of the costs associated with the
generation technologies, the participation degree of the SR in the energy production
and its technical-economic management of the system. Moreover, the revisions would
apply only to facilities coming into operation after the entry into force of the agreed
revisions, thus eliminating their retroactive character

� See Table 4 for a detailed summary of RD 436/2004 economic scheme for the solar
power plants
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Table 3. Cont.

Legislation Main Characteristics

Administrative features

From the end of 2005 until the approval of RD 661/2007 it was required a guarantee of 2% of
the facility budget to request access to the transmission grid, but not for the distribution grid.
The guarantee would be canceled when the petitioner obtained the commissioning certificate
for the facility

Other issues

� The CSP facilities in subgroup b.1.2 could use auxiliary equipment consuming fuels,
i.e., propane or natural gas, only to maintain the heat storage system temperature. The
annual fuel consumption, only during periods of interruption of electricity generation,
for CSP facilities receiving a FIT should be less than 12% of their power generation.
Otherwise, that percentage would raise to 15%, without any time-limit of fuel use, for
CSP plants selling electricity to the pool

� At the end of 2004, RD 2351/2004 [76] modified the provisions on fuel usage for CSP
plants belonging to the subgroup b.1.2 initially made by RD 436/2004. RD 2351/2004
enabled the use of any kind of fuel to maintain the heat transfer fluid temperature in
the CSP facilities to compensate for the lack of solar irradiation that could compromise
the expected supply of electricity. Thus, eliminating the requirement of fuel usage only
during the periods of interruption of power production, while maintaining the
percentages regarding the generation of electricity from fuel depending on the
remuneration option chosen by the CSP facility

RD 661/2007 of May 2007 [74]

Subject
Regulation of some technical issues to contribute to the expansion of SR technologies,
safeguarding the safety of the power system and guaranteeing its quality of supply, as well
as to minimize restrictions on production

Previous regulations repealed or modified Suppression of RD 436/2004

RES goals
� As for the whole RES sector, 29.4% of electricity generation and 12% of total energy

consumption from RES by 2010
� As for the solar power sector, 371 MW of solar PV and 500 MW of CSP

SR group for solar technology b.1.1 for solar PV plants and b.1.2 for CSP facilities (with an installed capacity not exceeding
50 MW)

Economic regime

� The basic regulatory structure of the SR was maintained by RD 661/2007.
Nevertheless, based on Royal Decree Law (RDL) 7/2006 [77], which set that the AET
future revisions would not apply to the remuneration of RES under the SR, it
definitively decoupled the SR remuneration from the AET, ensuring a reasonable
remuneration to the owners of the SR power plants for their investments

� Two remuneration options for the electricity produced by the SR generation facilities:

(a) A fixed FIT for all periods
(b) A premium on top of the electricity market price, i.e., a FIP

� RD 661/2007 bounded the FIP, i.e., the sum of the electricity pool price and the
premium, between an upper boundary and a lower boundary. The new cap and floor
system protected the promoter of the power plants under the FIP remuneration option
when the income derived from the pool price was too low, and eliminated the
premium when the pool price was high enough to ensure the coverage of its costs, thus
removing irrationalities in the remuneration of technologies, whose costs were not
directly linked to oil prices in international markets

� Regardless of the selected electricity selling option, all solar power plants would also
receive a complement for reactive energy. This complement was set as a percentage, in
accordance with the power factor with which the energy was delivered, of the value of
7.8441 cEUR/kWh, which would be reviewed annually

� The chosen selling option should be kept for a minimum period of 1 year
� After the first 25 years of receipt of any of the remuneration mechanisms, those public

subsidies were reduced for the solar technology
� The FIT, premiums, complements and upper and lower bounds set by RD 661/2007

would be updated annually taking as a reference the rise in the consumer price index
(CPI) minus 25 basis points (BP) until 31 December 2012, and 50 BP thereafter.
However, in 2010, the year in which the REP 2005–2010 was expected to end, a review
of these economic parameters was expected, which would be evaluated according to
the variation in costs associated with each technology, the participation degree of the
SR in the production of energy and its incidence in the technical-economic
management of the system, ensuring a reasonable return. From then on, reviews
would be carried out every 4 years
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Table 3. Cont.

Legislation Main Characteristics

Economic regime

� The revisions of the regulated tariff as well as the upper and lower bounds would not
affect the facilities whose commissioning certificate had been granted before
1st January of the second year after that in which the revision was carried out

� See Table 4 for a detailed summary of RD 661/2007 economic scheme for the solar
power plants

� An additional mechanism to set the maintenance period of the regulated tariffs and
premiums was established by RD 661/2007. Accordingly, once 85% of the power goal
of a technology was reached, a maximum period of not less than 1 year would be set.
During this period, those power plants properly enrolled in the administrative register
of generation plants under the SR would be entitled to the corresponding premiums or
regulated tariffs under RD 661/2007

Administrative features

� RD 661/2007 requested guarantees to process the access both to the distribution grid
as well as to the transmission grid. For the PV facilities these guarantees were of
500 EUR/kW, while for the CSP plants were of 20 EUR/kW. The guarantee would be
canceled when the petitioner obtained the commissioning certificate for the facility

� It established priority of access and connection to the electricity network of RES
power plants

Other issues
RD 661/2007 admitted the option of hybridization of different fuels and/or technologies.
Among the technologies that could participate in hybridizations was CSP (subgroup b.1.2),
but not solar PV (subgroup b.1.1)

3.3. The 2008–2013 Subperiod: The Containment of the Spanish Solar Power Sector

In August 2007, i.e., 3 months after entering into force RD 661/2007, 85% of the
installed PV power target for 2010 was exceeded. Specifically, 1000 MW of installed PV
capacity had already been reached in May 2008.

In accordance with the remuneration maintenance mechanism set by RD 661/2007 [74],
as of August 2007, once 85% of the installed PV power target had been reached, the
maximum period of not less than 1 year began to count. Once this transition period was
over, the remuneration model established by RD 661/2007 for solar PV technology plants in
subgroup b.1.1 would be reviewed and updated. Accordingly, RD 1578/2008 was approved
in September 2008 [78].

With RD 1578/2008 of September 2008 began the containment stage of the Spanish
solar power sector, which would later be extended to the rest of the RES power sector.

Prior to the containment stage, the SR regulation did not establish sufficient mecha-
nisms that allowed the planning of the power plants, nor the amount and the time limit of
their remuneration premiums and therefore the effect on the costs attributed to the tariff
scheme. Furthermore, the increasing impact of the SR remuneration on the tariff deficit,
i.e., the lack of incomes of the electrical system to cover all its expenditures, could jeopar-
dize the short-term sustainability of the electrical system, both from a technical perspective,
also compromising the financial sustainability of the facilities already completed, and from
an economic standpoint owing to its impact on the electricity tariff. Thus, unlike previous
legislations aimed mainly at the development and promotion of RES, the new measures
approved by the Spanish government as of 2009 would be mainly aimed at reducing the
cost of the RES technologies to the electricity system.

Accordingly, in May 2009 RDL 6/2009 [79] came into effect. The measures envisaged
in RDL 6/2009, through the creation of a register of pre-allocation of remuneration (RPAR),
allowed knowing the facilities that were projected, as well as those that met the conditions
to be executed and access the electrical system with all legal provisions, its capacity and
the effect on the costs of the electricity tariff and its schedule. It established the principle
of sufficiency of access tolls to cover all the costs of the regulated activities as of 2013, so
that from then on, no tariff deficit could appear. As solar PV technology had its specific
framework, namely RD 1578/2008, these power plants were not affected by RDL 6/2009.

491



Energies 2022, 15, 1593

T
a

b
le

4
.

M
aj

or
ch

ar
ac

te
ri

st
ic

s
of

th
e

d
if

fe
re

nt
ec

on
om

ic
re

gi
m

es
in

fo
rc

e
fo

r
so

la
r

p
ow

er
sy

st
em

s
in

Sp
ai

n
in

th
e

p
er

io
d

20
04

–2
00

8.
So

u
rc

e:
se

lf
-e

la
bo

ra
ti

on
ba

se
d

on
[7

3,
74

].

L
e

g
is

la
ti

o
n

T
e

ch
n

o
lo

g
y

S
R

G
ro

u
p

R
a

te
d

P
o

w
e

r

R
e

m
u

n
e

ra
ti

o
n

O
p

ti
o

n
s

T
im

e
L

im
it

R
e

v
ie

w
a

n
d

U
p

d
a

te
F

IT
F

IP
1

R
e

g
u

la
te

d
T

a
ri

ff
[c

E
U

R
/k

W
h

]
P

re
m

iu
m

[c
E

U
R

/k
W

h
]

In
ce

n
ti

v
e

[c
E

U
R

/k
W

h
]

R
D

43
6/

20
04

So
la

r
PV

b.
1.

1
P
≤

10
0

kW
57

5%
of

A
ET

–
–

Fi
rs

t2
5

ye
ar

s
Fo

r
bo

th
FI

T
an

d
FI

P
op

ti
on

s:

•
A

nn
ua

lu
pd

at
e

ac
co

rd
in

g
to

A
ET

•
R

ev
ie

w
in

20
06

an
d

th
er

ea
ft

er
ev

er
y

4
ye

ar
s

or
w

he
n

re
ac

hi
ng

15
0

M
W

46
0%

of
A

ET
–

–
Th

er
ea

ft
er

P
>

10
0

kW
30

0%
of

A
ET

25
0%

of
A

ET
10

%
of

A
ET

Fi
rs

t2
5

ye
ar

s

24
0%

of
A

ET
20

0%
of

A
ET

10
%

of
A

ET
Th

er
ea

ft
er

So
la

r
C

SP
b.

1.
2

A
ny

30
0%

of
A

ET
25

0%
of

A
ET

10
%

of
A

ET
Fi

rs
t2

5
ye

ar
s

Fo
r

bo
th

FI
T

an
d

FI
P

op
ti

on
s:

•
A

nn
ua

lu
pd

at
e

ac
co

rd
in

g
to

A
ET

•
R

ev
ie

w
in

20
06

an
d

th
er

ea
ft

er
ev

er
y

4
ye

ar
s

or
w

he
n

re
ac

hi
ng

20
0

M
W

24
0%

of
A

ET
20

0%
of

A
ET

10
%

of
A

ET
Th

er
ea

ft
er

R
D

66
1/

20
07

So
la

r
PV

b.
1.

1

P
≤

10
0

kW
44

.0
38

1
–

–
Fi

rs
t2

5
ye

ar
s

Fo
r

bo
th

FI
T

an
d

FI
P

op
ti

on
s:

•
A

nn
ua

lu
pd

at
e

ac
co

rd
in

g
to

C
PI

•
R

ev
ie

w
in

20
10

an
d

th
er

ea
ft

er
ev

er
y

4
ye

ar
s

or
no

tl
es

s
th

an
1

ye
ar

af
te

r
re

ac
hi

ng
85

%
of

37
1

M
W

35
.2

30
5

–
–

Th
er

ea
ft

er

10
0

kW
<

P
≤

10
M

W
41

.7
50

0
–

–
Fi

rs
t2

5
ye

ar
s

33
.4

00
0

–
–

Th
er

ea
ft

er

10
M

W
<

P
≤

50
M

W
22

.9
76

4
–

–
Fi

rs
t2

5
ye

ar
s

18
.3

81
1

–
–

Th
er

ea
ft

er

So
la

r
C

SP
b.

1.
2

A
ny

26
.9

37
5

25
.4

00
0

–
Fi

rs
t2

5
ye

ar
s

Fo
r

bo
th

FI
T

an
d

FI
P

op
ti

on
s:

•
A

nn
ua

lu
pd

at
e

ac
co

rd
in

g
to

C
PI

•
R

ev
ie

w
in

20
10

an
d

th
er

ea
ft

er
ev

er
y

4
ye

ar
s

or
no

tl
es

s
th

an
1

ye
ar

af
te

r
re

ac
hi

ng
85

%
of

50
0

M
W

21
.5

49
8

20
.3

20
0

–
Th

er
ea

ft
er

1
T

hi
s

ta
bl

e
on

ly
sh

ow
s

th
e

va
lu

es
of

th
e

FI
P

co
m

po
ne

nt
s

fu
lly

es
ta

bl
is

he
d

in
a

re
gu

la
to

ry
m

an
ne

r,
i.e

.,
th

e
pr

em
iu

m
s

an
d

th
e

in
ce

nt
iv

es
.T

hu
s,

th
e

el
ec

tr
ic

it
y

m
ar

ke
tp

ri
ce

an
d

th
e

re
ac

ti
ve

en
er

gy
co

m
pl

em
en

tm
us

tb
e

ad
de

d
to

th
es

e
ec

on
om

ic
pa

ra
m

et
er

s
to

ob
ta

in
th

e
to

ta
lF

IP
of

th
e

fa
ci

lit
y.

492



Energies 2022, 15, 1593

The Resolution of 19 November 2009 of the State Secretariat for Energy [80] published
the ordering of the projects presented to the RPAR for electrical energy production facilities
provided for in RDL 6/2009. The electrical management system allowed the incorporation
of 3100 MW of capacity from new renewable facilities per year, until 2014, without compro-
mising the technical-economic sustainability of the electrical system. Thus, it was necessary
to defer the commissioning of the registered facilities.

The entry into operation of the registered CSP power plants was distributed in four
successive steps until the end 2013 according to the following accumulated deployment
rate: (a) step 1: 850 MW, (b) step 2: 1350 MW, (c) step 3: 1850 MW and (d) step 4: rest of
registered power under the provisions of RDL 6/2009 [80].

The growth in the number of generation facilities from RES, cogeneration and waste
under the SR had been very important until 2010, becoming especially noteworthy for
wind, solar PV and CSP technologies that reached and even exceeded the installed power
targets set for that year. Thus, Spain became one of the leading countries in the expansion
of these technologies. This growth occurred thanks to the existence of a predictable, stable
and solid legal-economic support mechanism.

In this context, the management experience accumulated as a result of the application
of the SR legal framework, advised the redefinition of certain concepts and the adaptation of
procedures to the evolution of the sectors under the SR. Thus, the support regime should be
adapted, preserving the legal certainty of investments and the principle of reasonable return
to correct the imbalance revealed between production costs and the value of premiums.

Moreover, since the approval of RDL 6/2009, there had been a set of supervening
circumstances such as the drop in the electricity demand because of the Spanish recession,
the reduction of market prices due to the fragile international economic situation or the
increase in the electricity production from RES due to favorable weather conditions, with a
direct impact on the electricity system tariff deficit. That contextual situation did not have
symmetrical effects in all the electricity sectors. Although the ordinary regime (conventional
power plants) saw their operating hours and revenues reduced because of the fall in prices
on the wholesale market, the SR generators were awarded under its specific regime that
ensured selling the electricity produced through its preferential entry into the system.

Accordingly, five prominent regulations for the SR power plants and, specifically,
for the solar power sector, were enacted by the Spanish government in 2010, i.e., RD
1003/2010 [81], RD 1565/2010 [82], RD 1614/2010 [83], RDL 14/2010 [84] and Law 2/2011 [85].

However, the measures adopted until then were not sufficient, putting at risk the
final goal of suppressing the tariff deficit as of 2013 set by RDL 6/2009. The tariff deficit
constituted a barrier for the adequate development of the electricity sector as a whole and
in particular for the continuation of the policies to promote electricity production from
RES. Thus, the complex economic and financial situation made it necessary to approve
new containment measures in 2012, namely RDL 1/2012 [86], Law 15/2012 [87] and
RDL 29/2012 [88].

Tables 5 and 6 provide a comprehensive summary of the main features of the differ-
ent regulatory frameworks and economic regimes, respectively, in force for the Spanish
solar power plants in the period 2008–2013. In turn, Table 7 shows the reference equiv-
alent operating hours for CSP technology facilities established by RD 1614/2010, while
Tables 8 and 9 display the reference equivalent operating hours for PV facilities established
by RDL 14/2010 and the specific reference equivalent operating hours for PV plants under
RD 661/2007 until 31 December 2013, respectively. The reference equivalent operating
hours for the PV plants were classified according to the solar climatic zone where the PV
facilities were located as well as by technology, whereas the equivalent operating hours for
the facilities under RD 661/2007 until 31 December 2013 were classified only by technology.
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Table 5. Major characteristics of the different regulatory frameworks in force for solar power systems
in Spain in the period 2008–2013. Source: self-elaboration based on [78,79,81–88].

Legislation Main Characteristics

RD 1578/2008 of September 2008 [78]

Subject
Setting the new economic framework for PV plants which obtained their definitive
registration in the administrative register of the SR production facilities after
29 September 2008

Previous regulations repealed or modified
Amendment of RD 661/2007 for PV facilities in subgroup b.1.1 which obtained
their definitive registration in the administrative register of the SR production
facilities after 29 September 2008

RES goals –

SR group for solar technology

Type I for roof-mounted or façade-mounted PV facilities, which in turn are
subdivided into (a) subtype I.1 for those up to 20 kW of rated power and
(b) subtype I.2 for those beyond 20 kW of rated power, and type II for
ground-mounted PV plants and not included in type I

Economic regime

� The new regulated tariff for the first call set by RD 1578/2008 for subtype I.1
PV plants under this remuneration option was set to 34.00 cEUR/kWh, while
for subtype I.2 and type II PV facilities it was set to 32.00 cEUR/kWh. The
regulated tariff for subtype I.1 facilities could never be less than that for
subtype I.2 PV plants

� The values of the regulated tariff corresponding to the facilities enrolled in
the RPAR associated with subsequent calls would be calculated based on the
values of the previous call. If during two successive calls, 50% of the power
quota for a type or subtype was not reached, the tariff for the next call could
be increased by the same proportion that would be cut if the quota
were covered

� For each call for registration in the RPAR, power quotas were established,
consisting of base powers, and where appropriate, additional powers
transferred, for each type of PV plant. For the first-year calls, the base
powers were 66.75 MW for type I PV facilities (10% for subtype I.1 and 90%
for subtype I.2) and 33.25 MW for type II PV plants

� The power quotas corresponding to the second and subsequent year calls
would be calculated taking as a reference the base powers of the calls
corresponding to the previous year, increasing or reducing them by the same
cumulative percentage rate that reduced or increased, respectively, the
remuneration corresponding to the calls held during the previous year. The
mechanism for the transfer of additional power to the base power for the
next call was established when some or all the power quotas of a call were
not covered

� For type II facilities, extraordinary additional power quotas of 25 MW for
2009 and 15 MW for 2010 were established per call

� The rationalization of remuneration was considered necessary and, therefore,
the new framework for PV plants modified the economic regime
downwards, following the expected technology evolution, with a
long-sighted prospect. Just as an insufficient remuneration would make
investments unfeasible, a disproportionate remuneration could have a
considerable impact on the costs of the electricity system

� The regulated tariff applicable to a PV facility would be kept for a maximum
of 25 years from the commissioning date or the registration of the facility in
the RPAR
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Table 5. Cont.

Legislation Main Characteristics

Economic regime

� The new FIT established by RD 1578/2008 would be updated annually
taking as a reference the rise in the CPI minus 25 BP until 31 December 2012,
and 50 BP thereafter, as of 1st January of the second year after the call in
which they were set. However, RD 1578/2008 contemplated the modification
of the remuneration of the activity of production of electrical energy through
solar PV technology in 2012, given the technological evolution of the sector
and the market as well as the performance of the remuneration regime

� See Table 6 for a detailed summary of RD 1578/2008 economic scheme for
the solar PV facilities

Administrative features

� To be entitled to the remuneration defined in RD 1578/2008, it was necessary
to register, in advance, the facility projects in the RPAR. There were four
annual calls to be able to register in this RPAR, while the maximum power of
the PV facilities enrolled in the RPAR could not exceed 2 MW for type I
facilities and 10 MW for type II plants

� RD 1578/2008 also requested guarantees to process the access both to the
distribution grid as well as to the transmission grid. These guarantees were
of 50 EUR/kW for subtype I.1 PV plants and of 500 EUR/kW for subtype I.2
and type II PV facilities. The guarantee would be canceled when the
petitioner obtained the corresponding commissioning certificate for the
power plant

Other issues

� A new definition of power capacity was set to streamline the implementation
of large plants on land belonging to a multiplicity of owners, in such a way
as to avoid the division of a single facility into several smaller ones to obtain
a more favorable remuneration framework

� It proposed a new mechanism for setting the annual power target that would
evolve upwards in a coordinated manner with technological improvements,
instead of using the total cumulative power

RDL 6/2009 of May 2009 [79]

Subject Control of the implementation of new power plants under the SR

Previous regulations repealed or modified –

RES goals –

SR group for solar technology b.1.2 for CSP facilities (PV plants in subgroup b.1.1 not affected)

Economic regime

� In the case that the SR projects enrolled did not cover the power objective,
RD 661/2007 economic framework would be kept until the goal was reached.
However, if the power goal was exceeded, RD 661/2007 remuneration would
be applied to all the enrolled projects, but would not be extended beyond

� A new regulatory and economic framework would be enacted for the power
plants enrolled in the administrative RPAR once RD 661/2007 remuneration
regime in force had been exhausted

Administrative features

� Under RDL 6/2009, the registration in the RPAR had to be a necessary
prerequisite for the granting of the right to the economic regime established
in RD 661/2007. The facilities would be registered chronologically in the
administrative RPAR until the power objective foreseen in each group and
subgroup was met

� To get the enrolment in the RPAR a series of requirements should be fulfilled:
an access point to the electrical network for all the installed power, the
administrative authorization of the power plant, the construction permit,
sufficient financial resources to assume at least 50% of the project investment,
a purchase agreement for a minimum of 50% of the equipment value and a
new guarantee of 100 EUR/kW for the CSP case

495



Energies 2022, 15, 1593

Table 5. Cont.

Legislation Main Characteristics

Administrative features

� The facilities registered in the RPAR would have a maximum period of
36 months from their notification date, to be definitively enrolled in the
administrative register of generation power plants under the SR and to start
the sale of energy. Otherwise, the economic right associated with the
inclusion in the RPAR would be revoked

� Those facility projects which upon the enactment of RDL 6/2009 met the
established requirements would have a period of 30 days from the day of
coming into force of this framework to apply for registration in the RPAR.
Likewise, they would have 30 additional days to deposit the corresponding
guarantee. Once the fulfillment of the prerequisites of the power plant
projects had been verified, they would be registered in the RPAR

RD 1003/2010 of August 2010 [81]

Subject

Setting the procedure to improve the accreditation process of the different PV
plants under RD 661/2007 and RD 1578/2008 remuneration frameworks, thus
taking a further step in improving the efficiency of the remuneration framework
corresponding to each PV facility based on its specific characteristics

Previous regulations repealed or modified Amendment of RD 661/2007 and RD 1578/2008

RES goals –

SR group for solar technology –

Economic regime –

Administrative features

� All those PV plants under RD 661/2007 economic regime could make the
request to renounce this remuneration scheme within a maximum period of
2 months from the enactment of RD 1003/2010. Thus, losing the right to
perceive the regulated tariff or the premium set by RD 661/2007. However, it
would entail the automatic inclusion of the PV facility in the conditions of
the economic regime of the first call corresponding to the facilities registered
in the RPAR regulated by RD 1578/2008

� For the proper monitoring of the SR facilities without the right to a regulated
tariff or premium, the registry of the SR without premium remuneration was
established. The facilities registered in the register of SR without premium
remuneration could participate in the administrative procedure for the
pre-allocation of remuneration regulated in RD 1578/2008

RD 1565/2010 of November 2010 [82]

Subject Regulation and modification of certain issues related to the power generation
activity under the SR

Previous regulations repealed or modified Amendment of RD 661/2007 and RD 1578/2008

RES goals –

SR group for solar technology

It modified the classification set by RD 1578/2008 for solar PV facilities. It
specified that there should be a contracted power supply point inside the PV
facility for at least 25% of its nominal power to be included in type I. Furthermore,
PV plants located on greenhouse structures and on roofs of irrigation ponds were
expressly excluded from this type I

Economic regime

� It suppressed the values of the regulated tariffs set for SR facilities in
subgroup b.1.1 under RD 661/2007 as of the twenty-sixth year

� It also carried out a remarkable shrinkage of the regulated PV tariff for the
first call of the RPAR as of the entry into force of RD 1565/2010. Specifically,
the regulated tariffs set by RD 1578/2008 for PV plants were reduced by 5%
for subtype I.1, 25% for subtype I.2 and 45% for subtype II. The percentage of
reduction of the tariff values would not be considered for the computation of
the power quotas for the following year
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Legislation Main Characteristics

Economic regime

� It established the option of granting an additional specific remuneration to
innovative CSP projects for an aggregate total of 80 MW by means of a
tender procedure

� See Table 6 for a detailed summary of the changes introduced by RD
1565/2010 in both RD 661/2007 and RD 1578/2008 economic schemes for the
solar power facilities

Administrative features –

Other issues

� A power plant should be made up of new and unused main equipment to be
included in the SR. Moreover, the SR facilities should have the necessary
electrical energy measurement equipment, before injecting electricity into
the grid

� It redefined the concept of substantial modifications of power plants that
would imply losing the entitlement to the RD 661/2007 remuneration

RD 1614/2010 of December 2010 [83]

Subject
Regulation of certain economic aspects for power plants of wind and CSP
technologies, as well as resolution of some inefficiencies in the application of the
previous RDL 6/2009 for those technologies

Previous regulations repealed or modified –

RES goals –

SR group for solar technology –

Economic regime

� It limited the equivalent operating hours at rated power eligible for the RD
661/2007 regulated tariff or premium for wind and CSP facilities (see
Table 7). If the established equivalent operating hour limits were exceeded,
in annual computation, the owners of the power plants should return the
amounts received in excess, as a regulated tariff or premium, within a
maximum period of 3 months

� It set that the CSP technology facilities under RD 661/2007 could only opt for
the regulated tariff as the remuneration option for selling their electricity in
the first 12 full months after the date of commissioning. Accordingly, the CSP
plants in operation would receive the regulated tariff from 1 January 2011
and those under construction since their date of commissioning. During the
12-month period, the percentage of electricity production from fuel could
rise to 15%

� For CSP plants under RD 661/2007, the revisions of the tariffs, premiums
and lower and upper bounds would not affect either the power plants
definitively enrolled in the administrative register of generation power
plants under the SR, or those registered in the RPAR under RDL 6/2009

Administrative features –

RDL 14/2010 of December 2010 [84]

Subject Urgently undertake the correction of the power sector tariff deficit

Previous regulations repealed or modified Amendment of RD 661/2007

RES goals –

SR group for solar technology –

Economic regime

� It limited the equivalent operating hours at rated power of PV plants. Thus,
those solar PV technology facilities would be entitled to receive each year its
recognized economic regime until reaching the reference number of
equivalent operating hours (see Tables 8 and 9)

� It forced all power generators to pay a 0.5 EUR/MWh toll for the electricity
fed into the distribution and transmission grids, from
1 January 2011 onwards
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Economic regime

� It modified the reference period from which the regulated tariff received by
PV power plants in subgroup b.1.1 under this remuneration option set by RD
661/2007 had to be updated. Specifically, it increased the reference term from
the first 25 years to the first 28 years

� See Table 6 for a detailed summary of the changes introduced by RDL
14/2010 in RD 661/2007 economic scheme for the solar power plants

Administrative features –

Law 2/2011 of March 2011 [85]

Subject
Promotion of a sustainable economic development by means of the transposition
into the Spanish legislation of the Directive 2009/28/CE energy goals.
Furthermore, setting of the REP 2011–2020 elaboration

Previous regulations repealed or modified Amendment of RD 661/2007 and RDL 14/2010 as for the solar PV
technology plants

RES goals Minimum 20% share of RES in the final energy consumption by 2020

SR group for solar technology –

Economic regime

� The reference period for the application of the regulated tariff set for the
facilities in subgroup b.1.1 of RD 661/2007 under this remuneration scheme
was modified again, increasing from the first 28 years to the first 30 years

� See Table 6 for a detailed summary of the changes introduced by Law 2/2011
in RD 661/2007 economic scheme for the solar power plants

Administrative features –

Other issues

It specified that in the event of modifying the equivalent operating hours for the
PV plants by the Spanish government, those changes would only affect power
plants that were not in operation at the time of the entry into force of the
corresponding new modification legislation

RDL 1/2012 of January 2012 [86]

Subject
Suppression of the economic incentives for electricity production facilities under
the SR and the suspension of the RPAR procedure for the granting of the
economic regime

Previous regulations repealed or modified Amendment of RD 661/2007 and RD 1578/2008

RES goals –

SR group for solar technology –

Economic regime

� It temporarily suppressed the economic incentives of RD 661/2007,
i.e., regulated tariffs, premiums, complements and upper and lower bounds,
for the new SR power plants

� It provisionally suspended the registration procedure in the RPAR under
RDL 6/2009 as well as under RD 1578/2008 for PV plants that had submitted
their application to the 2012 calls. RDL 1/2012 also revoked the
pre-allocation calls for 2012 and subsequent years for the PV facilities under
RD 1578/2008. Thus, the new SR facilities would have to sell the energy
produced to the power network at the wholesale electricity price

� These measures would not affect neither operating plants nor those already
registered in the RPAR under RDL 6/2009 or under RD 1578/2008 as for the
PV technology plants

Administrative features

The SR facilities registered in the RPAR finally choosing not to carry out the power
plant could renounce the registration in the RPAR without this implying the
execution of the guarantees they had deposited, within a maximum period of
2 months from the enactment of RDL 1/2012, provided that the period for the final
registration and sale of energy had not expired
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Law 15/2012 of December 2012 [87]

Subject Harmonization of the Spanish tax system with a more efficient and respectful use
regarding the environment and sustainability

Previous regulations repealed or modified –

RES goals –

SR group for solar technology –

Economic regime

� It added a new 7% tax on the gross revenues for the electricity generated,
measured in power plant busbars, by all electricity producers in the Spanish
electrical system to favor the budgetary balance of the system

� It removed tax exemptions for the energy products used in the
power production

� It eliminated the premium economic regime for electricity attributable to the
use of a fuel in a production power plant using any of the non-consumable
renewable energies as primary energy, except in the case of hybrid facilities
between RES non-consumables and consumables ones

Administrative features –

RDL 29/2012 of December 2012 [88]

Subject Implementation of some measures to reduce the electricity system tariff deficit

Previous regulations repealed or modified –

RES goals –

SR group for solar technology –

Economic regime –

Administrative features

� It established that the premium economic regime for SR generation facilities
registered in the RPAR would become inapplicable if those facilities were not
fully completed by the expiration of the deadline set to be definitively
enrolled in the administrative register of generation power plants in SR

� The power plant would be considered fully completed if it had all the
elements, equipment and infrastructure that were necessary to produce
energy and deliver it into the electrical system and whose characteristics
corresponded to the approved execution project
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Table 7. Reference equivalent operating hours for CSP power plants set by RD 1614/2010. Source:
self-elaboration based on [83].

CSP Technology Reference Equivalent Operating Hours per Year

Stirling 2350
Fresnel 2450

Saturated steam tower 2750
Parabolic trough without storage 2855
Parabolic trough with 4 h storage 3450
Parabolic trough with 7 h storage 3950
Parabolic trough with 9 h storage 4000

Salt tower with 15 h storage 6450

Table 8. Reference equivalent operating hours for PV power plants set by RDL 14/2010. Source:
self-elaboration based on [84].

Solar PV Technology
Reference Equivalent Operating Hours per Year

Zone I Zone II Zone III Zone IV Zone V

One-axis solar
tracking facility 1602 1770 1940 2122 2279

Two-axis solar
tracking facility 1664 1838 2015 2204 2367

Fixed facility 1232 1362 1492 1632 1753

Table 9. Reference equivalent operating hours for PV power plants under RD 661/2007 until
31 December 2013 set by RDL 14/2010. Source: self-elaboration based on [84].

Solar PV Technology Reference Equivalent Operating Hours per Year

One-axis solar tracking facility 1644
Two-axis solar tracking facility 1707

Fixed facility 1250

3.4. The 2013–2020 Subperiod: A New Paradigm for the Spanish Solar Power Sector

From 1998 to 2013, economic incentives for power generation power plants using RES,
cogeneration and waste had amounted to more than 50,000 M EUR, increasing by more
than 800% from 2005 to 2013, when premiums for these facilities reached approximately
9000 M EUR.

Premiums for renewable, cogeneration and waste technologies had been mainly
financed by electricity consumers through their bills. In addition, and as of 1 January 2013,
part of those RES public support costs was financed by the Spanish General State Budgets,
with the income derived from the levies included in Law 15/2012.

Following with the cost-containment measures approved until 2012, RDL 2/2013 [89]
was enacted in February 2013 to continue mitigating the electricity system deficit. Sub-
sequently, it was approved RDL 9/2013 [90] in July 2013, which introduced the specific
principles on which a new regulatory and economic regime for the SR power plants would
be based. Thus, laying the foundations of the new paradigm for the Spanish RES power sec-
tor, and specifically for the solar power sector, which unlike the cost-containment measures
approved until then, dismantled the previous regulatory and economic framework.

As a result of the failure of the numerous legal measures enacted in recent years to
remove the tariff deficit, The new SES Law 24/2013 of December 2013 [56] established as
two of its major objectives the recovery of the long-lost economic and financial stability
of the power sector and the suppression of the undesirable regulatory dispersion existing
in such a relevant economic sector. Then, the new legislation for the generation power
plants from RES was governed by RD 413/2014 of June 2014 [57], which implemented the
fundamentals already included in RDL 9/2013 and incorporated in Law 24/2013.
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During the 2015–2017 period, given the need to comply with the binding objectives
established in the Directive 2009/28/CE on the promotion of the use of energy from RES
by 2020, it was necessary to boost the penetration of new renewable capacity in the Spanish
electrical system. Thus, three RES auctions under RD 413/2014 framework were called
in Spain.

The assignment of the specific remuneration regime and the standard value of the
initial investment would be determined through a competitive tendering to introduce the
most cost-efficient RES projects into the Spanish electricity system. It was a mechanism pro-
viding an incentive to the investment on the capital expenditures of the project (EUR/MW)
so that it always achieved the reasonable profitability (Russia was the unique country to
provide investment-based support as in Spain [32]). Thus, the products to be auctioned
would be the installed power with the right to receive the specific remuneration regime,
obtaining as a result of the auction a percentage of reduction of the standard value of the
initial investment of the standard facility that they were willing to waive for installing the
power plant. The projects offering higher discounts with respect to the standard values of
the facilities, and therefore causing a lower cost overrun in the system, were awarded until
the maximum established power quota was reached.

The first RES auction was held on 14 January 2016 and according to RD 947/2015 [91]
and the Order IET/2212/2015 [92] of October 2015, the call was only set for the allocation
of the specific remuneration regime under RD 413/2014 to new facilities for the electricity
generation from biomass in the peninsular power system (200 MW awarded) and from
wind technology (500 MW awarded). The allocation of the specific remuneration regime
was carried out through a technology-specific auction procedure geographically neutral.

In April 2017, RD 359/2017 [93] and the Order ETU/315/2017 [94] approved a second
technology-neutral call for the concession of the specific remuneration regime under RD
413/2014 up to a maximum of 3000 MW of installed power for new electricity produc-
tion facilities from wind, PV and non-PV and wind technologies of group b located in
the peninsular electricity system (geographically neutral). The allocation of the specific
remuneration regime was determined by a static auction method with a uniform pricing
rule. The Resolutions of 10 April 2017 of the State Secretariat for Energy [95,96] established
the procedure and rules of the auction according to RD 359/2017 and Order ETU/315/2017,
and called the auction for 17 May 2017.

That second RES auction established the following minimum and maximum values of
the offered percentage of reduction of the standard value of the initial investment of the
reference type facility, respectively: 0% and 63.43% for wind, 0% and 51.22% for solar PV,
and 0% and 99.99% for the rest of technologies of group b [95]. Meanwhile, the amount of
the economic guarantee requested as a prerequisite for participation in the auction would
be of 60 EUR/kW (gradually recovered) [93,94].

The second auction carried out on 17 May 2017 resulted in the allocation of 3000 MW
of renewable power plants at no cost to the consumers at least during the first regulatory
period, as the successful bidders offered the maximum possible discount for the standard
value of the initial investment. Specifically, 2979.664 MW were awarded to wind plants,
only 1.037 MW for solar PV technology and 19.299 MW for the rest of group b technologies,
mainly biomass [97]. Only 16 kW of wind technology and 21 kW of solar PV of the total of
3000 MW awarded were not finally enrolled in the registry of the specific remuneration
regime in a pre-allocation state [98]. The cost attributable to the organization of the auction
would be borne by those participants who were awarded in the auction through a rate of
0.08 EUR/kW [95].

In June 2017, RD 650/2017 [99] and the Order ETU/615/2017 [100] approved a new
technology-neutral call for the concession of the specific remuneration regime under RD
413/2014 up to a maximum of 3000 MW of installed power for new electricity production
facilities from wind and solar PV technologies located in the peninsular electricity system
(geographically neutral). The granting of the specific remuneration regime was determined
by a static auction method with a uniform pricing rule.
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That third RES auction established the following minimum and maximum values of
the offered percentage of reduction of the standard value of the initial investment of the
reference type facility, respectively: 0% and 87.08% for wind, and 0% and 69.88% for solar
PV [101]. Furthermore, that call included the possibility of increasing the power quota with
the power of all those bids with the same extra cost as the last bid awarded, provided that
the extra cost for the system was null and less than the value set in the confidential clause
of the resolution calling for the auction [99].

The remuneration parameters of the standard facilities applicable to this new call, the
mechanisms for assigning the specific remuneration regime, as well as the other aspects
established for the proper holding of the auction would be those set in the previous Order
ETU/315/2017. Likewise, the procedure and rules of the auction would be those established
in the previous Resolution of the State Secretariat for Energy of 10 April 2017 [100]. In turn,
the Resolution of 30 June 2017 of the State Secretariat for Energy [101] called the auction for
26 July 2017 under the provisions of RD 650/2017.

The third auction carried out on 26 July 2017 resulted in the allocation of 5036.921 MW
of renewable power plants at no cost to the consumers at least during the first regulatory
period, as the successful bidders offered the maximum possible discount for the standard
value of the initial investment. Specifically, 1127.818 MW were awarded to wind technology
and 3909.103 MW for solar PV technology [102]. All the awarded power was finally enrolled
in the registry of the specific remuneration regime in a pre-allocation state [103]. The cost
attributable to the organization of the auction would be borne by those participants who
were awarded in the auction through a rate of 0.08 EUR/kW [101].

Already in November 2019, RDL 17/2019 [104] adopted urgent measures for the
necessary adjustment of the remuneration parameters affecting the electricity system. As
regards production facilities from RES, cogeneration and waste that were entitled for a
premium remuneration upon the enactment of RDL 9/2013, various arbitration procedures
were pending resolution accumulating large claims for the damages allegedly caused by the
retroactively cuts in RES subsidies based on an alleged breach of the Energy Charter Treaty.

Tables 10 and 11 provide a comprehensive summary of the main features of the
different regulatory frameworks and economic regimes, respectively, in force for the Spanish
solar power plants in the period 2013–2020.

Table 10. Major characteristics of the different regulatory frameworks in force for solar power systems
in Spain in the period 2013–2020. Source: self-elaboration based on [56,57,89,90,104].

Legislation Main Characteristics

RDL 2/2013 of February 2013 [89]

Subject Adoption of urgent cost reduction measures to continue mitigating the electricity
system deficit

Previous regulations repealed or modified Amendment of RD 661/2007

RES goals –

SR group for solar technology –

Economic regime

� It established that all those methodologies for updating remuneration linked
to the CPI should replace it with the CPI at constant taxes without
unprocessed food and energy products since 1 January 2013, to use a more
stable index not affected by the volatility of the prices of unprocessed foods
or fuels for domestic use

� Bearing in mind the volatility of the electricity pool price, the premium on
top of the electricity market price was set to 0 cEUR/kWh and its upper and
lower bounds were removed for all the SR facilities under RD 661/2007.
Thus, guaranteeing a reasonable profitability for these facilities and avoiding
an over-remuneration at the same time
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Table 10. Cont.

Legislation Main Characteristics

Economic regime
� It set that the premium economic regime should be based solely on the

regulated tariff option, without prejudice to the fact that the SR facilities
could freely sell their energy in the pool without perceiving a premium

Administrative features –

RDL 9/2013 of July 2013 [90]

Subject To ensure the financial stability of the power sector in Spain

Previous regulations repealed or modified

� Derogation of RD 661/2007, RD 1578/2008 and the RPAR mechanism for SR
facilities of RDL 6/2009

� Amendment of the SES Law 54/1997 to introduce the standards on which a
new regulatory and economic regime for the SR power plants would
be based

RES goals –

SR group for solar technology –

Economic regime

� The previous remuneration options, namely the regulated tariff and the
premium on top of the electricity market price, were superseded by the
electricity market price plus an additional specific remuneration for
offsetting the investment and operating costs that could not be regained with
the revenues from the sale of energy in the market

� The specific remuneration would change in accordance with the typology of
the SR power plants and would be such that an “efficient and well-managed”
plant could acquire a reasonable return of investment along its regulatory
useful life allowing it to cover costs and compete on an equal basis with all
other technologies on the electricity pool

� For the specific remuneration computation, the standard income from the
sale of electricity in the pool, the standard operating costs and the standard
value of the initial investment for an “efficient and well-managed” facility
would be considered throughout its useful life

� Only the costs and investments established by provisions enforceable to the
entire Spanish territory and those responding solely to the electricity
generation activity would be considered for the computation of the
specific remuneration

� The reasonable return was defined, before taxes, at the average yield during
determined period of the 10-year Spanish bonds in the secondary market
plus an appropriate differential

� The specific remuneration parameters could be reviewed every 6 years
� For the particular issue of those SR power plants eligible for a premium

economic regime before RDL 9/2013 effective date, the average yield of the
10-year Spanish bonds would be computed over the last 10 years and a
differential of 300 BP would be added (amounting to 7.398%)

� Although the future regulatory and economic framework was deployed, the
remuneration of these SR power plants would be temporarily paid as
defined in RD 661/2007 and RD 1578/2008, but it would be recalculated
afterwards in accordance with the new legislation. As an exception, the
innovative CSP projects awarded under RD 1565/2010 maintained its
specific remuneration regime
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Table 10. Cont.

Legislation Main Characteristics

Administrative features

To qualify for the new economic regime for the SR facilities, the enrolment in the
specific remuneration regime register managed by the Spanish government
became mandatory. Those SR facilities not enrolled in that registry would receive,
exclusively, the market price

Other issues

An “efficient and well-managed” facility was understood as a plant with the
necessary resources to conduct its activity, with the same costs as for an efficient
facility in the same activity and considering the corresponding income and a
reasonable benefit for the performance of its functions

Law 24/2013 of December 2013 [56]

Subject
Setting of the power sector regulation so as to ensure the supply of electricity and
to adjust it to the consumers’ needs in terms of efficiency, security, transparency,
objectivity and at the lowest cost

Previous regulations repealed or modified
� Repeal almost entirely the SES Law 54/1997, while partially repealed RDL

14/2010 and RDL 2/2013
� Amendment of Law 15/2012

RES goals –

SR group for solar technology –

Economic regime

� The standards of RDL 9/2013 for the remuneration of the generation power
plants from RES were integrated, even though new items to adjusting the
remuneration to the cyclic situation of the economy and to the power sector
needs were added

� The new RES generation power plants would qualify for a specific
remuneration only on certain exceptional basis set by the Spanish
government, namely when there was an obligation to comply with energy
objectives derived from EU rules or when their introduction implied a
decrease in energy costs and external energy dependency

� The specific remuneration would be granted by a competitive procedure
� The conditions, technologies or group of specific facilities that could

participate in the competitive competition mechanism would be established
by RD

� The average yield of the 10-year Spanish bonds for the first regulatory period
of the new power plants would be computed over the three months prior to
the enactment of RDL 9/2013 and a differential of 300 BP would be added

� The remuneration parameters would be reviewed at the beginning of the
6-year regulatory periods, except the regulatory useful life and the standard
value of the initial investment. In turn, some of these regulatory parameters
could also be adjusted at the 3-year half-periods

� For the production activities from RES, cogeneration and waste in the
specific remuneration regime, the first regulatory period began on RDL
9/2013 effective date and ended on 31 December 2019, while the first
regulatory half-period began on RDL 9/2013 enactment date and ended on
31 December 2016

� The remunerations received by the existing SR power plants before the
enactment of RDL 9/2013 would not prompt any complaint even if the
reasonable return set in the new economic legislation for their regulatory
useful life was overstepped

505



Energies 2022, 15, 1593

Table 10. Cont.

Legislation Main Characteristics

Administrative features –

Other issues

� It removed the SR concept and referred instead to generation power plants
with specific remuneration

� It regulated the provisional closure of generation power plants
� It set regulatory periods of 6 years and regulatory half-periods of 3 years
� It established the priority criteria for access and dispatch of electricity from

RES facilities, while the share of electricity produced from fuels would not
receive the specific remuneration, but only the market price

RD 413/2014 of June 2014 [57]

Subject Development of the fundamentals already included in RDL 9/2013 and
incorporated in Law 24/2013

Previous regulations repealed or modified

� It suppressed the RPAR under RD 1578/2008 and under RDL 6/2009, the
RPAR for SR experimental facilities under RD 1565/2010, as well as the
registry of the SR without premium remuneration under RD 1003/2010

� It repealed RD 1565/2010 and RD 1614/2010

RES goals –

SR group for solar technology The generation power plants using solar energy as primary energy continued to
belong to group b.1 (PV plants in subgroup b.1.1 and CSP facilities in subgroup b.1.2)

Economic regime

� Generation facilities would be obliged to make financial offers to the
electricity market operator for each programming period either directly or
through an agent

� Once the RES facilities exceeded its regulatory useful life under RD 413/2014
economic regime, they would no longer receive the specific remuneration,
i.e., the remuneration for the investment and the remuneration for the
operation. However, these facilities could remain in operation, perceiving
exclusively the remuneration obtained from the sale of electricity in the pool.
In turn, RES facilities that, even within their regulatory useful life, would
have reached a reasonable profitability level, would have a return on
investment equal to zero and would keep the return on operation during
their regulatory lifetime

� The annual income perceived from the specific remuneration regime under
RD 413/2014 by a facility whose number of equivalent operating hours in a
given year did not exceed the minimum number of equivalent operating
hours of the corresponding standard facility, would be reduced and would be
null if it did not exceed the operating threshold defined for that facility type

� A classification of standard facilities would be established based on
technology, installed power, year of commissioning, electrical system, as well
as any other segmentation deemed necessary for the application of the
remuneration regime. Each standard power plant defined was identified by
a different code. In turn, the remuneration parameters for each standard
facility under RD 413/2014 economic regime were set by the Spanish
government through Ministerial Orders. The Order IET/1045/2014 of June
2014 [105], the Order ETU/130/2017 of February 2017 [106] and the Order
TED/171/2020 of February 2020 [107], defined these remuneration
parameters for the first, second and third half-periods, respectively

� For the PV power plants (subgroup b.1.1) under RD 413/2014, a total of
91 standard facilities ranging from IT–00001 to IT–00091 were defined.
Regarding CSP technology (subgroup b.1.2), a total of 20 standard facilities
ranging from IT–00601 to IT–00620 were set

� See Table 11 for a detailed summary of RD 413/2014 economic scheme for
the solar facilities

� For a comprehensive overview of the economic model related to the solar
facilities under RD 413/2014 regulatory framework the interested reader is
addressed to [46] for the solar PV technology and to [30] for the
CSP technology
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Table 10. Cont.

Legislation Main Characteristics

Administrative features

� Generation facilities under RD 413/2014 should be compulsorily registered
in definitive state in the administrative register of electricity generation
power plants (first section for facilities whose installed power is greater than
50 MW and second section for facilities whose installed power is equal to or
less than 50 MW)

� For the perception of the specific remuneration regime under RD 413/2014, it
should be a necessary condition that the facilities were enrolled in operation
state in the registry of the specific remuneration regime. For registration in
the specific remuneration regime registry in a pre-allocation state, namely
prior to the operation state, the facilities should deposit an
economic guarantee

Other issues

� The installed power would correspond to the maximum active power that a
production unit could reach. As for the PV plants, the installed power would
be the sum of the maximum unit powers of the solar PV modules of the
power plant

� It would be a necessary condition for obtaining the specific remuneration
regime that the facility was made up of new and unused main equipment

RDL 17/2019 of November 2019 [104]

Subject Adoption of immediate measures for the necessary adjustment of the
remuneration parameters affecting the power system

Previous regulations repealed or modified –

RES goals –

SR group for solar technology –

Economic regime

� It established at 7.09% the value of the reasonable profitability applicable
from the second regulatory period onwards for the standard facilities under
RD 413/2014 legal–economic framework

� Exceptionally, for those generation facilities that were entitled for a premium
remuneration upon the entry into force of RDL 9/2013, the value of the
reasonable profitability set for the first regulatory period, i.e., 7.398%, could
not be reviewed during the next two consecutive regulatory periods as of
1 January 2020. Thus, guaranteeing economic certainty to these facilities with
a reasonable profitability of 7.398% during the 2020–2031 period, higher than
the 7.09% established during the 2020–2025 period, and avoiding the
uncertainty of the 2026–2031 period. However, these facilities could
renounce this exception before 1 April 2020, thus a reasonable profitability of
7.09% for them being applicable

� The measure would not be applicable when an arbitration procedure based
on the modification of the special remuneration regime operated after RD
661/2007 had previously been initiated on the profitability of these facilities,
including those derived from the entry into force of RDL 9/2013, and its
implementing regulations. Conversely, the aforementioned facilities could
benefit from the exceptional regime when it was accredited before
30 September 2020, the early termination of the arbitration procedure and
the waiver of its restart or its continuation, or the waiver of the receipt of
compensation that had been recognized as a consequence of such procedures

Administrative features –

Other issues

New standard facilities were created for those power plants under the new
reasonable profitability of 7.09%, with identical technical and economic
characteristics as those under the 7.398% profitability, except for the reasonable
return applicable to them. The new standard facility codes to which a profitability
of 7.09% was applied for solar PV technology were comprised between IT–20001
and IT–20091, while for CSP technology they were comprised between IT–20601
and IT–20620 [107]
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Table 11. Major characteristics of the different economic regimes in force for solar power systems in
Spain in the period 2013–2020. Source: self-elaboration based on [56,57,90].

Legislation Technology
SR

Group
Facility Type

Remuneration Option
Time Limit Review and Update

Specific Remuneration 1

RD 413/2014
(in accordance

with RDL
9/2013 and

Law 24/2013)

Solar PV b.1.1

91 standard facilities
ranging from
IT–00001 to IT–00091
based on technology,
installed power, year
of commissioning and
electrical system

For the first regulatory period:

• Reasonable return for
existing facilities
of 7.398%

• Reasonable return for
new facilities: average
yield during the last
3 months plus a
differential of 300 BP

Regulatory
lifetime

(30 years)

Review every 6-year
regulatory period
and/or each 3-year
regulatory half-period

Solar CSP b.1.2

20 standard facilities
ranging from
IT–00601 to IT–00620
based on technology,
installed power, year
of commissioning and
electrical system

For the first regulatory period:

• Reasonable return for
existing facilities
of 7.398%

• Reasonable return for
new facilities: average
yield during the last
3 months plus a
differential of 300 BP

Regulatory
lifetime

(25 years)

Review every 6-year
regulatory period
and/or each 3-year
regulatory half-period

1 The remuneration option established by RD 413/2014 framework in accordance with RDL 9/2013 and Law
24/2013 consisted of the electricity market price plus an additional specific remuneration, fully established in a reg-
ulatory manner, compensating for the investment and operating costs that could not be regained with the revenues
from the sale of electricity in the market. The specific remuneration was awarded by competitive procedures.

4. Assessment of the 1998–2020 Energy Policy for the Solar Power Plants in Spain

4.1. Analysis of the 1998–2008 Promotion Stage
4.1.1. Concerning the Solar PV Technology Sector

First, the 1998–2004 subperiod was characterized by a stable remuneration system for
PV facilities in group b.1 under RD 2818/1998 legal–economic framework. However, the
solar PV generation technology did not develop as expected in the REP 2000–2010 with a
135 MW PV capacity target to be added for 2010, owing to the relatively low support levels
and the uncertainty for investors related to the support annual updating [26]. Specifically,
only 22.8 MW of PV capacity was put into operation at the end of 2004.

Subsequently, the 2004–2008 subperiod was marked by a much more favorable eco-
nomic framework under RD 436/2004 and RD 661/2007 for PV facilities.

RD 436/2004 increased the regulated tariff, with respect to RD 2818/1998, by 4.5% for
facilities up to 5 kW of installed power and by 91.5% for plants beyond 5 kW and up to
100 kW, while eliminating the possibility of FIP for these PV assets. Although PV plants
above 100 kW almost kept the same value for both the FIT and the premium on top of the
electricity pool price, incorporating an extra incentive to the FIP remuneration option. In all
cases taking into account a time limit of 25 years from which the incentives and premiums
would be reduced.

In this regard, the cumulative PV capacity installed in Spain at the end of 2006 was
145.6 MW, i.e., in just 2 years under RD 436/2004 the cumulative PV capacity was multiplied
by 6.4, ensuring RD 436/2004 150 MW PV capacity target.

Although the evolution of the cumulative PV capacity installed under RD 436/2004
was quite positive, it was decided to modify the economic scheme again through RD
661/2007. This new economic framework eliminated the FIP option for all PV facilities
(and it consequently lowered the risk related to the PV remuneration scheme, since the
PV support levels were not linked to the electricity prices [26]), and, in turn, increased the
FIT by 6.3% for plants up to 100 kW, by 93% for facilities above 100 kW and up to 10 MW,
and by 6.3% for plants beyond 10 MW and up to 50 MW. Thus, over-incentivizing the PV
plants unnecessarily led to a higher financial burden for the final consumers. In terms of the
promotion of increasingly competitive solar PV energy, inflated rewards were considered
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potentially detrimental to competition and cost reduction, thus discouraging technological
research into this type of technology [12].

Even though periodic adjustments and revisions of the economic scheme were es-
tablished by the different frameworks, the PV system behaved similar to an open-loop
system during the whole period 1998–2008, in which the incentives were decoupled from
the compliance level of the PV capacity goals set [9].

In 2007–2008, with the first symptoms of the economic crisis, the solar PV sector was
seen as a safe and economically profitable business for investors due to its attractive RD
661/2007 economic framework with high internal rates of return (actual internal rates of
return for projects were estimated to have been between 10% to 15%, as opposed to the
targeted rate of 5% to 9% [23]) and very small risks [9]. The end of the Spanish housing
market boom led professional as well as non-professional investors to shifted capital
from the real estate sector to the power sector in the pursuit of cost-effective investment
opportunities in a business legally implemented by the public administration and with
high premiums [11,41].

Furthermore, other factors contributed to the great expansion of the solar PV sector in
Spain in the 2007–2008 period, such as the ease of accessing low-interest loans to finance
projects (75% of the 20,000 M EUR invested in this business came from national or foreign
banks), the non-implementation of subsidy degression measures in order to lessen support
in line with the evolving costs of solar PV projects, the modular and easy-to-install features
of solar PV (particularly regarding the smaller facilities), the repowering of PV facilities
with more efficient equipment while maintaining their nominal capacity, quick permit
provisions, poor coordination between regional and national authorities and the favorable
EUR/USD exchange rate since 2006 until 2008, fostering imports of solar PV cells and
modules due to the stronger euro [23,26,41,47]. These extraordinary conditions attracted
an enormous amount of capital, including investments from many small investors who,
relying on government guarantees, did not doubt to use their family savings or become
indebted by mortgaging their family assets. Financial expenses in this period raised as the
number and amount of bank loans awarded to the sector increased considerably [12,41].

In addition, RD 661/2007 announced a transition mechanism that would be applied
once it reached 85% of the PV capacity target (371 MW). This mechanism generated high
uncertainty in the solar PV sector about its entering into force and duration. As a result,
it acted as a “call for investment” before the highly favorable remuneration scheme fin-
ished. For example, to maintain the same IRR as before the approval of the new economic
framework, it would have been necessary to reduce the solar PV production cost from
6.3 EUR/Wp to 0.5 EUR/Wp [9].

Consequently, the cumulative PV capacity installed in Spain at the end of 2008 was
3397.8 MW (545 MW and 2707 MW of new PV power were installed in 2007 and 2008,
respectively), far above the 400 MW PV capacity goal set by REP 2005–2010 for 2010.
Turning Spain into the second country in Europe with the largest cumulative installed PV
capacity, with investments in the Spanish solar PV market accounting for more than 40% of
the world’s total solar power plants in 2008 [9,11]. A total of 80% of that increase was due
to the rise in capacity deployed by facilities with capacity lower than 100 kW (most of these
plants being solar parks), and the remaining 20% took place in the segment from 100 kW to
10 MW, which was the one which experienced the greatest rise in remuneration [26].

Although the 1998–2008 promotion policies did not reduce the LCOE of PV systems
installed during that period, they had an enormous impact on the maturity of solar PV
technology making the country a leader within the PV market. This fact was reflected
afterwards with a strong reduction in its unitary prices [35,36].

In this vein, Spain suffered a diffusion solar PV bubble between June 2007 and Septem-
ber 2008, in which the PV power plants were conceived more as investment products rather
than environmental awareness-raising and commitment issues. Even banks included such
systems in their product portfolios offered to their clients [36]. In addition, later, a profitabil-
ity bubble between 2009 and 2011. Paradoxically, when PV incentives decreased between
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2009 and 2012, cost effectiveness rocketed owing to the even stronger reduction of PV
system prices. The spike in profitability was not accompanied, however, by a consequent
expansion because of the cost-containment measures enacted in that period in Spain [47].

It is also important to stress that the on-roof PV systems promotion mechanism
initially established by RD 2818/1998 was one of the greatest obstacles to its development.
In this regard, the economic framework set by RD 2818/1998 guaranteed a more beneficial
remuneration for small plants with a rated power up to 5 kW (subsequently, RD 436/2004
updated this rated power limit to 100 kW), with the incorrect assumption that roof-mounted
PV systems would be those with the smallest installed powers. This ill-defined control
scheme, relating the incentives to the rated power rather than to the PV facility type, was
not corrected until the approval of RD 661/2007 [9].

This loophole allowed the segmentation of the ground-based PV facilities into modules
of 5 kW under RD 2818/1998 or 100 kW under RD 436/2004 eligible for the highest
premiums while benefiting of the lower costs of large facilities, giving rise to the so-called
solar parks. Thus, boosting cost effectiveness above the levels intended by the regulation.
More than 90% of the total PV capacity installed in the 2007–2008 period was some type of
solar park, while 65% of the installed PV capacity in that period belonged to solar parks of
more than 10 MW of total size divided into units of up to 100 kW [9,27,47].

This fact generated a high uncertainty and contributed to the failure of on-roof PV
systems development, as less than 10% of the PV plants in Spain were located on a roof, as
well as to the unbalanced development of the whole solar PV sector. Thereupon, although
around 80–90% of the Spanish PV plants were located on ground, virtually 100% of them
benefited from the incentives originally thought for on-roof PV systems [9,27,47].

The Spanish administrative process related to the commissioning of a solar PV power
plant was lengthy because of the requirement to acquire different licenses, the processing
of which involved the contact of up to three administrative layers at a local, provincial and
autonomous level, in addition to a degree of unwillingness and even philistinism and lack
of coordination between competent authorities. In this respect, the same procedure could
have different results within the same autonomous community, owing to the specific un-
derstanding of the regulation of each administrative body. Specifically, it could take several
years from the moment that a stakeholder decided to enter the PV electricity generation
business until the facility network connection and the activity final commissioning [19,108].

Lastly, the costs of the power system associated with the remuneration of the solar PV
sector raised significantly over the latter part of the 1998–2008 promotion stage. The solar
PV sector represented a small share of RES in Spain and, simultaneously, an important
portion of the total cost of RES promotion [26]. Figure 4 shows the evolution of the annual
costs resulting from the public support devoted to the solar PV sector development in
Spain during the period 1998–2020 using a red solid line. In addition, the amount of the
specific remuneration costs related to the investment remuneration (see the purple-colored
vertical bars in Figure 4) and the operation remuneration (see the yellow-colored vertical
bars in Figure 4) are also plotted from 2014 when the new RD 413/2014 legal–economic
framework came into force.

As can be seen in Figure 4, during the 1998–2004 subperiod, the solar PV development
costs followed a fairly smooth growth, increasing from 0.08 M EUR in 1998 to 2.53 M EUR in
2003. Otherwise, as of the approval of RD 436/2004 and RD 661/2007, these public support
costs of the solar PV sector began to take an increasing spiral. Thus, in 2004, the solar PV
sector costs increased by 143% compared to the previous year reaching 6.15 M EUR.
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Figure 4. Evolution of the annual costs associated with the Spanish solar PV sector development in
the period 1998–2020. Source: self-elaboration based on [69].

Table 12 presents a comparison between the real annual development costs of the
Spanish solar PV sector and those expected by the REP 2005–2010 during the period
2005–2010. During the validity period of RD 436/2004, the public support costs of the solar
PV sector increased at an annual rate of 130–185%, almost doubling the costs expected
by REP 2005–2010. However, during the period 2007–2008, with the enactment of RD
661/2007, the solar PV development costs grew by around 400% annually, quadrupling in
2007 and multiplying by almost 12 in 2008 the costs anticipated by the REP 2005–2010. In
this respect, around 80% of the total cost of all the solar PV systems under RD 661/2007
corresponded to the PV facilities installed in 2008 [28].

Furthermore, the 600 M EUR increase in the solar PV sector public support costs for
2008 over the previous year foreseen by the Spanish government was widely exceeded.
Specifically, as denoted in Table 12, an increase of almost 800 M EUR was obtained, which
in turn represented an increase around 4.9% on the consumers electricity tariff [27].

Table 12. Comparison between the real annual development costs of the Spanish solar PV sector and
those expected by the REP 2005–2010 during the period 2005–2010. Source: self-elaboration based
on [66,69].

Year
Real PV Costs

[M EUR]
PV Costs Expected by the REP 2005–2010 [M EUR]

2005 14.00 9.42
2006 39.89 22.67
2007 191.75 46.56
2008 984.80 85.01
2009 2579.14 134.92
2010 2656.29 200.84
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4.1.2. Concerning the CSP Technology Sector

First, the 1998–2004 subperiod was characterized by continuous changes in the eco-
nomic framework of CSP technology facilities. Initially they were in the same remuneration
group as the solar PV plants, namely group b.1, under RD 2818/1998. Later they became
part of group b.3 under RD 1955/2000 with reductions in its incentives of 70–80% under
the FIT option and 80–90% under the FIP option. In addition, finally, RD 841/2002 defined
its own remuneration subgroup within the b.1 solar technology group, i.e., the subgroup
b.1.2, which only allowed them to access the FIP remuneration scheme.

In this regard, in addition to the high uncertainty introduced by the continuous
changes in the remuneration scheme, hindering the decision-making in the mid and the
long term, the low level of remuneration caused that no CSP plant was put into operation in
this subperiod. However, the REP 2000–2010 set a CSP capacity target of 200 MW for 2010.

Thereupon, the 2004–2008 subperiod was characterized by a much more favorable
economic framework for CSP facilities. RD 436/2004 once again allowed CSP facilities to
access the FIT remuneration option, in addition to incorporating an extra incentive to the
premium on top of the electricity pool price option. In this sense, at the end of 2004 there
were already three CSP projects in progress totaling 110 MW, as well as other initiatives
in the development stage totaling 325 MW [10]. In short, with the remuneration system
defined in RD 436/2004, RD 436/2004 200 MW capacity target and the 500 MW capacity
goal set by REP 2005–2010 for 2010 were insured.

Even though only one CSP plant of 11.02 MW had just been put into operation, the
economic framework was once again modified through RD 661/2007. This new economic
scheme increased the incentives for CSP facilities by around 20% under the FIT option and
around 30% under the FIP option, though the established capacity targets were virtually
assured. Thus, over-incentivizing the CSP plants unnecessarily led to a higher financial
burden for the final consumers.

Although periodic adjustments and revisions of the economic scheme were established,
as in the solar PV sector, the CSP system also behaved similar to an open-loop system
during the whole period 1998–2008, in which the incentives were decoupled from the
compliance level of the CSP capacity goals set [10].

In addition, as for the PV plants, RD 661/2007 announced a transition mechanism
to be applied once 85% of the 500 MW CSP capacity target had been reached, generating
high uncertainty in the CSP sector about its date of entering into force and its duration,
as well as a call for investment before the highly favorable remuneration scheme finished.
Consequently, 4100 MW of CSP capacity had requested access to the grid by 2007 and
15,563 MW by 2009 [10]. Furthermore, a second CSP plant of 49.90 MW entered in operation
at the end of 2008 totaling 60.92 MW of installed CSP capacity in Spain, which represented
an increase in the cumulative installed CSP capacity of 453% with respect to the previous
year. A CSP bubble was taking shape.

In Spain, the absence of a social backlash against the technology seemed to be related
to CSP deployment being a win–win for most local actors due to its environmental and
socioeconomic benefits [38].

In conclusion, the costs of the power system associated with the remuneration of the
CSP sector started to increase at the end of the 1998–2008 promotion stage. Figure 5 depicts
the evolution of the annual costs resulting from the public support devoted to the CSP sector
development in Spain during the period 1998–2020 using a blue solid line. In addition,
the amount of the specific remuneration costs related to the investment remuneration
(see the purple-colored vertical bars in Figure 5) and the operation remuneration (see the
yellow-colored vertical bars in Figure 5) are also plotted from 2014 when the new RD
413/2014 legal–economic framework came into force.
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Figure 5. Evolution of the annual costs associated with the Spanish CSP sector development in the
period 1998–2020. Source: self-elaboration based on [69].

As can be observed in Figure 5, during the 1998–2006 period no CSP plant was put
into operation in Spain, thus the development costs of the CSP sector were zero. In 2007,
the first 11.02 MW CSP plant was put into operation with public support costs for the CSP
sector of 3.07 M EUR. In turn, with the commissioning of a second 49.90 MW CSP plant in
2008, those costs increased by 96% to 6.02 M EUR.

4.2. Analysis of the 2008–2020 Containment Stage
4.2.1. Concerning the Solar PV Technology Sector
Containment Stage and RD 1578/2008

The 2008–2013 subperiod was characterized by the implementation of different mea-
sures to first control the Spanish PV boom that took place in 2007–2008 and then, to reduce
the economic impact on the power sector of existing and future PV plants, ensuring its
economic sustainability.

First, RD 1578/2008 was approved as a control structure aimed at adapting the re-
muneration scheme for new PV facilities once RD 661/2007 PV power targets had been
largely exceeded due to the solar PV boom. It established a saturation mechanism through
the creation of the RPAR that limited the total new PV power installed in the electricity
system, as shown in Figure 6. Thus, the PV power finally awarded for registration in the
RPAR was not allowed to exceed the quarterly power calls, which varied according to the
system evolution. Given the small quotas legislated and the delay in their allocation, many
awarded PV projects were delayed in their implementation as installed capacity [27,41].
However, the saturation mechanism could create an overheating of the market and boom-
and-bust cycles if the capacity was provided on a first-come-first-served basis as in the
Spanish case [44].
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Figure 6 depicts the evolution of the solar PV technology under RD 1578/2008 control
structure during the 3-year 2009–2011 period, in which a total of 12 power calls were carried
out for each type of PV plant, i.e., 4 calls per year.

On the one hand, the first column of graphs shows the PV power awarded per call
(see the green-colored vertical bars in Figure 6), as well as the PV power admitted but not
awarded due to the full coverage of the quotas established (see the orange-colored vertical
bars in Figure 6), the PV power not admitted due to the existence of formal defects (see the
red-colored vertical bars in Figure 6) and the maximum PV quota established (see the black
dashed line in Figure 6) for each PV plant typology, i.e., subtype I.1, subtype I.2 and type II.

On the other hand, the second column of graphs depicts the cumulative PV power
awarded as the calls progressed (see the green solid line in Figure 6), as well as the
maximum cumulative PV quota established (see the blue-colored vertical bars in Figure 6)
for each type of PV facility, namely subtype I.1, subtype I.2 and type II.

 

Figure 6. Evolution of the solar PV technology under RD 1578/2008 control structure during the
period 2009–2011. Source: self-elaboration based on [69].
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During the 3-year 2009–2011 period under RD 1578/2008 saturation mechanism,
66.7 MW of cumulative PV power for subtype I.1 (4.73% of the total awarded PV power),
630.9 MW for subtype I.2 (44.70% of the total awarded PV power) and 713.65 MW for
type II (50.57% of the total awarded PV power) were awarded in the different power calls,
as shown in Figure 6.

By contrast, without the control mechanism established by RD 1578/2008, the cumula-
tive PV power awarded during the same period would have been 119.8 MW for subtype I.1,
1169.57 MW for subtype I.2 and 9655.18 MW for type II (see Figure 6). Obtaining, in
this case, an excess in the cumulative PV power awarded with respect to the maximum
cumulative PV quota established of 46.38% for subtype I.1, 54.63% for subtype I.2 and
1301.17% for type II.

Hence, the saturating effect of RD 1578/2008 RPAR was an effective mechanism to
guarantee the stability and predictability of the PV system. It could be estimated that
125–171 M EUR for subtype I.2 and 615–842 M EUR for type II was saved for the Spanish
electricity sector at the end of 2010 [27].

Furthermore, RD 1578/2008 corrected the previous decoupling of the regulated tariff
and the compliance degree of the power goals, putting an end to the former open-loop
control for new PV plants. Accordingly, it adjusted the annual power goals of each PV
system type as a function of the regulated tariff, offsetting the rise in power targets with
the decrease of its remuneration, as seen in Figure 7. Thus, limiting the economic impact
on the power system of the new PV power plants, but without waiving the PV investment.
Specifically, in the most likely scenario of full coverage of all the power calls, a FIT annual
reduction of approximately 10% was obtained [27].

As the support levels evolution depended on the market reaction, it mitigated the
asymmetric information problem related to technology costs common in the past (the
Spanish government failed to estimate the costs of solar PV as well as their evolution
and, thus, higher support levels than necessary were provided [44]). Thus, allowing the
market to reveal the true costs of the technology [26]. However, the flexible degression
tariff mechanism under RD 1578/2008 introduced uncertainty to investors, since they did
not know exactly the level of support a period before they invested [26,44].

Figure 7 plots the evolution of the solar PV technology under RD 1578/2008 control
structure during the 3-year 2009–2011 period in terms of the cumulative PV power awarded
(see Figure 7a) and the eligible FIT for the PV power awarded (see Figure 7b), for each type
of PV plant, i.e., subtype I.1 (see the dark-blue solid lines in Figure 7), subtype I.2 (see the
light-blue solid lines in Figure 7) and type II (see the green solid lines in Figure 7).

As observed in Figure 7, during the 2009–2011 period, as the cumulative PV power
awarded increased in a certain type of PV plant, the FIT decreased for that type of facility.
Specifically, the cumulative PV power awarded during the 2009–2011 period increased
from 1.67 MW to 66.70 MW for subtype I.1, from 20.92 MW to 630.90 MW for subtype
I.2 and from 66.11 MW to 713.65 MW for type II. However, the FIT was reduced from
34 cEUR/kWh to 27.38 cEUR/kWh for subtype I.1 (19.47% of reduction), from 32 cEUR/kWh
to 19.32 cEUR/kWh for the subtype I.2 (39.63% of reduction) and from 32 cEUR/kWh to
12.5 cEUR/kWh for type II (60.94% of reduction).

In addition, RD 1578/2008 control structure could have also contributed to the growth
of rooftop PV plants, representing 49.43% of the new PV facilities with a total of 697.6 MW
awarded during the 2009–2011 period.

Therefore, after a total of 2707.34 MW of PV power had been put into operation in 2008,
there was a slowdown in installed PV capacity of almost one year, from October 2008 until
practically November 2009, due to the increase in the administrative complexity and cueing
procedures resulting from the enactment of RD 1578/2008 RPAR. Since then, the different
calls under RD 1578/2008 control mechanism caused the commissioning of 1248.36 MW of
new PV power in the 2009–2013 period. Thus, at the end of 2013, the cumulative PV power
in Spain was 4646.15 MW, representing an increase of 36.74% compared to the cumulative
PV power in 2008.
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Figure 7. Evolution of the solar PV technology under RD 1578/2008 control structure during the
period 2009–2011 in terms of: (a) the cumulative PV power awarded; (b) the FIT eligible for the PV
power awarded. Source: self-elaboration based on [69].

Containment Stage and Retroactive Energy Policy from 2010 to 2012

Subsequently, the Spanish government enacted a retroactive energy policy in the
period 2010–2012 to lessen the financial burden to the electricity system. The promotion
cumulative cost of PV systems was expected to be less than 499.4 M EUR at the end of the
period 2005–2010. However, at the end of 2010, this cost was, at least, 6802.8 M EUR, which
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raised the Spanish power tariff deficit and, consequently, the electricity tariff charged to
consumers [27].

The 2010–2012 energy policy changed the cost effectiveness of the PV power plants
by impacting on their income and on their operating cost. The new energy measures
representing savings to the electricity sector resulted in minor revenue for the power plants.
However, the measures introducing new incomes for the electricity system were directly
translated into an increment of their operating cost [28].

RD 1578/2008 did not regulate the PV cost-containment expressly. Thus, in 2010,
3 new rules entered into force to amend the inefficient cost control scheme, namely RD
1003/2010, RD 1565/2010 and RDL 14/2010.

The first saving action, introduced by RD 1003/2010, was the possible shrinkage of
the PV power under RD 661/2007 depending on the existing fraud detection, which would
imply the exclusion of the PV facilities involved from the remuneration framework of RD
661/2007. Thus, entailing a decrease on the final cumulative cost overrun [28].

RD 1565/2010 imposed a drastic decrease of the regulated tariffs applied to PV systems
under RD 1578/2008 (note that about 80% of all PV facilities installed at that moment in
Spain fell under RD 661/2007 [26]). The accumulated FIT reductions reached 32.3% for
subtype I.1 PV systems, 52.5% for subtype I.2 and 68.8% for type II, respectively, regarding
the conditions established by RD 661/2007. Thus, this control measure represented an
annual saving of around 140 M EUR and countered the cost increment of approximately
138 M EUR per year provoked by the experienced growth in generation capacity [27].

RDL 14/2010 limited the operating time eligible for premium of PV facilities under
both RD 661/2007 and RD 1578/2008. Then, the electricity generated exceeding that
threshold should be sold at the wholesale market, thus reducing its revenues. This control
measure prevented the consolidation of the experimented increase in generation capacity
and therefore, future cost deviations. However, it could limit the efficient functioning of
existing plants as well as the development of more efficient solar PV technologies, because
it discouraged improvements in efficiency as a path to increase income [26,27]. With the
enactment of RDL 14/2010, the government planned to decrease the expenditures of the
power sector by 4600 M EUR in 3 years, namely from 2011 to 2013. Half of this amount was
expected to come from the reduction of the PV plants revenues, representing an annual
saving of 740 M EUR for consumers [11,26].

Moreover, measures were also implemented to increase the income of the electricity
system under the 2010–2012 energy policy. Specifically, RDL 14/2010 obligated all power
generators to pay a 0.5 EUR/MWh toll for the electricity fed into the distribution and
transmission grids [84], and Law 15/2012 added a 7% tax on the gross revenues for the
electricity generated by all electricity producers in the Spanish electrical system [87]. The
solar PV sector claimed that the 0.5 EUR/MWh grid access charge reduced the revenues
of ground-mounted PV facilities by 0.2% and those of roof facilities by 0.3%, while the
RES generators receiving support through FIT could not pass the amount of this 7% fee to
customers and, therefore, should assume the additional costs fully [11].

According to [11], the 7% generation charge had the greatest impact among the
2010–2012 containment measures, followed by RDL 2/2013 change in the tariff-updating
mechanism, RDL 14/2010 generation cap, RD 1565/2010 shortening of the support period
and the 0.5 EUR/MWh grid access charge. However, the rise of the support period length
under RDL 14/2010, first, and under Law 2/2011, later, improved the profitability of the
PV plants.

The urgent need to decrease the skyrocketing Spanish power tariff deficit forced the
government to approve RDL 1/2012 in 2012, which cancelled economic incentives for all
new RES power plants. Still, the main problem of regulating the Spanish solar PV industry
by that moment was how to deal with the overflowed cost caused by the control deficiencies
of the previous legislations [27]. Numerous solar PV manufacture companies either had to
close or merge because neither minimum returns nor capital amortization were guaranteed,
and employment in the sector fell from a high of 41,700 reported jobs to fewer than 10,000
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in 2012 [23,41]. Even though a public credit line was launched by the Spanish government
in July 2011, with a variable interest rate and a repayment term of 7 years maximum, that
initiative was not enough to replace the private financing [41].

As shown in Figure 4, during the 2008–2013 subperiod, the solar PV sector develop-
ment costs followed a significant and sustained growth, increasing from 984.80 M EUR in
2008 to 2889.11 M EUR in 2013. In 2009, the solar PV costs increased by 162% compared to
the previous year reaching 2579.14 M EUR (in that year solar PV received almost 60% of
all support for renewable electricity in Spain, despite providing only 12% of its renewable
electricity and almost 3% of the total electricity generation [11,23]). However, thereafter,
due to the cost-containment retroactive energy policy measures, the evolution in costs
stabilized with a downward trend. Thus, solar PV costs grew 3% in 2010, decreased 14% in
2011, and again grew 8% in 2012 and 17% in 2013.

Containment Stage and Retroactive Energy Policy from 2013 to 2020

The cost reduction capability of the 2010–2012 energy policy had not been enough.
Thus, in 2013, RDL 9/2013 broke with the legal philosophy applied so far, which had intro-
duced cost reducing measures without dismantling the established economic framework [28].

Therefore, the 2013–2020 subperiod, unlike the 2008–2013 subperiod, was character-
ized by the dismantling of the previous open-loop control structure for the whole solar PV
sector. Thus, RDL 9/2013 laid the foundations for a new closed-loop control scheme, the
financial sustainability of the electricity system being a declared objective. Subsequently,
the SES Law 24/2013 and RD 413/2014 developed this new control mechanism for both
new PV plants under RD 1578/2008 and existing ones under RD 661/2007. The new
remuneration scheme set by RD 413/2014 reasonable profitability cost-containment mech-
anism caused a considerable profitability reduction in the PV plants with respect to the
former frameworks.

Moreover, the intrinsic complexity of RD 413/2014 framework, with a great number
of regulatory parameters and a high uncertainty associated with their future evolution,
severely hampered understanding its effects on the economic performance of the PV
systems in the mid and the long term [46].

It is also important to stress that even though the minimum threshold of operating
hours imposed by RD 413/2014 to PV plants could have represented an opportunity to
force the owner to keep their facilities at their optimum status and, therefore, generating
as much energy as possible, RD 413/2014 established that minimum threshold below 50%
of the average operating hours of a standard PV power plant in Spain. Consequently,
some investors wondered if it was worth keeping the annual investment in operating and
management protocols to acquire high energy yields provided that the minimum threshold
was achieved, as the economic effort to optimally maintain the PV facility did not exceed
the maximum threshold of operating hours and its corresponding revenues [36].

After implementing the containment measures in the Spanish solar PV sector through
the different regulatory frameworks enacted, the PV economic investments changed from
an attractive initial cost-effective scenario to a limited situation in terms of the original
business plans [36]. In this regard, more than one third of the existing PV plants in that
moment were bearing negative returns and liquidity problems (additionally damaged by
the slow pace of the government’s subsidy payments [36]), leading to many appeals and
legal claims in the court against the Spanish State. Most of the producers were pushed
to refinance their bank debt under more burdensome terms or to sale the PV plants to
foreign investment groups. In turn, many small investors were indirectly forced to abandon
their plans, i.e., canceling the annual expenditures on operating and management tasks,
so they could divert those operational expenditures to their loan duties and overcome
possible bankruptcy scenarios. In those bankruptcy scenarios, private equity or vulture
funds ([36] stated that there could be a certain degree of government complicity with some
powerful equity funds or energy companies) were discovering market opportunities, either
by acquiring PV-related enterprises or buying large PV plants [12,18,35,36,46,53].
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Spain dropped from second position among the EU countries in 2008, with 32.5% of
generation, to fifth in 2015, with 5.1% of production. Similarly, there were 1942 companies
in operation in the solar PV sector in 2008, while 848 companies had disappeared in 2014
over a 6-month period, constituting 44% of companies active in 2008 [12].

During the 2014–2018 period there was a significant stoppage in the commission-
ing of new PV power. Specifically, only 53 MW of PV capacity were installed in Spain.
This trend changed in the 2019–2020 period with the installation of 3311.71 MW in 2019
and 2243.95 MW in 2020 of new PV capacity as a result of RD 413/2014 auctions carried
out in 2017. Thus, at the end of 2020 the cumulative PV power installed in Spain was
10,254.78 MW, representing an increase of 118% compared to the cumulative PV power
in 2018. Although the first 2007–2008 PV boom was led by small companies, this second
boom is linked to larger companies [37].

As shown in Figure 4, during the 2013–2020 subperiod the development costs of the
solar PV sector remained practically constant with annual variations between −15% and
+2.5%. The solar PV costs evolved from 2889.11 M EUR in 2013 to 2409.77 M EUR in 2020.

During the 2013–2020 subperiod, the investment remuneration represented 92–94%
of the specific remuneration costs, while the operation remuneration only represented the
remaining 6–8%, as shown in Figure 4.

4.2.2. Concerning the CSP Technology Sector
Containment Stage and Retroactive Energy Policy from 2010 to 2013

The 2008–2013 subperiod was characterized by the implementation of a set of con-
current saving measures to the existing control system to limit the CSP bubble that was
taking shape and the associated overrun cost to the power sector. To that effect, first, RDL
6/2009 replicated the control structure defined by RD 1578/2008 for PV plants, to avoid
that the solar PV boom and its economic impact on the electricity system could occur in
other renewable sectors such as CSP or wind.

RDL 6/2009 established a saturation mechanism through the creation of the RPAR
that limited the total CSP power installed in the system. In this way, it was possible to limit
the CSP bubble generated under RD 661/2007. Accordingly, only 29% of the 15,563 MW of
CSP capacity, which had requested access to the electricity network and had deposited the
corresponding economic guarantees, finally applied for the RPAR (4499 MW). Furthermore,
only half of the CSP power that applied to the RPAR was definitely awarded [10].

However, the almost 2440 MW of CSP capacity awarded and registered in the RPAR
five-fold increased the 500 MW CSP capacity goal set by REP 2005–2010 for 2010. Thus, the
entry into operation of the enrolled CSP power plants was distributed in four stages until
the end 2013 to defer the overrun costs to the electricity system.

Thereupon, 471 MW were put into operation in the first phase (years 2009–2010),
467 MW in the second phase (year 2011), 951 MW in the third phase (year 2012) and the
last 350 MW in the fourth phase (year 2013). This new yearly installed capacity represented
an increase in the cumulative CSP capacity compared to the previous year of 281% reaching
232 MW in 2009, 129% reaching 532 MW in 2010, 88% reaching almost 1000 MW in 2011,
95% reaching 1950 MW in 2012 and 18% reaching almost 2300 MW in 2013.

In addition, other regulatory measures were implemented to decrease the soaring
costs of the electrical system, such as RD 1614/2010, which limited the equivalent operating
hours at rated power eligible for the regulated tariff or premium of RD 661/2007 for CSP
facilities [83], or RDL 1/2012, which temporarily suppressed the economic incentives of
RD 661/2007 as well as the registration procedure in the RPAR under RDL 6/2009 for new
SR power plants [86].

Moreover, measures were also implemented to increase the income of the electricity
system such as RDL 14/2010, which obligated all power generators to pay a 0.5 EUR/MWh
toll for the electricity fed into the distribution and transmission grids [84], or Law 15/2012,
which added a 7% tax on the gross revenues for the electricity generated by all electricity
producers in the Spanish electrical system [87].
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As shown in Figure 5, during the 2008–2013 subperiod, the development costs of the
CSP sector followed a significant and sustained growth, increasing from 6.02 M EUR in
2008 to 1120.75 M EUR in 2013. In 2009, the CSP public support costs increased by 815%
compared to the previous year reaching 55.13 M EUR. However, thereafter, due to the
cost deferral mechanism incorporated by RDL 6/2009, the increase in development costs
stabilized with a downward trend. Thus, CSP costs grew 234% in 2010, 132% in 2011, 113%
in 2012 and 23% in 2013.

Containment Stage and Retroactive Energy Policy from 2013 to 2020

Then, the 2013–2020 subperiod, unlike the 2008–2013 subperiod, was characterized by
the dismantling of the previous open-loop control structure. Thus, RDL 9/2013 laid the
foundations for a new closed-loop control scheme where the cost to the electrical system was
the controlled variable. Subsequently, the SES Law 24/2013 and RD 413/2014 developed
this new control mechanism, adjusting the remuneration of the RES facilities to the needs of
the Spanish power system. The remuneration parameters were periodically reviewed and
updated, seeking a reasonable profitability for the RES facilities, in which were included
the CSP plants, while maintaining the economic sustainability of the electrical system [10].

By the end 2013, 50 CSP facilities with 2299.5 MW of cumulative capacity were com-
mercially operating in Spain, turning it into the world leader in terms of installed CSP
capacity, followed by the United States. A total of ten out of the 60 initially envisaged
facilities, as well as the innovative CSP project, were finally withdrawn due to the cuts in
the CSP remuneration introduced by the latest regulatory changes. Specifically, the new
legislation implied a 15% mean cut in the CSP remuneration, which added to the retroactive
measures adopted in the previous years increased the cumulative cut to 50% [10,30].

Accordingly, one of the most significant problems for the CSP sector was the liquidity
shortage and the decrease of their legitimate expectations in the income statement. Fur-
thermore, RD 413/2014 legal–economic framework introduced an enormous complexity
and uncertainty in the Spanish CSP sector remuneration mechanism. Thus, significantly
hampering their economic assessment and decision-making in the mid and the long term,
and reducing the Spanish project developers, with only engineering, procurement and
construction firms remaining in the sector [10,30,38,54].

CSP is still considered an immature non-competitive technology with the absence of
public support. The principal reason for the sluggish growth of CSP is notably related to
its huge generation costs (the most relevant barrier of the CSP technology compared to
conventional power plants and other RES technologies according to [38]). This situation is
strongly illustrated in Spain, where the solar power sector came to complete stagnation
when the recession forced the national government to shorten the subsidies that had
prompted its rapid development several years earlier. The feasibility of this type of CSP
facilities essentially depend on a sharp decrease in operating costs and a rise in income
from electricity sales [39].

The size limit of 50 MW to be eligible for support in Spain was regarded as a limit to
further innovation and cost reductions, since CSP projects needed to be relatively large to
function properly while upsizing is a relevant source of cost reductions [38,40].

No new CSP plant was installed in Spain as of 2013. Thus, as shown in Figure 5, during
the 2013–2020 subperiod the development costs of the CSP sector remained practically
constant with annual variations between −3% and +10%. The CSP public support costs
evolved from 1120.75 M EUR in 2013 to 1244.46 M EUR in 2020, going through a peak of
1320.76 M EUR in 2017.

During the 2013–2020 subperiod, the investment remuneration represented 82–86%
of the specific remuneration costs, while the operation remuneration only represented the
remaining 14–18%, as shown in Figure 5.
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5. Conclusions

This work provides a comprehensive review of the energy policy evolution for the
whole solar power sector in Spain, namely both solar PV and CSP technologies, from 1998
to 2020. Thus, this review deals with the complete boom-and-bust cycle experienced by the
Spanish solar power sector in the last 23 years.

Spain has become one of the most successful countries in the world in promoting
electricity generation from RES, and specifically from the solar resource due to the great
country-specific solar potential, through a highly favorable energy policy combined with
strong public incentives set by Spanish governments mainly during the first decade of the
2000s. Nevertheless, the initial highly favorable regime applicable to solar power plants
turned into an extremely unfavorable scenario during the second decade of the 2000s.

The Spanish solar power sector has suffered continuous and significant changes in its
regulation, denoting a great dynamism in recent years. In this vein, a survey of the different
legislation in force during the 1998–2020 period was first conducted to contextualize and
describe the last 23 years of solar energy policy in Spain. Two major stages have been
identified, namely the 1998–2008 promotion stage, which began with the enactment of the
first SES Law 54/1997, and the 2008–2020 cost-containment stage, which ended with the
approval of the new RD 960/2020 economic regime for RES. During the 1998–2008 promo-
tion stage, a total of two REPs, two European directives and seven meaningful national
regulations were implemented for the solar power sector. In turn, during the 2008–2020
cost-containment period, a total of one REP, one European Directive and up to 22 relevant
national regulations were implemented for that renewable electricity production sector.
As regards the promotion stage, the first part began by laying the foundations of the Span-
ish electricity production sector from RES, and more specifically from solar technologies,
through RD 2818/1998 framework and its revisions, i.e., RD 1955/2000 and RD 841/2002.
However, during the second half of that period the Spanish government ratified its unwa-
vering and forceful commitment to the development of solar power plants by an extremely
favorable economic framework for those facilities, first under RD 436/2004 and later under
RD 661/2007.

As for the cost-containment stage, the first part was characterized by the enactment of
a set of measures aimed at controlling the excessive growth of solar capacity, derived from
the Spanish solar boom that was taking shape during the period 2007–2008, and its huge
impact on the electricity system costs, namely RD 1578/2008, RDL 6/2009, RD 1003/2010,
RD 1565/2010, RD 1614/2010, RDL 14/2010 and Law 2/2011. However, the measures
adopted until 2011 were not sufficient, putting at risk the final goal of suppressing the tariff
deficit, which emerged because of the mismatch between the income and the costs of the
Spanish power system, as of 2013. Thus, new containment measures were approved in
2012, namely RDL 1/2012, Law 15/2012 and RDL 29/2012. However, during the second
half of that period, and after the approval of RDL 2/2013 which continued to seek the
electricity system tariff deficit mitigation in line with the previous measures, the Spanish
government retroactively dismantled the previous promotion frameworks breaking with
the cost-containment philosophy applied so far, to reduce the high economic burden to the
Spanish power system ultimately paid by the end consumers. Thus, laying the foundations
of a new paradigm for the entire Spanish renewable power sector, in which were included
the solar power plants, by means of RD 413/2014 regulation, which built the fundamentals
already included in RDL 9/2013 and integrated in Law 24/2013. During the second half of
the cost-containment stage, three RES auctions under RD 413/2014 framework were called
in Spain to comply with the RES binding European targets by 2020.

Subsequently, a survey of the most relevant existing academic literature dealing with
this issue was conducted to carefully assess the last 23 years of solar energy policy in
Spain based on their results and conclusions. In short, it is important to stress the decisive
role of Spanish governments in promoting the solar power sector during the 1998–2008
period by providing a stable, quite favorable and easily predictable RES regulatory support
mechanism quite attractive for investors. However, during the 1998–2008 promotion stage,
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the Spanish solar system behaved as an open-loop system without any control structure
adjusting public support levels to the RES generation costs and/or to the compliance degree
of the targets set by the Spanish solar energy policy, leading to uncontrolled growth in RES
capacity and, therefore, to large system cost increases ultimately affecting end consumers.
One of the biggest lessons extracted from the Spanish solar experience is that the specific
design elements of RES support schemes and not so much the instrument chosen were a
major factor for their efficiency and well-functioning.

In Spain, cost-containment measures were applied from 2008 onwards after the re-
newable energy policy had been implemented and investments had been made. Therefore,
the RES stakeholders that invested ex-ante in the RES electricity production sector under
the favorable conditions set by the Spanish government saw ex-post how it retroactively
changed the legislation and substantially reduced or even eliminated the profitability of
such investments. The fact that the Spanish governments were forced to implement retroac-
tive measures during the period 2008–2020, dismantling the previous legal–economic
framework for RES, clearly indicated a malfunctioning of the energy policy control mech-
anism. The new retroactive closed-loop control mechanism developed by the SES Law
24/2013 and RD 413/2014 had a critical impact on the profitability of the existing solar
facilities, and could even lead to the bankruptcy of these RES facilities. Furthermore, the
high complexity and uncertainty of the new retroactive investment-based remuneration
scheme awarded by competitive tenders, significantly hindered the economic assessment
and decision-making of both new and existing solar power plants in the mid and the long
term. Conversely, the new RD 413/2014 legal–economic scheme has not been subjected to
substantial modifications after coming into effect in 2014, therefore introducing a period of
considerable regulatory stability.

On balance, it is expected that the lessons extracted from this 23-year comprehensive
review of the Spanish solar power sector pathway could be quite useful for other countries
either in the initial development stage or fully immersed in the promotion of solar power
sector or any other renewable technology. First, a simple but robust, stable and predictable
development model in the mid and long term, combined with an administrative process
as simple and agile as possible to prevent it from acting as a barrier for renewable energy
stakeholders, is extremely important. Thus, providing investors with maximum legal–
economic security and reliability. Furthermore, a good planning of the energy development
model is fundamental, establishing how much energy can be assumed at the national
level and at what price. Therefore, limiting the implementation of retroactive measures,
as happened in the Spanish cost-containment stage, which can seriously jeopardize the
viability of the power plants in operation, as well as compromising the legal–economic
stability of the renewable energy sector, thus, generating distrust and uncertainty among
investors. In this respect, it is important to highlight the great importance of designing
robust and adequate renewable technology support schemes, as well as of its updating
mechanisms, to provide investors with certainty and good predictability of the income
statement of their renewable assets in the mid and long term. In such a way that open-loop
models without any control structure detecting and reacting to problematic situations, as
occurred during the Spanish promotion stage, should be avoided. In recent years, the
price setting system of auction mechanisms has shown a high effectiveness when setting
electricity prices by limiting the costs for the power system, greater than that established
through legislation by country-specific governments.

Future works will cover a detailed comparison between the Spanish case and the
pathways experienced in the development of the renewable power sector in other countries
of the world, as well as an extensive criticism of the solar energy policies implemented in
Spain over the last 23 years by describing and assessing in detail the political and manage-
ment implications. In addition, the authors are considering undertaking a comprehensive
review of the self-consumption solar photovoltaic sector.
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Nomenclature

AET Average electricity tariff
BP Basis points
CO2 Carbon dioxide
CPI Consumer price index
CSP Concentrating solar power
EU European Union
FIP Feed-in premium
FIT Feed-in tariff
GHG Greenhouse gas
IEA International Energy Agency
IRR Internal rate of return
LCOE Levelized cost of electricity
NPV Net present value
PV Photovoltaic
RD Royal Decree
RDL Royal Decree Law
REP Renewable energy plan
RES Renewable energy sources
RPAR Register of pre-allocation of remuneration
SES Spanish electricity sector
SR Special regime
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