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Preface

As environmental concerns continue to grow and the push for carbon neutrality intensifies, the

question is no longer whether renewable energy is a viable solution, but rather how to successfully

transition towards it. This raises an intriguing discussion regarding the inherent limitations of

traditional power systems. Specifically, there is a clear gap between today’s emerging generation

technologies and our current understanding of the dynamics of complex power systems—a gap that

is partly covered by the research results in this book.

Juri Belikov

Editor
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Abstract: High Voltage Direct Current (HVDC) transmission represents the most efficient way for
transporting produced electrical energy from remotely located offshore wind farms to the shore. Such
systems are implemented today using very expensive and large power transformers and converter
stations placed on dedicated platforms. The present study aims at elaborating a compact solution
for an energy collections system. The solution allows for a minimum of total transformer weight
in the wind turbine nacelle reducing or even eliminating the need for a sea-based platform(s). The
heart of the project is a Medium Frequency Transformer (MFT) that has a high DC voltage insulation
towards ground. The transformer is employed in a DC/DC converter that delivers the energy into a
serial array without additional conversion units. The insulation design methodology of an environ-
mentally friendly HV insulation system for an MFT, based on pressboard and biodegradable oil, is
introduced. The measurement method and results of the measurements of electrical conductivities of
the transformer oil and Oil Impregnated Pressboard (OIP) are reported. The measurements show
that the biodegradable ester oil/OIP conductivities are generally higher than the mineral oil/OIP
conductivities. Numerical simulations reveal that the performance of the insulation system is slightly
better when ester oil is used. Additionally, a lower temperature dependency for ester oil/OIP con-
ductivities is observed, with the result that the transformer filled with ester oil is less sensitive to
temperature variations.

Keywords: DC-DC power converters; design methodology; HVDC transmission; insulation design;
power transformer; wind energy

1. Introduction

The potential to harness energy from wind is enormous and offshore wind power
generation is one of the most rapidly developing methods to utilize this potential. This
type of electricity generation contributes to the reduction of CO2 emissions from electricity
generation worldwide [1]. However, it remains of great importance to reduce the cost of
these energy sources throughout their life cycle. Thus, the energy generated by the offshore
windfarms is transferred to the shore by means of submarine high voltage cables. Since
AC transmission becomes inefficient at distances longer than approximately 60 km [2], it
is necessary to switch to High Voltage Direct Current (HVDC) transmission for sea-based
wind farms. Today’s HVDC concept of offshore wind farms require a transformer and a
converter station platform, which serves as the hub for the collection network and as a
connection point of the HVDC cable to land. This solution is economically inefficient, and
therefore, a reduction in costs of platforms is highly desirable.

The present work contributes to a green solution that partly reduces the need for
offshore platforms as well as costs and weight in the wind turbines themselves. The
suggested concept foresees replacing heavy 50 Hz transformers with lighter and smaller

Energies 2022, 15, 1998. https://doi.org/10.3390/en15061998 https://www.mdpi.com/journal/energies
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Medium Frequency Transformers (MFT) in container-mounted DC/DC converters that
delivers the electrical energy to series coupled converters to achieve a high DC voltage
sufficient for direct transfer of the generated energy to land [3] (see Figure 1). The design of
the MFT, which is the key component of such a system, presents a very challenging task as
its AC insulation level is much lower compared with a conventional converter transformer
and its volume can be considerably decreased by utilizing higher operation frequency.

HVDC cable
HVDC 

Station
 on land

DC
DC

DC
DC

DC
DC

DC
DC

(1)

(2)

(n)

Ls

MFT
Vp VsVi VO

Ground

Vi
nVO

Vi

Vi VO

Ground

Ground

Ground

 
Figure 1. The series DC concept where the DC outputs of the wind turbines are directly delivering
the high voltage to be transferred to land.

Another advantage of the series concept is the ability to deliver as much energy as
possible in a low wind situation. This can be achieved by minimizing the amount of
magnetic and Ohmic losses in the power supply circuit using a DC/DC converter and
an MFT.

A significant potential for the series DC concept was identified in [4], through con-
siderable cost savings from a Life Cycle Cost (LCC) perspective, compared to today’s
technology with internal ‘parallel-coupled’ AC radials. The main cost reduction was due to
the replacement of AC transformers with significantly smaller DC/DC converters, which
eliminates the need for a dedicated offshore platform [4]. The results of that work were
expected to be used by offshore windfarm integration-network designers and manufactur-
ers of equipment for wind farms, as well as manufacturers of MFTs for insulated DC/DC
converters. Furthermore, during the previous phases of the project, design and construction
processes of prototype transformers that can withstand a high DC offset voltages were
reported [5,6] and the challenges in designing such transformers were reviewed [7]. In
the present paper, the next step of the project is reported, which focuses on implementa-
tion of an environmentally friendly solution of the insulation system of MFT, based on
biodegradable transformer oil and Oil Impregnated Pressboard (OIP).

Design principles of the insulation of MFTs operating at very high DC voltages to
ground have not been widely presented in the literature [8]. Most of the publications
deal with insulation systems of conventional HVDC converter station transformers, which
contain large amounts of mineral oil with relatively long insolation distances inside the
transformer tank. Due to much higher operation frequency, an MFT is much more compact
compared with a 50 Hz transformer. When a biodegradable oil is used, as this article
reveals, the performance of the transformer insulation is different, especially during the
transient operations of energizing or loading.

Among the transformer oils, mineral oil bears the most well-known characteristics
for AC and HVDC insulated large converter transformers [9]. Still, there is an increasing

2
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trend and interest to use biodegradable oils specially the ester-based oils for transformer
insulation systems [10]. To secure proper functioning of the insulation system, its design
should be based on well-established properties of the constituting materials. In [11] the
various aspects of using the synthetic ester oil in the high voltage equipment including
its breakdown performance under different electrical stress conditions are reviewed. The
design of an HVDC insulation system strongly depends on the electrical conductivity values
of oil and OIP under very high DC voltages. However, the electrical conductivity values
given in the literature are typically obtained at low test voltages and therefore, are hardly
applicable for designing an HVDC insulation [12]. Information regarding conductivity of
biodegradable synthetic ester oil under HVDC stress is rather limited [13,14] and even less
data is available for ester OIP [15].

The purpose of the present study is to contribute to the development of an MFT
bearing a high DC insulation strength and at the same time a much more compact design
compared with conventional power transformers. The new design uses biodegradable
insulation materials instead of mineral oil, which is undesirable from an environmental
point of view, especially for offshore applications. The electrical conductivities of mineral
oil and OIP insulation materials were measured previously by the authors and reported
in [16]. In this work, the properties of the biodegradable dielectric oil and OIP are measured
under an extensive effort and presented, and the results are used for the insulation design
of an MFT introduced in the paper. Additionally, a 10 MVA HVDC MFT with an insulation
system using biodegradable oil and OIP is designed based on the method developed
previously and verified by experimental testing [5]. Consequently, the performance of the
ester-based insulation system is analyzed and compared to the case when mineral oil is
used. Furthermore, in addition to previously considered safety factors of the insulating oil
gaps and creepage paths, a novel criterion based on the combined path is suggested.

First in Section 2, an overview of the design, manufacturing, and verification tests of a
mineral-oil-based high voltage DC medium frequency transformer prototype is presented.
In Section 2.1 the implemented design process is reviewed, and the performed verification
tests are reported. Later in Section 2.2, a real scale 10 MW 200 KV DC transformer suitable
for an offshore wind farm based on the DC series system is introduced. The insulation
system behavior under DC stress is explained later under Section 2.3. Section 3 describes
the details of the method used for the measurement of temperature and stress dependent
conductivities of a biodegradable oil/OIP. The results are compared with the previously
performed measurement results of a sample mineral oil/OIP. In Section 4, FEM simulations
are applied to present a reliable design of a high-power medium frequency transformer
filled with an environment-friendly oil which is to be subjected to a very high offset DC
voltage. Finally, a discussion on the results is presented in Section 5.

2. Overview of the Design of the Mineral-Oil-Based HVDC Medium
Frequency Transformer

2.1. Design Method Development and Verification

After successfully manufacturing two downscaled prototypes [6], a set of adopted
methods for designing an oil insulated transformer having a very high DC isolation to
ground was developed. The methods were verified by manufacturing a 50 kW, 0.42/4.5 kV
AC 5 kHz and a 125 kV DC prototype transformer [5] (see Figure 2).

3
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Figure 2. Manufactured prototype: (a) Complete transformer; (b) Active part; (c) DC insulation
test setup.

As seen from Figure 2, the core consists of ten rectangularly shaped ferrite core sets
and the windings made of stranded Litz conductors are placed inside the core window.
The structure is fixed between PMMA plates using plastic tighteners. The transformer is
immersed in oil and main insulation is provided by paper and pressboard elements. The
background for such a design and the procedure of manufacturing the insulation system is
described in [5].

The equation relating the number of turns and the core cross section for a given flux is:

ϕm =
VPDT/2

N
=

VP

4 N f
(1)

where T is the time period of the wave and here it is assumed that the duty cycle of the
applied rectangular wave D is 0.5. Therefore, the needed core area is:

AC =
ϕm

Bm
=

VP

4 N f Bm
(2)

where VP is the rms of the DC voltage on the primary winding, Ac is the effective cross
section of the transformer core, ϕm is the maximum flux in the core, Bm is the maximum
flux density of the core, N is the number of turns for the primary winding and f is the
switching frequency [17].

For specific voltage conditions and to achieve a certain power, the optimal switching
frequency of a Dual Active Bridge (DAB) converter for high power applications is practically
limited to the range of 6–20 kHz [18]. However, the rise time of the voltage pulses are
very short which means harmonic components of much higher frequencies. This dictates
special criteria for the selection of core material as well as the winding wire types and
construction [5]. In the case of a core, the main material requirements are low loss, high
saturation flux density, and high continuous operating temperature [19]. In case of a
suitable winding conductor to minimize the extra losses caused by high frequency current
harmonics, stranded Litz conductors are used to minimize the proximity and skin effects.
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In this article, the focus centers on the DC insulation design of the transformer, which is
mostly based on temperature dependent high voltage conductivity values of the insulation
materials. The losses in transformer components like the core and windings, increase the
temperature of the insulation materials. Therefore, it is crucial to characterize the main loss
components of the transformer which are in the core and windings.

The core loss is highly dependent on the duty cycle and the rise time of the excitation
wave shape. Increasing the rise time, results in higher core loss and increasing the duty
cycle reduces the losses. A set of adopted versions of that equation used by the designers is
introduced in [19].

At high frequencies, the winding losses increase considerably because of the skin effect
in the conductors, and the proximity effect of the adjacent conductors. The winding losses
can be calculated by a numerical method proposed by the authors, using (Finite Element
Method) FEM simulations among the other methods [20].

To achieve a soft switching possibility in the DAB and to consequently increase the
efficiency of the DC/DC converter, it is of great importance to set a maximum limit to the
leakage inductance of the MFT. That is why the precise calculation of the inductance is
crucial for the optimized operation of a DAB converter. In [21] a relation for calculation of
the leakage inductance required for a DAB is presented. For an MFT, the leakage inductance
can be calculated using the total magnetic energy stored inside the core window [22]. By
increasing the isolation distance between the windings, the amount of stored energy in this
region will also increase [22,23]. Consequently, the leakage inductance will increase and
may pass the upper limit set by the soft switching requirement. Simultaneously, a high insu-
lation distance between the windings is required to withstand the high applied DC voltage
between the windings. Therefore, special care must be paid to these two contradicting
requirements for the gap between the windings. The authors have presented an effective
analytical method, for calculating the leakage inductance of shell-type transformers with
circular windings in [24].

2.2. A Real Scale 10 MW HVDC MFT

In [4] a life cycle cost and the energy efficiency of three different offshore windfarms
of AC/AC, AC/DC and DC/DC were determined and compared using an example of a
real 1 GW wind park containing 100 wind turbines of 10 MW capacity and 200 KV DC
output voltage. For the DC series system, a series connection of several 1.8/18 kV DC/DC
converters is proposed employing 5 kHz transformers inside, each bearing 200 kV DC to
ground insulation strength (see Figure 1). For such an operating voltage, the DC isolation
should be designed for the level of at least 250 kV (HV winding to ground) to ensure a
safety margin.

In the developed MFT prototype, the number of turns, N1 and N2 are 12 and 120,
respectively. A ferrite magnetic core having 2240 mm2 as its physical core area including
10 core stacks is selected. A Litz wire bearing 9000 strands, each with 0.2 mm in diameter
and a physical dimension of 26.6 × 17.5 mm2 is used. The primary winding is the layer type
with 4 layers, each consisting of 3 turns. Each turn is made from 8 parallel Litz conductors.
A 20 mm oil gap between the layers are considered for cooling purposes. The secondary
winding is a disc type winding, each disc consisting of 6 turns. The HV winding contains
twenty discs with a 5.5 mm oil gap between two adjacent discs.

Compared with the previously manufactured prototype MFT [5], the isolation dis-
tances are increased, and a higher number of barriers and oil gaps and higher oil gap width,
and a greater OIP barriers thickness are used. The insulation design aspects are thoroughly
discussed in Section 4. The dimensions of the described real scale 10 MVA HVDC MFT are
presented in Figure 3.

5
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Figure 3. Dimensions of the real scale Ferrite 10 MW, 1.8/18 kV, 0.32 T, 5555/555 A, 12/120 Turns,
5 kHz MFT: (a) Top view; (b) Side view.

2.3. Insulation System Behaviour under DC Stress

The insulation design of AC transformers has been performed for several decades and
well-known methods are developed for this purpose [25]. The AC stress distribution in
these transformers is based on dielectrics’ permittivities, and as the model is purely capac-
itive, it is time invariant. Similarly, when applying a step DC voltage to the transformer
windings, the initial stress distribution is determined by the insulations’ permittivities.
However, when the transient is attenuated, conduction currents are developed inside
insulations which are determined by their electric conductivities as well as the electric
field intensity. Since these currents are not the same in the series insulations, time varying
space charges will be accumulated at their interfaces. The resulting electric field stress
distribution stabilizes when the space charge is established and come into a steady state
condition. At this time, the stress distribution is determined by materials’ conductivities.
This procedure is explained in the Linear Maxwell–Wagner (LMW) model. The differential
equation of this model is explained in [5]. The LMW model is widely used for the DC
dielectric design for oil–paper converter transformers [26,27]. According to this model,
directly after applying a DC voltage, the ratio of the initial electric fields in the materials is
proportional to the inverse of their dielectric constants’ ratios, which are 2.2/4.4 = 0.50 for
mineral oil/OIP, and 3.5/4.6 = 0.76 for ester oil/OIP. Therefore, the electric field intensity
in the oil is higher than the paper. But at the final steady state, in which the conductivity of
materials determines the stress; a material with greater conductivity will take less field in-
tensity, and vice versa [8]. For example, since the ratio of the mineral oil/OIP conductivities
may vary from 2 to 1000 [16,28], the paper will be more stressed than the oil at steady state.
Therefore, the conductivity plays a crucial role in an insulation system which is stressed by
a DC voltage.

For each dielectric, a time constant is defined as the ratio of its electrical conductivity
to its permittivity. In a system formed by layered dielectric materials with different time
constants, time dependent electric field transients appear. While the electric potential
distribution in dielectric materials depends on their capacitances at the instant of the HVDC
application, it is determined by their resistances at the final steady state. The stabilization
time may last up to 10,000 s or longer in the case of using mineral oil [27,29,30].

6
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It is known that the electrical conductivity of dielectrics depends on temperature
and electric field intensity [16,30–32]. Therefore, the LMW model is not fully suitable
for determining the electrical stress distribution in the transformer’s dielectric structure
under very high DC voltage application. In [5], the authors investigated and demonstrated
the non-linear dependence of the mineral oil/OIP conductivities to the variation of the
applied voltage as well as the temperature. Additionally, a Non-Linear Maxwell–Wagner
(NLMW) model is developed by implementing FEM to consider the nonlinear behavior of
the insulation materials with respect to the applied electric field.

In the next section, the temperature and stress dependent conductivities of ester
oil/OIP are measured and compared with the conductivities of mineral oil/OIP. Conse-
quently, in Section 4, the measured values are implemented using the NLMW method for
dielectric design of the real scale MFT, comparing ester and mineral oils/OIPs application.

3. Conductivity Measurement

The electrical conductivity values given in the literature are typically obtained at low
test voltages and therefore are hardly applicable for designing HVDC insulation. Moreover,
insulation materials behave nonlinearly under high DC voltage stresses. In addition,
additives such as inhibitors, pour-point depressants, antioxidants or antistatic agents
that are added to the transformer oils, introduce large variations of the real conductivity
values [33]. Even specific features of production facilities or the season of production
and packaging can make an effect. The conductivity of OIP is also dependent on the
cellulose fiber density and properties of the oil used for the impregnation [34]. Studies
show that the standard production and treatment methods do not guarantee reproducible
and comparable measurements results under an HVDC test or service conditions [16].
Furthermore, parameters such as temperature, field strength, pre-stressing and duration
of stress bear a direct effect on the conductivity values under high DC stress [35]. Hence,
for a successful insulation design, actual conductivity values are needed and should be
measured within the actual ranges of electric field strength and temperature variations that
are expected to appear under real working conditions.

The method of conductivity measurements including the procedures for preparation
of the test samples, the design and setup of the measuring equipment, and methods of
treating the measurement data are presented by the authors in their previously published
works [5,16]. To achieve reliable results, the following activities should be carefully planned
and implemented: the test cell design and temperature chamber preparation, the prepara-
tion of oil and solid insulation samples as well as the high voltage supply system and its
safety circuit design, the current measuring system and its protection circuit design and the
mitigation of noises. In addition, the very low current values recorded under very high
voltage stress and under noisy environmental conditions should be treated using a proper
method [16,36].

As the MFT introduced here is intended for installation in the sea environment, the use
of a biodegradable insulation oil is considered as the substitute to the traditional mineral oil
and its electrical properties are investigated in the present work. Previously, a complete set
of conductivity measurements was performed by the authors for mineral oil and OIP and
the results were comparable with the presented values in literature [16]. Here, the same
method is applied to measure the conductivities of ester oil/OIP under a similar range of
high voltage stresses and temperatures. MIDEL 7131 synthetic ester oil is used.

As the preliminary tests showed unstable results for the polarization current of ester
oil, it was thus decided to perform conditioning for the ester oil and to increase polarization
time from 1 h (which was used for mineral oil) to 3 h [15]. Ester OIP is tested similarly
to the mineral OIP for 3 h. Figure 4 demonstrates the conditioning process and the test
duration for ester oil (a) and ester OIP (b), respectively.
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Figure 4. Conditioning and measurement cycle for: (a) ester oil; (b) ester OIP.

Tables 1 and 2 summarize the conductivity measurements results for ester and mineral
oils/OIPs whereas Figure 5 presents them graphically.

Table 1. Conductivity measurement results for mineral oil/OIP and their conductivities ratio (CR).

1 kV/mm 3 kV/mm 6 kV/mm 12 kV/mm

Mineral Oil
30 ◦C 5.0 × 10−14 3.9 × 10−14 5.8 × 10−14 -
50 ◦C 1.2 × 10−13 9.5 × 10−14 1.1 × 10−13 -
90 ◦C 5.2 × 10−13 4.6 × 10−13 3.9 × 10−13 -

Mineral OIP
30 ◦C 1.7 × 10−16 2.2 × 10−16 2.7 × 10−16 4.0 × 10−16

50 ◦C 2.6 × 10−15 3.3 × 10−15 4.0 × 10−15 5.8 × 10−15

90 ◦C 2.6 × 10−13 3.0 × 10−13 3.8 × 10−13 5.1 × 10−13

CR
30 ◦C 294 177 215 -
50 ◦C 46 29 27 -
90 ◦C 2 1.5 1 -

Table 2. Conductivity measurement results for ester oil/OIP and their conductivities ratio (CR).

1 kV/mm 3 kV/mm 6 kV/mm 12 kV/mm

Ester Oil
30 ◦C 1.4 × 10−11 1.0 × 10−11 0.8 × 10−11 -
50 ◦C 5.0 × 10−11 3.6 × 10−11 3.2 × 10−11 -
90 ◦C 2.9 × 10−10 2.3 × 10−10 2.3 × 10−10 -

Ester OIP
30 ◦C 6.1 × 10−13 6.9 × 10−13 4.9 × 10−13 3.4 × 10−13

50 ◦C 2.0 × 10−12 2.2 × 10−12 1.6 × 10−12 1.2 × 10−12

90 ◦C 1.4 × 10−11 1.5 × 10−11 1.2 × 10−11 1.1 × 10−11

CR
30 ◦C 23 15 16 -
50 ◦C 25 16 20 -
90 ◦C 21 15 19 -
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Figure 5. The measurement results on the ester and mineral oils/OIPs.

It is noticeable that the ester oil/OIP conductivities are generally higher than the
mineral oil/OIP conductivities. Quantitatively, the differences are 100–130 times at 30 ◦C,
320–430 times at 50 ◦C, and 450–480 times at 90 ◦C. This causes a lower time constant and
reduces the dynamic stress duration of the insulation system, which consequently results
in a shorter time to reach the steady state condition in cases when ester oil is employed.
The Conductivity Ratio (CR) values of mineral oil/OIP indicate stronger temperature
dependence compared to the ester oil/OIP. This renders the transformers filled with the
mineral oil very sensitive to the temperature variation during energizing or loading as
well as operational environmental temperature. Since the CR determines the stress ratio of
the oil to OIP at steady sate condition, a high and unstable variation in CR for mineral oil,
results in the unstable stress shift from oil to OIP or vice versa. In the case of ester oil/OIP,
the CR variation is very low, and the stress distribution condition is more stable. Further
comparisons are presented in the next sub-section.

4. FEM Simulation

It can be clearly noticed from Figure 1 that the applied HVDC in the last unit of the
DC/DC converters is at maximum. Therefore, the insulation design of the real scale MFT,
which is placed inside the last converter unit, is selected to be investigated here as the
worst case. The dielectrics of the MFT will be under time varying electric field stresses,
which change from the initial permittivity-based distribution to the final conductivity-based
distribution, including the transient phase in-between. To find exact values of the stresses
on dielectric materials, computer simulations were conducted utilizing time dependent
electric current physics in COMSOL Multiphysics software. Owing to the vertical symmetry
at the core window section, only the upper part of the design is considered. A DC voltage
is applied to the HV winding while both the LV winding and the core are supposed to be at
ground potential (Figure 6). For the combined AC and DC voltages on the HV winding of
the MFT, the magnitude of the DC voltage (250 kV) is much higher than the AC voltage
(18 kV). In this way, applying just a step HVDC to this winding can be considered enough
to simulate the operational condition. The logarithmic time steps from t = 1 s (the instant
of HVDC application) to t = 10,000 s (when the steady state condition supposed to be
reached) are considered to find the solutions. The conductivities of the ester oil/OIP and
mineral oil/OIP materials depend on the temperature and the instantaneous electric field
intensity. Therefore, as a basis for a NLMW solution, three separate sets of simulations were
performed for 30, 50 and 90 ◦C temperatures for ester oil/OIP, and similarly, for mineral
oil/OIP. In each set, the measured results from Tables 1 and 2 were used as two input local
tables of stress dependent conductivities in COMSOL. The electric field distribution was
investigated during three distinguished time periods: initial, final and transient stages.
Subsequently, a smart algorithm for dielectric stress evaluation is applied.

9
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Figure 6. The dielectric structure of the real scale MFT.

4.1. Initial Stress Distribution

Figure 7 demonstrates the initial distribution of the electric stress at the insulation
system immediately after the application of 250 kV DC which is based on the Permittivity
Ratio (PR) of the oil to OIP. The dielectric permittivity does not depend on temperature,
and therefore, the initial distribution of the stresses is temperature independent. Since the
permittivities of the oils are lower than the OIPs in both ester and mineral oils, the stresses
in the oil channels are higher than in the OIP barriers. However, since the PR of the ester
oil to ester OIP (3.5 to 4.6) is lower than the PR of the mineral oil to mineral OIP (2.2 to 4.4),
for the case of ester oil, the initial stresses in OIPs is higher than in the case when mineral
oil is used. As shown in Figure 7, the distribution of the streamlines is nearly the same
for ester and mineral oils and the highest stresses in both cases are at the sides of the HV
shields and in the oil. Moreover, as can be seen from the color bars, the maximum stress in
the mineral oil is slightly higher than in ester oil.

  
(a) (b) 

Figure 7. The initial permittivity-based stress distribution in kV/mm and the electric field streamlines
in the dielectric structure of the MFT using: (a) mineral oil; (b) ester oil.

4.2. Final Stress Distribution

Figure 8 illustrates the final steady state stress distribution in the MFT insulation
system by using both ester and mineral oils. It can be easily seen that they are temperature
dependent due to the temperature dependence of the conductivity ratio (CR) of the oil to
OIP. However, the temperature dependency of CR of the ester oil is weaker than of the
mineral oil, and hence, higher consistency of stress distribution regarding the temperature
variation of the operation condition can be observed in the case of ester oil usage.
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Figure 8. The final steady state stress distribution in kV/mm and the electric field streamlines in the
dielectric structure of the MFT at different temperatures using: (left) mineral oil; (right) ester oil.

4.3. Transient Stress Distribution

The transient phase, which occurs between the initial and final states, may last for
some hours. To investigate the time-dependent behavior of the stress in the dielectric
structure of the MFT, seven various typical points were selected in this structure as shown
in Figure 9. The points P1, P3, P4, P6 and P8 indicate the locations inside OIPs and the other
remaining points are in the oil channels. The curves presenting time dependent stresses
at these points are demonstrated for each temperature (30, 50 and 90 ◦C) in Figure 10.
The time axis is plotted up to 160 min for mineral oil and 2 min for the ester oil. It can
be noticed that the major differences caused by using ester and mineral oils are in the
duration of the transient phase, the location of the maximum stresses, the final steady state
distribution, and the effect of the temperature. As mentioned previously, the initial stress
distribution immediately after the HVDC application depends on the PR of the oil to OIP,
and therefore, using ester oil causes higher stresses in OIPs with respects to the mineral
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oil application. Moreover, using ester oil results in a shorter transient phase and faster
transition to the steady state condition with respect to mineral oil. This is because of the
lower time constants (the ratio of electrical conductivity to the permittivity of the insulation
materials) when using the ester oil, which originates from its much higher conductivity
with respect to the mineral oil. Additionally, an even faster transition can be observed at
higher temperatures in both oils for the same reason.

 
Figure 9. The position of some typical points in the dielectric structure of the MFT to investigate their
stresses in time domain.

 Mineral Oil Ester Oil 

P1 

  

P2 

  

P3 

  

Figure 10. Cont.
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Figure 10. The time variation of stress curves of P1 to P8 using: (left) mineral oil; (right) ester oil.

For both oils, the stress in OIPs at the steady state is greater than their values at the
initial state and the opposite is observed for stresses at oil gaps. Additionally, it can be
noticed that the final steady state values for mineral oil at 90 ◦C differ considerably with
respect to 30 and 50 ◦C, while this is not the case when using ester oil. This is caused by the
fact that the CR of the oil to OIP has greater divergence with respect to the temperature
in mineral oil than for ester oil, see Tables 1 and 2. Moreover, at points P1, P4 and P6, it
can be observed that that the local maximum stress can be higher than its initial and final
values. This fact emphasizes that considering just the initial and final stress distribution
is insufficient to obtain an accurate dielectric design evaluation, since the worst cases (in
terms of stress in the dielectrics) may occur during the transient phase.

4.4. Dielctirc Design Evaluation

Here, the dielectric design of the real scale MFT with application of ester oil/OIP is
evaluated and investigated from the dielectric withstand viewpoint, and then the design is
compared with mineral oil/OIP application. To evaluate the dielectric design automatically,
COMSOL Live Link with MATLAB was utilized to identify the minimum safety factors in
the oil gaps and creepage surfaces and maximum stress in the OIPs at various temperatures
and for all the time steps. At every single time step of each time dependent FEM simulation,
the maximum stress in OIPs as well as the minimum safety factors in oil gap paths, creepage
paths and combined paths were investigated.

13



Energies 2022, 15, 1998

4.4.1. The Maximum Stress in OIP

The OIPs bear a definite maximum permissible electric stress, below which they can
work safely. This maximum stress is usually determined by experiments and is typically
about 20 kVrms/mm according to [25]. Therefore, the maximum stress in the OIPs must
be checked to be less than this value. For each streamline path of a FEM simulation and
at each time step, the OIP path sections are extracted. The maximum electric field at all
points of these sections are evaluated as a measure of the severity of the stress in OIPs. This
procedure is illustrated in Figure 11.

 
(a) (b) 

Figure 11. The streamlines by using ester oil at 10 s and 30 ◦C: (a) A sample streamline (thick pink
line); (b) The electric field curve along this streamline starting from the rightmost point.

4.4.2. The Safety Factors in Oil Gaps

Similarly, for each streamline path of the FEM simulation at each time step, the oil gap
path sections are extracted (Figure 11), and then, the minimum safety factor (SF) for each
path is calculated using the method described in [5,25]. To obtain the SF for each oil gap
path, the electric field curve along this path is extracted and rearranged in a descending
order. Then, the cumulative stress curve, Eav, is obtained as follows [5,25]:

Eav =
1
z

∫ z

0
E(z′).dz′ (3)

where E is the rearranged electric field stress curve in kV/mm in the oil gap and z is the
length of the oil gap in mm. Then the safety factor curve of the oil gap is calculated by
dividing the cumulative stress curve to the breakdown strength curve of the oil (Ebd) [5,25]:

SF =
Ebd
Eav

(4)

Ebd = E0d−0.37 (5)

where E0 is 17.5 or 21.5 kVrms/mm for bare and covered electrodes, respectively, for mineral
oil application, and d is distance in mm. The safety factor of an oil gap is considered as
the minimum value of the related safety factor curve. It is worth mentioning that the
partial discharge inception voltage and breakdown voltages of synthetic ester oil is slightly
higher than mineral oil [37], and therefore, (5) is assumed to be valid for ester oil with a
safer margin.

4.4.3. The Safety Factors in Creepage Surfaces

The common surfaces of the oils and OIPs are disposed to creepage discharges created
by the tangential field. According to [5,25], the withstand level of such creepage surfaces
can be considered as 0.7 of the oil gaps withstand level. To investigate the creepage strength
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of the design, the tangential electric field on the creepage surface of each barrier is extracted.
Then, its related curve along the surface path is divided into multiple sections at places
where its value falls below 0.2 kV/mm [26] or its direction changes (Figure 12). Afterwards,
the SF of each creepage path sections is calculated using a procedure like the one discussed
for oil gaps; however, the factor 0.7 is introduced to account for the weakening of the
strength at the surface due to possible creepage:

SF =
0.7Ebd

Eav
(6)

 

  
(a) (b) 

Figure 12. The streamlines by using ester oil at 10 s and 30 ◦C: (a) A sample creepage surface (thick
pink line); (b) The electric field curve along this creepage surface (accounted from the right bottom).

As a replacement to (6), one can consider the same breakdown voltage for both oil gap
and creepage paths, and instead, the Eav stress curve shall be divided by 0.7, giving:

SF =
Ebd

Eav/0.7
(7)

4.4.4. The Safety Factors in the Combined Oil Gaps and Creepage Surfaces

It is known that electrical discharges can be initiated in oil gaps and then continue their
path on the creepage surfaces. Additionally, the breakdown in the oil gaps and creepage
surfaces along the oil gaps may be considered to have a similar mechanism. Therefore, the
oil gap strength and creepage strength cannot be assumed to be completely independent.
Thus, it is reasonable to calculate the safety factors in combined oil gaps and creepage
paths. To explain the case, consider a section of a streamline in an oil gap that is confined
between two barriers as shown in Figure 13. This streamline can be extended from two
ends on the barriers, in the same direction of the tangential electric field on both surfaces.
These protractions would be extended along the barriers until the tangential electric field
on the surface falls below 0.2 kV/mm or its direction changes. The stress curve on this
path is obtained by the stress curve for an oil gap path combined with the tangential stress
curves at both creepage paths. As shown in (7), the stress curves of creepage paths shall be
divided by factor 0.7 before combination with the stress curve of the oil gap.
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Figure 13. Extracting a combined path from an oil gap path and the linked creepage paths.

Considering this procedure, one can perceive that the minimum SF of a combined path
must be equal (in a good dielectric design) or less than to the minimum SF of its related oil
gap path and the minimum SFs of the related two creepage paths. One can consider the
combined path, which is illustrated in Figure 14a by a pink line, which is composed by two
creepage paths connected to the two ends of an oil gap path. The stress curves along this
combined path as well as on its forming sections in the oil gap and on creepage surface
are shown in Figure 14b. The sorted electric field stress curves (E curve from (3)) of the
mentioned paths are depicted in Figure 14c. Since the E curves of oil path and creepage
paths are the rearranged form of their stress curves in descending order, the maximum of
stresses in each of these paths could be adhered together in the E curve of the combined
path. Therefore, it can be clearly seen that the E curve of the combined path is greater than
the E curves of the oil gap and creepage paths. Consequently, the Eav curve of the combined
path will be higher compared to that of the oil gap and creepage paths. Consequently,
according to (4), this can lead to a lower minimum SF for combined path with respect to
the SFs of its forming oil gap and creepage paths (Figure 14d).

 
(a) (b) 

 
(c) (d) 

Figure 14. The streamlines by using ester oil at 10 s and 30 ◦C: (a) A sample combined path in an oil
gap and two creepage paths (thick pink line, creepage path 1 is on the insulation of the HV shield
and creepage path 2 is on the oil duct barrier); (b) The electric field curve along this combined path;
(c) the sorted electric field curves; (d) the safety factor curves (the safety factor of the creepage path 1
is higher than 40 and that is why the green line is not shown).
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4.4.5. The Automatic Dielectric Evaluation

The above-mentioned procedure for the evaluation of the dielectric strength is imple-
mented to be run automatically in MATLAB using COMSOL Live Link and is clarified in
the flowchart in Figure 15. The final results from this automatic evaluation for ester and
mineral oils at all time steps and all temperatures (30, 50 and 90 ◦C) are summarized in
Table 3.

Run the time dependent electric current physics of the COMSOL

Select the first time step

Select the first streamlineSelect the first creepage surface

Sectionalize the stress curve at 
places with low stress or 

where it changes the direction

Sectionalize the streamline 
to paths in each OIP and 

each oil gap

Find the SF of the first 
section, and repeat it for the 

other sections

Find the SF of the first oil gap 
of the streamline, and repeat it 

for the other oil gaps of the 
same streamline

Find the maximum stress at the first 
OIP in the route of the streamline, 

and repeat it for the other OIP routes 
in the same streamline

Repeat until the last creepage surface Repeat until the last streamline

Repeat for the next time step, until the last one

Find the minimum SF of the all oil gaps, creepage surfaces, combined gaps and creepages, and maximum 
stress in OIPs for all streamlines, creepage surfaces and OIPs for all time-steps and temperatures 

Define the geometry of the MFT in COMSOL

Find the creepage paths 
connected to the both ends of 

the selected oil gap segment of 
the streamline

Repeat until the last oil gap segment 
of the last streamline

Select the first oil gap segment  
of the first streamline

Divide the stress at the creepage paths to 0.7 
and combine the stress curves of two 

creepage paths and the oil gap

Find the SF of the first 
combined path, and repeat 

it for the other paths

Define the stress dependent table of 
conductivities for the Oil and OIP in 30°C

Repeat for 50°C and 90°C

 

Figure 15. The flowchart of automatic insulation design evaluation applied in COMSOL Live Link
with MATLAB.
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Table 3. The maximum stresses in OIPs, the minimum SFs in the oil gaps, on the interface creepage
paths and combined paths and the related time of occurrences.

Temp. (◦C)

Max.
Stress in

OIPs
(kV/mm)

Time (s)
Min. SF in
Oil Gaps

Time (s)
Min. SF at
Creepage
Surfaces

Time (s)
Min. SF at
Combined

Paths
Time (s)

mineral oil
30 17.5 4467 1.5 1 2.4 2239 1.5 1
50 16.2 1778 1.5 1 2.4 891 1.5 1
90 8.3 398 1.5 1 2.5 158 1.5 1

ester oil
30 17.7 28 1.7 1 2.3 12.6 1.6 1
50 17.7 8 1.7 1 2.4 4 1.6 1
90 17.3 2 1.8 1 2.5 1.4 1.7 1

It can be seen in Table 3 that the maximum stresses in OIPs and minimum SFs in
creepage paths occur not in the initial state nor in the final state, but rather in the transient
phase. This fact again emphasizes the importance of the time dependent analysis of stresses
in the dielectrics. The minimum SFs in the oil gaps happen right after the HVDC switching.
The same is valid for the combined paths.

As was mentioned previously, the minimum SF of the combined paths will be equal
or less than the minimum of the SFs of the oil gap paths and the SFs of a creepage paths.
In Table 3, by comparing the minimum SFs of the oil gap paths, the creepage paths and
combined paths and the time of their occurrences, it can be concluded that the SFs of the
combined paths are generally determined by the oil gaps in the dielectric design of the real
scale MFT. However, just in one of the simulations, using ester oil at 90 ◦C, the minimum
SF of the combined path (1.7) is slightly lower than the SF of the oil gap paths (1.8).

Regarding the maximum stress in OIPs, it can be seen that by using ester oil instead of
mineral oil, a slightly higher stress at 30 and 50 ◦C occurs. But at 90 ◦C, the maximum stress
in mineral OIP is not much lower than that of ester OIP, even much lower than mineral
OIP at 30 and 50 ◦C. Therefore, this issue cannot be considered as a superiority for mineral
oil application.

As the final deduction from Table 3, it can be indicated that the SFs of all oil gaps,
creepage paths as well as the combined paths at all temperatures and time steps are far
higher than 1 and the maximum stresses in OIPs are less than 20 kV/mm. Therefore, the
merit of the dielectric design of the provided MFT using the biodegradable ester oil can
be verified. Additionally, the minimum SFs of all oil gaps, creepage paths and nearly all
combined paths by using ester oil are higher than the case when the mineral oil is used.
In addition, the maximum stress at all temperatures and all time-steps in the case of ester
oil (17.7 kV/mm) is only slightly higher than the mineral oil application (17.5 kV/mm).
Therefore, from the viewpoint of the dielectric withstand level, there is no restriction for
using ester oil instead of mineral oil.

5. Discussion

The results of the measurements and the analysis of the electric stresses in the insula-
tion system reveal:

• The measured conductivity of the oil/OIP insulation materials are temperature and
electric stress dependent. This fact is considered in the FEM simulations adopted for
finding the insulation withstand level of the transformer design.

• The conductivity values of the ester oil/OIP are generally higher than the mineral
oil/OIP, which causes lower time constants for ester oil/OIP and consequently faster
convergence to the steady state condition (shorter transient phase) by using ester oil.

• For both ester and mineral oils, the lower the operational temperature, the lower the
conductivity values. As a result, the transient state is longer at low temperatures.

• The temperature dependency of ester oil/OIP conductivities are lower, which causes
the transformer to be less sensitive to temperature variations during energization or
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variable loading conditions. As a result, the transformer filled with mineral oil behaves
completely different at 90 ◦C compared to lower temperatures.

• For a successful insulation design, it is insufficient to check the stress distribution only
during the initial and steady state conditions, but also during the transient state when
instantaneous maximums in the field strength may occur.

• By using ester oil, the stress in the OIP at steady state condition is at the same level as
for a similar transformer filled with mineral oil. Similarly, the minimum SFs at the oil
gaps, creepage paths as well as the combined paths are almost at the same order for
both ester and mineral oils applications.

• The introduced combined method for safety factor calculation can be used effectively
in a transformer insulation design evaluation. The SF value of an insulation design
discovered by this method is equal or lower than the minimum of the SF values found
by conventional methods on the independent oil gaps and creepage paths. Therefore,
the new proposed method can be considered as a conservative method for insulation
design evaluation.

6. Conclusions

The design aspects regarding a combined DC/AC transformer for a cost-effective inte-
gration of wind farms to land without the need for a huge and expensive power transformer
and converter stations have been presented. The insulation design process of the real size
medium-frequency biodegradable oil insulated transformer was introduced based on a
previous study [5], where the verified method for characterizing high voltage materials
and a high voltage DC insulation, manufacturing and testing a prototype transformer
were reported.

The extensive measurements are performed on a biodegradable transformer oil and
OIP. The article reviews the method employed by the authors for characterization mea-
surements and reveals the measurement results of the biodegradable solid and liquid
insulation materials.

The key result of the present study is the insulation design methodology for high
power Medium Frequency Transformers considered for a series DC connection, filled with
an environment-friendly oil. These kinds of transformers are to be subjected to a very high
offset DC voltage.

An innovative solution for identifying the minimum safety factor in the insulation
system is proposed. The solution is based on evaluations of the safety factor along com-
bined paths, instead of the conventional approach when the oil gaps and creepage paths
are considered separately. It is suggested that the combined path evaluation should be
considered during the transformer insulation design process, in addition to the evaluation
of the oil gaps and creepage paths. The developed combined design method, presented in
the paper shall be verified by experimental investigations on simple insulation systems as
well as more complex insulation system models.

As another future work, thermal simulations shall be constructed to provide a more
exact picture of the temperature gradient in the different parts of the transformer during
energization, in the transient phase, and the steady state conditions. Afterwards, more
precise temperature-dependent insulation design FEM simulations can be performed.
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Abbreviations

HVDC High Voltage Direct Current
MFT Medium Frequency Transformer
OIP Oil Impregnated Pressboard
DAB Dual Active Bridge
LCC Life Cycle Cost
LMW Linear Maxwell–Wagner
NLMW Non-Linear Maxwell–Wagner
FEA Finite Element Analysis
FEM Finite Element Method
CR Conductivity Ratio
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Abstract: To promote the frequency stability of a system with high penetration of wind power
integrated into it, this paper presents a systematic frequency regulation strategy for wind farms
(WFs). As preparation for frequency response, a coordinated deloading control (CDC) scheme
combining the over-speed control (OSC) and the pitch angle control (PAC) methods is proposed for
wind turbine generators (WTGs) to preserve power reserve. The novelty lies in the consideration of
high wind speed situations and pitch angle protection. Then, a group-based droop control (GBDC)
scheme is proposed for a WF consisting of WTGs with the CDC. In this scheme, WTGs are divided
into two groups for different controls. To improve the frequency response performance and ensure
stable operation, the droop coefficients of the WF, groups, and all WTGs are determined according to
their frequency regulation capabilities (FRCs). Moreover, pitch angle protection during the frequency
response process is considered in this scheme. The effectiveness of the GBDC scheme is verified by
comparing it with several existing droop control schemes in various situations.

Keywords: frequency stability; deloading control; frequency regulation capability; droop control;
exponential membership function

1. Introduction

Owing to the properties of cleanness, renewability, and abundance, the exploitation
of wind energy for power generation has been identified with vital significance by many
countries in recent decades [1]. As wind penetration increases, the intermittency of wind
power and the de-inertia behavior of wind turbine generators (WTGs) bring unprecedented
challenges to the frequency stability of the power system [2]. In this situation, the ancillary
service of frequency regulation provided by WTGs becomes indispensable.

To obtain the optimal wind energy capture efficiency, WTGs usually operate in the
maximum power point tracking (MPPT) state [3,4]. Once frequency fluctuations are de-
tected, WTGs will temporarily deviate from the MPPT state to provide extra active power
by releasing the rotational kinetic energy in their rotors to support frequency stability.
There are different kinds of control methods for WTGs in the MPPT state to participate in
frequency regulation, including droop control, virtual inertia control [5–10], fixed trajectory
control [11–15], and combinations of the above control methods [16,17]. However, after the
early power-increasing stage, the rotor speeds need to be restored and returned to their
optimal value, which may lead to a secondary dip in the system frequency [6].

To address this problem, WTGs can preserve a part of the output reserve for frequency
regulation through a so-called deloading control. Generally, there are two kinds of deload-
ing controls: pitch angle control (PAC) and over-speed control (OSC). With the PAC method
in [18,19], power reserves are produced by increasing the pitch angles of WTGs to reduce
the wind power coefficients before frequency events. Although the PAC method can com-
plete the deloading task at various ranges of wind speeds, the frequent action on the blade
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pitch angle can easily cause wear on the mechanical devices of WTGs and, consequently,
shorten their service lives [20]. With the OSC method, the rotor speed is adjusted to exceed
the optimal value to obtain a sub-optimal wind power coefficient so that an active power
headroom can be produced for frequency regulation. Considering convenience and the
harmlessness property, references [17,21] suggest that WTGs can accomplish a deloading
task through an independent OSC approach. However, the optimal rotor speed gradually
approaches its limit with increasing wind speed, which indicates the attenuation of the
exceeding room. Given the wide range of operating environments, the OSC method may
not fulfill the deloading requirements, especially when an order of large deloading extent
coincides with a high wind speed situation. Considering the harmful property of the PAC
and the narrow control range of the OSC [22], a sophisticated deloading scheme combining
the PAC and the OSC is demanded as preparation for frequency regulation.

The frequency regulation controls of deloading WTGs are similar to those of WTGs in
the MPPT state. Affected by the wake effect [23–25], the frequency regulation capability
(FRC) of each WTG in a wind farm (WF) can be different because of the various arriving
wind speeds. Thus, setting the same control parameters for different WTGs will not
only waste resources but even endanger operating stability [26]. In order to solve this
problem, some works adjust the control parameters of WTGs in the MPPT state according
to the kinetic energy stored in their rotors [7,9,27–29]. For WTGs in the deloading state,
references [30,31] proposed reserve-based control schemes where the droop loop gains are
generally proportional to the power reserve margins. However, large droop coefficients
for WTGs at high wind speed will inevitably lead to large-scale movements of the blade
pitch angle, which will have a negative effect on the WTGs’ long-term service. Moreover,
the FRCs of WTGs are underestimated by reserve-based strategies. Therefore, a novel
frequency regulation strategy from the perspective of a WF is urgently demanded.

This paper proposes a systematic control strategy to enable WFs to participate in
system frequency regulation. The main contributions of this paper are as follows: First, this
paper presents a coordinated deloading scheme (CDS) combining the OSC and the PAC
methods. Compared with the traditional deloading scheme, the CDS applies to the situation
of high wind speed where the OSC cannot accomplish the deloading target alone. The
problem of frequent pitch angle actions caused by the PAC is also addressed through the
CDS. Second, the FRCs of deloading WTGs and WFs are evaluated based on the mechanism
of power point tracking control, which is more precise than the prevalent reserve-based
evaluation. Third, a group-based droop control (GBDC) scheme considering the diversity
of WTGs is proposed for deloading WFs. In this scheme, WTGs are divided into two groups
for different controls. The performance of frequency regulation is improved since the droop
coefficients are determined according to the FRCs. On the premise of improving frequency
response guarantee, pitch angle protection is also considered in this scheme. Moreover,
since the control methods proposed for over-frequency and under-frequency events are
symmetrical, this paper is presented from an under-frequency perspective for concision
and comprehensibility.

2. Cooperative Deloading Scheme

2.1. MPPT Control Principle

Doubly fed induction generators (DFIGs) and direct-drive permanent magnet syn-
chronous generators (PMSGs) are currently the most prevalent wind generators. These
two types of WTGs are both composed of a wind turbine, a generator, and a couple of
back-to-back power electronic converters. As these WTGs adopt analogous power control
frameworks, the research in this paper applies to both DFIGs and PMSGs. In this paper,
the simplified model of WTGs in [32] is applied and modified for simulation efficiency.
Since the research is mainly focused on the mechanism between the system and the fre-
quency response power with different schemes, parametric uncertainty is not considered in
this paper.
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Ignoring the loss caused by mechanical friction, the mechanical power, Pm, extracted
by the wind turbine can be calculated by

Pm =
1
2

ρπR2Cp(λ, β)v3 (1)

where ρ, R, v, and β are the air density, blade radius, wind speed, and blade pitch angle,
respectively. The power coefficient, Cp, is defined as

Cp = 0.5176(
116
λi

− 0.4β − 5) · e−
21
λi + 0.0068λ (2)

where
1
λi

=
1

λ + 0.08β
− 0.035

β + 1
(3)

The λ among the above equations represents the tip–speed ratio, which can be obtained by

λ =
ωrR

v
(4)

where ωr is the angular speed of the WT. In this paper, a one-mass drive train model is
adopted, and the rotating equation of the WTG is described as

Pe − Pm = −Jωr
dωr

dt
(5)

The mechanical power and the power coefficient curves of wind turbines are pre-
sented in Figures 1 and 2, respectively. For each definite wind speed, there is a so-called
optimal tip–speed ratio, λopt, and a corresponding rotor speed, ωr opt, enabling maximum
power extraction efficiency. The black dashed curve in Figure 1 is the well-known MPPT
curve, consisting of an ordinary operation zone, Zone2 (Segment BC); two constant speed
zones, Zone1 and Zone3 (Segments AB and CD); and a constant power zone, Zone4 (Ray
DE). WTGs in Zone1, 3, and 4 are under protection controls, which are not suitable for
participating in frequency regulation. Thus, the studies in this paper are mainly focused on
the WTGs in Zone2.

 

P

ω ω ω

Figure 1. Mechanical power and the MPPT curves.
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Figure 2. Power coefficient curve.

The optimal active power reference of a WTG in Zone2 is given by

PMPPT = Koptω
3
r (6)

where Kopt is the MPPT coefficient, whose expression is

Kopt =
1
2

ρπ
R5

λ3
opt

Cp(λopt, 0) (7)

As explained above, WTGs in Zone2 are in safe operation; thus, β is set to zero in
order to acquire the maximum wind energy harvest.

2.2. Coordinated Deloading Scheme

To address the secondary-frequency-dip issue, WTGs are generally released from
the MPPT state to preserve active power reserve margins for frequency regulation. The
deloading ratio is generally determined according to the system structure and the operating
status of the WF. With an appropriate frequency regulation strategy, 10% deloading work
can provide adequate headroom in a system with wind penetration up to 50% [21]. For a
given deloading ratio, d%, the deloading power reference is

Pdel = (1 − d%)PMPPT (8)

As illustrated in Figure 3, WTGs can reach the assigned deloading points by adjusting
the power point tracking curve. The brown dashed curve is the prevalent over-speed curve
(deloading without the PAC). When the wind speed is 9.5 m/s (a low wind speed case),
there is adequate margin between the MPPT point, B, and the reference rotor speed for
speed protection, ωr ref. Thus, WTGs can switch to the deloading point, B1, through the
traditional OSC method. The active power reference under this control is given by

Pdel = Kdelω
3
r (9)

The Kdel in (9) is the deloading power point tracking (DPPT) coefficient, which is
calculated by

Kdel =
1
2

ρπ
R5

λ3
del

Cp(λdel, 0) (10)

where λdel is the corresponding deloading tip–speed ratio, which can be obtained from (2–4)
or Figure 2. Since the WTG is at low wind speed and only the OSC is used for deloading,
the pitch angle, β, in (10) is equal to 0.
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Figure 3. Principle of the cooperative deloading control.

When the wind speed is 10.5 m/s (a high wind speed case), the optimal rotor speed,
ωr opt, at the MPPT point, A, is close to ωr ref. The rotor speed at the OSC-deloading
point, A1′, exceeds the reference rotor speed, which means the deloading requirement is
beyond the OSC-deloading potential. In such a situation, the PAC should be applied to
help accomplish the required deloading ratio.

To minimize the action of the pitch angle and maximize the stored kinetic energy, the
deloading power point, A1, is located at the maximum speed line. Then, we can find a
deloading pitch angle β0 (β0 = 1.9 when d% = 10%), with which the mechanical power
curve at 10.5 m/s wind speed intersects the ωr ref line at A1. The blue dashed line is the
DPPT line when v = 10.5 m/s and d% = 10%. As the deloading rotor speed is at the
reference value, the DPPT coefficient should be further adjusted to

Kdel =
Pdel

ω3
r ref

=
(1 − d%)Koptω

3
r opt

ω3
r ref

(11)

As ωr opt varies with wind speed, Kdel can be considered as a function of v and d%.
The deloading pitch angle can be obtained through a lookup table method. Table 1 shows
part of the β0 table.

Table 1. Lookup table for deloading pitch angle.

Wind
Speed
(m/s)

10% Deloading 20% Deloading

Deloading Pitch Angle β0
(Degree)

10.4 1.947 2.899
10.7 1.806 2.753
11.0 1.649 2.553
11.3 1.493 2.308
11.6 1.347 2.042
11.9 1.216 1.788

The boundary between high wind speed and low wind speed is given by

vb =
ωr refR

λdel
(12)
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The definition of vb is the maximum wind speed where WTGs can fulfill the deloading
requirement only through the OSC. Because of the correlation between λdel and d% depicted
in Figure 2, vb also varies with d%. The DPPT coefficient is rewritten as

Kdel =

⎧⎪⎨
⎪⎩

1
2 ρπ R5

λ3
del

Cp(λdel, 0) , v0 ≤ v ≤ vb

1
2 ρπ R5

λ3
opt

Cp(λopt, 0) · (1−d%)ω3
r opt

ω3
r ref

, vb ≤ v ≤ v1
(13)

where v0 and v1 are the cut-in wind speed and the minimum wind speed in the constant
speed interval (Zone3), respectively.

The procedure for each control cycle of the CDS scheme is described in detail in
Figure 4. When receiving deloading signals from the system operator, the control center
broadcasts the deloading order, d%, and wind speed boundary, vb, to all the WTGs. Then,
WTGs in low wind speed adjust the DPPT coefficients, Kdel, according to (13), and they
accomplish the deloading task through the OSC. For the WTGs in high wind speed, the
PAC and the OSC are both applied to deload. The corresponding Kdel can be calculated
from (13), and the deloading pitch angle is obtained through the β0 table.

 
Figure 4. Algorithm of the CDS.
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2.3. The Developed Pitch Angle Control

The frequency response of deloading WTGs is realized by extracting the reserve power
stored by the OSC and the PAC. Figure 5 presents the active power reference of a WTG,
which can be calculated by

Pref
∗ = Pref + ΔPref

= Kdelω
3
r − KpΔ f − Kd

d f
dt

(14)

x
t Ts + K

P

×

ω

f

f

v

d

P

K

fΔ+
−

−
+

−

 

Figure 5. Configuration of active power reference.

For the WTGs with the OSC, an increase in active power reference, ΔPref, produces
an imbalance between electrical and mechanical power, causing a reduction in the rotor
speed, ωr, according to (5). The mechanical power thus increases with ωr approaching
the optimal speed, ωr opt. In this process, the reserve power stored by the OSC can be
naturally extracted. However, the reserve power provided by the PAC cannot be released
spontaneously because of the lack of frequency response from the pitch angle.

To overcome this problem, a developed pitch angle control (DPAC) scheme, as shown
in Figure 6, is introduced in this paper. β f in Figure 6 is the frequency response component
of the pitch angle. To release the power reserve provided by the PAC, the pitch angle
decreases with the rotor speed in this scheme. As is shown in Figure 7a, β is proportional
to ωr within the interval [ωr opt, ωr ref]. Thus, the expression of β f is

β f =

⎧⎪⎨
⎪⎩
−β0 , ωr ≤ ωr opt

Kβωr + Bβ , ωr opt < ωr ≤ ωr ref

0 , ωr > ωr ref

(15)

v

d β

ω

ω −

+
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β
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+
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+
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Figure 6. Configuration of DPAC.
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β =
β =

β

ωω

Figure 7. Schematic of DPAC: (a) turning the pitch angle depending on rotor speed; (b) mechanical
power with the DPAC scheme.

The coefficients Kβ and Bβ are given by

Kβ =
β0

ωr ref − ωr opt
(16)

Bβ =
β0 · ωr opt

ωr ref − ωr opt
(17)

As the value of β0 + β f decreases to 0 at the optimal rotor speed, ωr opt, the synchro-
nization between the extractions of the power reserve stored by the OSC and the PAC
can be realized. The above conclusion can also be verified in Figure 7b. With the DPAC
scheme, the mechanical power curve reaches the maximum value through an optimal route.
Additionally, the proposed PAC scheme retains the speed protection function. When the
reference rotor speed is exceeded, the pitch angle will increase to keep the rotor speed
within a safe range. βωr in Figure 6 is the speed protection component of the pitch angle.

3. Evaluation of Frequency Regulation Capability

As calculated in (14), the active power reference is adjusted according to the frequency
deviation, Δ f , and the rate of change of frequency (ROCOF), d f /dt. To avoid operating
on the left of the MPPT curve, which causes instability of small disturbances, ΔPref in (12)
cannot transcend a certain limit. Inspired by reference [17,33], the limit is obtained by

ΔPmax = PMPPT − Kdelω
3
r opt

= Koptω
3
r opt − Kdelω

3
r opt

(18)
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We can readily acquire the limits at wind speeds of 10.5 m/s and 9.5 m/s from Figure 3,
which are Segment AA2 and Segment BB2, respectively. Naturally, the power increase limit
of the WF is the sum of those of the WTGs, which is

ΔPWF
max =

n

∑
i=1

ΔPWTG i
max (19)

where ΔPWTG i
max is the limit of the i-th WTG, and n is the number of WTGs in the WF.

In the frequency regulation process, the active power increases with the drop in the
system frequency. The FRC in this paper is defined as the difference between the power
increase and the limit. The FRC of the i-th deloading WTG can be calculated by

PWTG i
cap = ΔPWTG i

max − ΔPWTG i
ref (20)

The total FRC of the WF can be estimated by

PWF
cap =

n

∑
i=1

PWTG i
cap (21)

The limits ΔPWTG i
max and ΔPWF

max are the FRCs prior to disturbances, which are also
defined as the maximum FRCs. For the long-term service of WTGs, frequent actions on
pitch angle should be inhibited during frequency regulation. Therefore, WTGs in the WF
are divided into two groups according to whether the PAC is applied in the deloading
process. The two groups, G1 and G2, are defined by

G1 = {i|v0 ≤ vi ≤ vb} (22)

G2 = {i|vb ≤ vi ≤ v1} (23)

The WTGs of G1 are at low wind speed, and the deloading tasks of them are accom-
plished only with the OSC. Inversely, the WTGs of G2 are at high wind speed and are
deloaded with the OSC and the PAC.

The power increase limit of these two groups can be calculated by

ΔPG1
max = ∑

i∈G1

ΔPWTG i
max (24)

ΔPG2
max = ∑

i∈G2

ΔPWTG i
max (25)

Similarly, the FRCs of these two groups are calculated by

PG1
cap = ∑

i∈G1

PWTG i
cap (26)

PG2
cap = ∑

i∈G2

PWTG i
cap (27)

4. The Group-Based Droop Control

As a commonly applied method of frequency regulation, droop control is favorable for
both transient and steady-state characteristics of the system frequency [10,35]. Based on the
evaluation of FRC in Section 3, a novel droop scheme for WFs in CDS-deloading operation
is presented in this section. Considering the sensitivity to measurement errors [10,34], the
virtual inertia loop gains are universally set to 0.
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4.1. Total Droop Coefficient of the WF

In the frequency regulation process, the control center determines the total droop
coefficient of the WF. The total droop coefficient is defined as the sum of all droop gains
of WTGs:

KWF
p = KG1

p + KG2
p

= ∑i∈G1
KWTG i

p + ∑i∈G2
KWTG i

p

=
n
∑

i=1
KWTG i

p

(28)

where KG1
p and KG2

p are the total coefficients of G1 and G2, respectively.
To improve the frequency response of the WF, KWF

p should be determined depending
on the FRC of the WF. When the FRC is large, a large droop gain can be set to make full use
of the resources; when the FRC is small, the droop gain should be sufficiently small in case
the headroom of the power increase is exceeded. The droop gain of WFs is determined
as follows:

KWF
p =

ΔPWF
max

|Δ f |max
(29)

where |Δ f |max is the threshold of low-frequency load shedding. As such, KWF
p is propor-

tional to the maximum FRC, and the frequency response power can be calculated by

ΔPref =
ΔPWF

max
|Δ f |max

· Δ f (30)

when the frequency deviation touches the threshold, |Δ f |max, ΔPref is equal to the maximum
FRC of the WF.

4.2. Total Droop Coefficients of the Groups

As mentioned in Section 3, WTGs in G2 deload with the OSC and the PAC methods.
The frequency response of these WTGs is probably likely to cause the action of pitch angles.
Thus, the total droop coefficients (TDCs) of G1 and G2 should be determined reasonably
in different disturbances so that the pressure of the mechanical devices of WTGs in G2
can be alleviated. When the system frequency fluctuates gently, the response of WTGs in
G2 should be minimized, and the frequency regulation task is mainly completed by G1.
However, when the fluctuation is intense, the response of WTGs in G1 alone can no longer
meet the demand of frequency regulation in the WF. In this case, the resources in G2 should
be effectively extracted to support frequency stability.

Therefore, a pair of exponential membership functions are introduced to allocate the
frequency regulation tasks of G1 and G2. The variable of the functions is the ratio of the
FRC of G1 and the power increase limit of the WF, calculated by

x =
PG1

cap

ΔPWF
max

(31)

The participation degrees of these two groups are then obtained by

KG1
p

KWF
p

=
ΔPG1

max

ΔPWF
max

(1 − 1
1 + e−a(x−0.1)

)(
1

1 + e−a(x+0.1)
) (32)

KG2
p

KWF
p

= 1 − KG1
p

KWF
p

(33)

The constant, a, is the conversion factor. A larger a means a higher participation
degree of the frequency response from G1 and more protection for WTGs in G2. However,

32



Energies 2022, 15, 2722

a too-large value of a may also weaken the frequency regulation effect, as it limits the
participation of G2 to a large extent. Considering the effect from both aspects, a is set to 800
in this paper.

The dynamic properties of the participating extent of the two groups KG1
p /KWF

p and

KG2
p /KWF

p are depicted in Figure 8. When PG1
cap/ΔPWF

max is greater than 0.1, it means that there

are still sufficient frequency regulation resources in G1. Thus, KG1
p /KWF

p at this time equals 1.
WTGs in G1 take over the whole droop control task of the WF, while WTGs in G2 only
add a small amount of active power through the virtual inertia control. Inversely, when
PG1

cap/ΔPWF
max is less than 0.1, the resources of G1 are close to running out. Thus, KG1

p /KWF
p

decreases gradually with PG1
cap/ΔPWF

max. The task undertaken by G1 gradually decreases
while that of G2 increases. To prevent an excessive response to the frequency deviation,
which endangers the stable operation of the WTGs of G1, the slope of the curves around 0.1
is sufficiently large. As the PG1

cap/ΔPWF
max ratio decreases further, which means the resources

of both G1 and G2 are running out, KG1
p /KWF

p and KG2
p /KWF

p converge to ΔPG1
max/ΔPWF

max and

ΔPG2
max/ΔPWF

max, respectively. At this time, the frequency regulation tasks of G1 and G2 are
assigned according to their own resources.

GP PΔ

GK K
GK KGP PΔ Δ

GP PΔ Δ

Figure 8. Exponential membership functions.

4.3. Droop Coefficients of WTGs

Due to the wake effect, the arriving wind speed of a WF possesses a declining trend
while traversing each row of WTGs. The universal parameter setting of the conventional
droop control is not suitable for WTGs with different FRCs. Moreover, FRCs also vary
because of wind fluctuation and power variation in the frequency response process. In this
situation, the droop coefficients of WTGs in each group are proportional to their real-time
FRCs, i.e.,

KWTG i
p ∝ PWTG i

cap (34)

Considering the constraint of (19), KWTG i
p for WTGs in the two groups can be calcu-

lated by

KWTG i
p =

⎧⎪⎪⎨
⎪⎪⎩

KG1
p · PWTG i

cap

P
G1
cap

, i ∈ G1

KG2
p · PWTG i

cap

PG2
cap

, i ∈ G2

(35)

WTGs with greater capabilities provide more output in frequency regulation while
those with less capability give a small output increase to guarantee stable operation. There-
fore, the resources of frequency regulation can be efficiently utilized with the proposed
coefficients.
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5. Case Studies

The simulations in this paper are implemented using MATLAB/Simulink. A devel-
oped low-order power system model [32] (Figure 9) is adopted to verify the proposed
GBDC scheme of a deloading WF. The voltage control involving the dynamics of the sys-
tem’s reactive power is not considered. The system contains a 20 MW small hydropower
station, a 120 MW thermal power plant with combined-cycle gas turbines, and a wind farm.
All of the conventional power plants are equipped with droop control to participate in
frequency regulation, and the gains of the droop loops, Kp, are set to 20. He in Figure 9 is
the equivalent inertia time constant of the system, which can be calculated by [35,36]

He = rWHW + rTHT (36)
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Figure 9. Primary frequency control of the low-order system.

HW and HT are the inertia time constants of the hydropower station and the thermal
power plant, and the values of them are 3.6 s and 6.5 s, respectively. rW and rT are the
hydro and thermal penetrations, which are 10% and 50%, respectively. The load damping,
D, is 0.5 in each unit.

The wind farm is composed of twenty 3 MW DFIGs, arranged in four rows (as shown
in Figure 10). The wind power penetration of the system is 30%. The GBDC scheme is
compared with three different droop control schemes, namely, (1) traditional fixed droop
control (FDC), (2) adaptive droop control (ADC), and (3) no droop control (NDC), for
wind farms. In the FDC scheme, every WTG responds to the frequency with a fixed droop
coefficient. The droop coefficients of the FDC scheme are obtained by the trial and error
method to ensure that all WTGs operate stably in the frequency response process. The
ADC scheme has no function of pitch angle protection; thus, the droop coefficients of all
WTGs are proportional to their maximum FRCs, which are calculated by

KWTG i
p =

ΔPWTG i
max

|Δ f |max
(37)

The WTGs in all these schemes operate with a 10% deloading ratio through the
CDS strategy. The gains of the virtual inertial control are all set to 0. Additionally, all
the generators in this system respond to the frequency deviation through a ±0.01 Hz
dead band.
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Figure 10. Structure of the wind farm.

5.1. Case 1: Small Load Disturbance

The free wind speed in this case is 11.00 m/s and remains unchanged. The wind
direction is shown in Figure 10. Due to the wake effect, the actual wind speed received
by each row of WTGs gradually decreases. In this paper, the arriving wind speed of each
row is calculated by the Jansen wake model [24]. The wind speeds from front to back are
set as 11.00 m/s, 9.57 m/s, 9.41 m/s, and 9.36 m/s. The WTGs in the first row are under
high wind speed, while the others are under low wind speed. At t = 30 s, the system load
suddenly increases from 120 MW to 126 MW.

The results of Case 1 are presented in Figure 11. Since both the GBDC and the ADC
schemes determine the total droop coefficient according to the FRC of the wind farm, the
total active power increase in the wind farm is greater than in the case of the FDC scheme.
With the GBDC scheme, the frequency nadir, fnadir, is 49.83 Hz, which is almost the same
as that with the ADC scheme. fnadir with the GBDC and the ADC schemes is higher than
that with the FDC and the NDC schemes by 0.06 Hz and 0.15 Hz, respectively, and the
steady-state frequency is closer to the standard frequency, 50 Hz. It needs to be pointed
out that the frequency curves of the proposed scheme and the ADC scheme are slightly
different. The reason for this is that the different droop coefficient distributions in these
two schemes cause different rotor speeds of the WTGs; thus, the sum of Pref in (14) is
also different.

Figure 11. Cont.

35



Energies 2022, 15, 2722

Figure 11. Simulation results of Case 1: (a) system frequency; (b) active power of WF; (c) active
power of WTG#1; (d) active power of WTG#6; (e) pitch angle of WTG#1.

The dynamics of WTGs are also presented in Figure 11 to prove the advancement of
the GBDC scheme. We can observe in Figure 11c,d that, when the disturbance is small, the
resources of frequency regulation in G1 (represented by WTG#6) are adequate; thus, there
is no need for WTGs in G2 (represented by WTG#1) to participate in the droop control of
the WF. When the proposed scheme is adopted, the power increase in WTG#1 is negligible,
which is the same as that using the NDC scheme and much smaller than those with the FDC
and ADC schemes. The power increase in WTG#6 with the proposed droop scheme is larger
than those with the other schemes, which suggests that the power deficit is supplemented
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by the WTGs in G1. As the WTGs all deload with the CDS, the pitch angles of WTG#1 are all
1.649◦ in the initial stage of the simulation. The pitch angle curve of the proposed scheme is
the same as that of the NDC scheme and almost remains unchanged. With the FDC scheme,
the pitch angle is gradually reduced to 1.460◦. Due to the larger power increase, the change
in the pitch angle of the ADC scheme is greater, which is reduced to 1.312◦.

5.2. Case 2: Large Load Disturbance

The wind speed of the wind farm is the same as that in Case 1. At t = 30 s, the load
increases from 120 MW to 136 MW.

The results of Case 2 are presented in Figure 12. Because of the FRC-based droop
coefficients, the power increases in the WF with the GBDC and the ADC schemes are very
close, and they are both higher than those with the other two schemes. fnadir with the
GBDC scheme is 49.71 Hz, which is the same as that with the ADC scheme and higher than
that with the FDC and NDC schemes by 0.30 Hz and 0.55 Hz, respectively. The steady-state
frequency with the GBDC and the ADC schemes is 49.71 Hz, which is higher than those
with the FDC and NDC schemes by 0.01 Hz and 0.03 Hz, respectively.

Figure 12. Cont.
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Figure 12. Simulation results of Case 2: (a) system frequency; (b) active power of WF; (c) active
power of WTG#1; (d) active power of WTG#6; (e) pitch angle of WTG#1.

The power and pitch angle curves of WTG#1 and WTG#6 are also presented in
Figure 12. In the GBDC scheme, G1 and G2 are both appointed to participate in frequency
regulation because of the large frequency deviation. The power increases in WTG#1 and
WTG#6 are larger than those in the FDC scheme. In the ADC scheme, the peak powers of
WTG#1 and WTG#6 are almost the same as those in the GBDC scheme. As the deviation
decreases in the frequency regulation process, the GBDC scheme reduces the participating
degree of G2. This is why the power of WTG#1 decreases faster than that in the ADC
scheme. In the ADC scheme, the pitch angle of WTG#1 is reduced from 1.649◦ to 0.770◦
to capture more mechanical power. In the FDC scheme, the settled value is 1.160◦. In
the GBDC scheme, the pitch angle is reduced to 1.158◦ at t = 34.9 s and finally returns
to 1.649◦.

Compared with the traditional FDC scheme, the GBDC and the ADC schemes can
both improve the frequency response performance. For the same extent of frequency
improvement, the GBDC scheme makes the pitch angle move less than the ADC scheme.

5.3. Case 3: Wind Disturbance

In this case, the system load remains unchanged at 120 MW. Initially, the wind speed
of the WF is 11.00 m/s, and it drops to 10.30 m/s at t = 30 s. To simplify the simulation,
the time delay of the wind speed drops of each row of WTGs is ignored. Therefore, the
arriving wind speeds of each row are reduced from 11.50 m/s, 10.09 m/s, 9.93 m/s, and
9.88 m/s to 10.50 m/s, 9.05 m/s, 8.89 m/s, and 8.83 m/s at t = 30 s, respectively.

The results of Case 3 are presented in Figure 13. It can be seen in Figure 13b that,
due to the decrease in wind speed, the power of the WF decreases at t = 30 s, producing
a disturbance in the system frequency. When detecting the frequency deviation, the WF
begins to increase its output to participate in frequency regulation. The power increases
in the GBDC and the ADC schemes are larger than that in the FDC scheme because of the
larger droop coefficients. Therefore, the frequency curves of these two schemes are higher
than those of the FDC and the NDC schemes in the whole simulation. The fnadir of the
NDC scheme is 49.82 Hz and appears at 34.33 s. At the same time, the frequencies of the
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proposed scheme and the ADC scheme are both 49.89 Hz, while the frequency value of the
FDC scheme is 49.87 Hz.

 

 
Figure 13. Simulation results of Case 3: (a) system frequency; (b) active power of WF; (c) active
power of WTG#1; (d) active power of WTG#6; (e) pitch angle of WTG#1.
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As the deloading pitch angle, β0, varies with the wind speed, the pitch angle of the
WF increases to a new value at t = 30 s. After that, the pitch angle of the FDC and the
ADC schemes is reduced so that the power reserve stored by the PAC can be extracted. The
active power curves of WTG#1 and WTG#6 are presented in Figure 13c,d, which represent
the WTGs of G2 and G1, respectively. With the proposed scheme, the power increase in
WTG#1 is the same as that with the NDC scheme, which is negligible. The power increase
in the ADC scheme is the largest, as the first row of WTGs possess the largest FRC. As for
the power increase in WTG#6, the schemes, in descending order, are the proposed scheme,
the ADC scheme, the FDC scheme, and the NDC scheme. With the proposed scheme, the
pitch angle of WTG#1 remains at the new deloading value, 1.900◦, the same as that with the
NDC scheme. The curves of the ADC and the FDC schemes decrease to 1.469◦ and 1.691◦,
respectively.

5.4. Case 4: Random Wind Conditions

To verify the practicality of the proposed scheme, a simulation under continuous wind
and load disturbances is carried out in this section. The wind speed of each row is shown in
Figure 14a, while the load disturbance is presented in Figure 14b. Moreover, the uncertainty
of the frequency measurement is also included as a disturbance to test the robustness of the
schemes. The measurement error is shown in Figure 14c.

Figure 14. Disturbances: (a) wind disturbance; (b) load disturbance; (c) frequency measurement error.
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The simulation results are presented in Figure 15. Compared with the NDC scheme,
where WTGs do not participate in frequency regulation, the other schemes can all mitigate
the frequency fluctuations. The frequency curves of the GBDC and ADC schemes are
coincident and fluctuate more gently than that of the FDC scheme most of the time. Since
there is no frequency regulation control, the pitch angle in the NDC scheme only changes
with the wind speed. Therefore, the pitch angle of the NDC scheme can be applied as a
reference to evaluate the fluctuation of the other schemes. Compared with the FDC and
ADC schemes, the pitch angle curve of the GBDC scheme is closer to that of the NDC
scheme, which means that the pitch angle changes more gently.

Figure 15. Simulation results of Case 4: (a) frequency; (b) pitch angle of WTG#1.

To further verify the superiority of the GBDC scheme, four indices are applied to
evaluate the performances of the schemes. As introduced in [37], the expressions of the
indices are as follows: ⎧⎪⎪⎪⎨

⎪⎪⎪⎩
ISEΔ f =

∫ ts
0 [Δ f (t)]2dt

ITSEΔ f =
∫ ts

0 t[Δ f (t)]2dt
IAEΔ f =

∫ ts
0 |Δ f (t)|dt

ITAEΔ f =
∫ ts

0 t|Δ f (t)|dt

(38)

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ISEΔβ =
∫ ts

0 [Δβ(t)]2dt
ITSEΔβ =

∫ ts
0 t[Δβ(t)]2dt

IAEΔβ =
∫ ts

0 |Δβ(t)|dt
ITAEΔβ =

∫ ts
0 t|Δβ(t)|dt

(39)

where ts is the simulation time, and Δβ(t) is the difference between the pitch angles of the
evaluated and the NDC schemes.

The curves of the indices are presented in Figures 16 and 17. The comparison proves
that the ADC and the GBDC schemes can both improve the frequency to a satisfactory level.

As for the pitch angle indices, the accumulative error of the GBDC is closest to the
reference (curves of the NDC scheme), which means that the fluctuation is the most gentle.
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Figure 16. Indices of frequency deviation: (a) ISE; (b) ITSE; (c) IAE; (d) ITAE.

Figure 17. Cont.
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Figure 17. Indices of pitch angle deviation: (a) ISE; (b) ITSE; (c) IAE; (d) ITAE.

6. Conclusions

This paper proposes a sophisticated frequency regulation strategy for WFs. To prepare
an adequate active power reserve for frequency response, a CDC scheme combining the
OSC and the PAC is presented. In this scheme, WTGs at different ranges of wind speed
deload using different methods. For WTGs at low wind speed, only the OSC is adopted so
that the frequent pitch angle action caused by the PAC is avoided. For WTGs at high wind
speed, the deloading work is accomplished by the coordination of the OSC and the PAC. In
this study, the PAC is only adopted as a supplementary control method. Compared with
the OSC scheme, the coordination enables the WTGs at high wind speed to possess a large
deloading ratio.

For the frequency response of WFs consisting of WTGs with the CDC scheme, a GBDC
scheme is proposed in this paper. In this scheme, the droop coefficients of the WF and the
WTGs are determined according to the precisely evaluated FRCs. To improve the frequency
response and ensure stable operation, the droop coefficients are proportional to the FRCs
in the whole process. Moreover, to reduce the pitch angle action in the frequency response
process, the WTGs are divided into two groups according to whether the PAC is adopted
in the deloading process. Then, a pair of exponential functions are adopted to determine
their participation degrees of frequency response. The simulations demonstrate that the
GBDC scheme can improve the system frequency to the same extent as the ADC scheme,
while the pitch angle action of the GBDC scheme is smaller. In some small disturbances, the
GBDC scheme can even make the pitch angle fluctuate more gently than the conventional
FDC scheme.
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One consideration for future work is the influence of parametric uncertainty. In this
paper, the interest is mainly focused on the mechanism between the system frequency and
the frequency response power of WFs with different schemes. The WTG model is simplified
to improve simulation efficiency. Considering various problems that may be encountered
in practice, including the difficulty of parameter measurement, the frequency regulation
methods based on parametric uncertainty and their influence on the frequency stability
are of vital significance. Moreover, wind power fluctuation is a main disturbance source
to the frequency. An accurate wind power prediction is helpful to develop the frequency
regulation strategy. Therefore, a novel strategy that contains deloading and frequency
response schemes based on wind power prediction is under ongoing investigation.
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Abstract: Due to high unit capacities, electric arc furnaces are among the receivers that significantly
affect the power system from which they are supplied. Arc furnaces generate a number of distur-
bances to the power grid, including fast-changing voltage fluctuations causing the phenomenon
of flickering light, asymmetry, and deformation of the voltage curve. The main issues discussed
in the article are problems related to the distortion of current and voltage waveforms, resulting
from the operation of electric arc furnaces. An analysis of the indices characterizing the voltage
distortion recorded in the supply network of the arc furnaces is presented. The changes in the range
of current and voltage waveform deformation in individual smelting phases in the arc furnace are
also presented. Furthermore, the changes in the degree of deformation of the current and voltage
waveforms in the individual smelting phases in an arc furnace are presented. A multi-voltage electric
arc model used in computer simulations is proposed.

Keywords: arc furnaces; deformation of the arc voltage; multi-voltage electric arc model power
quality; melting power

1. Introduction

Arc furnaces are among the receivers whose load changes in both dynamic and
stochastic ways. These changes are caused by the technological process carried out in the
furnace, which uses an electric arc to melt the charge. The mathematical description of an
electric arc is very complex, as it includes electromagnetic and gasodynamic phenomena,
as well as chemical reactions. The knowledge of the arc model is necessary to determine the
optimal operating point of the arc device, i.e., ensuring the maximization of the arc power
during scrap melting [1,2]. The stabilization of the operating point is achieved through
the use of electrode shift control systems, which use algorithms dependent on the adopted
arc model [3,4].

The nature and value of the arc device current are influenced by many factors. They
can be divided into several groups. The first includes factors related to the parameters of
the supply line. These are mainly the supply voltage level, resistance, and reactance of
the supply network, which determine the amount of short-circuit power at the connection
point of the arc furnaces. The second group depends on the parameters of the arc furnace:
the furnace power in relation to the short-circuit power of the network, the construction
of the high-current circuit, and the measures used to limit the impact of the furnace on
the power system. Another group consists of factors related to the method of smelting,
including the chemical composition of the medium in which the arc takes place, its pressure
and temperature, the distance between the electrodes, their material, scrap quality, and the
amount of injected oxygen [5,6].

The complexity and variability of the physicochemical processes occurring at various
phases of the technological process, in the arc itself, as well as in the environment of
the electrodes, and the conditions of supplying the arc from the power system make the
analysis of the operation of a circuit with an electric arc a complicated task. The result has
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been the publication of a great variety of arch models. One of the first models of the arc
was proposed by Cassie, in which he assumed that the arc has a cylindrical column with
a uniform temperature and current density [7,8]. Mayer proposed an improved model
in which he assumed that the arc had a constant diameter with varying temperature and
conductivity. He considered that the power losses were due to heat conduction at low
currents. This means that the conductance is strongly dependent on the temperature and
independent of the arc cross-sectional area [9]. The models proposed by Cassie and Mayr
were analyzed, among others, in [10–12].

The literature on the subject presents many different arc models, including nonlinear
resistance models [13,14], models using current–voltage characteristics [15–19], models
represented by voltage sources [20,21], models based on the relationship between arc length
and voltage [22,23], and models using neural networks and fuzzy logic [24–27]. In many
publications, the influence of arc furnaces on voltage distortion in the supply network was
presented on the basis of modeling with the use of simulation programs [28–30].

The present article is a continuation of the issues concerning the impact of electric
arc furnaces on the power system, described by the author in [31–34]. In [32,33], voltage
fluctuations generated by arc furnaces were characterized in detail. The results of mea-
surements of indicators characterizing energy quality (including light flicker coefficients)
were presented. The results of model tests were proposed in which the electric arc of the
electric arc furnace was replaced with a voltage whose value depends on the arc length.
The phenomenon of current and voltage asymmetry in the lines supplying arc furnaces
was presented in [34].

The aim of the research presented in the article was to evaluate the influence of electric
arc furnaces on the deformation of the voltage supplying the arc devices.

The presented results are an extension of the information presented in [31]. An analysis
of changes in the indices characterizing distorted voltage waveforms (THD, Uh) recorded
in the lines supplying the arc furnaces was performed.

The measurements were carried out for various supply conditions of the steelworks
(at different short-circuit powers of the supply networks) and for arc furnaces with different
power of furnace transformers.

In the model tests, the electric arc model of the electric arc furnace developed by
the author was used. The presented model studies were aimed at estimating how the
deformation of the electric arc voltage affects the power system from which the arc furnaces
are supplied. The main objective of the model tests was to determine the influence of the
supply conditions (short-circuit power of supply lines) in metallurgical plants (steel mills).
The influence of the arc voltage deformation on the melting power (active power consumed
by the arc furnace) was also determined.

The article does not deal with the issues related to limiting the distortion of currents
and voltages generated by arc furnaces.

2. Deformation of Voltages and Currents Arising during Steel Smelting in an Electric
Arc Furnace

The source of higher harmonics in the supply networks of arc furnaces is the nonlinear
nature of the arc. The arc voltage changes its shape during the smelting from close to
rectangular in the initial stage of smelting the scrap, and from triangular to sinusoidal in
the final stage of smelting.

Arc furnaces generate the greatest disturbances in the initial phase of scrap melting.
This is caused by dynamic changes in the electric arc voltage. The arc furnace operates from
the short-circuit of the electrodes with the charge to the idle state (electric arc break). After
ignition of the electric arc between the charge and the electrodes, the arc voltage curve
changes very dynamically (Figure 1a).
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Figure 1. The shape of the arc voltage curve: (a) arc ignition start; (b) smelting scrap; (c) the main
phase of melting the scrap; (d) final stage of smelting [31].

The electric arc of the electric arc furnace changes its length, which causes a change
in the voltage value between the charge and the electrodes. As the scrap melts, the arc
voltage at this stage is closer to the square wave (Figure 1b), which can be used to extract
the arc voltage frequency. In the next step of smelting the scrap, the arc voltage is triangular
in shape (Figure 1c). In the final stage of smelting the scrap, the arc voltage is sinusoidal
(Figure 1d). The electric arc is covered with foamed slag, which causes thermal stabilization
of the furnace operation [31].

Changes in the arc voltage waveform distort the arc furnace current waveform. The
result of current distortion in the mains supplying the arc devices is a distorted voltage
drop. As a result, the supply voltage of the steelworks has a deformed course.

Figure 2 presents the changes in the value of the harmonic distortion of the THDI
current and the THDU voltage, recorded during one smelting in the arc furnace. There is a
significant correlation between the THDI and THDU waveforms. The correlation coefficient
is rTHDI-U = 0.71.

Figure 2. Changes in THDI and THDU coefficients in the different smelting phases in the electric
arc furnace.
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Analytical determination of the indices characterizing the deformation of voltages
and currents in the circuits of arc furnaces is very difficult due to the fact that the values of
these indices are random variables. Additionally, the shape of the current (similar to the arc
voltage—Figure 1) changes with the time of smelting. The harmonic content of the voltage
in the electric arc furnace supply network increases with the increase in the furnace power
and decreases with the increase in the short-circuit power of the network.

The main cause of the arc furnace current distortion is the arc voltage distortion
between the electrodes and the charge. The distorted current is the cause of the distorted
voltage drop on the impedance of the arc supply line. As a result, the supply voltage of the
steel plant does not have a perfect sinusoidal wave.

Figure 3 shows the current waveform recorded in the initial stage of smelting in the
arc furnace supply network with the power of a 20 MVA furnace transformer. In this
phase, there are changes in which the frequency of the current cannot be clearly determined
because it is not periodic.

Figure 3. The oscillogram of the arc current in the initial phase of melting the scrap.

In the next part of the smelting, powerless periods occur sporadically. The current,
however, shows dynamic changes in value, which in turn causes voltage fluctuations in the
supply network (Figure 4).

Figure 4. The oscillogram of the arc furnace current recorded in the next phase of scrap melting.
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In the last stage of the smelting, with the melt and the smelting with foamed slag,
it is possible to speak of a furnace current whose shape is similar to a sinusoidal course
(Figure 5).

Figure 5. Oscillogram of the current with complete melting of the charge in the electric arc furnace.

In order to assess the voltage distortion in the networks supplying arc devices, mea-
surements were made, and then an analysis of changes in the indices characterizing dis-
torted waveforms (THD, Uh) was carried out. Figure 6 shows the changes in the THDU
harmonic distortion coefficient recorded in the steelwork supply network (110 kV) and in
the arc furnace supply line (30 kV).

Figure 6. Harmonic distortion changes THDU recorded during the measurement week in the steel
plant supply network and the arc furnace supply line.

For the presented power supply system of the steelworks (rated voltage of the supply
line UN = 110 kV), the ratio of the short-circuit power of the network to the power of the
arc furnace is Scc/Strc = 134. It was estimated that the influence of the electric arc furnace on
voltage distortion at the level of 110 kV is small. Changes of the THDU_110 kV coefficient are
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typical for the waveforms corresponding to the daily changes of the power system load. In the
case of the furnace transformer supply line (rated line voltage UN = 30 kV), the influence of the
arc furnace on voltage distortion is much greater. There is a visible increase in THDU_30 kV
during the operation of the arc furnace. For the analyzed line, the ratio of the short-circuit
power of the network to the power of the electric arc furnace is Scc/Strc = 20.

During the individual stages of steel smelting in the electric arc furnace, the values
of the parameters characterizing the energy quality change. The reason for this is the
dynamically changing current of the arc furnace. The indices determining the deformation
of the supply voltage, i.e., THDU and Uh, also change during the smelting. Figure 7
shows the changes in the total harmonic distortion of the THD voltage recorded during
one smelting.

Figure 7. Changes in THD coefficient in the different smelting phases in the electric arc furnace
(a) start of scrap melting, (b) final smelting phase—molten scrap, (c) arc furnace off.

After starting steel smelting in the electric arc furnace, when the arc voltage is the
most deformed (the shape of the voltage curve is close to a square wave), the greatest
deformation of the furnace current also occurs. This results in the greatest distortion of
the voltage supplied to the arc furnaces (Figure 7, point a). Then, there are odd harmon-
ics (U(3) = 1.238%, U(5) = 1.913%, U(7) = 0.428%, and U(9) = 0.151%) and even harmonics
(U(2) = 0.372%, U(4) = 0.252%, U(6) = 0.267%, U(8) = 0.191%, and U(10) = 0.151%), as shown
in Figure 8a When the scrap is melted, the voltage distortion and the content of individ-
ual harmonics are reduced, e.g., U(2) = 0.111%, U(4) = 0.116%, U(6) = 0.03%, U(8) = 0.015%,
U(10) = 0.035% and odd U(3) = 0.186%, U(5) = 0.982%, U(7) = 0.554%, and U(9) = 0.015%
(Figure 8b). Figure 8c shows the spectrum of voltage harmonics recorded with the arc furnace
off, where U(5) = 0.644% of the fundamental harmonic, while U(3) = 0.367% and U(7) = 0.267%.
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Figure 8. Spectrum of voltage harmonics in different melting phases in the arc furnace: (a) com-
mencement of melting the charge; (b) melted charge; (c) when the furnace is turned off (loading the
scrap into the furnace).

The changing spectrum of harmonics, in terms of both the value of individual compo-
nents and their order (odd and even harmonics appearing—Figures 9 and 10), may cause
disturbances in the operation of the furnace system equipment.
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Figure 9. Changes of the amplitude in odd harmonics of the voltage during the smelting process in
the arc furnace.

Figure 10. Even harmonic amplitude changes of voltage during smelting in an arc furnace.

Capacitor batteries used to compensate for the reactive power of the arc furnace are
particularly at risk. A voltage surge may occur at the capacitor terminals due to resonance
conditions. Figure 11 shows a damaged capacitor battery used to compensate for reactive
power of the arc furnace. The cause of the capacitor failure was resonance phenomena
causing an increase in the voltage supplying the capacitor bank. The next section of the
article presents model studies presenting the influence of power supply conditions for
arc furnaces (short-circuit power of the network) on transient phenomena resulting from
switching on the capacitor bank.
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Figure 11. Damaged capacitor battery used to compensate for the reactive power of the arc furnace.

3. Multi-Voltage Model of the Arc Device

Voltage distortion in arc supply networks depends both on disturbances caused by arc
furnaces and on the influence of other nonlinear loads supplied from the power system.
This is confirmed in Figure 6, showing changes in the THDU coefficient recorded over a
week in the power line supplying arc furnaces (at the voltage level of 110 kV or 30 kV).
The value of the THDU factor also depends on the short-circuit power of the network
from which the steel plant is supplied and changes with the phases of smelting in the arc
furnace. Additionally, during smelting, the spectrum of harmonics of the current and arc
voltage changes. These factors make modeling of voltage distortions caused by arc devices
extremely difficult. Due to the very high rated powers of furnace transformers and the
dynamically changing load, arc furnaces are complex research facilities. Therefore, a certain
compromise should be taken into account between the degree of complexity of the model
and the accuracy (approximation) in reproducing the real conditions and its practical use.

Due to the fact that, in individual phases, there is a very large correlation between the
changes in the total distortion factor voltage harmonics, by analyzing the voltage distortion
caused by arc furnaces, the article considers the phase with the greatest deformation (the
highest THDU value), which results from a very large correlation between changes in
the THDU value in individual phases, e.g., for the steelworks supply line (Figure 12), i.e.,
rTHD12 = 0.995, rTHD23 = 0.995, and rTHD31 = 0.995.
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Figure 12. Changes in the total harmonic distortion THDU recorded in three phases of the steel
supply network during the week of measurements.

Analyzing the THDU changes recorded in the individual phases of the steel supply
line (Figure 13), during one melt (at 5 s measurement intervals), a significant correlation
was also found, i.e., rTHD12 = 0.905, rTHD23 = 0.880, and rTHD31 = 0.897.

Figure 13. Changes in the total harmonic distortion THD recorded in three phases of the steelwork
supply network during one melting in the arc furnace.

Taking into account the significant correlation of THD changes in individual phases
of the supply line to the arc furnaces, a single-phase equivalent diagram of the arc device
with a multi-voltage electric arc model is proposed in Figure 14 [31].
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Figure 14. Single-phase diagram of equivalent power supply for an arc furnace with a multi-voltage
electric arc model [31].

The following designations are adopted in Figure 14: USV—rated voltage, US—steelwork
supply voltage, RL, XL—power line resistance and reactance, RTarc, XLarc—resistance and
reactance high-current path with the furnace transformer, Iarc—arc furnace current, U(1)(t),
U(2)(t), . . . , U(h)(t)—voltage harmonics, and U(t)arc—arc voltage.

The article proposes a model based on harmonic voltage (harmonic voltage source
model—HVSM). In this model, the arc furnace is represented as a series connection of the
resistance RT and the reactance XT representing the high-current path and the arc voltage
Uarc(t) (Figure 15).

Figure 15. The arc furnace model based on the harmonics of the electric arc voltage (HVSM).

The arc voltage is calculated as the difference between the measured voltage US(t),

US(t) =
n

∑
h=1

Uh sin(hωt + ϕh), (1)

and that determined on the basis of the measured current, iarc(t), with the voltage US(t) on
the impedance of the high-current circuit.

US(t) = RTiarc(t) + LT
diarc(t)

d(t)
. (2)

Hence,
Uarc(t) = US(t)− USV(t). (3)

The presented two models based on the measurements of real voltages and currents
in networks supplying arc devices can be classified as dynamic models of the arc device.

Parallel to the measurements of indicators characterizing the quality of electric energy
(e.g., THDU, Uh) in the lines supplying the arc furnaces, the voltage of the electric arc
was recorded. The recorded waveforms of the electric arc voltage were the basis for the
development of a multi-voltage model of the arc device. The proposed model takes into
account changes in the arc voltage shape during the smelting process. This model consists
of series connected voltage sources of successive harmonics representing the changing
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arc voltage. The change in both the value and the shape of the arc voltage is taken into
account. Figure 16a shows an example of the recorded arc voltage. The spectrum of the
true arc voltage is determined using FFT. Knowing the spectrum of voltage harmonics, the
arc device was modeled using the proposed model (Figure 16b) [31].

Figure 16. Electric arc voltage oscillograms recorded in real conditions (a) and determined using the
proposed model (b)—initial stage of melting [31].

Taking into account the change in the arc voltage shape and the change in the content
of higher harmonics of this voltage, the operation of the arc device in the phase after melting
the scrap in the arc furnace was modeled (Figure 17).
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Figure 17. Electric arc voltage oscillograms recorded in real conditions (a) and determined using the
proposed model (b)—after melting the charge [31].

The power supply conditions of the steelworks have a decisive influence on the
deformation of the voltage supplying arc furnaces. These conditions are determined by
the ratio of the short-circuit power of the network supplying the arc devices to the power
of the arc furnace at the short-circuit of the electrodes with the charge—Scc/Sts. Assuming
the actual supply conditions of the steel mill, two different ratios of the short-circuit power
of the network to the power of the furnace at the short-circuit of the electrodes with the
charge were assumed: Scc/Sts = 134—Figure 18a and Scc/Sts = 20—Figure 18b.

The article proposes a single-phase equivalent diagram of the arc device. A certain
simplification of the presented electric arc furnace based on the multi-voltage model of the
electric arc is the two-voltage model of the arc device—Figure 19.

Figure 20 shows the spectrum of voltage harmonics for an ideal square wave. In the
case of a square wave, the harmonic distortion factor THDUrec is about 0.483, assuming the
amplitude of the first harmonic as 1.

The harmonic distortion factor THD for a rectangular arc voltage can also be deter-
mined from Equation (4).

THDUrec =

√
∞
∑

υ=2
U2

recυ

Urec1
=

√
U2

rec0 − U2
rec1

U2
rec1

=

√
U2

rec0
U2

rec1
− 1 =

√
π2

8
− 1 = 0.4834 (4)

Figure 21 shows the changes in the value of the arc voltage distortion coefficient THDUarc
as a function of parameter b. For the parameter b = 0, the arc voltage waveform is rectangular
(THDUarc = 0.483); when b = 1, the arc voltage shape is sinusoidal (THDUsin = 0).
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Figure 18. Oscillograms of the voltage in the supply line USV(t) and the arc voltage Uarc(t) for
Scc/Sts = 134 (a) and Scc/Sts = 20 (b) [31].

Figure 19. Single-phase equivalent circuit with a two-voltage electric arc model.
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Figure 20. The spectrum of higher harmonics for the rectangular waveform of the arc voltage.

Figure 21. Dependence of changes in the value of the arc voltage distortion coefficient on the value of
parameter b.

The THDUarc factor for a given arc voltage waveform distortion is described by Equation (5).

THDUarc = (1 − b)

√
π2

8
− 1. (5)

In the PSpice program, model tests were carried out with the use of a three-voltage
model of the electric arc furnace. The purpose of the model tests was, among others, to
estimate the distortion of the supply voltage depending on the degree of deformation
of the arc voltage and the supply conditions of the arc furnaces. Figure 21 shows the
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spectrum of harmonics and the waveform of the voltage supplied to the steel mill US. A
rectangular shape of the arc voltage Uarc was assumed, and the ratio of the short-circuit
power of the Scc network to the short-circuit power of the electrodes with the Strc charge
was Scc/Strc = 134—Figure 22.

Figure 22. Oscillogram and harmonics spectrum of the supply voltage of the steel plant for Scc/Strc = 134.

Figure 23 shows the spectrum of harmonics and the voltage waveform of the US
steelwork supply, at the rectangular arc voltage Uarc, for the ratio of the short-circuit power
of the Scc network to the short-circuit power of the electrodes with the charge Strc equal to
Scc/Strc = 20. This corresponds to the actual supply conditions for the metallurgical plant
and the steel plant from which the arc furnaces are powered.

Figure 23. Oscillogram and harmonics spectrum of the supply voltage of the steel plant for Scc/Strc = 20.

Arc furnaces are characterized by a high consumption of inductive reactive power.
This is due to the high inductance of the high-current circuit supplying the arc. Therefore, it
becomes necessary to use reactive power compensation, mainly with the use of capacitors.
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When the arc furnace is turned on (the arc burns without interruption, and the arc voltage
has a rectangular waveform Uarc(t)), the voltage drops on the impedance of the supply
network, which causes a decrease in the value and voltage distortion on the rails of the
US(t) steel plant (Figure 24).

Figure 24. Oscillograms of the supply (source) voltage USV(t), the arc furnace supply voltage US(t),
the arc voltage Uarc(t), and the arc furnace current i(t)—switching on the arc furnace.

Using the proposed model of the electric arc, the influence of the connected capacitor
bank on the improvement of the power supply conditions was analyzed.

Figure 25 shows the course of the supply voltage US(t) at the moment of switching on
the capacitor bank. A sharp increase in the US voltage is visible. The arc voltage waveform
Uarc(t) has a rectangular shape [31].

Figure 25. Oscillograms of the supply (source) voltage USV(t), the arc furnace supply voltage US(t),
the arc voltage Uarc(t), and the arc furnace current i(t)—switching on the capacitor bank [31].

Depending on the supply conditions of arc furnaces (supply line parameters: resistance
RL and reactance XL), there may be transients of different duration. The waveforms for
the supply voltage USV(t), the voltage steelworks US(t), and the current i(t) during the
capacitors’ connection are shown in Figure 26. The supply line is characterized by a low
short-circuit power in relation to the power of arc furnaces.
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Figure 26. Oscillograms of the supply (source) voltage USV(t), the arc furnace supply voltage US(t),
the arc voltage Uarc(t), and the arc furnace current i(t)—switching on the capacitor bank, with high
short-circuit power of the network [31].

In the case of worse supply conditions for the arc furnace (lower short-circuit power),
the furnace has a greater influence on the value and deformation of the voltage supplying
the steel plant. Sudden voltage increases due to transients occurring during the capacitor
bank switching on can be limited by the use of suppressors.

4. Influence of the Arc Voltage Distortion on the Melting Power of the Electric
Arc Furnace

On the basis of the proposed model of the arc device, an analysis was made of the
influence of the electric arc voltage deformation on the scrap melting power (maximum
electric arc power). The adoption of the single-phase circuit of the arc device was based on,
inter alia, on analyzing the results of measurements of indicators recorded in the networks
supplying arc devices and symmetry of the high-current track structure with elements of
the furnace installation, conducting the steel smelting process under operational symmetry,
i.e., with the same currents and arc voltages in each phase. Figure 27 shows the single-phase
equivalent power supply diagram of the arc device. The impedance of the supply line to
the smelter was omitted (as opposed to the diagram shown in Figures 14 and 19). The
voltage Us is in this case the supply voltage of the steelworks.

Figure 27. Single-phase equivalent power supply diagram of the arc device.
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This circuit includes the arc supply system, consisting of an equivalent, ideal voltage
source, with the phase voltage US(t),

US(t) = US sin(ωt + ψ), (6)

and equivalent resistance RT and inductance LT or, for fundamental harmonic, reactance
XT = ωLT.

The electric arc of the electric arc furnace is replaced by a system of ideal voltage
sources connected in series, one with a sinusoidal waveform Usin(t) and the other with a
square waveform Urec(t),

Uarc(t) = Usin(t) + Urec(t) = Usin sin ωt + Urecsign(i) = bUarc1 sin ωt +
(1 − b)π

4
Uarc1sign(i), (7)

where Uarc1 is the amplitude of the fundamental harmonic of the arc voltage.
The waveform i(t), in the circuit given in Figure 27, is determined by the following

differential equation:

US(t) = RTi(t) + LT
di
dt

+ Usin(t) + Urec(t). (8)

The instantaneous value of the current in the circuit (in steady state) resulting from
this equation is the sum of three waveforms,

i(t) = i1(t) + isin(t) + irec(t). (9)

The value of i1(t) is forced by the voltage of the supply source Formula (10) and is
equal to

i1(t) =
US
ZT

sin(ωt + ψ − ϕ), (10)

where
ZT =

√
R2

T + (ωLT)
2, (11)

ϕ = arctg(ωLT/RT). (12)

The isin(t) waveform is forced by the sinusoidal component of the arc voltage Usin(t),
i.e., the first of the expressions in

isin(t) =
Usin

ZT
sin(ωt − ϕ), (13)

and the wave of irec(t), forced by the rectangular component of the arc voltage Urec(t), i.e.,
the second of the expressions in

irec(t) = A − (A +
2Urec

3R
)(1 − exp(−ωt/τ)), (14)

where the auxiliary quantities are

τ =
LT

ωRT
, (15)

A =
2Urec

3R
B, (16)

B = C(4 − 4C + C2)/(1 + (1 − C)3), (17)

C = 1 − exp(−π

6
/τ). (18)

The instantaneous value of the arc power is given by the formula

parc(t) = uarc(t)i = (Usin(t) + Urec(t))(i1(t) + isin(t) + irec(t)). (19)
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The calculations for an exemplary arc device are presented below. The calculations
were performed in relative units, taking the following as the basic quantities:

Supply phase amplitude,
US = 1p.u.(100%); (20)

arc device rated current,
IN = 1p.u.(100%). (21)

The reactance of the supply circuit was determined assuming that the theoretical
short-circuit current of the electrodes with the charge is twice as high as the rated one.

Itsc = US/XT = 2p.u.(200%). (22)

The assumed reactance value is

XT = US/Itsc = 0.5p.u.(50%). (23)

The circuit resistance was assumed to be five times lower than the reactance, i.e.,

RT = XT/5 = 0.1p.u.(10%). (24)

Similar assumptions were made when analyzing the voltage fluctuations generated
by the arc furnaces presented in [31,32]. The operating characteristics of the power released
in the arcs as a function of the current consumed by the arc device were determined
(Figure 28).

Figure 28. Arc force as a function of the arc current for different values of the parameter b.

This power is expressed as a percentage of the maximum value occurring at the
sinusoidal current (assumption b = 1, i.e., Urec = 0).

Maximum power occurs at the following current:

IM = IN
√

2
√

1 − cos ϕ. (25)

The value of the maximum arc power decreases with the increase in the nonlinearity of
the arc, i.e., with the decrease in the parameter b value from unity Urec = 0 to zero|Usin = 0.
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The relative reduction of the maximum arc power as a function of parameter b is shown in
Figure 29.

Figure 29. Relative decrease in maximum arc power as a function of parameter b.

The arc power value decreases gradually from the value p = 100% for b = 1 to p = 97.8%
for b = 0.75, through p = 96.1% for b = 0.5, p = 94.3% for b = 0.25, and p = 92.5% for b = 0.

5. Summary

In the case of complex research objects such as arc devices, a certain compromise
should be taken into account between the degree of model complexity and the accuracy
(approximation) in reproducing the real conditions and its practical use.

The presented measurements show that the voltage distortion in the networks sup-
plying the arc devices is influenced by both the arc furnaces and other nonlinear loads
supplied from the same part of the power system. This is evidenced by the waveforms of
the total coefficient of distortion of the THD voltage, the changes of which recorded during
the week of measurements are typical for daily changes in the power system load. The
THD value also depends on the short-circuit power of the network from which the steel
plant is supplied. Additionally, during smelting, the spectrum of harmonics of the current
and arc voltage changes. All these factors make modeling of voltage distortions caused by
arc devices extremely difficult.

The multi-voltage model of the arc furnace presented in the article is a compromise
between the accuracy of the determined deformation of the supply voltage and its practical
application. In this model, the electric arc voltage waveforms registered in industrial
conditions are used.

On the basis of the analysis of the results of the measurements of arc voltage and
furnace current recorded herein, several conclusions can be drawn. The changing shape
of the arc voltage and its length cause distortion of the furnace current and changes in its
value, which are the reason for the generation of higher harmonics and voltage fluctuations
by arc furnaces. The waveforms of the arc voltage and furnace current, especially in the
initial stage of smelting, are not symmetrical with respect to the time axis and are also
not periodic. During the smelting process in the arc furnace, the shape and value of the
arc voltage change, starting from an almost rectangular waveform, through a triangular
curve, ending with a waveform close to a sinusoidal one. The time when the arc furnace
causes the greatest disturbances in the power system (the beginning of smelting), to a large
extent, depends on the quality of the scrap, which affects the speed of the formation of the
melt wells under the electrodes. Loading subsequent baskets with scrap causes a renewed
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increase in disturbances generated by arc furnaces. The greatest disturbances occur when
loading the first basket (commencement of smelting).

The conclusion from the conducted theoretical considerations and model calculations
is that the maximum power generated in the arcs occurs at a very similar value of the arc
current (with an accuracy of less than 0.5%), and the value of this maximum decreases with
an increase in the nonlinearity of the arc (a decrease in the value of parameter b).
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Abbreviations

The following nomenclature is used in this manuscript:
Iarc arc furnace current
IN rated arc furnace current
IW scrap melting current with maximum power
RL power line resistance
XL power line reactance
RT resistance high-current path with the furnace transformer
XT reactance high-current path with the furnace transformer
Scc short-circuit power
Str power of the arc furnace transformer
Strc power at short-circuit of electrodes with charge
THDU voltage total harmonic distortion
THDI current total harmonic distortion
Uh percentage of voltage higher harmonic in relation to the fundamental harmonic
USV supply voltage
US steelworks supply voltage
Uarc arc voltage
Usin(t) sinusoidal arc voltage
Urec(t) rectangular arc voltage
r correlation coefficient
Parc melting power for scrap metal
Parcmax maximum melting power for scrap metal
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1. Wąsowski, A. The impact of the actual operating conditions of a three-phase arc furnace on the criterion of maximum efficiency
and overall efficiency. (In Polish: Wpływ rzeczywistych warunków eksploatacyjnych trójfazowego pieca łukowego na kryterium
maksymalnej wydajności oraz na sprawność ogólną). Jakość I Użytkowanie Energii Elektr. 2000, 6, 71–76.
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Abstract: With the development of More/All-Electric Aircraft, especially the progress of hybrid
electrical propulsion or electrical propulsion aircraft, the problem of optimizing the energy system
design and operation of the aircraft must be solved regarding the increasing electrical power demand-
limited thermal sink capability. The paper overviews the state of the art in architecture optimization
and an energy management system for the aircraft power system. The basic design method for power
system architecture optimization in aircraft is reviewed from the multi-energy form in this paper.
Renewable energy, such as the photo-voltaic battery and the fuel cell, is integrated into the electrical
power system onboard which can also make the problem of optimal energy distribution in the aircraft
complex because of the uncertainty and power response speed. The basic idea and research progress
for the optimization, evaluation technology, and dynamic management control methods of the
aircraft power system are analyzed and presented in this paper. The trend in optimization methods of
engineering design for the energy system architecture in aircraft was summarized and derived from
the multiple objective optimizations within the constraint conditions, such as weight, reliability, safety,
efficiency, and characteristics of renewable energy. The cost function, based on the energy efficiency
and power quality, was commented on and discussed according to different power flow relationships
in the aircraft. The dynamic control strategies of different microgrid architectures in aircraft are
compared with other methods in the review paper. Some integrated energy management optimization
strategies or methods for electrical propulsion aircraft and more electric aircraft were reviewed. The
mathematical consideration and expression of the energy optimization technologies of aircraft were
analyzed and compared with some features and solution methods. The thermal and electric energy
coupling relationship research field is discussed with the power quality and stability of the aircraft
power system with some reference papers. Finally, the future energy interaction optimization problem
between the airport microgrid and electric propulsion aircraft power system was also discussed and
predicted in this review paper. Based on the state of the art technology development for EMS and
architecture optimization, this paper intends to present the industry’s common sense and future
trends on aircraft power system electrification and proposes an EMS+TMS+PHM to follow in the
electrified aircraft propulsion system architecture selection

Keywords: More/All Electric Aircraft (MEA/AEA); energy optimization and evaluation methods;
energy management of power system; electric propulsion aircraft (EPA); renewable energy un-
certainty; load power stochastic model; stability analysis; physical healthy management; electric
thermal coupling
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1. Introduction

Traditionally, the energy or power system in aircraft can be classified as the primary
power system and secondary power system. The primary power is thrust mainly pro-
vided by the petroleum oil engines, the secondary power can be divided into hydraulic,
pneumatic, and electrical power, which can extract mechanical energy from the engine
for control and maneuverability. There is a growing trend toward electrification of the
aircraft power system for various aircraft segments. The major motivation for this includes
increased efficiency, reduced CO2 emissions, and lower operating costs [1]. In the electri-
fied aircraft concept, the duct or propeller fan is driven by an electric motor, whereas, in a
conventional aircraft, a gas turbine engine drives the duct fan. Secondary power systems
allow for aircraft safe operation and ensure passengers’ comfort. For conventional aircraft,
secondary power systems combined pneumatic, hydraulic, mechanical, and electric power,
and their energy consumption represents approximately 5% of the total fuel burned during
the flight stage [2].

With the advent of the More Electric Aircraft (MEA) and All-Electric Aircraft (AEA)
initiatives, electric power systems are progressively taking the place of pneumatic, hy-
draulic, and mechanical power systems [3]. Electric power is the only energy form on
board. In recent years, with the development of green and clean aviation, electric aircraft is
a path to zero-emission air travel [4]. In particular, the aims of this research are focused on
the onboard power systems of new All-Electric Aircraft and electrical propulsion aircraft,
where a crucial design point is related to the electrical energy optimization management
and power control [5–7].

In the “all-electric” concept, where pneumatic and hydraulic power systems are
eliminated to improve aviation costs and environmental impact, the dynamics of electrical
power balance are to be characterized and managed to avoid excessive peaks with respect
to generators’ limited capabilities. Especially for electric propulsion aircraft (EPA), the
thrust force can be partly or completely provided by an electric power system [8]. With the
development of power electronics, the HVDC system is becoming a trend for MEA/AEA
and EPA [9]. The energy storage system such as the Lithium-ion battery is often integrated
into the electrical power system to improve the performance of the power system. The
aircraft’s electrical power system is a “flying microgrid” to realize the different flight
functions.

Renewable energy, such as the fuel cell and the photovoltaic battery, has been inte-
grated into the aircraft electrical power system as the auxiliary power unit [10], emergency
power [11], or main propulsion hybrid energy source [12]; the output power characteristics
of renewable energy further degraded the power quality of the electrical power system
on board. The necessity of energy and power management is obvious to the engineering
designer. In recent years, the aircraft electric propulsion has become an important research
topic, this trend gives a higher requirement for the energy system, especially for the electric
power system in the aircraft. Due to their performance variation with power and energy
requirements and the size of the components, a mix of chemical, electrical and mechanical
components can be integrated in aircraft electric propulsion systems [13,14]. To evaluate
the mass and performance index of these systems, one method is to use a constant specific
power density, or power-to-mass ratio, and efficiency for each device in the aircraft power
system for economic issues [15]. The stability and power quality of aircraft power systems
must be considered with the optimization of energy management, while the thermal en-
ergies are generated and transmitted onboard due to power loss from the typical energy
component.

The optimization of energy onboard the aircraft can be classified into two main
fields: (1) Static architecture and configuration optimization, evaluation for power system;
(2) Dynamic energy and power planning or management methods to fulfill the real-time
requirement of efficiency, stability, reliability, and safety for the power system. It is not
similar to the terrestrial energy system which is mainly focused on the efficiency and cost,
and reliability of system operation without considering the weight, volume and power loss,
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and security of the energy system [16,17]. The power system in aircraft must have very
high reliability and safety; there is a lot of research regarding the fault tolerance, safety, and
reliability of power systems in aircraft [18–23]. Compared with vehicle and ship power
systems, the safety requirement for aircraft is more stringent. So the energy optimization
for aircraft must include health management and fault analysis, considering the different
voltage levels, load characteristics, and architecture, compared with ground vehicles and
ships [24].

For the static optimization and assessment of the energy and power system of aircraft,
there are component levels [25,26], subsystem levels [27–31], and system levels [32–35] in
the design optimization and evaluation. The number of main designing parameters of
typical energy conversion devices, such as the generator and motor, and power converter,
is very high and the coupling relationship of different energy is very complex [36]. So the
methods of evaluation and optimization in the energy system in the MEA/AEA or EPA
must be built based on the mathematical multi-parameter programming [37] and power
flow analysis [38]. In some situations, the designing variable and optimization variable
parameters include the integer number, for example, some of the optimization Boolean
variables are 0 or 1, such as the switching operating status decision, and the integer number
of the battery’s cell or generator in a power system [39,40]. Therefore, these optimization
problems can also be changed into multi-parametric mixed-integer linear programming
(MILP). To formulate and solve an optimization problem in energy systems, there are
numerous elements that need to be defined, including the system’s parameter boundaries,
optimization criteria, decision variables, and objective functions according to different
energy architectures of aircraft. Assessment tools are developed for the overall MEA power
system [41].

In addition, for dynamic energy and the power management system onboard, tradi-
tional MEA power demands are not changed greatly because of the small percentage of
electrical power out of the overall power from the engine [2], so the energy management
framework and control methods are simple. However, for all-electric and electrical propul-
sion aircraft, the energy demand from the EPA is greatly variable during the flight stage;
according to the aerodynamic control requirements, the power balance must be maintained
in every time instant [42], so the real-time dynamic energy and power management strate-
gies must be considered. Although the dynamic energy management methods are very
conservative in traditional aircraft power systems, the regenerated energy is not allowed to
feed into the aircraft electric power system. Furthermore, the fixed priority of the electrical
load and the active energy management strategies are still beneficial to the aircraft, while
considering the demand of EPA [43–45]. Many energy and power management system
architectures are proposed from the power source, power distribution network, and power
load side to coordinate these components [46–53]. The energy and power management
control methods are elaborated upon to realize the optimization objective such as fuel
consumption minimization, flight cost minimization, system reliability maximum, quick
power response, stability enhancement, and power quality improvement. The energy
and power optimization is applied to flight control subsystem [47], environmental con-
trol system [46], electrical power generation and distribution system [49–51,53], and load
management system [48,52].

This article aims to present a comprehensive review of electrified aircraft electric power
and propulsion systems. The key technology progress and trends such as architecture
optimization and energy management control were discussed here. The major topic items
can be listed as follows:

(1) Architecture evaluation and optimization of the aircraft power systems;
(2) Energy power source analysis for power systems with different sizes of aircraft;
(3) Power load characteristic and requirements analysis for aircraft power system;
(4) Energy management strategies and control architecture for aircraft power systems;
(5) Electrical thermal coupling and integrated control methods for aircraft power system;
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(6) The energy or power interaction analysis and control between the electric aircraft
power system and airport microgrid can improve the performance of both systems;

In this paper, the architecture research and design methods of the aircraft system are
reviewed in Section 2 The characteristics of energy power for aircraft, especially with renewable
energy integrated, has been analyzed, and the challenging problem for energy source and power
management strategies of the electric power system was presented, regarding the uncertainty
from the power source and load power demand, in Sections 3 and 4. The optimization problem
of energy efficiency and power distribution systems in aircraft was discussed in Section 5.
Research progress of different energy and power management architecture and strategies
are also presented in Section 5. Section 6 gives a review of thermal and electrical coupling
issues in aircraft power systems. The developing trend for the connection of the airport
microgrid and EPA is provided in Section 7, the energy management control research issues
can be derived from their interaction. Finally, the conclusion of the state art EMS was
presented, to predict the arriving era of EPA, in Section 8.

2. The Review of Power Architecture Research of Aircraft Power Systems

In this section, the definition of the power system consists of a system in which a group
of components works together as a system and delivers electric power and thrust power
to the aircraft. The aircraft power system is sometimes split in to two different categories:
the electric propulsion system responsible for providing the electric thrust power and the
electric power system response for supplying electric power for avionic equipment or an
electric actuator.

2.1. The Selection of the Architecture of Aircraft Power Systems

The typical power system architecture of aircraft is shown in Figure 1a. The power flow
of multiple energy domains at the system level, for a generic aircraft power architecture,
illustrates the decomposition that will be utilized to cope with the complexity of this
multi-physics domain model. Traditionally, the power subsystem design is independently
carried out by different single energy forms, leading to overly conservative system sizing
results [54]. Except for generating the thrust force for aircraft, the engine model also
provides mechanical, hydraulic, and pneumatic power from shaft power, while also acting
as a sink for waste heat via bypass duct heat exchangers. The electrical system converts
mechanical power to electrical power with power loss or waste heat as a byproduct. The
thermal management system uses electrical and pneumatic power to move and reject
thermal energy around the aircraft. With the development of renewable energy, the PV and
fuel cell, or hydrogen energy, can be used for the aircraft electrical power system [12,13].
Compared with engine-driven generators, the energy efficiency of green power energy is a
big advantage. However, their energy density is limited, so these kinds of energy are often
used with the oil-engine-driven generator. For future aircraft power systems, renewable
energy such as photovoltaic (PV) systems and fuel cells can be integrated into the power
system of aircraft, while the energy extraction from the engine can be reduced to improve
the overall efficiency of aircraft power systems. The architecture of more electrical aircraft
power systems is shown in Figure 1b. In this architecture, the bleed air system can be
eliminated, and the ECS and ice protection system can get the electrical energy from the
electrical power systems [2]. All-electric and electrical propulsion aircraft are presented in
Figure 1c. This is the turbo electrical power system architecture for medium- and large-size
aircraft [42]. A typical power system architecture of unmanned air vehicles (UAV), and
small size or light aircraft integrated with renewable energy power sources, is given in
Figure 1d [55,56]. In some situations, the different configurations of the renewable power
source, such as PV or fuel cell, can be realized depending on the size of the aircraft and the
power demand from the load [57].

As power systems become more integrated, traditional design silos are being broken
down in favor of cooperative design between thermal, electrical, and mechanical engi-
neers [8]. The optimization design of aircraft power system structure is basically a complex
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optimization problem, which is to find the optimal solution in a huge parameter space.
The selection of architecture for power systems must be regarded with volum e, weight,
reliability, and efficiency. According to the above constraints, the evaluation and optimiza-
tion methods can be applied to be an iterative process to find the optimal structure of the
aircraft power system.

 
(a) (b) 

 
(c) (d) 

Figure 1. (a) The traditional architecture of aircraft power systems; (b) The more electric architecture
of aircraft power systems; (c) The all-electric and electrical propulsion architecture of aircraft power
systems; (d) The unmanned air vehicle or small size aircraft integrated with renewable energy power
source.

2.2. The Optimization and Evaluation of Architecture for Aircraft Power Systems

In the aircraft power system architecture design, the modeling of typical components
is very important, where power equipment/subsystems coming from different physical
energy domains (thermodynamic, aerodynamic, hydraulic, electrical, etc.) work and
interact with each other [58]. It is clearly concerned with finding the initial equilibrium
condition and defining solver settings, such as the numerical method and the chosen time
step [59], while regarding the integration of complex power models describing various
physical phenomena with respect to quite different frequency contents.

The basis of the analysis tool for different architectures of AEPS is a library of com-
ponent models covering the main power subsystems; these component models can be
integrated to form user-defined power system architectures, which can be quantitatively
assessed about some performance index, such as both mass and energy or exergy efficiency,
throughout various operating modes, or flight cycles, of the aircraft power system [58].
According to the second law of the thermodynamic system, the energy is the available
energy of the working medium, and it is used to determine the portion of given energy
that is likely to be useful in a given state of a thermodynamic system.

The traditional small-signal modeling methods are often used for power system
stability analysis and control loop design [16]. However, these methods are not fit for the
multi-source microgrid application; some methods are given in some papers to overcome
this obstacle to meet the demands from the AEA and EPA [59]. Although the multi-
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generator VF electric power system, based on the dynamic phasor model, is provided [60],
this is very difficult to integrate with thermal energy flow analysis.

In [54,58], posing the problem of safe, robust, and efficient design and control, it
needs a new method or idea for a basic multi-layered modeling framework that may lend
itself to ripping potential benefits from the electrification of terrestrial power systems,
ships, or aircraft. The modeling methods, based on exergy analysis with the second law of
thermodynamics, were presented for the power system. For the multi-physical systems,
such as terrestrial energy systems, aircraft, and ship power systems, the interconnected
systems are modeled as dynamically interacting power modules with different time scales.
This approach is shown to be particularly well-suited for the scalable optimization of
large-scale complex power systems. The proposed multi-layered modeling of system
dynamics in the energy and exergy space offers a promising basic method for modeling
and controlling inter-dependencies across multi-physics subsystems, for ensuring both
feasible and near-optimal operation.

From an operational research point of view, architecture optimization of the power
system is the process of maximizing or minimizing a linear or nonlinear analytical objective
function, regarding various equality or inequality constraints, for a number of design
variables or parameters; for each of these, a range of value exists. Set more simply and
practically, optimization design problem involves finding the best possible configuration
and variables solution for a given problem with reasonable constraints.

Optimal conditions are generally strongly dependent on the chosen objective function,
which can involve the figure of merits (FOM) for the aircraft power system. However,
several aspects of the performance index are often important in practical applications
for the aircraft power system. In aircraft thermal and energy systems design, efficiency
(energy and/or exergy), power production rate, reliability, power quality, and heat transfer
rate are common quantities or FOM that are to be maximized, while cost, weight, fuel
consumption, environmental impact, and power loss are quantities to be minimized. Any
of these can be chosen as the objective function for an optimization problem, but it is
usually more meaningful and useful to consider more than one objective function. In a
common situation, several optimization objects maybe contradictory to each other, while
one objective function is optimal and the other is not optimal under the same operating
points. The minimum and maximum of a single variable function are able to be determined
by users of simple linear optimization, and first or second derivative techniques to find
the optimal value of a given function can be utilized. At the advanced level, an optimum
value of multivariable nonlinear functions can be found by users of optimization. In
addition, multivariable optimization problems with nonlinear constraints can be solved.
A constrained optimization problem is an important research subject in scientific practice
since most real-world problems contain constraints [61].

Multi-objective optimization has been extensively used and studied for aerospace
power systems [12,14,21,28,33]. There exist many algorithms and application case studies
involving the multi-objective optimization of aircraft power systems [30,35,37].

One of the common approaches for dealing with multiple objective functions is to
combine them with some weighting factor into a single objective function that is then
minimized or maximized. For example, in the optimal design of heat exchangers and
cooling systems for electronic equipment in aircraft power systems, it is desirable to
minimize the exergy destruction rate and maximize the heat transfer rate [62]. However, this
often comes at the price of increased fluid flow rates and corresponding frictional pressure
losses for cooling systems. A multi-objective optimization problem has objective functions
that are either minimized or maximized [54]. As with single-objective optimization, multi-
objective optimization involves several linear or nonlinear constraints that any feasible
solution, including the optimal solution, must satisfy. In addition, electric, hydraulic, and
pneumatic energy are integrated into aircraft power systems [63]. The heterogeneous energy
optimization problem often makes the objective function very complex and parameter
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normalization is not very easy to tackle. The electrification trend of the aircraft power
system can mitigate the complexity.

The power management optimization problem is formulated as Equation (1).
Minimize/maximize

fn(x) n = 1, 2, . . . N (1)

Subject to
gj(x) > 0, j = 1, 2, . . . J (2)

hk(x) = 0, k = 1, 2, . . . K (3)

x(L)
i < xi < x(u)i , i = 1, 2, . . . n (4)

In the above equation, f is the objective function, g the inequality constraints, and h
the equality constraints. A solution to this problem is x, which is a vector of n decision
variables or design parameters. The last set of constraints in Equation (4) is called the
variable bounds, which restrict the boundary of searching space. Any solution of the
decision variables should be within limits with a lower bound x(L)

i and upper bound x(u)i .
To illustrate this problem, consider this situation: the multi-objective optimization model
has two objective functions, f1 and f2 [61]. It is assumed that these two functions are to be
minimized (although maximization can be similarly handled since it is equivalent to the
minimization of the negative of the function). The values for the two objective functions at
five different design points are shown in Figure 2A. Design point 2 in this figure is clearly
found to be preferable to design 4 because both objective functions f1 and f2 are smaller for
design 2 compared to design 4. Similarly, objective functions in design 3 are optimal for
design 5. In addition, designs 1, 2, and 3 are not predominated, by any other parameter
design variation.

 
(A) (B) 

Figure 2. Multi-objective optimization problem. (A) Shows values for the two objective functions at
five design points. (B) The set of GA optimization designs is introduced as the Pareto frontier curve
and represents the best collection of design parameter points for aircraft power systems.

The aggregation of non-dominated designs is formed as the Pareto frontier curve,
representing the best collection of design parameter points of the aircraft power system.
Figure 2B shows this curve. Note that an optimal design condition can be selected from any
point on the Pareto frontier. The choice of a specific design from the set of points forming
the Pareto frontier curve is at the experience and judgment of the optimal decision maker.
The aircraft power system maybe has many optimization objectives from the energy or
power field such as weight, reliability, efficiency, volume and cost for fuel consumption,
which can be expressed in Equation (1). The power flow balance relationship is shown
in Equation (3). Some variation rates of power output for the generator or battery can
be formatted in inequality constraints (2). The decision variable or design variable in the
optimization model is sometimes stochastic, such as the load power demand or some
power source like PV, so the stochastic optimization and robust optimization methods must
be provided.
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For the aircraft electrical power system, the energy efficiency function of power
generators can be written in the following equation [41]:

EGi (t) = αGi P
2
Gi
(t) + βGi PGi (t) + γGi (5)

where αGi , βGi , γGi are the coefficients for the efficiency of the power generator Gi from
the polynomial fitting according to the data from the experiments and simulations. The
different typical efficiency curves of power converter components in aircraft power systems
are shown in Figure 3a–d. By using this method, the model of the auto-transformer
rectifier unit (ATRU), dual active bridge (DAB) converter, some DC–DC converters, and
a voltage source inverter (VSI) can be built to achieve the power system level efficiency
optimization [53]. From Equation (5), the efficiency of the power converter is nearly the
convex function, and this will reduce the difficulty of the optimization problem.

  
(a) (b) 

  
(c) (d) 

Figure 3. The efficiency curve of typical electrical power converter components in aircraft. (a) ATRU
efficiency curve. (b) DAB efficiency curve. (c) DC/DC converter efficiency curve. (d) Active converter
efficiency curve.

Optimization problem reformulation of the architecture of the aircraft power system
can be expressed by the following, with regard to the system’s power efficiency:

Problem: PMS with multiple objective optimization for the aircraft power system
Minimize

ε =
{

EGi |Gi ∈ g
} ∪ {ECi |Ci ∈ C

}
(6)
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where the EGi is the efficiency function of power generators, Gi ∈ g, the g is the set of power
generators in EPS; Ci ∈ C, the C is the set of power converters in EPS. ECi is the efficiency
function of power converters for an aircraft power system.

In an aircraft power system, the energy static optimization problem formation must
be regarded with many constraints such as volume, weight, heat dissipation, and reliability.
The optimal architecture and configuration for aircraft power systems can be derived based
on optimal parameters and optimal distribution from the different power source. The
power optimal scheduling problems to achieve a good balance on multiple objectives
include ensuring optimal operating ranges for generators, obtaining a higher efficiency area
of generators and power converters by utilizing the electric storage system according to
variation in the power demand, and also maintaining the power priority in the connections
of generators, power buses, and electric loads at the optimal performance index. There are
several equipment examples in AEPS to explain these constraints [64].

1. Power Bus and Load Priority Constraints: Two kinds of priority constraints in the
traditional AEPS can be regarded: the electric load priority constrants in the matter
of critical and noncritical electric loads, and bus priority constraints in the matter of
preset priority lists or the connections between each generator and primary power
buses, and between each primary bus and secondary distributed power buses. The
priority constraints are realized by adding a sequence of penalty factors in an objective
function for different power buses and loads—the higher the priority, the larger the
penalty factors [64].

2. Generator and Bus Power Capacity Constraints: The power generated by each gen-
erator must be held within its limits of power rating change and capacity, while the
power transferred through each bus should not exceed the upper bound. In some
situations, this constraint is formed as the combined optimization problem [65].

3. Power Balance Constraints With Consideration of Power Efficiency: The required
power to the main power buses may only be supplied by one main generator. Similar
to the secondary bus power allocation, a redundant or emergency bus should be
considered in case of a failure of the first allocated generator. In addition, the power
balance equation is normally a quadratic function; this can reduce the convexity of
the objective function [66].

4. Bus Connection Constraints: At each time instant, the main bus should only be
connected to one generator. According to the optimization model of the aircraft power
system, the objective function, decision variables, and constraints have been presented
based on the above consideration. The distributed solid-state power distribution
system can control the load by connecting or disconnecting the secondary bus by a
discrete switching signal. The optimization objective function is a nonlinear function
and is non-differential in parameter space [67].

In general, classical optimization techniques are useful to search for the optimum
solution or unconstrained maximum or minimum of continuous and differential functions.
It is very easy to find the optimal value. Some specifications for numerical optimization
can be selected based on this understanding, as described below briefly:

• Linear programming (LP). The optimization objective function is a linear function
for decision variation, while the constraints for variables are linear. Basically, this
optimization model is a convex optimization. The simplex methods and interior points
methods can solve this problem. For AEPS’s simple architecture or small-size dc power
system, the optimization of energy efficiency can be realized as the LP problem [12,45].

• Quadratic Programming (QP): Allows the objective function to have quadratic terms,
while set A must be specified with linear equalities and inequalities. Although some
optimization models are not convex optimization, the relaxation and approximation
of non-convex optimization can achieve the optimal solution accurately. For the
AC power system of large-sized aircraft, the power scheduling optimization can be
regarded as the QP problem [30,64].
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• Nonlinear programming: Applies to the general case in which the objective function,
or the constraints, or both, contain nonlinear parts. Regarding aircraft multi-energy
power systems including electric power systems, hydraulic systems, and thermal
management systems, the energy optimization problem is a nonlinear programming
problem [27,37].

• Stochastic programming: Applies to the case in which some of the constraints depend
on random variables. With the renewable energy power source such as PV and fuel
cell installed onboard, this uncertainty from the power source and electric load can
change the optimization problem into SP [29,62].

• Combinatorial optimization: Concerns problems where the set of feasible solutions
is discrete or can be reduced to a discrete one. For example, some power loads with
a different priority can be connected to a secondary power bus with limited power
capacity, the optimal configuration of the electric load must be found with the different
flight stages. In this situation, the aircraft power system optimization problem is a
mixed integer linear programming problem (MILP) [31,48], which can be solved by
some mature solver such as Gurobi, CPLEX, GAMS, and the special power system
planning software.

• Evolutionary algorithm: Involves numerical methods based on a random search.
Other heuristic-based methods such as particle swarm optimization (PSO), fuzzy
logic-optimization, simulated annealing methods (SA), and the genetic algorithm (GA)
can be used to find the optimal value space in aircraft power system architecture
design [68]. While the optimization function of aircraft power systems is nonlinear
and non-convex, heuristic methods can be applied to solve this problem. The solution
to this optimization maybe not a global optimal solution, but a sub-optimal solution.
The static optimization of the architecture of the power system is not enough, while
the system’s configuration is optimal in terms of the size of the overall system. There-
fore, the dynamic optimization of energy management for aircraft power systems is
introduced in part 5.

3. The Energy Power Source Onboard the Aircraft (Uncertainty Analysis)

The different kinds of power sources can be configured into an integrated power
system according to the flight mission and the type of aircraft. The load power profile is
changed with different flight stages shown in Figure 4a. For EPA, this power profile is
shown in Figure 4b, for different power architectures such as CFAC or HVDC. From this
figure, it can be seen that the power demand is very large at the climbing and descending
stages, and the power is very stable during the cruising periods; therefore, the reasonable
power supply configuration and the combination become very important for aircraft.

 
(a) (b) 

Figure 4. The typical flight profile (a) and power demand (b) for the small size aircraft.

1. Small aviation aircraft and UAV
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The power demand is comparably low for small size aircraft and unmanned air
vehicles (UAVs), so the new renewable energy, such as PV and the fuel cell, can be applied
to this type of aircraft because of limited power density and power response speed. When
the aircraft is at a high altitude, there are many environmental factors that affect the
operating characteristics of a PV cell and its power generation capability [12]. The two
main environmental parameters are solar irradiance G, measured in W/m2, and ambient
temperature T, measured in degrees Celsius (◦C). The relationship between these two
factors and the operating electric characteristics for PV can be modeled mathematically [69].
The power–voltage curve can be calculated based on the I–V curve of a PV cell or panel.
Figure 5a presents the power–voltage curve for the P–V curve under different ambient
temperature, and Figure 5b is given in different solar irradiances, where the MPP is the
maximum power point labeled with a circle in this curve. For the solar aircraft or UAV,
both the solar irradiance, angle, and temperature will change with the aircraft’s altitude,
sometimes gradually (minutes to hours) and sometimes quickly (seconds), for example,
passing clouds and temperature variation affect the aircraft’s roll angle. Considering
the I–V curves as the characteristics for just an instant of time, the PV system must be
integrated with the other storage energy system to meet the requirements of aircraft power
systems [12]. Two different design methods must be considered to enhance the performance
of a solar-powered aircraft: (1) Collection of more solar energy for a given wing area and
application of gravitational potential energy; (2) Better utilization of collected solar power.
The collection of solar radiation can, thus, be increased if the solar cells placed on the
wing of the aircraft are tilted toward the sun. This is realized by light control and attitude
adjustment. However, this will add a penalty in the form of air drag, resulting in a higher
power requirement to fly. This penalty can be minimized or traded off if the optimal value
of the PV bank angle is considered dynamic and the optimal flight route or trajectory is
determined. This is still an open research topic. Solar energy is not fit for the medium- and
large-type aircraft because of the limited energy density and power density of traditional
energy storage devices.

 

kW
kW

kW
kW

 
(a) (b) 

Figure 5. The power characteristics of PV modules under different ambient temperatures (a) and
solar irradiance (b).

For fuel cell UAV, an unmanned aerial vehicle (UAV) in a mission that may be flying
at a high altitude, this will cause a change in environmental temperature and air pressure.
The temperature, for each rise of 1000 m above sea level, will reduce by approximately 6
degrees Celsius, and for every rise of 900 m above sea level, the air pressure will reduce by
approximately 10 kpa (0.1 bar). Therefore, in the study of unmanned aerial vehicle (UAV)
hybrid power supply, EMS will not be able to ignore environmental factors due to altitude
change and the effects on the output power characteristics of PEMFC. The characteristics
of a fuel cell are shown in Figure 6 [69]. In order to maintain the optimal operation or
high efficiency area of a fuel cell, It is important to design the proper energy management
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strategies and power control methods to tackle the variation in the environment during
the flight.

 

(a) (b) 

Figure 6. The output power characteristics of fuel cell with different temperatures (a) and air pressure (b).

2. Regional aircraft refers to short-haul aircraft flights

Regional aircraft refers to short-haul flights with up to 100 passengers. In the tradi-
tional MEA and future mid-size or large electrical propulsion aircraft, the main electrical
energy source is the engine-driven generators. The power source is mainly for a gener-
ator which can provide the large proportional electric energy for the power load. The
battery packs are often used as an energy storage system to regulate the operation points of
the engine. The fuel cell provides the electric energy for the auxiliary power unit (APU)
and will act as an emergency power source in the future because of the green energy
demand [70–72]. Due to the slower internal electro-chemical and mechanical dynamics of
fuel cells, the response to the fast electrical load transients is slow. Load transient variation
or power disturbance during the flight of an aircraft produces a harmful low-reactant
condition inside the fuel cells and shortens their life cycle. The difference between the time
constants of the fuel cell and electrical load calls for an electric energy storage unit that
would supplement the peak power demand for the fuel cell during transient states for an
aircraft such as takeoff, climbing and yaw control. An auxiliary electric energy source, such
as a battery or super-capacitor, has the following functions: (1) Compensating for the slow
power dynamics of a main power source like fuel cells; (2) Reducing the response time to
the fast-changing electrical load during transient state; and (3) Supplying power to the load
until the output power of the fuel cell is adjusted to match the new steady-state average
power demand.

Although fuel cells have a higher energy density compared with batteries, they are
very sensitive to low-frequency ripple currents [73]. While providing the low-frequency
alternating current to the AC electric load from a fuel-cell-based power source, a second
harmonic component of the AC current may appear at the fuel cell stack [13]. The low-
frequency ripple current reaching the fuel cell may move the operating point from the
region of ohmic polarization to the region of concentration polarization, thus leading to
the unstable operation of the fuel cell system. This may result in the malfunction of the
fuel cell power unit, and hence, the system may shut down and be damaged. Therefore,
this low-frequency current should be absorbed and eliminated by the power electronic
converter. The high power density DC–DC interleaved boost converter can be used to
realize this aim to be interfaced with the DC bus. In some situation, the multi-cell or
multiple parallel power converter maybe a better choice to solve this problem.
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3. Narrowbody and widebody or two-aisle aircraft

Aircraft with up to 295 passengers are referred to as narrowbody or single-aisle
aircraft, while widebody or two-aisle aircraft refers to aircraft that can carry between 250
and 600 passengers. Lifting electrical power consumption from a hundred kilowatts in
MEA toward MW-level AEA EPS design is extraordinary work. This variation translates to
tackling several technological challenges: high voltage transmission and distribution [74],
superconductivity [75], thermal management and cooling [76], and large power generation.
The large power, high temperature, super-conductive generation system is the only viable
path to reduce the high losses in MW-level architectures and increase power density of
the whole aircraft EPS [77]. However, there are still several drawbacks and challenges for
superconducting architectures. For example, to achieve superconductive effect, a cryogenic
cooling system is needed to affect size or volume, weight, efficiency, and the specific power
of the material or electric components. Due to the uncertainty of the power source, there is
no clarity when it comes to the operation of such devices at high altitude for the aircraft
power system. In order to reduce the emissions of CO2, as an alternative to the direct
burning of hydrogen, a turbo electric propulsion system (TEPS) can be utilized [74]. The
turbo electric distributed propulsion can be applied to aircraft, which has the potential to
be the next disruptive technological breakthrough for aircraft. The turbo electric propulsion
solution can minimize the overall fuel or gas consumption by letting the hydrogen turbine
operate at its optimum efficiency point during the whole flight stage (improved gas turbine
cycle). Combined with the fuel cell, the TEPS based on LH2 can take better advantage
of the high level of synergy of LH2 as a fuel and as a cryogenic cooling medium for
superconducting power conversion [13]. It also can be integrated with a fuel cell as the
emergency power source or APU.

The uncertainty of a renewable energy source integrated with the aircraft power
system must be considered; the safety and reliability of the power source is the most
important performance index. Onboard electrical power source systems (EPSs) undergo
significant changes in order to provide substantially increased power demands while
meeting extremely strict requirements for weight and volume, safety and reliability, electric
power quality, availability, etc. In the future, the aircraft electric power system must meet
the requirements of green aviation and environmental protection.

Regardless of the EPS architecture, it should provide the loads of electric power with
better power quality according to the established aerospace standards. One should note
that for new power platforms, updated standardization documents are required since many
requirements of MIL-STD-704F [73] are of a legacy nature (distortion harmonic spectrums,
electric-magnetic emissions, voltage modulation envelopes, etc.) and certain aspects of
future power architectures, such as higher voltage levels or grid frequency range, are
not covered.

4. The Power Characteristic of Load in Aircraft (Load Stochastic Analysis)

The loads on an air vehicle power system occur with a variety of time scales:

• Continuous-steady (e.g., avionics equipment)
• Occasional-steady (e.g., landing gear retract and the braking system engages)
• Impulsive (e.g., radar, electronic warfare, DEW)
• Continuous-variable (e.g., flight controls, fuel pump)

The basic characteristic power load of traditional aircraft is basically fixed in priority,
and changes with the flight profile. The loads have changing priority (landing gear, de-
icing system), and the load is commonly linear. When the aircraft is in the different flight
stages such as taxing, take off, and cruising, the load characteristic is the summation of
different duty cycle loads. This mixed load adds to the design sizing challenges for power
and thermal management systems. This is displayed in Figure 7a. Therefore, how to
distribute the power energy onboard optimally to the load is a very important problem
of optimization. As shown in Figure 7b, some optimal management load methods can
alleviate the peak and valley value of power demand.
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(a) Mixed power load for required generator (b) Raw load and managed load 

Figure 7. The electrical load profile for the aircraft power system.

Two typical loads are constant power load (CPL) and pulse power load (PPL), whose
dynamics cause critical issues in the stable and reliable operation of aircraft DC microgrids.

1. CPL

Power electronic converter and power electric drive loads, when tightly controlled,
behave as CPLs. CPLs are extensively integrated into a DC microgrid. Typical examples of
CPLs are a DC/DC converter feeding resistive loads and DC/AC inverter-driven electric
motors. The flight control electric actuator is a typical CPL load. Figure 8 demonstrates
the latter example as a demonstration of the characteristics of CPL. When driving an
electric motor with a rotating load, the DC/AC inverter has a one-to-one torque speed
characteristic.

Figure 8. Voltage–current characteristics of CPLs.

In the distributed electrical propulsion aircraft, the thrust power load is variable with
the flight control requirements. The load power consumption and waste heat profile are
in the stochastic distribution. The probability analysis methods for the power demand
loads are very necessary to save the design space for the power system. The load power
flow onboard is followed by the normal, or Gauss distribution density function [29]. So
the load power peak demand and average value can be reduced greatly. In addition, if the
coordinated energy flight scheduling of the aircraft is a highly nonlinear complicated multi-
objective programming problem, which cannot be directly solved, stochastic characteristics
of the load power must be considered [38]. The flight modeling and propulsion load
modeling must be given for the energy optimization management system.

2. PPL

In some situations, especially for modern military aircraft, the largest pulsed power
loads vary from new weapon technologies to advanced avionics and other electrical equip-
ment [62,78]. Pulsing power loads emulate a pulse width modulated signal, which has
non-linear destabilizing effects on the electrical system. The power and DC bus voltage
characteristics of PPL can be shown in Figure 9. The different duty cycles of PPL can also
affect the stability of aircraft electric power systems.

84



Energies 2022, 15, 4109

Figure 9. The power and bus voltage characteristics of PPL under different pulse periods.

Next, the mean of the load flow can be found using a steady-state analysis of the mean
inputs. With the mean and variance of the load flow in hand, all that remains is to find
the mean and variance of the absolute value of the load flow. The stochastic modeling
methods can describe the accurate changes for the load compared with traditional power
load modeling, such as the ZIP model in power system. With the development of AI
and machine learning technology, the power demand model of EPA can be represented
by a long-time probability distribution function for the data set coming from the MCMC
sampling methods to approximate the real flight power demand.

3. Electro-thermal load

Additionally, these large power PPL have thermal properties that can induce electrical
power stability issues at low and high temperatures and various pulsing load conditions
according to the system cooling requirements. These research topics are investigated
in [62,63,78,79]. Regions of complete stability, metastability, marginal metastability, and
instability are determined by bus voltage transient tolerances. Analyzing the marginally
metastable boundary layer, thermal analysis is performed at different points of equivalent
average power and varying pulse energy for an aircraft power system. This topic is
discussed in part VII of this paper.

5. Energy and Power Management System and Strategies for AEA/MEA and EPA
Power Systems

5.1. Energy Management Optimization and Power Control Question Formation

Increasingly stringent demands have been placed on aircraft power systems. Larger
power volume, higher efficiency, and a sufficient cooling capability are required, with con-
straints such as weight, physical volume, and power density. Coordinated control between
thermal and electrical power system is very necessary for managing the generation units,
distribution units, and consumption of power onboard the aircraft. Coordinated power
control and energy management can benefit from reducing the gap between performance
demands and capabilities of current generation aircraft, or contributing to improve the
capability for the design and sizing of next generation aircraft. Furthermore, an aircraft
is a system of systems with various energy flow being converted and consumed between
multiple energy systems, as shown in Figure 10. The power flow in an aircraft coupled with
thermal energy is very complex [62,63], and dynamic time scales from the sub-millisecond
electrical voltage regulation to the minute level control for fuel tanks and passenger cab-
ins are shown in Figure 11. Therefore, it is essential to design an optimization model
and controller structures that can cope with the temporal and spatial disparity that exist
within these complex power systems. The modeling of the power system in aircraft is a
challenging task because of the disparity. Except for the volume and weight constraints,
the optimization model for aircraft energy and power systems must be derived regarding
many constraints such as the generator power limits, thermal capability, battery’s SOC, and
PV power source power limitations [80]. Therefore, the power management architecture
and strategies are also very important to realize energy generation and distributed opti-
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mization in aircraft. The problem of energy optimization and power control is basically a
multi-spatiotemporal scale optimization problem with different constraints.

 

Figure 10. The multi-energy domain interactions in an aircraft power system.

Figure 11. Temporal scale separation of major thermal, hydraulic and electrical system devices in
aircraft.

The energy dynamic management and control needs some special technology to be
realized; the optimal control theory is often used with PMP and dynamic programming
(DP). PMP is a common optimal method; it overcomes the defect that the variational method
cannot find the extremum of constrained control variables and objective functions [81].
Compared with the dynamic programming algorithm, its computation is greatly reduced,
but it is still only used in offline situations. In the process of energy management strategy
research of electric power systems, the performance index of the energy management
system, with the constraints described above, is transformed into a Hamilton function
minimization problem [82,83], so as to obtain the optimal trajectory of control quantity. DP
applies to the case in which the optimization strategy is based on dividing the problem
into smaller sub-problems. DP strategy has been used by many scholars to develop a
hybrid energy flow management strategy, and is recognized as a relatively ideal hybrid
energy management method [84]. The results are often used in the offline optimization
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management calculation of fixed working conditions, and are also used to evaluate the
merits of other control algorithms for energy management.

Table 1 presents the energy optimization index of the aircraft power system. The
optimization index or multiple optimization objectives can be combined as the optimization
objective function, and the multi-objective optimization model of the electric propulsion
power system can be formed by combining the constraints of working characteristics and
environmental constraints of different electric power systems.

Table 1. Optimization index of different electric power architecture.

Energy and Power Architectural Form Performance Index of Optimization Function

All types of electric power system architecture
The highest overall efficiency of the power system
Strong robustness, reliability, and fault tolerance

Minimal emissions of pollutants such as carbon dioxide

Lithium battery, fuel cell hybrid electric propulsion architecture The longest service life of lithium batteries and fuel cells

Fuel cell, oil gas, battery hybrid-electric propulsion architecture Minimization of fuel or hydrogen consumption

Solar and fuel cell electric propulsion architecture Longest flight range and flight time

5.2. Energy and Power Management System Structure and Architecture

The energy and power management problems in aircraft are often realized by the
electrical power system because of the trend of More Electric and All-Electric Aircraft,
especially for the electrical propulsion aircraft (EPA). So the architecture of the power system
can become microgrids, similar to the terrestrial microgrid system. In order to describe
the architecture of onboard microgrids in aircraft, the different kinds of the architecture of
microgrids in aircraft are presented in Figure 12. There are a variety of architectures for
the aircraft onboard microgrid, such as star architecture, multiple-star architecture, ring
architecture, and hybrid architecture. In order to get the best architecture for a reliable
electric power supply, evaluation methods for the aircraft onboard microgrid are needed
to evaluate the performance of different architectures according to certain criteria. The
criteria include energy system efficiency, reliability, and fuel consumption economy. The
evaluation and selection of the most appropriate aircraft power system architecture is an
interactive process, made of multiple trade-offs, detailed analyses using requirements and
constraints as the input variables, and detailed analysis to feed a decision matrix that is
used to compare the different architectures against the functional objectives. In considering
the electrical propulsion needs, the load demand must be considered with the electrical
propeller load characteristics. The energy management of the power system is referred
to as the long time interval energy optimization problem, which can include the above
criteria. The power management of the power system is relative to the short time scale
and transient time power response optimization problem, which can include the system
stability, transient power response, power quality, and fault protection. Moreover, aircraft
microgrids have a variety of power supply types, operating and protective modes, control
topologies, and power distribution network structures, which can strongly impact their
dynamic characteristics, so it is very challenging to develop an accurate, complete energy,
and power management model and strategies. The hierarchical microgrid energy and
power management system contains three layers to achieve different control objectives:
Level 1, for generation processes based on internal control, response speed, and for system
stability based on the primary control; Level 2, for high power quality and power sharing
based on the secondary control; Level 3, for power economic dispatching management
based on the tertiary control, system reliability and economic planning based on policy
control. This situation can be shown in Figure 13a.
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(a) (b) 

 
(c) 

Figure 12. The different architecture of electrical power system in aircraft microgrid. (a) The star
architecture of aircraft microgrid structure; (b) The ring architecture of aircraft microgrid structure;
(c) The hybrid architecture of aircraft microgrid structure.
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Figure 13. Different controller architecture for the aircraft power system [31]. (a) The hierarchical
structure of control method. (b) The distribution controller architecture. (c) The decentralized
controller architecture. (d) The centralized controller architecture.
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Based on the optimal energy management and power system architecture, the dynamic
power management strategies were very important for the operation of the aircraft power
system. It is proposed to apply distributed control strategies to the power systems of aircraft,
which allow information exchange among local controllers by establishing a communication
network topology among them. In fact, distributed control strategies can be considered
as a trade-off between centralized control and decentralized control by combining their
advantages [85]. In aircraft, local subsystems are assumed to be developed independently
by competing entities and companies, requiring that any coordination must consider the
privacy of the controllers and account for differences in their update rates [86]. It is assumed
that the subsystems are developed and manufactured by subcontractors who are potentially
in competition with each other across various developing projects. Thus, the design details
of the subsystems and their controllers may be regarded as intellectual property (IP) and
their designers would be unwilling to using model-based coordination that could risk
exposing it. Therefore, distributed control is better than centralized control methods just to
exchange some interactive information or variables. For decentralized control architecture,
the optimal performance of energy management is not as good as distributed control
because of the absence of exchange information between subsystems [84]. Therefore, it is
necessary to choose the proper controller architecture according to the energy system’s
dynamic state trajectory and control input decision variations.

In Figure 13a, The tertiary control is mainly for the onboard microgrid energy optimal
distribution among different power sources, with the power consumption minimization,
and fuel economic optimal dispatch, with an additional object such as power stability, safety,
and fault tolerance. The real and reactive power sharing accuracy is deteriorated when the
ratio of line-resistance-to-line-reactance is high in an aircraft power system. The secondary
control is proposed and applied to solve such problems. Its main objective is to restore the
frequency and voltage to their nominal values in the aircraft ac power system. Additionally,
appropriate control methods are also proposed to enhance the voltage quality including
compensating for the voltage unbalance and harmonic distortion in the secondary control.

In aircraft power systems, the different power source subsystems such as an electrical
generator, fuel cell, storage energy power system such as a lithium battery, and super-
capacitor have different time and spatial scale dynamic characteristics. The centralized
controller architecture is prone to single point fault from the different subsystem controller.
The controlling real-time characteristic is very important for microgrid of aircraft. The
typical management and controller architecture of power systems in aircraft can be shown
in Figure 13b–d. Figure 13b shows the distributed controller architecture. Figure 13c shows
the decentralized controller architecture. Figure 13d shows the centralized controller archi-
tecture. With more penetration of electrification in the aircraft power system, the linkage
between different power electric subsystems is greater, and they are more interrelated with
each other. The controller architecture for each subsystem must be chosen by considering
different factors with the dynamic characteristic, communication capability, time scale,
and exchanged information. The distributed energy and power management architecture
is more promising as a multi-agent system for future controller architecture because of
the reliability and safety benefit for power systems. Also, for the aircraft electric load
system, during some typical operating scenarios such as the actuation of flight surfaces
during takeoff, and performing evasive high-thrust turns while using DEW shots for a
military aircraft or a hybrid-propulsion craft accelerating through both a jet engine and
electric motors, all these operating modes can cause a large power transient and voltage bus
stability issues. To mitigate the power disturbance from fast variation of power demand,
controller’s architecture, or control or energy management strategies can be used.

5.3. The Strategies of Energy and Power Management

Traditionally, energy and power management strategies for power systems can be
classified into two types: rule-based heuristic methods and optimization based methods.
The dynamic energy optimization and power management is also very important for the
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micro grid in an aircraft [87]. As discussed above, renewable energy source integrated
with the traditional aircraft EPS can improve the energy efficiency and reduce the oversize
of electrical generators. However, the intermittent characteristic and electrical–chemical
response from renewable energy make the power optimal distribution more complex. The
load electrical power demand is very closely coupled with the flight control system, which
often varies abruptly in different flight stages such as takeoff or landing. The stochastic
changes in aircraft electric propulsion load makes the optimal power distribution control
very difficult.

With the development of electrical propulsion and hybrid electrical propulsion aircraft,
the aircraft power system can be viewed as a “multi-energy mobile microgrid.” It is distinct
from the land-based microgrid and has multiple energy transformations, which are subject
to complicated flight condition constraints, and its flight durability fully depends on
its energy utilization efficiency [83]. While most of the existing research works focus
on the hybrid-electric propulsion aircraft (HEPA)’s real-time power balancing control,
rare research works have been reported on its energy optimization problem [88], i.e.,
how to optimally schedule its energy consumption to achieve the best techno-economic
performance. This is also an advanced research topic for the aircraft power system. The
energy management strategies must be designed with multi-disciplinary optimization
contents. The following table lists the main energy and power management methods
onboard with different control and optimization objects according to different platforms of
the aircraft. The summarized energy and power management methods for different aircraft
platforms are presented in Table 2.

Table 2. The summarized energy and power management methods for different aircraft platforms.

Energy and Power
Management Strategies

Aircraft Platform Control and Optimization Objective Features Reference Paper

Rule-based UAV, Aircraft APU system;
More electric engine

Fuel or hydrogen consumption
minimization

State machine;
Power distribution based on

expert experience
[50,51,71,89–91]

Fuzzy logic

UAV, Aircraft APU system,
Aircraft HVDC

Hydrogen consumption minimization,
voltage stability

FLC to specific flight profile
or APU load demand [53,71,89,92]

Hybrid electrical propulsion
UAV Fuel Consumption minimization

Equivalent consumption
minimization

strategy plus FLC
[93]

Fuel cell UAV Hydrogen consumption minimization,
voltage stability PSO+FLC [81,87]

Meta-heuristic Aircraft emergency power
system

Less hydrogen consumed;
Optimal life time of electrical sources;

Artificial bee colony
algorithm;

Grey wolf optimization
algorithm

[94]

MPC-based

Hybrid-electrical propulsion
aircraft

System efficiency
Fuel-consumption
Voltage stability

Conventional MPC [66,95]

Aircraft APU system System efficiency Traditional MPC [89]

Aircraft distributed power
system

Minimum switching of generator and
power load shedding; power quality,

minimization of THD

Stochastic MPC;
INA-SQP MPC [47,96]

Aircraft energy storage
system

Reduce the DC bus voltage transient;
Minimization of current draw from the

storage system
SQP solver [78]

MEA power system with PV Stability of system;
Steady and transient state Current control

FCS MPC + stability
constraining dichotomy

solution
[97]

MEA Electrical power system
and Fuel thermal

management system

Fuel consumption minimization;
Increased capability of thermal

management

Hierarchy MPC control with
thermal coupling [98,99]

Engines and electrical
generation system in MEA

Fuel efficiency
and emissions

Distributed MPC with
ADMM algorithm [86]

DP
Small-size aircraft, UAV Fuel consumption minimization Lookup-table [65]
Parallel hybrid-electric

aircraft
Total mission fuel burn minimization over

the flight envelope Offline optimization [100]

MEA power distribution
system

Power loss minimization
Amount of switching is minimized

Optimal reliability
configuration [48]

90



Energies 2022, 15, 4109

Table 2. Cont.

Energy and Power
Management Strategies

Aircraft Platform Control and Optimization Objective Features Reference Paper

Adaptive energy
management
(ADP or RL)

more electrical aircraft with
pulse load

Lowest possible rate of change of the main
source of power or offers a fixed minimum

rate of change in
power

Integrated variable rate-limit
of power [101]

Electrical power system in
MEA

Optimization problem for power
scheduling and allocation; minimize the

fluctuation in power generation system; bus
voltage regulation

Optimal adaptive control
with MIQP, off-policy integral

reinforcement learning
[82]

Electrical emergency power
system in MEA

Fuel consumption and overall efficiency
optimization under the false data injection
attack and denial of service attack from the

critical measurements

Adaptive neuro-fuzzy
inference system and specific

fuzzy deep belief network
[102]

Fuel cell electric UAV Hydrogen consumption and battery lifetime ADP and RL [103]

Power decoupling
methods based on filter

frequency

Aircraft Fuel cell and battery
hybrid emergency power

system

Voltage stability;
Minimization of power loss;

Extend the lifetime of power source;

Slow power response for fuel
cell;

Fast power response for
battery

[11]

Optimal control
and PMP

All electrical Propulsion
Aircraft

Combination of time-related and battery
charge costs

Pontryagin’s Minimum
Principle [83]

Hybrid electrical aircraft Minimization of fuel consumption with
thermal management for the battery pack

Pontryagin’s Minimum
Principle [104]

Combinatorial
optimization

MEA aircraft
ECS system Electrical consumption minimization MILP [46]

MEA
Power distribution

Three-phase load balanced;
Increase the lifetime of power converter

Nonlinear optimization;
Convex optimization [51,105]

UAV Flight mission planning and recharging
optimization SDP and QP [106]

UAV Minimize the fuel consumption (FC) and
polluted gas emission

Bender decomposition-based
method; (MIQP) [107]

MEA power generation and
distribution system

Optimal power allocation;
Optimal generator sizing MILP [108]

MEA low voltage distribution
system Load allocation on the EPS Knapsack problem [67]

Droop control methods Aircraft HVDC system DC bus stability Active stabilization methods,
load sharing [70,109,110]

Aircraft APU
Dynamic response for power allocation

optimization
Virtual impedance

Droop control [72]

From the above Table 2, energy and power management strategies are presented for
a power generation system, power distribution system, and load-side control onboard.
The load-side control is similar to the demand-side management (DSM) in terrestrial
microgrid. Rule-based, fuzzy logic and MPC-based energy management strategies are
often used for UAV, MEA, and EPA. The dynamic transient power management strategies
are mainly relative to droop control methods. A new dynamic optimization strategy
for energy management of More Electric Aircraft based on hybrid systems theory was
examined in the paper [66]. An expressive MPC framework is developed to address
the pertinent issues for energy management in aircraft systems, creation of optimization
metrics, implementation of necessary computational tools, and initial verification through
simulation. A hierarchical model predictive control (MPC) framework was presented in
the paper [95] for hybrid power or electrical propulsion systems that can be used in future
energy-optimized aerospace systems. This framework can cover a wide bandwidth of
model fidelity and enforce all necessary physical laws in the models using both MPCs
together. State variable constraints are explicitly included in the controller formulation by
using the equality constraints (i.e., discrete time model or system state transfer equations) to
transform the state constraints into the control constraints. The hierarchical MPC framework
allows operational constraints to be assigned to different levels of MPC schemes. Simulation
results show that the hierarchical control system operates well in optimizing for both energy
flow and dynamic current/voltage regulations under the dynamic conditions of the aircraft
power system.

In the optimization of energy management for the aircraft power system, the complex
system’s state must be aggregated to overcome the problem of “curse of dimension” of DP.
In addition, The traditional EMS, including MPC, is prone to the uncertainty or variation of
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the power system’s model, This can further deteriorate the performance of EMS. The model-
free and AI-based EMS can effectively solve this problem. Therefore, reinforcement learning
or approximated dynamic programming (ADP) can be applied to the optimization problem
of the aircraft power system. The optimization value function can be approximated by
different methods such as TD, NN methods to fetch. Some probability functions can be used
to describe the stochastic characteristic of the power source and load variation for EPA. Deep
reinforcement learning (DRL) is presented in [111] to develop EMSs for a series of HEVs.
Due to DRL’s advantages of requiring no future driving information in derivation, good
generalization in solving energy management problems can be formulated as a Markov
decision process (MDP). As shown in Figure 14, The overall schematic of the proposed
energy management method also can be realized for electric propulsion UAV. Generally,
the implementation of this method is divided into three stages: This period is the training
of EMSs. For the EPA, the EMS here is represented by a neural network, and the DDPG
algorithm is adopted to update parameters of the EMS in a simulation environment. The
update is based on data (state, action, reward) generated by iterative interactions among
the hybrid electric UAV model, its history flighting cumulative trajectory information,
flighting environment and EMS. When the training result achieves convergence, parameters
and the structure of the neural network are saved as the trained EMS. The downloaded
EMS can be directly used for online applications by simply mapping state-to-actions for
energy optimization objects of the aircraft power system. The uncertainty and stochastic
characteristic from the renewable energy and power load in the aircraft must be considered
while designing the energy management strategies. The energy management strategies
based on stochastic ADP methods were presented in tethered microgrid and a vehicle
powertrain. These methods also can be extended to the aircraft microgrids [103].

 

Figure 14. The overall schematic of DRL-based EMS for the UAV model.

For the electrical propulsion UAV or aircraft, the flight load power demand is stochastic
in nature because of the external disturbance from wind turbulence or wind shear. In
Figure 15, The flight dynamic power variation can be analyzed by the air dynamic flight
equation of UAV which can describe the thrust power. The total thrust power includes
the steady state thrust power and dynamic thrust power, in which the air density, area of
airfoil, lift-to-drag ratio, climb angle, and roll (bank) angle can be integrated into the thrust
force power equation. The experimental flight data such as the power demand of UAV
can also be measured to verify the data from the digital simulation model. The transition
between flight power demand can be regarded as the Markov decision process. Then, the
probability model for the thrust power for UAV can be built with the nearest neighborhood

92



Energies 2022, 15, 4109

methods; the transition probability matrix for the electrical propulsion power can be given
for a three-dimensional dataset. The stochastic optimization model for the EMS of UAV
can be derived according to Figure 15 to realize the optimal distribution of the energy of
the powertrain with the Q-learning methods in reinforcement learning strategies for EPA.
For large-and medium-size civil EPA, the power rating will increase greatly, so the thermal
constraints caused by the power loss must be integrated with the EMS for the aircraft power
system. This challenging topic must be tackled in EMS design.
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Figure 15. The probability matrix of load power demand for EMS strategy of the electrical propulsion
UAV.

6. The Electrical–Thermal Coupling Control and Energy Management of AEPS

Moving toward the MEA/AEA and EPA involves increasing the volume of electrical
power generation, heat dissipation potential, and distribution capability of the aircraft to
supply most of the loads. This electrification trends rests on the development of power
electronics (PE) and thermal management. Enabling technology for power electronics
can contribute to high-efficiency improvements in the aircraft power system, based on
distinctive features such as high power capability and controllable system [112]. For the PE
converter, the power loss from switching cannot be avoided, so thermoelectric coupling is
a very important factor which can affect the stability and reliability of the power system.
In another aspect, the large electrical power demand can also cause thermal stress in
traditional electrical power generation systems such as PMSG and SRMG, due to the
constraints of volume and weight in the aircraft. The cryogenic temperature for power
electronics is a beneficial method. Some research has already shown that some power
semiconductor devices have improved performance at low temperatures, such as lower
on-resistance and a faster switching speed, which means that making power electronics
systems work at cryogenic temperatures can contribute to lower power dissipation and a
smaller volume and weight [76]. The phase change coolant from the waste heat also can
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be reused to form a re-circular energy source to provide the electrical energy for onboard
equipment.

PE technology is laying a foundation for the more electric engine, more electric loads,
and electric propulsion loads in the aircraft. One key shortcoming of PE-driven loads is
that they are prone to instability as the aircraft electrical network becomes larger and more
complex, and the multitude of PE-based loads such as CPL can challenge the stability
of the electrical power system (EPS) [113]. The stability assessment is thus crucial in the
design of PE systems. The system stability has to be analyzed both at the small- and large-
signal level. Small-signal analysis investigates the stability of an EPS when it is subject
to small disturbances such as input voltage modulation or frequency modulation. The
analysis is performed on a linearized system model regarding a certain operating point.
In contrast, large-signal stability analysis investigates the system’s behavior under large
disturbances, including sudden large changes in loads. For small-signal analysis methods,
the stability of EPS is generally assessed by using traditional stability analysis techniques.
These include the eigenvalue root trajectory method and impedance methods based on
the Nyquist stability criterion. The large signal stability is based on the mixed potential
function, Lyapunov function theory, and a nonlinear dynamic system. An EPS can be
viewed as a cascade of its source and load components. Plenty of papers were focused on
this topic to analyze the stability and power quality issue of AEPS [79,114–118], but the
thermal effect for the stability of AEPS was not fully studied in detail with the consideration
of a high power pulse load and thermal storage couple in the aircraft power system.

The thermal question can cause damage to the distribution power system by the fault
current onboard [119], and power loss and an overload situation may accelerate insulation
aging of the aerospace motor [120]. This is a challenging issue for the stability of aircraft
electrical power systems because of the limited volume and weight constraints in aircraft.

The energy optimization technology in aircraft must be focused on the exergy analysis
according to the integration of the first and second laws of thermodynamics [121]. It can
effectively reveal the irreversibility and inefficiencies of the thermodynamic processes,
which provides a convenient approach to designing and optimizing the components and
power systems in aircraft. Some thermal and electrical stability and power quality problems
in local and subsystems of AEA and EPA were presented in [98,122–124]. In [123], thermal
energy inherent in the cabin air and aircraft fuel, as a dynamic management solution to
offset stochastic load power in the MEA power system, was introduced. The research
focuses on a power electronic-controlled environmental control system (ECS), which can
provide dynamic thermal inertia and act as an effective electric swing bus to mitigate power
variability. The thermal and electrical coordinate control methods are proposed in [82,124];
this method can improve the stability area margin of the power system in aircraft for a high
power pulse radar load. The hierarchical optimal control problem of aircraft electro-thermal
systems was discussed in [82]. The coordination of these electrical and thermal systems
is performed by using a hierarchical MPC control approach that decomposes the multi-
energy domain and constrained optimization problems into smaller, more computationally
efficient problems to cover the different timescale issues.

The larger pulsed power payloads were developed for the modern military aircraft
varying from new DEW weapon technologies to advanced avionics such as radar and
other electrical actuator equipment. A pulse width modulated power signal was emulated
for pulsing power loads which have non-linear impairing effects on the stability of the
electrical system. Additionally, these onboard devices have thermal flux properties during
a very short time that can induce electrical stability issues at low and high temperatures
and various pulsing load conditions due to the limiting capability of the heat sink of the
aircraft. These non-linear electrical stability issues also transfer to the mechanical and
thermal systems of the aircraft and can damage or degrade electronic components. The
EMT model demonstrates the destabilizing effects caused by both the thermal coupling of
the pulsing load and the large signal analysis of the PWM signal in [122]. The boundary
conditions of stability for aircraft power systems were derived based on the Monte Carlo
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simulation method regarding the duty ratio and frequency. In the electric vehicle, the
thermal–electrical component model such as ECS, and a battery can be built to analyze the
energy relationship between the thermal and electrical energy [125–127]. This work can
also be extended to the aircraft platform. It is very important to consider the coordinated
energy management strategies or dynamic power control methods between electric and
thermal energy to improve the stability and thermal ejective problem. A typical example of
an aircraft power system based on an electric–thermal coupling control issue can be given
in the next paragraph.

For the architecture of an aircraft networked microgrid in a single channel, shown
at the top of Figure 16, minimizing the energy contribution from ESS and system-wide
exergy destruction are reasonable optimization objects, in line with minimizing heat sig-
nature and maximizing flight endurance. The aircraft microgrid is comprised of power
generator, power distribution system, and some electric load such as electrical actuator,
avionic equipments, radar and pulse power load. The power consumption of each electric
component generates heat loss, which is cooled or rejected by the onboard thermal manage-
ment system as shown in Figure 16. In [121], there were three electrical power buses in the
aircraft, the mission bus (MB), flight control (FC) bus and high power (HP) bus, operating
at 270 V. Each bus has resistive storage elements RMB, RFC, and RHP and capacitive storage
components CMB, CFC, and CHP. Two 480 V generators, VHPS and VLPS, were considered,
located on the high pressure spool (HPS) and the low pressure spool (HPS) of a gas turbine,
respectively. Through the buck power converters with duty ratio control inputs of DHPS
and DLPS, generators are connected to the MB and HP power buses. The buck converters
had been developed with resistive RHPS and RLPS and inductive energy storage elements
LHPS and LLPS. The MB and HP bus were connected with each other through buck-boost
bidirectional DC–DC converters, where control of the duty cycles was provided by DMBFC
and DHPFC. The resistive and inductive elements of the connecting bidirectional DC–DC
converters were RMBFC, RHPFC, and LMBFC, LHPFC, respectively.

Figure 16. The aircraft electrical power system architecture for large power pulse load with cooling
function (single channel).

An exergy optimal objective function based on ohmic losses within the power con-
verters is given in Equation (7) as applied to the aircraft energy optimization problem.
When minimizing object function f (x, u), the optimal solution must satisfy the power flow
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equations constraints given in Equations (8) and (9), where the dynamics of the power
system have been considered a steady state and the storage contributions set to zero.

min
x∈A

f (x, u) = min
[

1
2

(
i2HPSRHPS + i2MBFCRMBFC + i2LPSRLPS + i2HPFCRHPFC

)]
(7)

h1(x1, u1) = 0 :

⎧⎪⎪⎨
⎪⎪⎩

−RHPSiHPS − vMB + DHPS(vHPS) = 0
−RLPSiLPS − vHP + DLPS(vLPS) = 0
−RMBFCiMBFC + (1 − DMBFC)vMB − DMBFCvFC = 0
−RHPFCiHPFC + (1 − DHPFC)vHP − DHPFCvFC = 0

(8)

h2(x2, u2) = 0 :

⎧⎪⎨
⎪⎩

(1 − DMBFC)iMBFC − vMB
RMB

− im = 0
(1 − DHPFC)iHPFC − vHP

RHP
− iPl = 0

DMBFClMBFC + DHPFCiHPFC − vFC
RFC

= 0
(9)

where the iHPS, iLPS, iMBFC, iHPFC is the current for the MB and HP bus, FC bus, im is the
electrical current draw from the cooling system. VMB, VFC and VHP are the voltage for the
MB and HP bus, FC bus, respectively.

The optimization problem of the electrical and thermal management problem for
aircraft can be solved based on the model of Equations (8) and (9). A block diagram of the
DNN deep Q-learning and optimization strategy are shown in Figure 17. Using this energy
management strategy and controlling methods, the electric and thermal system model
can be neglected. The critic, actor and environment can be built with the deep Q-learning
methods, and the rewards function can be updated by the interactive learning scheme. This
method enhances the robustness of the system in terms of uncertainty, which comes from
the change of power load or power source and power conversion.

Figure 17. The control loop for the exergy based optimal energy management system for large power
pulse load of aircraft.

Based on the above example, The electric–thermal coordinated management or control
research topics are carried out from the industrial and academic fields. Honeywell has
developed aircraft power and a thermal management system (PTMS) for application in the
future. This system combines the functions of an auxiliary power unit (APU), emergency
power unit (EPU), environmental control system (ECS), and thermal management system
(TMS) in one integrated system [6]. The power control and energy management between
the electric and thermal subsystems is still an open topic. So the coupling relationship
between the various energy sources must be considered with some optimal control or
management methods in next-generation aircraft power systems.
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7. The Developing Trends for EMS of EPA in the Future

Under the pressure of green aviation transportation and energy consumption, and en-
vironmental protection, the airport microgrid and an energy system with renewable energy
such as PV, wind, or a fuel cell can be possible in the future. As for the aircraft, an electrical
propulsion aircraft (EPA) was developed because of flexibility and efficiency of energy gen-
eration and distribution. For each EPA, the electrical power system onboard was regarded
as a “flying microgrid”, in which the architecture of the power system is shown in Figure 18.
This is the architecture of the power system for a hybrid electric propulsion aircraft, and the
turbine-driven generator, hybrid energy storage, fuel cell emergency system, and HVDC
power system can be combined together. The power allocation and energy optimization for
the airport and EPA are necessary, similar to the terrestrial microgrid and smart grid [128].
The EPA powertrains include generators, power distribution subsystems, energy storage,
and several distributed propulsion motors. Except for the EMS of the EPA on board, similar
to the seaport and electrical propulsion ships [129,130], the electrification of airports and
aircraft are both irreversible trends, which will greatly change the operating patterns of air
transportation systems, i.e.,

Figure 18. The power system architecture of hybrid electric propulsion aircraft.

The interaction between airport and EPA aircraft is no longer limited to passengers
and logistics, but expands to the electric-side and energy-side, which makes future air
transportation management a complex transportation power multi-microgrid coordination
problem.

This multiple microgrid coordination problem generally has multiple objectives, i.e.,
the airport and EPA aircraft always have different operators and administrators, and
involve great numbers of new subsystems and operation scenarios or modes that have
not been ever considered in terrestrial power systems, such as the airport flight schedule,
lounge bridge allocation, and aircraft route planning. The architecture of the airport
microgrid is shown in Figure 19. The airport is connected with the utility grid, and different
renewable energies such as PV, and fuel cell are integrated. When the aircraft arrives at the
airport, the airport will provide the ground power supply and allocate the lounge bridge
service to the aircraft. The airport power control central will give both power and logistic
control signals to each subsystem and aircraft in the airport. In some situations, when the
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vacant location on the lounge bridge is not enough, the aircraft must be docked in the far
parking yard. The passengers must be moved from the plane to the terminal by shuttle
bus. Logistics tracks and shuttle buses can also be driven by electricity. The energy power
supply must be provided by the airport energy system. The power demands of the airport
will frequently change since the electric aircraft are continuously taking off and landing
according to airport traffic flow. The system’s power control loop can be seen in Figure 20.
The airport microgrid EMS and the electrical aircraft EMS can be controlled and managed in
three-level-control architecture to assure the energy balance between the airport microgrid
and electric aircraft, and power response characteristics for the onboard load.

Figure 19. The energy and power interaction between the airport microgrid and electric aircraft.

Figure 20. The power control loop architecture between airport and electrical propulsion aircraft.

In addition to the above analysis, deeper market penetration of greener and more
silent electric ground and air vehicles will result in notable enhancements with regard
to noise and pollution. The VTOL (vertical takeoff and landing) air vehicle will realize
rapid, reliable transportation between suburbs and cities and, ultimately, within cities. The
development of infrastructure to support the UAM (urban air mobility) will likely have
significant cost advantages over charging stations, which can get electric energy from the
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microgrid in the airport. VTOL aircraft will make use of electric propulsion so they have
zero operational emissions and will likely be quiet enough to operate in cities without
disturbing the neighbors. The energy management and path optimization planning for
electrical aircraft must be coordinated in some situations.

The verification of energy management of the airport and electrical aircraft can be
carried out on HIL platforms. This situation is shown in Figure 21. Because of the size and
complexity of the overall system, the algorithm of energy management must be tested in
different operational scenarios, in which the digital simulation’s efficiency is very low [121].
Therefore, the real-time platform can be applied to realize the system’s simulation. In
Figure 21, the airport microgrid virtual model can be built and dispatched in a typhoon-604
HIL terminal, the electrical aircraft also can be integrated into typhoon-HIL, and the EMS of
airport microgrid can be formulated and solved in an RT-LAB 5700 platform. Based on this
system configuration, the algorithm of EMS such as heuristic methods and optimization
methods can be de applied to the overall energy system to improve the simulation speed
and efficiency. The digital and analog signals can be transmitted between the typhoon HIL
and the RT-LAB platform.

Figure 21. The hard-in-loop test bench for the airport microgrid management system.

The typical operational mode of future fully electric airports and EPA must be summa-
rized. The hierarchical control or energy management framework is needed to be proposed
for future airports. The airport is actually a hybrid AC/DC microgrid power system.
The power flow calculation and optimization [131,132], analysis and distributed control
methods, adaptive energy management strategy, and multiple functional optimizations of
the electric energy storage system are several promising research topics in this field.

8. Conclusions

In this review paper, the energy optimization and energy management problem for
MEA/AEA and EPA aircraft power systems was discussed. The technology architecture
for the aircraft power system was presented with the consideration of MEA/AEA and
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EPA technology trends. The optimization and evaluation of aircraft power systems also
are analyzed with the state of art technology in this field. The architecture and strategies
of the energy system are reviewed with the electrification trend for the aircraft power
system. The uncertainty and stochastic changes from the renewable energy applied to
aircraft power systems must be tackled with some useful energy management methods,
the power demand resulting from the electrical propulsion of aircraft is basically stochastic
because of the air turbulence movement for the flight control system in the aircraft. Thermal
and electrical energy must be controlled coordinately in aircraft to achieve optimal energy
application and stability. The EMS architecture must be considered with the power structure
of the aircraft power system. The load-side or demand-side management for the aircraft’s
EPS is also important to reduce the power generation mass. With the requirement of safety
and energy efficiency of the electrical propulsion aircraft, the EMS must be integrated with
the PHM and TMS of the power system on board. The PHM refers to the sense of the state of
power system, predicting the fault or lifetime of the device or subsystem in an aircraft power
system. This trend can form new conceptions such as “EMS+PHM+TMS” for an aircraft
power system. This conception also brought new and significant technology challenges
and architectural complexity for aircraft. The EMS strategies have also evolved from the
traditional rule-based methods or analytic optimization into dynamic time horizon rolling
optimization (MPC), artificial intelligence (AI) such as deep reinforcement learning (DRL),
and stochastic optimization methods. The AI-based EMS can overcome the shortcomings
of traditional EMS such as the accuracy of the model, uncertainty of parameters, and
robustness against disturbance. It can be forecasted that AI-based EMS must be integrated
with multi-physical domains such as an electric, thermal, hydraulic, and mechanic systems
to solve the complexity of modeling these large-size complex power systems.

With the development of aircraft electrical propulsion technology in the future, the
large-scale, multi-disciplinary, multi-temporal and spatial-scale energy management strate-
gies for aircraft power systems is becoming the hottest research topic in this field. This
trend will drive the advancement of energy management and optimization for More and
All-Electric Aircraft technology. Furthermore, the energy management interaction relation-
ship between the airport microgrid and electric propulsion aircraft must be considered to
improve renewable energy penetration and enhance the grid storage capacity by selling the
electricity to the market through the main grid. The EMS and coordinated control strategies
of different microgrids are the research topics regarding the future technology roadmap.

Author Contributions: T.L. and X.Z. (Xiaobin Zhang) proposed the research for the Architecture
Optimization and Energy Management Technology of Aircraft power systems and present the analysis
of state of art for power system; Z.M. and L.S. collect the research papers about the EMS strategies
for power system of aircraft and give the evaluation for different architectures of aircraft power
system; Z.M., T.L. and X.Z. (Xingyu Zhang) presented the HIL experiments for aircraft hybrid power
system of EPA aircraft for airport microgrid; Z.M., Q.G. and T.L. analyzed the merits of different
EMS strategies for aircraft power system and electric thermal coupling of aircraft power system; T.L.,
Z.M. and L.S. wrote the paper. All authors have read and agreed to the published version of the
manuscript.

Funding: This research work is supported by the National Natural Science Foundation of China
Grant No: 51877178.

Conflicts of Interest: There is no conflict of interest.

Abbreviations

Th ADP Adaptive Dynamic Programming
ADMM Alternating Direction Method of Multipliers
AEA All-Electric Aircraft
AEPS Aircraft Electrical Power System
AI Artificial Intelligence
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APU Auxiliary Power Unit
ATRU Auto Transformer Rectifier Unit
BPCU Bus Power Control Unit
CPL Constant Power Load
CFAC Constant Frequency Alternating Current
DAB Dual Active Bridge
DEW Direct Energy Weapon
DDPG Deep Deterministic Policy Gradient
DP Dynamic Programming
DRL Deep Reinforcement Learning
ECS Environmental Control System
EPA Electrical Propulsion Aircraft
EPS Electrical Power System
EPU Emergency Power Unit
EMA Electrical Mechanical Actuator
EMS Energy Management System
EMT Electricity, machinery and heat
FC Fuel Cell
GA Genetic Algorithm
HEP Hybrid Electric Propulsion Aircraft
HEV Hybrid Electric Vehicle
HPS High Pressure Spool
HSPMSM High Speed Permanent Magnet Synchronous Machine
HSSPFC Hamiltonian Surface Shaping Power Flow Control
HVAC High Voltage Alternating Current
HVDC High Voltage Direct Current
LPS Low Pressure Spool
MB Mission Bus
MCMC Markov Chain–Monte Carlo
MDP Markov Decision Process
MILP Mixed Integer Linear Programming
MIQP Mixed Integer Quadratic Programming
MPC Model Predictive Control
PE Power Electronics
PHM Prognostics and Health Management
PMP Pontryagin’s Minimum Principle
PMSG Permanent Magnetic Synchronous Generator
PSD Power Spectrum Density
PSO Particle Swarm Optimization
PTMS Power and Thermal Management System
PV Photo Voltaic
PWM Pulse Width Modulation
QP Quadratic Programming
RL Reinforcement Learning
RSS Root Square Summation
SCDS Stability Constraining Dichotomy Solution
SDP Stochastic Dynamic Programming
SHEV Series Hybrid Electric Vehicle
SRMG Switched Reluctance Magnetic Generator
TMS Thermal Management System
TD Time Difference
NN Neural Network
UAM Urban Air Mobility
UAV Unmanned Air Vehicle
VF Variable Frequency
VSI Voltage Source Inverter
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VTOL Vertical Takeoff and Landing
WIPS Wing Ice Protector System

ZIP
Constant Impedance (Z), Constant Current (I),
and Constant Power Loads (P)

Glossary

f the objective function
g the inequality constraints
h the equality constraints.

x
a solution of this problem, which is a vector of
n decision variable(s) or design parameters

x(L)
i a lower bound

x(u)i upper bound
Gi power generator

αGi , βGi , γGi

the coefficients for the efficiency of
power generator Gi from the polynomialfitting

EGi the efficiency function of power generators
Gi ∈ g the g is the set of power generators in EPS
Ci ∈ C the C is the set of power converters in EPS.

Eci
the efficiency function of power
converters for aircraft power system

RMB, RFC, RHP, RHPS and RLPS resistive storage elements
CMB, CFC, and CHP capacitive storage components

VHPS and VLPS

two HVDC generators which are considered located
on the high pressure spool (HPS) and the
low pressure spool (HPS) of a gas turbine respectively

DHPS, DLPS, DMBFC and DHPFC duty ratio control inputs
LHPS and LLPS inductive energy storage elements

f (x, u)
the minimizing object function
for aircraft electric-thermal system

h1 and h2 the equality constraints
iHPS, iLPS, iMBFC, iHPFC the current for the MB and HP bus, FC bus
im the electrical current draw from the cooling system.
VMB, VFC and VHP the voltage for the MB and HP bus, FC bus.
ρ the air density
S area of airfoil
γ climb angle
φ roll (bank) angle
v velocity
→
v velocity vector
Pss the steady state thrust power
Pdyn dynamic thrust power
→
a aircraft acceleration vector
CD zero-lift drag coefficients
Pik,j the transition probability
m aircraft mass
g acceleration of gravity
x1, x2 state variable of aircraft power system
x1 = [RHPS, RLPS, RMBFC, RHPFC,iHPS, iLPS, iMBFC, iHPFC,VMB,VHP, VHPS, VLPS, VFC]

T

x2 =
[

RHP, RFC, RMB, lMBFC, iMBFC, iHPFC,im, ipl , VMB,VHP, VFC

]T

u1, u2 input control variable
u1 = [DHPS,DLPS, DMBFC, DHPFC]

T

u2 = [DMBFC, DHPFC]
T
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Abstract: The controls of most power electronic inverters connected to an electrical power system
(EPS) rely on the precise determination of the voltage magnitude, frequency, and phase angle at the
point of common coupling. One of the most widely used approaches for measuring these quantities is
the phase-locked loop (PLL); however, the precision of this measurement is affected during transients
in the EPS and is a function of the type of event and the architecture of the PLL. PLLs based on
the second-order generalized integrator (SOGI) are widely used in power converter synchroniza-
tion, offering an adaptive or fixed-parameter prefilter with low-pass and band-pass characteristics.
This article proposes a variant of the SOGI-PLL that offers improved stability and a faster response
time. This is accomplished by decoupling the effect of the SOGI’s gains and adding feedback.
The modification is carried out in the state space model of the SOGI. Manipulating the attenuation
moves the poles of the SOGI to improve the stability. The performance of the proposed PLL is verified
and validated under the processor-in-the-loop (PIL) approach.

Keywords: synchronization; phase-locked loop; renewable energy resources; processor-in-the-loop

1. Introduction

In recent years, the integration of distributed generation (DG) units to the electrical
power system (EPS) has increased. A fundamental aspect of a correct interconnection is the
DG inverter synchronization algorithm. For a stable and reliable operation, this algorithm
must ensure that the inverter voltage waveform synchronizes with the main voltages, even
under disturbances within the EPS [1–5]. The most widely used synchronization approach
is the phase-locked loop (PLL). However, the operation of the PLL is compromised when the
network voltage and current contain harmonics and when the network is subject to faults
and disturbances [2,6–9]. No matter how reliable the transmission and distribution system
is, unbalanced voltages and harmonic distortions at the PLL input are unavoidable [2,9].

It must be taken into account that the grid frequency can show considerable fluc-
tuations during transients and faults in power systems with high DG penetration [10].
This implies that the synchronization system must be insensitive to network frequency
variations [11]. On the other hand, large voltage sags and other transient events can cause
incorrect transient frequency measurements in the PLL [12–16]. PLLs that include non-
adaptive strategies, as well as notch filters, present problems when the EPS frequency
deviates from its nominal value. The problem can become serious in the presence of large
deviations from the nominal frequency of the EPS, particularly under severe asymmetrical
voltage sags or faults [5,12].
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Phase-to-ground faults constitute up to 95% of the faults that occur in the EPS [17].
This type of fault causes voltage sags in the distribution and transmission systems. When
this and other types of faults are cleared, transients appear that range from nominal fre-
quency levels to levels the tens of kHz [18]. On the other hand, in general, a harmonic of
order h present in the input signal becomes a harmonic of order (h − 1) (if it is a positive-
sequence harmonic) or (h + 1) (if it is a negative-sequence harmonic) in the dq frame [19].
Therefore, the fundamental negative-sequence component causing the asymmetry in the
grid voltage becomes the second harmonic ripple in the dq frame, and the displacement dc
becomes the fundamental component. Consequently, the loop filter must be able to attenu-
ate the second harmonic and the fundamental component. Eliminating the fundamental
negative-sequence component without compromising the dynamic performance remains
a demanding task in PLL design [20]. To achieve this, the bandwidth of the PLL must
be drastically reduced [2,12,21]. However, with low bandwidth, the transient response
becomes slow [15,22–24]. The main challenge associated with PLLs is to achieve a fast
dynamic response without compromising the harmonic rejection capability while ensuring
that disturbances in the electrical network do not drive the PLL to instability and the
loss of synchronism [24–27]. The filter bandwidth should be a trade-off between filtering
performance, time response, and stability [2,9,22].

One of the most frequently used synchronization algorithms is the second-order
generalized integrator phase-locked loop (SOGI-PLL) due to its simplicity, low compu-
tational cost, and independence from network frequency, and because it avoids filtering
delays [28–30]. In this paper, a modification of the SOGI-PLL architecture is proposed; the
modification improves the stability of the quadrature signal generator (QSG) stage and
increases the bandwidth of the PLL structure, achieving a fast response of the PLL as a
whole, without sacrificing the harmonic rejection capability of the traditional SOGI-PLL.
This is achieved by decoupling the effect of the single SOGI-QSG gain, allowing a second
QSG gain to be introduced, and adding feedback from the band-pass filter output signal
to the QSG input. The new QSG gain permits the manipulation of the extra attenuation
while moving the QSG poles to improve stability. The decoupling of the SOGI gain is
carried out by converting the transfer function of the SOGI-QSG [6,28] block diagram to a
model in the state space in the controllable canonical form, since in the state space there
is direct access to the sections of the QSG algorithm where gains appear. A functional
structure of the ARF-SOGI-QSG is reported in the state space and also in block form.
The proposed structure is a PLL with adjustable re-filtering based on a second-order
generalized integrator, abbreviated to ARF-SOGI-PLL from now on.

The paper is organized as follows: Section 2.1 describes the PLL performance evalua-
tion criteria, Section 2.2 summarizes the main characteristics of the SOGI-PLL and develops
the structure of the modified SOGI-QSG, whose characteristics are further discussed in
Sections 2.3 and 2.4. In Section 2.5, the proposed ARF-SOGI-PLL structure is presented;
its performance is assessed for different disturbances in the electrical system in Section 3.
The computational resources and execution times of the tested PLLs are also compared.
The conclusions are presented in Section 4.

2. Development of the Improved PLL

In this section, an improved SOGI-PLL is proposed. The desirable improvements in
performance are listed in the following section. The key characteristics of the traditional
SOGI-PLL are reviewed in order to motivate the proposed modifications.

2.1. The PLL Performance Evaluation Criteria

The total harmonic distortion (THD) of the unit vectors and the synchronization time
will be used as the criteria for assessing the performance of the PLL. A THD of less than 1%
will be deemed as acceptable. The unit vectors are the evaluation of the sine and cosine
functions of the angle calculated by the PLL. These vectors must be in synchrony with
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the main voltages but without harmonic contamination, since the reference signals for the
control of the inverter are obtained from the angle calculated by the PLL.

Very short synchronization times generally imply a degradation in the quality of the
unit vectors. On the other hand, high-frequency deviations lead to longer synchronization
times or a failed re-synchronization. In both cases, the extraction of the frequency from the
network will be incorrect during the PLL transient. Therefore, there is a need to improve
the PLL response in two regards: increase the speed with which the correct value of the
frequency is reported (without degrading the quality of the unit vectors), and reduce the
error in the reported frequency during the PLL transient [27].

The disconnection times of the converter in case of voltage variations are established in
the IEEE 1547, IEC61727, and VDE0126-1-1 standards [12,31,32]. Similarly, the rules applied
in the case of frequency deviations and the allowable ranges are discussed in [12,31,32].
The IEEE 1547 standard states that for disturbances for which the system frequency remains
between 58.8 Hz and 61.2 Hz, the converter must remain operational and must continue
to provide active power. The low-frequency ride-through period is 299 s in the range
57.0 ≤ f ≤ 58.8 Hz, while the high-frequency ride-through range is 61.2 < f ≤ 61.8 Hz.
Within these ranges and periods, the converter must not trip and must continue to provide
active power. For a frequency deviation greater than 3.5 Hz, the converter is disconnected
after a period of 0.16 s. Therefore, a PLL must avoid erroneously reporting a deviation of
this magnitude for more than 0.16 s.

2.2. Proposed ARF-SOGI-QSG Structure

The PLL proposed in this article is based on the modification of the SOGI-PLL, whose
structure is shown in Figure 1. The SOGI-PLL is based on a QSG and generally consists
of three stages: a phase detector, a controller (also called loop filter), and a frequency
and phase-angle generator. The phase detector is constructed with a QSG and a Park
transformation stage. The QSG is built around a SOGI, which helps in providing adaptative
filter characteristics to the QSG. Therefore the complete structure of the SOGI-PLL contains,
in addition to a loop filter, an adaptative pre-filtering stage, contributing to the improvement
of the harmonic rejection and to the SOGI-PLL’s tolerance to frequency changes. The main
characteristics of the SOGI-PLL can be summarized as follows:

1. The value of the single gain k of the adaptive prefilter affects all the characteristics of
the SOGI-QSG;

2. The magnitude of the line voltage is calculated by the Park transformation and
reported as Vd, as shown in Figure 1;

3. The frequency calculated by the PLL is fed back to the SOGI block;
4. The angle is calculated by the integrator or VCO and fed back to the Park transforma-

tion block.
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Figure 1. Structure of the traditional SOGI-PLL.

The transfer functions that characterize the SOGI-QSG and the prefiltering process are
given by:

SOGI(s) =
v′

kεv
(s) =

ω′s
s2 + ω′2 (1)
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D(s) =
v′

v
(s) =

kω′s
s2 + kω′s + ω′2 (2)

Q(s) =
qv′

v
(s) =

kω′2

s2 + kω′s + ω′2 . (3)

The transfer Functions (2) and (3) are obtained from the transfer Function (1) of the
SOGI. These transfer functions show that the bandwidth of the adaptive filter based on
SOGI is not a function of the center frequency and that it only depends on the gain k [12].
Moreover, it is clear that the single gain k directly impacts three parts of the algorithm.
This suggests a modification of the SOGI-QSG structure, consisting in distributing the
influence of the gain over each prefilter stage. To do this, the model is represented in the
state space. The controllable canonical form of Equation (2), which corresponds to the
band-pass filter, is given by:[

ẋ1
ẋ2

]
︸ ︷︷ ︸

ẋ

=

[ −kω′ −ω′2
1 0

]
︸ ︷︷ ︸

A

[
x1
x2

]
︸ ︷︷ ︸

x

+

[
1
0

]
︸ ︷︷ ︸

b

v (4)

y =
[

kω′ 0
]︸ ︷︷ ︸

c

[
x1
x2

]
, (5)

while the corresponding expressions for the low-pass filter (Equation (3)) are:[
ẋ1
ẋ2

]
=

[ −kω′ −ω′2
1 0

][
x1
x2

]
+

[
1
0

]
v (6)

y =
[

0 kω
′2
][ x1

x2

]
. (7)

The proposed SOGI-QSG form is shown in Figure 2. The new structure is based
on Equations (4) to (7). Figure 2 shows, in the inferior part, the multiplication of matrix
A by the vector of states ẋ, and in the upper part (which contains the output signals),
the multiplication of only the state of interest with the part of the vector c that corresponds
to both the band-pass filter and the output low-pass filter (y). The use of this structure
makes it possible to modify the value of the gains independently.
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Figure 2. State space architecture of the ARF-SOGI-QSG.
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It is possible to add a negative feedback loop from the v′ output of the SOGI band-pass
filter to its input. This extra closed loop provides a higher attenuation in the outputs v′ and
qv′, in contrast to the traditional adaptative filter.

The model in the state space allows access to the gains in the different sections in the
QSG, and with this, the performance of the ARF-SOGI-QSG can be improved. With the
proposed method arises the possibility to use three different gains. However, finding the
values of the gains is not a trivial task. The next remarks must be taken into account:

1. Since the gain ks in Figure 2 can be adjusted in value without unbalancing the magni-
tude of the responses v′ and qv′, the change in the value of this gain does not affect
the orthogonality of the two signals;

2. Using different gain values at the outputs v′ and qv′ of the filtering could only be
possible with very slight differences (of the order of 10−3). Greater differences cause
a different attenuation in the magnitude of signals v′ and qv′, which can produce
imbalances and, therefore, oscillations at the PLL output (at twice the fundamental
frequency of the input signal). Hence, it is recommended that these two gains from
the ARF-SOGI-QSG output are equal, and from now on, the single gain is called kαβ,
as seen in Figure 2;

3. If ks = kαβ, the attenuation suffered by the 30 Hz and 120 Hz signals is approximately
3.9 dB; this is an advantage over the traditional SOGI, but the cost is an attenuation of
approximately 6 dB in the fundamental frequency signal. However, adjustment of the
gain ks corrects this attenuation, as discussed in Section 3.5;

4. The smaller the value of ks, the closer the ARF-SOGI-QSG is to the traditional
SOGI-QSG;

5. The greater the ks, the greater the attenuation suffered by the fundamental frequency
of the voltage signal.

2.3. ARF-SOGI-QSG Transfer Functions

The form of the proposed architecture in the frequency domain is shown in Figure 3.
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Figure 3. Block diagram representation of the ARF-SOGI-QSG.
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The transfer functions of the ARF-SOGI-QSG can be obtained from the diagram in
Figure 3, and is given by:

SOGIm(s) =
v′

εv
=

kαβω′s
s2 + ω′2 (8)

The transfer function of the signal v′ band-pass characteristic is given by:

Dm(s) =
v′

v
(s) =

kαβω′s
s2 + ω′s

(
ks + kαβ

)
+ ω′2 (9)

The transfer function of the quadrature signal qv′ low-pass characteristic is given by:

Qm(s) =
qv′

v
(s) =

kαβω′2

s2 + ω′s
(
ks + kαβ

)
+ ω′2 (10)

It is clearly seen, from the transfer functions (9) and (10), that the smaller the ks,
the closer the transfer functions are to the original transfer functions (Equations (2) and (3))
from the SOGI-QSG.

2.4. Comparative Analysis of SOGI-QSG and ARF-SOGI-QSG

Figures 4 and 5 compare the Bode diagrams corresponding to the transfer functions (2)
and (3) and the proposed ARF-SOGI-QSG. The diagrams confirm the remarks of the
previous section: the types of filtering implicit in the SOGI are preserved in the proposed
modification, but a greater attenuation is seen within a range of approximately

[
1
2 f , 2 f

]
.

Such extra attenuation is more significant at the fundamental frequency. It is also observed
that the attenuation in this range can be controlled by varying the gain ks. Likewise, the
orthogonality characteristic is preserved, and it is seen that the extra attenuation reported
by the ARF-SOGI-QSG comes from the modification made in the denominator of the
transfer functions.

Bode Diagram
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Figure 4. Bode diagrams of the SOGI-QSG versions for v′.
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Bode Diagram
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Figure 5. Bode diagrams of the SOGI-QSG versions for qv′.

Regarding the stability of the SOGI-QSG and the ARF-SOGI-QSG, Figures 6 and 7
show the effect of different values of k, ks, and kαβ. When the bandwidth is reduced,
the systems approximate the stability limit. Figures 6 and 7 show one of the advantages of
the ARF-SOGI-QSG, namely, the feasibility of tuning the filter gains (ks, kαβ) independently.
If kαβ is set higher than ks, the position of the poles is moved to the left, compared to the
poles of the SOGI, moving away from the instability region with the option to have the
bandwidth reduced only slightly.

Figure 6. SOGI-QSG and ARF-SOGI-QSG band-pass filter v′ poles.
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Figure 7. SOGI-QSG and ARF-SOGI-QSG low-pass filter qv′ poles.

It is worth noticing that as stability is improved, the frequencies of interest are atten-
uated while the bandwidth is reduced; however, it is possible to find a combination that
is acceptable, where ks is not so small with respect to kαβ. It is recommended to select ks
and kαβ values so that, in the unit-step test, the ARF-SOGI-QSG filters do not overshoot,
in a similar manner to that of a critically damped system or to an over-damped system.
This prevents large transient overshoots during phase jump disturbances and frequency
deviations. As seen in Figures 8 and 9, when the value of ks tends to the value of kαβ,
the ARF-SOGI-QSG poles are real and lie in the left half-plane, but one of the poles is
approaching the imaginary axis. This implies that the system is over-damped (for instance,
look at the poles when ks = kαβ = 1.4142).

Figure 8. v′ ARF-SOGI-QSG poles.
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Figure 9. qv′ ARF-SOGI-QSG poles.

An improved unit-step response is another advantage of the ARF-SOGI-QSG.
In Figure 10, it can be seen that the unit-step response with k = 1.4142 in the traditional
SOGI exhibits an overshoot before stabilizing. The same figure (Figure 10) shows how, in
the ARF-SOGI, it is possible to eliminate that overshoot by tuning kαβ = 1.4142, ks = 0.3,
achieving the steady state earlier than the traditional SOGI-QSG. As mentioned before,
the closer ks is to kαβ, the more the attenuation of the fundamental frequency is increased,
which is undesirable. However, in Figure 10, it can be seen how ks, in this case, can be
adjusted to a value lower than ks = 0.3 without a significant overshoot. This improves the
stability of the system, reduces the level of attenuation in the fundamental, and speeds up
the response. A similar behavior occurs in the output corresponding to the band-pass effect
of the ARF-SOGI-QSG.

Figure 10. qv′ low-pass filter-step response of the SOGI-QSG versions.
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2.5. The ARF-SOGI-PLL

To implement a PLL based on ARF-SOGI-QSG, the architecture of an SRF-PLL is
added to the ARF-SOGI-QSG, as shown in Figure 11.
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Figure 11. Structure of the ARF-SOGI-PLL.

Since the ARF-SOGI-QSG is more robust than the traditional SOGI-QSG, it is possible
to increase the bandwidth of the loop filter. This is accomplished by increasing the value of
the kp and ki gains in the PLL, or by selecting a large value for ki under a standard design
method for the selection of parameters [21]. In the proposed PLL, the multiplication of
kpre by the loop PI filter gains increases the bandwidth of the PLL. The PLL based on the
ARF-SOGI is composed of the following stages:

1. The modified SOGI-QSG block (ARF-SOGI-QSG);
2. The kpre gain, which compensates for the extra attenuation caused by the ARF-SOGI

and increases the loop bandwidth of the SRF-PLL embedded in the PLL;
3. An SRF-PLL with frequency extraction using an integral controller.

To assess the performance of the proposed PLL, its response is compared with that of
the traditional SOGI-PLL and the SOGI-PLL with an estimated frequency extracted from
the PI controller integrator output [5] (referred to as SOGI-PLL-EFI). The comparison is
made under the following conditions:

• Frequency deviations of −6 Hz and −14 Hz;
• Harmonic content: 0.04 pu of the fifth harmonic and 0.0295 pu of the seventh harmonic,

for a THD = 4.99%;
• Phase jump of 75o;
• Voltage sag of 80%;
• Phase-to-ground short-circuit;
• Gain k = 0.5, to reduce the bandwidth of the SOGIs and better deal with the har-

monic content.

The simulations are carried-out using a processor-in-the-loop approach based on the
F28335 DSC, so that the real implementation and discretization issues are adequately taken
into account. In the co-simulations of this and the following sections, different sets of gains
are used to highlight the fact that the performance of the ARF-QSG-PLL is inherent to its
architecture regardless of the assigned bandwidths. Three sets of tuning parameters have
been used, as detailed in Tables 1–3, corresponding to different bandwidths for the QSG
and the loop filter.

Table 1. Gains for tuning set S1 (small SOGI bandwidth, typical PLL bandwidth).

ARF-SOGI PLL
kαβ ks kpre kp ki
0.5 0.5 1.4 184.7 8479.16

SOGI PLL
k kp ki

0.5 184.7 8479.16
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Table 2. Gains for tuning set S2 (small SOGI bandwidth, large PLL bandwidth).

ARF-SOGI PLL
kαβ ks kpre kp ki
0.5 0.5 1.4 563.67 50,116.247

SOGI PLL
k kp ki

0.5 563.67 50,116.247

Table 3. Gains for tuning set S3 (typical SOGI bandwidth, typical PLL bandwidth).

ARF-SOGI PLL
kαβ ks kpre kp ki

1.4142 0.05 1.4 184.7 8479.16

SOGI PLL
k kp ki

1.4142 184.7 8479.16

3. Results

In this section, several verification tests are carried out in order to verify the per-
formance of the proposed ARF-SOGI-PLL. The tests are made with co-simulations im-
plemented under the processor-in-the-loop (PIL) [33,34] approach in MATLAB/Simulink
with Code Composer Studio (CCS) and the digital signal controller TMS320F28335 from
Texas Instruments.

3.1. Response to Frequency Deviation

For this test, the SOGI and ARF-SOGI gains are tuning sets S1 and S2, as specified in
Tables 1 and 2. The response of the schemes to a frequency deviation is shown in Figure 12.
It can be seen that the ARF-SOGI-PLL reduces the overshoot in the frequency to lower
levels than those reported by both the SOGI-PLL and the SOGI-PLL-EFI. In addition, it also
achieves the correct measurement and the steady state in synchronization. For the large
bandwidth tuning, this occurs 2.8 cycles before the SOGI-PLL-EFI, as shown in Figure 13.

Figure 12. Frequency measured using a high bandwidth and a typical bandwidth in the PLLs in the
face deviation of −6 Hz in the frequency of the line voltage.

119



Energies 2022, 15, 4253

Figure 13. ωt measured during −6 Hz deviation to before 60 Hz recovery.

Another feature of the ARF-SOGI-PLL is that it is possible to almost match its over-
shoot level, for a large bandwidth loop filter setting, to that of a much smaller typical
bandwidth reported by another PLL, such as that of Simulink [26] or any of the versions
of SOGI-PLL considered here. In other words, faster PLL response times can be achieved
without incurring a high overshoot.

With the tuning set S1, the SOGI-PLL still performs measurement and synchronization,
but with high overshoots, and it very slowly reaches the steady state. The SOGI-PLL with
the tuning set S2 is no longer able to perform frequency measurement and timing. On the
other hand, Figure 13 shows that the ARF-SOGI-PLL synchronizes adequately before the
SOGI-PLL. In addition, in the measured frequency, the SOGI-PLL can not synchronize
and the signal is lost. This frequency deviation is within the allowed adjustment ranges
given in [31,32]. The ARF-SOGI-PLL shows the best behavior, since it synchronizes three
cycles before the SOGI-PLL. The ARF-SOGI-PLL is faster when reporting a frequency
measurement, and it is more reliable, since its overshoot does not exceed ±1 Hz. This gives
greater assurance that the system will not trip due to an erroneous frequency measurement,
compared to the other two versions of the SOGI-PLL considered here.

3.2. Response to Voltage Sag

Voltage sags are a tough test for synchronization algorithms [14,15]; they arise from
disturbances in the electrical network, caused by, for example, the energization of trans-
formers or large induction motors [12]. To compare the performance of the PLLs subjected
to voltage sag, a test is applied where the grid voltage suddenly changes to 0.2 per unit.
The gains of the ARF-SOGI-PLL and the other two PLLs are those of Tables 1 and 2 (tuning
sets S1 and S2). The voltage sag causes a desynchronization of the PLLs; when the fault
is cleared, the algorithms must resynchronize. As seen in Figure 14 for the case of a typ-
ical PLL bandwidth given by S1, during the resynchronization, the ARF-SOGI-PLL and
the SOGI-PLL-EFI report a smooth transient frequency measurement with similar errors.
It is also observed that the SOGI-PLL with the typical bandwidth (S1) incurs a large error
in the transient frequency measurement and, therefore, the phase tracking error in the
resynchronization process is greater than for the other PLLs. For the case of a large PLL
bandwidth given by tuning S2, the frequency measurements by the ARF-SOGI-PLL and the
SOGI-PLL-EFI are comparable, while the SOGI-PLL is no longer capable of resynchronizing
and, therefore, cannot correctly measure the frequency either.
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Figure 14. Frequency before, during and after a voltage sag of 80%.

3.3. Response to Ground Fault

Regarding ground faults, during the event, the synchronization is lost by all the
algorithms; when the system recovers from the fault, all of the considered SOGI-PLLs
re-synchronize after approximately four cycles, except for the standard SOGI-PLL with
S2 tuning, as seen in Figure 15. The SOGI-PLL-EFI synchronizes on the third cycle after
system recovery; however, it loses synchronization again, regaining it on the fifth cycle,
while on the sixth cycle, its error in phase tracking increases. Figure 16 shows the responses
for the SOGI-PLL-EFI and the ARF-SOGI-PLL, both using the S2 tuning, in greater detail.
Figure 17 shows how, as the resynchronization evolves, the ARF-SOGI-PLL for both tunings
(S1 and S2) reports the smallest phase tracking error, synchronizing correctly before the
other PLLs. On the other hand, the SOGI-PLL with the S1 tuning can re-synchronize, but it
does so slowly, compared to the other two, and reports the highest phase tracking error.
For its part, the same PLL with the S2 tuning no longer achieves synchronization.

Figure 15. ωt during and after phase-to-ground short-circuit fault using a high and typical bandwidth
in the control loop of the PLLs.
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Figure 16. ωt during the synchronization process, from the third to the sixth cycle after system
recovery following a phase-to-ground short-circuit.

Figure 17. Phase tracking error from third to sixth cycle after system recovery from phase-to-ground
short-circuit.

Moreover, in Figure 17, in the case of the S2 tuning, the ARF-SOGI-PLL reports the
lowest error in the phase tracking. The SOGI-PLL-EFI presents an error of zero at t = 0.29 s
(it is synchronized), but when it reaches the next cycle at approximately t = 0.316 s, it
presents an error of 0.05 s (it loses the correct synchrony). Then, at t = 0.332 s, the error
is reduced to 0.01268 pu; later, at t = 0.3715 s, it is synchronized with an error of only
0.000422 pu, and at t = 0.3902 s, the error again grows to 0.00424 pu.

Figure 18 shows that the ARF-SOGI-PLL is the first to report the correct value of the
frequency for both tunings S1 and S2. It is also observed how the standard SOGI-PLL with
the S1 tuning can measure the frequency of the system by recovering from the short-circuit;
however, it is slower, and during the re-synchronization, its measurement has the largest
error. The measurement of frequency by the standard SOGI-PLL with the S2 tuning is not
seen because, in this case, the initial synchronization is not achieved.
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Figure 18. Frequency measured before, during, and after phase-to-ground short-circuit fault.

3.4. Harmonic Content Rejection Capability of Large Bandwidth SOGI Versions

The total rejection of the DC component in the orthogonal signal and the improved
high-frequency harmonic filtering capability are key features of the SOGI-QSG [35]. For this
reason, it is desirable to verify that the proposed ARF-SOGI-PLL does not lose these
features. In this section, it is verified that, when using a small-bandwidth (Case A) or a
typical-bandwidth (Case B) ARF-SOGI-PLL, the harmonic content rejection capacity is not
lost. The loop filters of the PLLs have a common adjustment. The THD of the unit vectors
is compared for an input THD of 4.99%.

Case A. The three PLLs considered are adjusted with the gains given in Table 1.
Harmonic analysis reveals that the THD of the unit vectors of the PLLs meet the requirement
of being less than 1% [36]. However, the THD for the ARF-SOGI-PLL is less than the
corresponding value for the SOGI-PLL, and a is little greater than the value for the SOGI-
PLL-EFI, as shown in Figure 19.

Case B. The values assigned to the gains of the PLLs are shown in Table 3. For the
ARF-SOGI-PLL, THDα=0.12% and THDβ=0.21%, which is lower than the corresponding
values for the SOGI-PLL (THDα=0.21%, THDβ=0.30%) and slightly higher than the values
for SOGI-PLL-EFI (THDα=0.10%, THDβ=0.17%). In Figures 19 and 20, the harmonic
components and THD of the unit vectors α and β are compared.
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for kαβ = 0.5 and k = 0.5 and an input THD of 4.99%.
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3.5. Synchronization of a Single-Phase Inverter

In this section, the ARF-SOGI-PLL and SOGI-PLL-EFI are used to synchronize a
single-phase full-bridge inverter connected to the grid. A comparative analysis of the
influence of each PLL on the response of the synchronized inverter is made. Only these
two PLLs are considered since they are the ones that have shown the best performance.
Figure 21 shows the frequency measurement by the two algorithms using two different
settings S1 and S2 during a deviation of −6 Hz. The gain values for settings S1 and S2
are listed in Tables 1 and 2. Figure 21 shows how the ARF-SOGI-PLL achieves a correct
frequency before the SOGI-PLL-EFI. The figure also shows that the overshoots given by
the ARF-SOGI-PLL at the beginning of the frequency deviations are smaller than those
reported by the other PLL. In fact, the overshoot produced by the ARF-SOGI-PLL with a
larger bandwidth in its PI is practically the same as that given by the SOGI-PLL-EFI with
the smaller bandwidth. This indicates that it is possible to synchronize faster with the
ARF-SOGI-PLL than with the SOGI-PLL-EFI.
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Figure 22 shows that the ARF-SOGI-PLL syncs 16.67 ms faster than the SOGI-PLL-EFI,
and it can be seen that the error in the phase tracking is lower with the ARF-SOGI-PLL.
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Figure 22. ωt in the final cycle in the synchronization of the ARF-SOGI-PLL.

3.6. Resources and Computing Times

The metrics shown in Table 4 are obtained using a processor-in-the-loop approach.
The corresponding measurements are the time necessary for the processing of each of the
algorithms in a cycle of the fundamental, and the memory demanded from the 262 KB
available in the DSC F28335 processor. Further, in Table 4, it is observed that the flash
memory needed by the SOGI-PLL and the SOGI-PLL-EFI is similar, and that it is slightly
higher for the ARF-SOGI-PLL.

Table 4. Required memory and processing time of each algorithm in the DSC.

Algorithm Flash Memory Average Execution Time Maximum Execution Time

SOGI-PLL 4030 bytes (1%) 12,861 ns 14,887 ns
SOGI-PLL-EFI 4013 bytes (1%) 15,136 ns 17,187 ns

ARF-SOGI-PLL in state space 4090 bytes (1%) 13,392 ns 15,307 ns
ARF-SOGI-PLL 4049 bytes (1%) 15,451 ns 17,787 ns

The memory required by the transfer fuction ARF-SOGI-PLL is greater than the
memory required by the SOGI-PLL and SOGI-PLL-EFI versions, but less than the state
space ARF-SOGI-PLL. This is seen in Table 4, and it is concluded that the increase in
memory required by either of the two implementations of the ARF-SOGI-PLL, with respect
to the existing versions of SOGI-PLL, is not a determining factor in a real implementation.

In Table 4, it is seen that the SOGI-PLL is processed faster than any of the others.
After this comes the ARF-SOGI-PLL, and the slowest is the SOGI-PLL-EFI. During a run
cycle, the ARF-SOGI-PLL resolves 1.744 μs faster than the SOGI-PLL-EFI, and 0.531 μs
slower than the traditional SOGI-PLL. As can be seen in the same Table 4, the modifications
made to the SOGI imply raising the processing time of the algorithm.

The ARF-SOGI-PLL implemented in the state space runs 2.059 μs faster per DSC
processing cycle than the structure of Figure 3. This indicates that, although the memory
required by the ARF-SOGI-PLL implemented in the state space is larger than that required
by its equivalent in Figure 3, its processing time is lower.
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4. Conclusions

The traditional SOGI-PLL is the base for the proposed ARF-SOGI-PLL. The SOGI-
QSG transfer functions were brought into the state space representation in controllable
canonical form with the intention of having direct access to the sections of the SOGI-QSG
algorithm, where gain has an influence. The ARF-SOGI-QSG was proposed, which, unlike
the standard SOGI-QSG, contains a second gain ks that is located in the system matrix in the
state space; moreover, a feedback of the output signal of the band-pass filter is added to the
input of the modified QSG. These modifications allow for selecting the extra attenuation of
the quadrature signals, while moving the QSG poles further to the left, thereby achieving
greater stability in the ARF-SOGI-QSG compared to the standard SOGI-QSG.

The block diagram of the ARF-SOGI-QSG and its transfer functions were reported.
A linear analysis of the ARF-SOGI-QSG was performed and compared with that of the
standard SOGI-QSG, and it was shown that the ARF-SOGI-QSG is a quadrature signal
generator with greater stability and a faster response time than that given by the SOGI-QSG.

The greater stability reported by the ARF-SOGI-QSG permits the increase of the
bandwidth of the control loop filter, and with that, the response speed of the ARF-SOGI-
PLL is increased without compromising the rejection of the harmonic content and without
reaching the instability or impossibility of processing compared to the SOGI-PLL.

The complete scheme of a PLL based on the ARF-SOGI-QSG was reported; this
proposal was called ARF-SOGI-PLL. To verify the performance of the proposed PLL, this
was subjected to different disturbances, such as frequency deviations, phase jumps, voltage
sags, phase-to-ground short-circuits, and harmonic contents. The response was compared
with the response of two other versions of SOGI-PLL under two different tunings in the
loop filter. Finally, a single-phase inverter was synchronized with the voltage of an electrical
network. From the simulations, it is confirmed that a PLL based on the new ARF-SOGI-
QSG is more stable and faster in its transient response without losing the ability to reject
harmonic content.

The responses of the ARF-SOGI-PLL and the SOGI-PLL-EFI are quite similar; however,
the ARF-SOGI-PLL can be adjusted in such a way that the overshoot in the frequency
measurement is less than the overshoot reported by the SOGI-PLL-EFI. Even when the
ARF-SOGI-PLL has a high bandwidth in its loop filter, the overshoot in its response is very
similar in magnitude to the overshoot given by the SOGI-PLL-EFI with a lower bandwidth.
This contributes to lowering the error in the transient frequency measurements, achieving
a correct frequency measurement faster.

The ARF-SOGI-QSG implemented in the state space demonstrated a more agile com-
putational processing. The rejection of the harmonic content in the ARF-SOGI-PLL is
better than the rejection given by the traditional SOGI-PLL and it is slightly lower than
that presented by the SOGI-PLL-EFI. Although the ARF-SOGI-PLL consumes 77 bytes
more than the SOGI-PLL-EFI, the DSC processing of the ARF-SOGI-PLL is 1744 μs faster.
The ARF-SOGI-PLL requires 60 bytes more than the traditional SOGI-PLL and requires
only 0.531 μs more in processing time than the traditional SOGI-PLL.
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Abbreviations

The following abbreviations are used in this manuscript:

ARF Adjustable re-filtering
DG Distributed generation
EPS Electrical power system
PLL Phase-locked loop
QSG Quadrature signal generator
SOGI Second-order generalized integrator
THD Total harmonic distortion
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Abstract: The changeable nature of renewable sources creates difficulties in system security and
stability. Therefore, it is necessary to study system risk in several power system scenarios. In a
wind-integrated deregulated power network, the wind farm needs to submit the bid for its power-
generating quantities a minimum of one day ahead of the operation. The wind farm submits the
data based on the expected wind speed (EWS). If any mismatch occurs between real wind speed
(RWS) and expected wind speed, ISO enforces the penalty/rewards to the wind farm. In a single
word, this is called the power market imbalance cost, which directly distresses the system profit.
Here, solar PV and battery energy storage systems are used along by the wind farm to exploit system
profit by grasping the negative outcome of imbalance cost. Along with system profit, the focus has
also been on system risk. The system risk has been calculated using the risk assessment factors, i.e.,
Value-at-Risk (VaR) and Cumulative Value-at-risk (CVaR). The work is performed on a modified IEEE
14 and modified IEEE 30 bus test system. The solar PV-battery storage system can supply the demand
locally first, and then the remaining power is given to the electrical grid. By using this concept, the
system risk can be minimized by the incorporation of solar PV and battery storage systems, which
have been studied in this work. A comparative study has been performed using three dissimilar
optimization methods, i.e., Artificial Gorilla Troops Optimizer Algorithm (AGTO), Artificial Bee
Colony Algorithm (ABC), and Sequential Quadratic Programming (SQP) to examine the consequence
of the presented technique. The AGTO has been used for the first time in the risk assessment and
alleviation problem, which is the distinctiveness of this work.

Keywords: deregulated market; nodal pricing; system risk; imbalance cost; AGTO; ABC

1. Introduction

According to the norm, electricity was a monopoly owned by regional powers that
had both production and distribution [1]. Countries allow the status quo to exist in the
equivalent exchange for being provided a cut in the cost of service. This system was adopted
even though it had a huge flaw, which was the potential to influence state policymakers. To
break down this monopoly environment, deregulation was introduced over a centralized
action taken over many years. Deregulation refers to the breakdown of monopolies at the
state level, and these monopolies are sold or transferred to third parties [2]. The regulation
resulted in the monopoly of the production and distribution of electricity by electric utility
companies, which, in extension, led to a monopoly over the wholesale market. Additionally,
by introducing deregulation, the monopoly was reduced.

The introduction of deregulation was an unintended move on the part of the govern-
ment. It started in the 1970s in the form of an unintentional act called the Public Utility
Regulatory Policy Act (PURPA). PURPA started as an act to encourage alternative sources
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of energy [3]. After these initiatives, most countries are moving toward the implementation
of deregulation in their electrical networks to provide more economical facilities to their
citizens [4,5].

With the continuous deprivation in the quantity of coal and fossil fuels throughout
the world, power-generating stations are thinking about unconventional sources [6]. The
uncertain nature of renewable energy creates issues such as energy management [7] and
protection [8] in renewable combined power systems. The renewable addition of the
present thermal power plant in the day-ahead market is very complicated, but the consumer
experiences the benefit [9]. Some work has been accomplished by researchers in this field
in recent years.

Paper [10] portrays the significance of renewable additions in the electricity market
by the lower structure disruptions. Xing et al. [11] demonstrated that variable renewable
electricity (VRE) performs a vital role in global decarbonization. The incorporation expenses
of solar and wind on the demand and source sides by the economic dispatch model are
discussed by the author. Life cycle assessment based on the performance degradation
of solar panels has been discussed in [12]. The authors discussed how installed capacity
decreases after deployment in the field and how this affects overall finances. Shujin
et al. [13] discussed the decrement of renewable resources due to the overconsumption of
renewable electricity in day-to-day life. In [14], the author states that the available transfer
capability (ATC) performs a significant part in the deregulated market, and knowing it
in advance can help to use the transmission network more efficiently. The authors of [15]
displayed an arrangement of conventional and non-conventional systems with energy
storage equipment to learn the impression of renewable uncertainties. The work in [16]
showed how virtual power plants can be utilized to collectively manage renewable energy-
based resources for efficient use. Reddy et al. [17] presented a methodology of renewable
combined systems to exploit system safety and economic profit. In [18,19], the advantages
of CAES in the system economy have been presented for the electricity market. In [20], the
work aimed to decouple the focused solar energy output by CAESs and to model the MCP
with the proposed offering strategies.

Chang et al. [21] discussed the influence of wind turbine generators (WTG) on system
operation using Evolutionary Particle Swarm optimization (EPSO). A risk-mitigation bid-
ding plan considering CVaR has been elucidated in [22]. Matevosyan et al. [23] projected
a bidding strategy to lessen the imbalance of pricing in the wind-integrated short-term
deregulated power market. In [24], a technique is proposed by the author for evaluating the
effect of the unpredictable nature of wind flow in a wind combined competitive electrical
system.

The authors of [25] introduced a novel optimization system to regulate the optimum
generator schedule and involve load response to reduce the risk of transmission overload-
ing burden in the forecasting power market. Rubin et al. [26] illustrated an equilibrium
modeling technique to examine the impression of integrating wind power in a deregulated
market. Das et al. [27] proposed risk mitigation methods in a wind-incorporated competi-
tive power system using flexible AC Transmission Systems (FACTS) devices. The authors
of [28] showed the importance of wind power incorporation in the system economy in
deregulated markets. Khamees et al. [29] presented a key method of optimum power flow
in a wind-incorporated electrical system to optimize the system fuel cost. Paper [30] depicts
a scheduling technique for the best capacity sharing of a solar PV, wind farm, and pumped
hydro storage system. The works in [31,32] presented a method for risk curtailment using
FACTS devices and pumped hydro storage plants simultaneously in a wind-incorporated
system.

From the detailed studies, it can be seen that several risks and financial mitigation
work have been completed earlier, but there are still some scopes that have been done in
this paper.

In the electricity market, wind farms need to submit the power generation scenario
for the next day to ISO, a minimum day ahead of operation. Based on the acquiesced bid
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for the wind power plant, ISO arranged the power generation scheduling for all present
generating stations. Due to the vagueness of the wind, there is a chance of not satisfying
the arrangement of power from the wind plant. The ISO imposes an imbalance cost on the
wind farm when a violation occurs in the electricity market. When real wind power (RWP)
is more than expected wind power (EWP), then ISO grants rewards to the wind plant for
the extra power sourced to the grid. ISO enforces a penalty on the wind plant if the EWP is
more than the RWP. The negative imbalance cost (i.e., penalty) minimizes the system profit.
Therefore, it is necessary to reduce the damaging effect of imbalance costs by reducing the
mismatching amount between real and expected power generation from the wind farm to
maintain system profit. Solar PV and battery energy storage can play an important role in
this situation by providing additional power. The key highlights of this work are:

• Twenty scenarios with different system abnormalities (i.e., bus failure, transmission
line failure, generator failure, sudden load increment, etc.) have been created to verify
the success of the presented work. The VaR and CVaR have been calculated for all
scenarios based on two system parameters: nodal pricing (NP) and transmission line
flow (LF).

• The wind farm placement has been performed to reduce the system risk and exploit
the system economics.

• Solar PV and battery storage are used to maximize the system profit while minimizing
the harmful consequences of imbalance costs in the system. A comparative study
has been performed using AGTO, ABC, and SQP to check the success of renewable
integration in the electricity market in terms of operating cost and system risk.

• The AGTO has been used for the first time in the risk assessment and alleviation
problem, which is the distinctiveness of this work.

2. Mathematical Formulations

This unit contains detailed studies on the mathematical formulation of wind power
and risk assessment tools.

2.1. Wind Power Quantity and Investment Cost

The wind flows are very uncertain. This is changing every moment. The quality of
wind power generation depends on the air density (ρ), efficiency of wind turbine (η), swept
area of the wind turbine (A), and wind speed (WS). The generated wind power (GWP) is
formulated as follows [33]:

GWP =
1
2
ρ·A·η·(WS)3 (1)

All the parameters are fixed for a particular place; only wind speed varies at every
moment. In this case, the considered wind farm parameters are as follows: ρ = 1.225 kg/m3,
η = 0.49, wind turbine rotor radius (r) = 40 m. Real-time wind speed data are not obtainable
at the height of the wind turbine. In India, real-time wind speed data are available at a
height of 10 m from the ground level. Under maximum conditions, the wind turbine height
is 120 m. Therefore, the calculation is required to determine the wind speed at the desired
height [33]:

WVh

WV10
=

(
h
10

)N
(2)

Here, WVh and WV10 are the wind speed at heights ‘h’ and 10 m. N is the Hellman
co-efficient (1/7).

2.2. Risk Assessment Parameters (VaR and CVaR)

VaR and CVaR have been chosen as the risk assessment parameters in this work.
Other risk assessment tools can also be used, but based on the efficiencies and feasibilities
in the field of power systems, these tools have been considered here. CVaR has greater
numerical properties than other risk valuation tools. CVaR is also known as a coherent
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risk measurement tool. The CVaR of a set is a continuous function, whereas the other
tools may be discontinuous. The CVaR deviation is a robust contestant to the standard
deviation. Under maximum conditions, the standard deviation can be substituted by
a CVaR deviation to obtain better results. In risk management, CVaR functions can be
performed more efficiently than the other risk assessment tools. CVaR can be optimized
with linear programming methods, whereas VaR and other risk-assessing tools are relatively
difficult to enhance. CVaR delivers a suitable picture of risks replicated in extreme tails.
This is a very significant property if extreme tail losses are properly projected. For these
reasons, CVaR is chosen as the risk assessment tool in this work.

Both the considered assessment tools work based on probabilistic studies and the
confidence level of assurance ( ). The confidence level of occurrence is 98% for measuring
the values of VaR and CVaR. VaR represents the smallest loss with loss amount of (1 − )
percentile but CVaR illustrates the average loss mechanisms. m(x,y) is the loss mechanism
related to the decision vector P, which is taken from a definite subset x of

.
Q and the random

vector y in
.

Q. The probability of loss components m(x,y) is indicated by n(y), which must
be ranged with a threshold limit (ξ) [34]:

β(x, ξ) =
∫

m(x,y)≤ξ
n(y)dξ (3)

The assurance level-based VaR and CVaR are as follows [34]:

ξp(x) = min
{

ξε
.

Q : β(x, ξ)
}

(4)

θp(x) =
1

1 −
[(

∑Ca
c=1(nc − )pca + ∑T

c=ca
nc pc

]
(5)

Here, T is the number of trials composed under numerous conditions.
Figure 1 shows a graphical illustration of the risk assessment factors. The maximum

negative values of the parameters portray the maximum system risk. Therefore, it is
necessary to transfer toward the right-hand side to lessen system loss and system risk.

Figure 1. VaR and CVaR Representation.
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3. Optimization Techniques

Some nature-inspired optimization techniques are popular in today’s world due to
their efficacy in solving stability issues for renewable incorporated systems [35]. These in-
clude frequency stability [36,37], cost minimization [38], and energy and storage otmimiza-
tion [39–41]. This unit shows the particulars of the considered optimization techniques, i.e.,
AGTO, ABC, and SQP. Here, SQP is the linear optimization technique, whereas ABC and
AGTO are advanced optimization tools. Other optimization techniques can also be used,
but these algorithms are chosen randomly for comparative studies. The AGTO algorithm
has been proposed in 2021. Therefore, its application has been displayed here to check the
efficiencies of the proposed approach along with the relatively old optimization technique
ABC and the linear optimization technique SQP.

The following features of metaheuristic algorithms have created interest among the
researchers over the analytic methods: (i) the accuracy is advanced than that of the analytical
approaches, (ii) the iteration number is less for metaheuristic methods, (iii) the processes
can be simply adapted for the two diode models of solar PV systems with metaheuristic
algorithms, and (iv) the recital of the parameters abstraction can be enhanced using meta
heuristic algorithms.

The concept of AGTO has been taken from [42], whereas [43] provides a detailed
concept of ABC optimization algorithms. Here, MATPOWER software has used to solve
the OPF problem using SQP. The SQP is also the same as a simplification of the Newton
Raphson Technique, in which non-linear controlled optimization difficulties are answered
in steps wise to determine the OPF.

4. Problem Formulation

The aim of this work is to exploit the system profit and diminish the system risk by best
location of wind farms, solar PV, and battery storage. Solar PV and batteries are considered
backup power sources that are used to lessen the negative influence of imbalance costs
in the electricity market environment. The second objective is to impact the valuation of
imbalance costs on system profit in a wind-incorporated deregulated power network and
to exploit the system profit using the best action of a solar PV-battery storage system.

Objective Function 1:

Maximize, P(t) = R(t)− GC(t) (6)

Here, P(t), R(t) and GC(t) are system profit, revenue earned and generation cost at time
‘t’ 1 in $/h.

R(t) = ∑NG
m=1 PGr(m, t) · λloc(m, t) (7)

GC(t) = GCTh(t) + GCW(t) (8)

GCTh(t) = ∑Ng
m=1

(
am + bm·PGr(m, t) + cm·PG2

r (m, t)
)

(9)

Here, ‘PGr(m,t)’ is the power generated capacity with RWS at time ‘t’ for bus-m,
‘λloc(m, t)’ is the retailing price of generator-m. The system generation cost has two parts:
thermal generation cost (GCTh(t)) and wind generation cost (GCW(t)). NG is the generator
number that is linked to the system. ‘am’, ‘bm’ and ‘cm’ are the cost co-efficient of generation
units.

The scientific expression of the risk-associated objective function is as follows [34]:

Max. ξp(x) = min
{

ξε
.

Q : β(x, ξ)
}

(10)

Max. θp(x) =
1

1 −
[(

∑Ca
c=1(nc − )pca + ∑T

c=ca
nc pc

]
(11)

Here, the VaR and CVaR have not been included in the optimization techniques
directly. After applying the optimization techniques for profit maximization, the system
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data has been collected. Then, VaR and CVaR are calculated using that data. From Figure 1,
it is observed that the system risk will be diminished when VaR and CVaR rise. Therefore,
this objective function is taken as a maximization problem.

Objective Function 2:
In this objective function, the concept of imbalance has been introduced along with

the first objective function. Now, the scientific expression of this objective is as:

Maximize, P(t) = R(t) + IC(t)− GC(t) (12)

Here, IC(t) is the system imbalance cost at time ‘t’. This is generated due to a mismatch
in bidding quantities and actual generated quantities of wind power. ISO imposes a penalty
on wind farms for their deficit power supply conditions. Furthermore, ISO provides a
reward if surplus power has been supplied to the grid by the wind farm. Imposing a
penalty on the wind farm creates ‘−ve’ imbalance cost, and rewards provided to the wind
firm create ‘+ve’ imbalance cost. The solar PV and battery energy storing systems can play
a dynamic role in this situation. By providing extra power to the wind farm at the required
time, a solar PV-battery hybrid system can alleviate the negative effect of imbalance costs
and can exploit the system profit. The mathematical expression of the system imbalance
cost is as follows:

IC(t) = ∑NG
m=1

(
RS(t) + RD(t)·

(
PGe(m, t)
PGr(m, t)

)2
)
·(PGr(m, t)− PGe(m, t)) (13)

RD(t) = (1 + β)·λloc(m, t), RS(t) = 0 i f PGe(m, t) > PGr(m, t) (14)

RS(t) = (1 − β)·λloc(m, t), RD(t) = 0 i f PGe(m, t) < PGr(m, t) (15)

RS(t) = RD(t) = 0 otherwise (16)

Here, ‘RS(t)’ and ‘RD(t)’ are surplus charge rate and deficit charge rate, ‘PGe(m,t)’,
‘PGr(m,t)’ are generated power quantities with expected and real wind speed respectively.
‘β’ is the system imbalance cost co-efficient. In this work, ‘β’ is presumed to be 0.8, as this
value varies from 0 to 1 [33].

• Constraints:

Equality and inequality constraints have been taken to solve the OPF problem.

∑NG
m=1 PGr + GWP − Ploss − PL = 0 (17)

Ploss = ∑NTL
n=1 Gn

[∣∣Vp
∣∣2 + ∣∣Vq

∣∣2 − 2
∣∣Vp
∣∣|q|cos

(
δp − δq

)]
(18)

Pm − ∑NB
k=1|VmVkYmk|cos(θmk − δm + δk) = 0 (19)

Qm + ∑NB
k=1|VmVkYmk|sin(θmk − δm + δk) = 0 (20)

Vmin
m ≤ Vm ≤ Vmax

m m = 1, 2, 3 . . . NB (21)

∅
min
m ≤ ∅m ≤ ∅

max
m m = 1, 2, 3 . . . NB (22)

TLl ≤ TLmax
l l = 1, 2, 3 . . . NTL (23)

Pmin
Gm ≤ PGm ≤ Pmax

Gm m = 1, 2, 3 . . . NB (24)

Qmin
Gm ≤ QGm ≤ Qmax

Gm m = 1, 2, 3 . . . NB (25)

‘Ploss’ and ‘PL’ are transmission line loss and system loads. NTL is the number of
transmission lines. Ymk and θmk are the magnitude and angle of the m x n-th element of bus
admittance matrix. The voltage magnitude are |Vp|, |Vq|, and Vk for bus p, q, and k. Pm
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and Qm are active and reactive power at bus-m. Gn is transmission line conductance. The
voltage angles are δm and δk for bus ‘m’ and ‘k,’ respectively. φm

min and φm
max are the least

and most extreme angle limits at bus ‘m’. Vm
min and Vm

max are lesser and greater voltage
bounds. TLl and TLl

max are actual and extreme line flows. PGm
min, PGm

max, QGm
min, and

QGm
max are lesser and higher real and reactive power limits. NB is the bus number.
The step-by-step process of the presented work is as follows:

Step 1: Read all system information for the considered test system.
Step 2: Generate 20 different scenarios for creating system congestion by bus outage, line

outage, generator outage, and load increment.
Step 3: Calculate the system generation cost, revenue, profit, and system risk (based on

NP and LF) without wind placement in the system.
Step 4: Choose the 2 most severe scenarios with the base case from the 20 scenarios based

on the values of risk assessment tools.
Step 5: Collect hourly real and expected wind speed data from Kolhapur and Mumbai.
Step 6: Calculate wind power generation and wind power costs.
Step 7: Calculate the system generation cost, revenue, profit, and system risk (based on

NP and LF) with wind placement in the system.
Step 8: Calculate the imbalance cost considering wind speed data and compare the system

profit with and without the imbalance cost.
Step 9: Place solar PV and battery energy storage systems and check system risk and

system profit.
Step 10: Compare system risk and system economy with different optimization techniques.

5. Implementation of the Proposed Approach

A modified IEEE 14-bus and modified IEEE 30-bus system is deliberated to explore
the effect in this work. The base MVA is 100 for the system, and bus no. 1 is the reference
bus for the IEEE 14-bus system [28,34]. SQP, AGTO, and ABC algorithms have been used
to solve the optimal power flow problem. Different scenarios have been taken to examine
system performance.

Case 1: Scenario Generation and Finding the Worst Case Based on System Risk (Modified
IEEE 14-bus System)

Twenty different scenarios have been generated considering the different types of
system instabilities, such as bus failure, generator failure, transmission line failure, and
sudden increment of system load. System risk and system generation costs have been
calculated on behalf of every chosen case using SQP. Table 1 shows the system economic
parameters and system risk for the considered scenarios, along with the base case. The risk
assessment tools (i.e., VaR and CVaR) are operated based on system nodal prices (NP) and
power flow in the transmission lines (LF).

Table 1 shows that scenarios 9 and 10 are the most severe risky scenario due to
their negative highest values of VaR and CVaR, which indicate the minimum profit and
maximum losses of the system. The system generation cost depends on several system
parameters, including transmission line congestion. When the system is riskier, then the
generation cost is also high due to the high congestion cost.

Figure 2 depicts the relation between system generation cost with risk assessment tools
for all considered cases. For further study of this work, the most 2 risky scenarios along
with the base conditions have been considered. If solar PV and battery storage provide
better results for the worst cases, then this method will also provide better results for other
cases. Therefore, only three cases have been considered for further studies.
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Table 1. Economic parameters and system risk of the system.

Scenario
No.

Details
System Generation

Cost ($/h)
Revenue

($/h)
Profit
($/h)

VaR on
NP

CVaR on
NP

VaR on
LF

CVaR on
LF

1 Base Case 899.09 1226.19648 327.1065 −0.3897 −0.5996 −0.7529 −0.7926

2 Line outage (2–3) 952.57 1368.904 416.334 −0.4719 −0.726 −0.9598 −1.0664

3 Line outage (4–5) 967.36 1405.72038 438.3604 −0.5295 −0.8146 −0.752 −0.8356

4 Generator outage (2) 1094.92 1784.70386 689.7839 −0.604 −0.829 −0.8012 −0.8433

5 Bus_4 (15%) 935.66 1286.4382 350.7782 −0.4009 −0.6168 −0.7536 −0.7932

6 Bus_6 (15%) 906.36 1235.63664 329.2766 −0.3896 −0.5993 −0.7527 −0.7923

7 Line outage (13–14) 1024.48 1583.71197 559.232 −0.8787 −1.3519 −0.9069 −1.0076

8 Bus_11 (15%) 1094.94 1783.79553 688.8555 −0.9822 −1.5111 −0.7702 −0.8108

9 Bus_14 (15%) 1115.49 1821.69013 706.2001 −10.978 −16.889 −0.9718 −1.0229

10 Bus_10 (15%) 1113.42 1817.68268 704.2627 −10.153 −15.623 −0.9901 −1.0422

11 Bus_9 (11%) 1156.23 1919.31698 763.087 −6.4408 −9.9089 −0.8375 −0.8816

12 Bus_2 (11%) 909.85 1242.168 332.318 −0.3817 −0.5872 −0.7532 −0.7929

13 Line outage (1–5) 918.75 1266.423 347.673 −0.4597 −0.7073 −0.7533 −0.837

14 Line outage (10–11) 986.68 1486.184 499.504 −0.8845 −1.3608 −0.9218 −1.0243

15 Line outage (6–12) 902.7 1237.829 335.129 −0.3932 −0.6049 −0.7476 −0.8307

16 Bus_12 (14%) 900.32 1227.485 327.165 −0.3917 −0.6026 −0.7837 −0.8249

17 Bus_3 (14%) 995.92 1405.286 409.366 −0.5162 −0.7941 −0.7536 −0.7933

18 Line outage (12–13) 897.04 1224.889 327.849 −0.3923 −0.6036 −0.7469 −0.8299

19 Line outage (9–14) 895.84 1218.687 322.847 −0.3919 −0.6029 −0.7595 −0.8439

20 Line outage (12–13) 936.58 1332.214 395.634 −0.5027 −0.7734 −0.9511 −1.0567

  

(a) (b) 

  
(c) (d) 

Figure 2. Relation between generation cost and risk assessment tools. VaR based on NP (a), CvaR
basd on NP (b), VaR based on LF (c), CvaR based on LF (d).
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Step 2: System Economy (without imbalance cost) and Risk with Wind Farm Integration
(Modified IEEE 14-bus system)

Wind speed varies in every period throughout the world. Considering the flexible
nature of wind flow, two places have been considered in India (i.e., Kolhapur and Mumbai)
for real-time problem solving. The wind speed data has been taken for 4 different times
(6 AM, 12 noon, 6 PM and 12 midnight) for both considered places. Both real and expected
wind speed data have been considered for all cases.

Table 2 depicts the real-time wind speed data taken for both considered places with
four different periods. The running cost or generation cost of wind power is zero; only
the investment cost is present for the wind farm. The average lifetime of the wind farm is
20 years. The approximate wind power investment cost is 3.75 $/MWh, which was taken
from [33]. Table 3 depicts the generated wind power quantity and the wind power cost for
the considered wind speeds. In this work, it is assumed that the height of the wind turbine
is 120 m. Therefore, at first, the wind speed at the considered height is calculated using
Equation (2). Then, the generated wind power quantity is measured by Equation (1). Here,
50 wind turbines have been chosen for their series-connected operations.

Table 2. Real-time Wind Speed Data [44].

Sl. No. Details
Kolhapur Mumbai

RWS (km/h) EWS (km/h) RWS (km/h) EWS (km/h)

1 Base Case_(00.00 h) 8 9 7 8

2 Base Case_(06.00 h) 9 11 8 9

3 Base Case_(12.00 h) 13 13 11 13

4 Base Case_(18.00 h) 8 7 9 9

5 Bus_14 (15%)_(00.00 h) 8 9 7 7

6 Bus_14 (15%)_(06.00 h) 9 11 8 9

7 Bus_14 (15%)_(12.00 h) 13 7 11 8

8 Bus_14 (15%)_(18.00 h) 8 8 9 13

9 Bus_10 (15%)_(00.00 h) 8 9 7 11

10 Bus_10 (15%)_(06.00 h) 9 9 8 7

11 Bus_10 (15%)_(12.00 h) 13 11 11 13

12 Bus_10 (15%)_(18.00 h) 8 11 9 9

Table 3. Wind Power Quantity and Wind Power Generation Cost.

WS at 10 m
Height (km/h)

WS at 10 m Height
(m/s)

WS at 120 m
Height (m/s)

GWP for 1 Turbine
(MW)

GWP for 50
Turbines (MW)

Wind Power Cost
for 50 Turbines ($/h)

7 1.939 2.7661774 0.031914783 1.595739129 5.984021733

8 2.216 3.1613456 0.047639559 2.381977942 8.932417281

9 2.493 3.5565138 0.067830544 3.391527186 12.71822695

10 2.77 3.951682 0.093046013 4.652300667 17.4461275

11 3.047 4.3468502 0.123844244 6.192212188 23.2207957

12 3.324 4.7420184 0.160783511 8.039175553 30.14690832

13 3.601 5.1371866 0.204422091 10.22110457 38.32914212

Wind power has also been considered in this work as the secondary source of gener-
ation beside the thermal power, which is working as the primary energy source. Table 4
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displays the system risk, along with the risk assessment parameters, after the placement
of the wind farm at bus no. 4 for Kolhapur. Figure 3 shows risk assessment parameter
values, which have been calculated based on system NP and transmission line power flow
(LF) for base cases of Kolhapur. The system generation costs with wind farms for different
considered cases in Kolhapur is shown in Figure 4. From these results, it can be concluded
that the highest values of wind farm placement reduce system risk and system generation
costs in higher quantities. This happens due to the additional power supply to the grid by
the wind farm.

Similar to the previous case (i.e., Kolhapur), in this case (i.e., Mumbai), the impact
of wind placement on the system risk has been obtained. The optimal location of a wind
farm delivers extra protection to the electrical system by providing the additional power
generated. The negative maximum values of VaR and CVaR deliver the minimum profit
and maximum risk for the power system shown in Figure 1. It is necessary to shift the
values of VaR and CVaR toward the right-hand side to deliver maximum profit. Figures 5–7
show the VaR and CVaR values after placement of the wind farm in modified IEEE 14-bus
systems for Mumbai. Four different amounts of wind power are merged into the system
to show the variable nature of wind power. From the results, it is understood that after
the placement of maximum quantities of wind farms in the system, the system risk is
minimized. The same scenario is also observed for system generation costs. The maximum
quantities of wind power provide a minimum generation cost-based system. These results
directly support the incorporation of wind farms with high capacity in a deregulated power
system to mitigate system risks and maximize system profit.

  

(a) (b) 

  
(c) (d) 

Figure 3. System Risk with Wind Power Integration (Vijayawada @Base Case). VaR based on NP (a),
CvaR basd on NP (b), VaR based on LF (c), CvaR based on LF (d).
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(a) (b) 

 
(c) 

Figure 4. System Generation Costs ($/h) with Wind Power Integration (Kolhapur). Base case (a),
Bus-14 15% (b), Bus_10 15% (c).

Table 4. System Risk and Profit with Wind Power Integration (Kolhapur).

Sl. No. Details
Wind Power

(km/h)
Revenue

($/h)
Generation
Cost ($/h)

Profit
($/h)

NP LF

VaR CVaR VaR CVaR

1 Base Case_(0.0 h) 8 1212.317 892.902 319.415 −0.387 −0.5954 −0.752 −0.7915

2 Base Case_(6.0 h) 9 1208.188 891.468 316.72 −0.385 −0.5923 −0.7515 −0.7911

3 Base Case_(12.0 h) 13 1179.431 883.47 295.961 −0.3717 −0.5719 −0.9246 −0.9732

4 Base Case_(18.0 h) 8 1212.317 892.902 319.415 −0.387 −0.5954 −0.752 −0.7915

5 Bus_14 (15%)_(0.0 h) 8 1230.963 904.232 326.731 −0.3898 −0.5996 −0.7553 −0.7951

6 Bus_14 (15%)_(6.0 h) 9 1226.665 902.71 323.955 −0.3878 −0.5966 −0.755 −0.7947

7 Bus_14 (15%)_(12.0 h) 13 1196.225 894.14 302.085 −0.3746 −0.5763 −0.8833 −0.9298

8 Bus_14 (15%)_(18.0 h) 8 1230.963 904.232 326.731 −0.3898 −0.5996 −0.7553 −0.7951

9 Bus_10 (15%)_(0.0 h) 8 1226.94 900.482 326.458 −0.3903 −0.6005 −0.7521 −0.7917

10 Bus_10 (15%)_(6.0 h) 9 1222.536 898.931 323.605 −0.3883 −0.5974 −0.7517 −0.7913

11 Bus_10 (15%)_(12.0 h) 13 1191.6 890.13 301.47 −0.375 −0.577 −0.8823 −0.9287

12 Bus_10 (15%)_(18.0 h) 8 1226.94 900.482 326.458 −0.3903 −0.6005 −0.7521 −0.7917
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(a) (b) 

  
(c) (d) 

Figure 5. System Risk with Wind Power Integration (Mumbai @Base Case). VaR based on NP (a),
CvaR basd on NP (b), VaR based on LF (c), CvaR based on LF (d).

  

(a) (b) 

  
(c) (d) 

Figure 6. System Risk with Wind Power Integration (Mumbai @ Bus_14 (15%)). VaR based on NP (a),
CvaR basd on NP (b), VaR based on LF (c), CvaR based on LF (d).
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(a) (b) 

 
 

(c) (d) 

Figure 7. System Risk with Wind Power Integration (Mumbai @ Bus_10 (15%)). VaR based on NP (a),
CvaR basd on NP (b), VaR based on LF (c), CvaR based on LF (d).

The comparative studies of system generation cost with and without placement of
wind farms for the IEEE 14-bus system considering the cases of Mumbai are shown in
Figure 8. It can be seen that the generation cost is reduced by a huge amount after the
placement of the highest values of wind power in the system. Therefore, it can be concluded
that the placement of WF provides risk minimization and generation cost minimization for
any power system.

Case 3: With Wind Placement and Considering Imbalance Cost (Modified IEEE 14-bus System)

In the deregulated system, wind farms need to submit the future power generation
scenario to the ISO before the date of operation. Based on their submitted data of power,
ISO scheduled power generation from different generating stations. In reality, the wind
farm cannot generate the scheduled power in maximum cases due to the uncertain nature
of the wind flow. The violation of market contracts can impose an economic burden (i.e.,
imbalance cost) on the generating companies. The imbalance cost directly affects the system
economy. When RWP is more than the EWP, then ISO gives rewards to the wind farm for
their surplus power supply; however, ISO imposes a penalty if EWP is more than RWP.
Thus, the adverse effect of imbalance costs directly disturbs the economic advancement of
the market players. Here, the imbalance cost is calculated for every considered variation
in expected and real wind speeds. The imbalance cost of the system reflects the mismatch
between the predicted and real wind speed data. The imbalance cost is maximum when
the difference between expected and real wind speed is maximum. When the expected
wind speed is large compared to the real wind speed, the deficit charge rate arises, and
when the real wind speed is larger than the expected wind speed, the surplus charge
rate occurs. The deficit and surplus charge rates are zero for that case when the expected
and real wind speeds are the same. Using the deficit and surplus charge rates, the total
imbalance cost of the electrical system can be calculated. The imbalance cost is ‘−ve’ when
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ISO imposes the penalty on the generating station for their deficit supply of power from
renewable sources. However, the imbalance cost is ‘+ve’ when ISO provides the reward to
the generating station for their surplus supply of power from renewable energy sources.
Here, the imbalance cost is calculated for every variation in the expected and real wind
speeds using the formula stated in Equations (13)–(16). Both expected and real wind speed
data have been taken for Kolhapur and Mumbai, Maharashtra to check the effectiveness
of the proposed method. Tables 5 and 6 depict the profit comparison considering the
imbalance costs for Kolhapur and Mumbai, respectively.

The impact of imbalance cost on system profit has shown in Figures 9 and 10 for
Kolhapur and Mumbai respectively. In the last considered case, the real wind speed is
8 km/h whereas the expected wind speed was 11 km/h. This is the maximum amount of
mismatch in wind speed. Therefore, at this hour, the impact of imbalance cost is also high.

  

(a) (b) 

 
(c) 

Figure 8. System Generation Cost ($/h) with Wind Power Integration (Mumbai). Base case (a), Bus-14
15% (b), Bus_10 15% (c).
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Table 5. Profit Comparison with Imbalance Cost (Kolhapur).

Sl.
No.

Details
Generation
Cost ($/h)

Revenue
($/h)

Profit without
Imbalance Cost

($/h)

Real Wind
Power
(km/h)

Expected
Wind Power

(km/h)

Imbalance
Cost ($/h)

Profit with
Imbalance
Cost ($/h)

1 Base Case_(00.00 h) 892.902 1212.317 319.415 8 9 −9.601 309.814

2 Base Case_(06.00 h) 891.468 1208.188 316.72 9 11 −27.07 289.65

3 Base Case_(12.00 h) 883.47 1179.431 295.961 13 13 0 295.961

4 Base Case_(18.00 h) 892.902 1212.317 319.415 8 7 1.602 321.017

5 Bus_14(15%)_(00.00 h) 904.232 1230.963 326.731 8 9 −9.6017 317.1293

6 Bus_14(15%)_(06.00 h) 902.71 1226.665 323.955 9 11 −27.0724 296.8826

7 Bus_14(15%)_(12.00 h) 894.14 1196.225 302.085 13 7 3.0779 305.1629

8 Bus_14(15%)_(18.00 h) 904.232 1230.963 326.731 8 8 0 326.731

9 Bus_10(15%)_(00.00 h) 900.482 1226.94 326.458 8 9 −16.3831 310.0749

10 Bus_10(15%)_(06.00 h) 898.931 1222.536 323.605 9 9 0 323.605

11 Bus_10(15%)_(12.00 h) 890.13 1191.6 301.47 13 11 1.8957 303.3657

12 Bus_10(15%)_(18.00 h) 900.482 1226.94 326.458 8 11 −65.58 260.878

Table 6. Profit Comparison with Considering Imbalance Cost (Mumbai).

Sl.
No.

Details
Generation
Cost ($/h)

Revenue
($/h)

Profit without
Imbalance Cost

($/h)

Real Wind
Power
(km/h)

Expected
Wind Power

(km/h)

Imbalance
Cost ($/h)

Profit with
Imbalance
Cost ($/h)

1 Base Case_(00.00 h) 894.28 1216.005 314.295 7 8 −10.43 311.295

2 Base Case_(06.00 h) 892.902 1212.317 319.415 8 9 −12.89 306.525

3 Base Case_(12.00 h) 887.8 1196.124 308.324 11 13 −51.03 257.294

4 Base Case_(18.00 h) 891.468 1208.188 316.72 9 9 0 316.72

5 Bus_14(15%)_(00.00 h) 905.42 1234.303 328.883 7 7 0 328.883

6 Bus_14(15%)_(06.00 h) 904.232 1230.963 326.731 8 9 −13.33 313.401

7 Bus_14(15%)_(12.00 h) 898.83 1215.162 316.332 11 8 9.0246 325.3566

8 Bus_14(15%)_(18.00 h) 902.718 1226.655 323.937 9 13 −94.0949 229.8421

9 Bus_10(15%)_(00.00 h) 901.71 1230.382 328.672 7 11 −61.5737 267.0983

10 Bus_10(15%)_(06.00 h) 900.48 1226.94 326.46 8 7 2.6938 329.1538

11 Bus_10(15%)_(12.00 h) 894.98 1210.795 315.815 11 13 −57.936 257.879

12 Bus_10(15%)_(18.00 h) 898.93 1222.536 323.606 9 9 0 323.606

Case 4: Solar PV-Battery Operation with SQP, ABC, and AGTO (Modified IEEE 14-bus System)

After a detailed study of the first 3 cases, it is found that the system imbalance cost is
very dangerous for the economic operation of generating stations. If the imbalance cost is
positive, the profit of the generation unit increases, but the system profit is lower for the
negative imbalance cost. In this scenario, solar PV and battery hybrid systems play a vital
role in mitigating the mismatch between real and expected wind power and minimizing
dependency on the thermal power plant. Environmental benefits can also be obtained by
using a solar PV-battery system. To check the effectiveness of the presented method, three
different optimization techniques have been used.

The solar PV-battery storage system has been placed on bus no. 9 with a supply
capacity of 2 MW. Here, the modeling of solar PV-battery storage systems has not been
considered. Only a fixed value of generated power from a solar PV-battery storage system
has been chosen. The placement bus has been considered at 9 due to the large load
connected to that particular bus. Tables 7 and 8 show the comparative studies of system
profit and system risk with different optimization techniques. For risk assessment studies,
some selected cases have been considered for Kolhapur. From both tables, it is observed
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that AGTO techniques provide the best results among all considered cases by providing
accurate optimal settings to minimize the system risk and maximize the system profit.
Therefore, it can be concluded that the solar PV-battery storage system can reduce the
negative impact of imbalance costs in the system economy and minimize system risk.

 

Figure 9. Profit Comparison with Imbalance Cost (Kolhapur).

Case 5: Solar PV-Battery Operation with SQP, ABC, and AGTO for Kolhapur (Modified
IEEE 30-bus system)

Similar to the modified IEEE 14-bus system, the impact assessment of solar PV and
battery storage systems has also been investigated for the modified IEEE 30-bus system.
The system data has been taken from [33]. Only the base case of Kolhapur with four
time intervals (i.e., 0.0 h, 6.0 h, 12.0 h, and 18.0 h) has been studied for the modified IEEE
30-bus system. The same wind speeds have been considered here as the 14-bus system.
A combined amount of 2 MW of power from a solar PV-battery storage system has been
chosen.

Tables 9 and 10 show comparative studies of system profit and system risk with differ-
ent optimization techniques. For risk assessment studies, base cases have been considered
for Kolhapur. From both tables, it is observed that AGTO techniques offer the finest results
among all considered cases by providing accurate optimal settings. Therefore, it can be
concluded that the solar PV-battery storage system can also reduce the negative impact of
imbalance costs in the modified IEEE 30-bus system in terms of profit maximization. The
system risk has also been minimized after the placement of solar PV and battery storage
systems.
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Figure 10. Profit Comparison with Imbalance Cost (Mumbai).

6. Conclusions

The hybrid effect of solar PV, wind farms, and battery storage systems on power
system economics has been considered in this paper. To authenticate the task, a deregulated
power market was considered. To evaluate system risk, Value-at-risk (VaR) and Cumulative
Value-at-risk (CVaR) have been used here. The stability and safety of an electrical system
can be improved by minimizing system risk. The placement of solar PV and battery storage
systems minimizes the negative impact of system imbalance costs, which are developed
due to the disparity between the bidding and running wind power quantities. The hybrid
system minimizes system risk, which can further reduce the instability conditions of the
system. To examine the effect of system risk considering wind farms with solar PV-battery
storage systems under deregulated power systems, comparative studies are conducted
using different optimization techniques, such as the Artificial Gorilla Troops Optimizer
Algorithm (AGTO), Artificial Bee Colony Algorithms (ABC), and Sequential Quadratic
Programming (SQP). The modified IEEE 14-bus and modified IEEE 30-bus systems have
been used here to analyze the efficiency and robustness of the presented work. As evident
from the results, the presence of a solar PV-battery storage system with a wind farm
improves the economic parameters of the system by reducing the system risk. The Artificial
Gorilla Troops Optimizer Algorithm (AGTO) has been used for the first time in this kind of
risk mitigation problem, which is the uniqueness of this paper. This work can be performed
with different renewable energy sources and energy storage devices in the near future for
any small or large electrical system.
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Abstract: The article presents the susceptibility coefficients active power kp and reactive power kq, as
proposed by the author. These coefficients reflect the reaction of arc furnaces (change of the furnace
operating point) to supply voltage fluctuations. The considerations were based on the model of the
arc device in which the electric arc was replaced with a voltage source with an amplitude dependent
on the length of the arc. In the case of voltage fluctuations, such a model gives an assessment of the
arc device’s behavior closer to reality than the model used, based on replacing the arc with resistance.
An example of the application of the kp and kq coefficients in a practical solution is presented.

Keywords: arc furnaces; power–voltage characteristics; voltage fluctuations; power quality

1. Introduction

The article proposes power susceptibility factors: active power kp and reactive power
kq, determined on the basis of quasi-static power–voltage characteristics. These coefficients
were determined by replacing the arc of an electric arc furnace with a voltage with a value
that depends on the length of the electric arc. In analytical research, many models of arc
devices can be distinguished. These include classic models based on nonlinear differential
equations using the Mayra and Cassie equations [1,2], models using a voltage source
varying in time defined as a dependent nonlinear function on the length of the electric
arc [3–5], models based on a series-connected resistor and inductance [6,7], and models
using current–voltage characteristics [8–10].

In the work on arc devices, simulation studies are also using computer programs
based, among others, on neural networks [11–20]. However, this requires the use of
complex electric arc models and advanced simulation programs. This greatly limits the
practical application of these algorithms. The article proposed a certain compromise
resulting from the advancement of the model, the accuracy of the obtained results, and its
practical application.

In the publication [21] to date, the assessment of the interaction of arc loads was based
on the adoption of generally used static power–voltage characteristics marked in the article
with the superscript (*):

Q∗ = f (U∗) and P∗ = f (U∗) (1)

For small changes in the supply voltage, the characteristics are, in the vicinity of
the rated voltage Un, approximately linear dependencies, determined by the slope coeffi-
cients of the static characteristics. These factors are also referred to as the receiver power
susceptibility factors for active power k∗p and reactive power k∗q [21]:

kp =
dP∗

dU∗ =
dP
dU

·Un

Pn
kq =

dQ∗

dU∗ =
dQ
dU

·Un

Qn
(2)

where Pn and Qn mean active and reactive power consumed by the load under rated
conditions (for an arc device, it means operation at rated voltage and current).

For practical considerations, the use of the active power susceptibility coefficients—
kp and reactive power—kq allows for a direct assessment of the relative change in power
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consumed by the receiver with a relative voltage change. The exact values of the coefficients
are obtained experimentally by determining the power–voltage static characteristics of
active and reactive power. Carrying out the appropriate measurements requires a lot of
work and is not always possible for technical reasons.

In the case of an arc device, for the most commonly used electrode control system,
based on keeping the arc resistance constant (more precisely on maintaining a constant arc
voltage to arc current ratio [22]), the entire circuit of the arc device has a constant impedance
character. As a result, for slight voltage changes, one can take:

k∗p = 2 and k∗q = 2 (3)

The difficulties in determining the kp and kq coefficients are evidenced by the data
presented in the publication [21], where, based on Canadian research, the values kp = 2.3
and kq = 4.6 were given for the electric arc furnace. Especially the last, unexpectedly high
value raises reservations as to the correctness of assuming the constant arc resistance. The
arc model adopted in the article makes it possible to explain this discrepancy.

2. Assumptions Adopted for the Calculation of Power–Voltage Characteristics

The electric arc supply system is presented by means of a simplified single-phase
diagram of a substitute arc device together with the supply network. The circuit diagram is
shown in Figure 1.

Figure 1. Simplified single-phase equivalent diagram of the arc device.

The phase voltage of the supply network (equivalent voltage supplying the arc) was
taken as a reference value and marked as: U′

SV = 100% (it corresponds to the no-load
voltage—with an interrupted arc). The index (′) at the top of the symbols means operation
with a supply voltage equal to 100%, (similarly marked—I′, P′

Arc, Q′). The index (”) used
in the following text means operation at a voltage different from the rated U′′

SV 
= 100%
(marked as—I”, P′′

Arc, Q”). The equivalent impedance of the arc supply network includes the
parameters (resistances and reactances) of such elements as: a steelworks supply network
with a power transformer, furnace transformer (with a choke), and high-current circuit
consisting of a flexible part, bus bars, and electrodes: Z = R + jX (it corresponds to the
impedance of the arc supply circuit when the electrodes are short-circuited with the charge).
The reactance value was assumed for the calculations in the amount of X = 50%, in the
amount given, e.g., in [21] for furnaces with a capacity of 50–200 Mg with transformers
21–80 MVA. The values of the assumed reactance and supply voltage correspond to the
theoretical value of the operational short-circuit current (with the resistance determined
from the omitted formula):

I′SC =
U′

S
X

=
100
50

·100% = 200% (4)

The electric arc was mapped using an ideal source of sinusoidal voltage with the
amplitude value depending on the arc length. It is the fundamental harmonic of the square
wave of the arc voltage. The proposed model derives from the most frequently proposed
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one in the literature, a nonlinear arc model in which the arc is represented by a voltage
source with the value UArc, depending on the arc length lArc:

UArc = a + blArc (5)

where

a, b—denote constants,
lArc—arc length,
and with polarity according to the polarity of the arc current:

UArc = UArcsign(iArc) (6)

As a result, a rectangular arc voltage waveform is obtained in each half of the period.
The adopted arc model refers to the multi-voltage model presented by the author in the
publication [23], consisting of mapping the arc with a system of series-connected voltage
sources of higher harmonics:

uArc = usin(t) + urec(t) = Usin sin(ωt) + Urecsign(i) = bUArc1 sin(ωt) +
(1 − b)π

4
UArc1sign(i) (7)

which, in relation to the amplitude of the fundamental harmonic of the arc voltage, and for
b = 1, we obtain a sinusoidal waveform, adopted in the model proposed in the article:

uArc = bUArc sin(ωt) (8)

For the assumed constant arc length (which may change, for example, as a result of
electrode movement related to the operation of the electrode position regulator, sliding of
the melted scrap, movement of the arc along the electrode and charge surface, etc.), the
effective value of the arc voltage is determined depending on: voltage power supply—USV,
resistance—R, and reactance—X of the arc supply circuit, and arc current I from the formula:

U′
Arc =

√
U′2

S − I2X2 − IR (9)

The relationship UArc = f (I) is graphically illustrated in Figure 2, presenting the
waveforms determined for X = 50% and two values of the resistance of the arc-supplying
circuit in the amount of R = 5% and R = 10%, as a function of the current consumed by the
arc device expressed as a percentage of the rated current.

 

Figure 2. Changes in the arc voltage as a function of the arc device current for two different resistance
values of the arc-supplying circuit.
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3. Power–Voltage Characteristics of the Arc Device Taking into Account the Resistance
of the Circuit Supplying the Arc

Figure 3 shows a diagram of the arc supply system, taking into account the resistance
in the supply circuit.

Figure 3. Single-phase equivalent diagram of the arc furnace taking into account the resistance of the
arc-supplying circuit.

The resistance value was adopted as 0.1 and 0.2 of the supply reactance value, i.e.,
R = 5% and R = 10%. For the resistances and reactances specified in this way, X = 50% (with
U′

SV = 100%), and the service short-circuit current ISC is:

ISC5 =
U′

SV√
(R2 + X2)

= 199.00% for R = 5% (10)

ISC10 =
U′

SV√
(R2 + X2)

= 196.11% for R = 10% (11)

The arc voltage at the supply voltage U′
SV = 100%, and current I (depending on the

operating point of the arc device) is determined from the Formula (9).
For the rated current U′

SV = 100% (at rated voltage), it was determined:

- arc voltage U′
Arc:

U′
Arc =

√
U′2

S − I2X2 − IR = 76.6026% (12)

- arc resistance r′Arc:

r′Arcn =

√
U′2

S

I′2n
− X2 − R = 76.60% (13)

- arc power P′
Arcn:

P′
Arcn = I′2n·r′Arcn = 76.6025% (14)

- active power drawn from the source P′
n:

P′
n = I′2n·(r′Arcn + R) = 86.6025% (15)

- reactive power Q′
n:

Q′
n = I′2n·X = 50% (16)

- apparent power S′
n:

S′
n = I′n·U′

n =

√
P′2

n + Q′2 = 100% (17)

The determined values will be helpful in determining the slope coefficients of the
power–voltage characteristics of the active power and reactive power. Assuming that the
value of the arc voltage depends only on its length, when changing the supply voltage
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from U′
SV = 100% to U′′

SV 
= 100%, the value of the current consumed by the arc device will
change from I′ to I”: Formula (18):

I ′′ =
(−R·U′

Arc +
√
(R2·U′2

Arc + (R2 + X2)·(U′′2
Arc − U′2

Arc))

(R2 + X2)
(18)

was determined from the formula:

(U′
Arc + I ′′ ·R)2

+ (I ′′ X)2 = U
′′2
f (19)

U′2
Arc + 2UŁ·I ′′ ·R + (R2 + X2)I ′′ 2 = U

′′2
SV (20)

Similarly, for the voltage U′′
SV 
= 100%, the following were determined:

- arc power P′′
Arc:

P′′
Arc = I ′′ ·U′

Arc (21)

- active power losses ΔP”:
ΔP′′ = I ′′ 2R (22)

- active power supplied to the electric arc-supplying circuit P”:

P′′ = P′′
Arc + ΔP′′ (23)

- reactive power supplied to the electric arc-supplying circuit Q”

Q′′ = I
′′2·X (24)

As a result of changes in the current of the arc furnace, the supply voltage of the
furnace changes. Figure 4 shows the dependence of changes in the supply voltage of
the steel mill as a function of changes in the current of the arc furnace. Two exemplary
levels of voltage changes between Point (H) and Point (L) are marked. The presented data
was recorded in the power supply network of the steel plant. In the further part of the
article, changes in the kp and kq coefficients resulting from changes in the supply voltage
ΔU = USVH − USVL are considered. In Figure 4, blue is the color of the measured values of
the supply voltage for a given value of the arc furnace current. The red color represents the
trend line.

 

Figure 4. Voltage changes as a function of furnace current changes.
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With changes in the supply voltage USV resulting from voltage fluctuations caused by
arc devices—from:

U′′
SVB = U′

SV + ΔU/2 (25)

to
U′′

SVA = U′
SV − ΔU/2 (26)

the inclination coefficients of the power–voltage characteristics are as follows:

k′p =

ΔP′′

P′
ΔU

(27)

and

k′q =

ΔQ′′

Q′
ΔU

(28)

where ΔP′′ = PL − PH—active power difference, ΔQ′′ = QL − QH—reactive power difference.
The following part of the article presents an example of determining the kp and kq

coefficients for the furnace current IM = 120% (which corresponds to the charge-melting
current IM = 1.2 In), reactance X = 50%. and main resistance R = 10%.

For the rated voltage U′
SV = 100%, the following will be determined:

- arc voltage U′
Arc:

U′
Arc =

√
U′2

SV − I2X2 − IR = 68% (29)

- electric arc power P′
Arc:

P′
Arc = I2·r′Arc = I2(

√
U′2

SV
I2 − X2 − R) = 81.6% (30)

- active power P′:
P′ = I2·(r′Arc + R) = 96% (31)

- reactive power Q′:
Q′ = I2·X = 72% (32)

Assuming a constant value of the arc voltage with changes in the supply voltage (as a result
of its fluctuations caused, for example, by a restless working receiver), Formulas (24) and (25),
the current consumed by the arc device will change. For the assumed voltage fluctuations in
the amount of: ΔU = 1%, U′′

SVH = 100 + 0.5%, and ΔU = 10% U′′
SVL = 100 + 5% (two ranges of

voltage changes were introduced to analyze the influence of the fluctuations on the value of the
kp and kq coefficients), the current will change, for ΔU = 1%—from:

I−0.5 =
(−R·U′

Arc +
√
(R2·U′2

Arc + (R2 + X2)·(U′′2
SV − U′2

Arc))

(R2 + X2)
= 118.681% (33)

to

I+0.5 =
(−R·U′

Arc +
√
(R2·U′2

Arc + (R2 + X2)·(U′′2
SV − U′2

Arc))

(R2 + X2)
= 121.313% (34)

The arc force values at these currents are:

P−0.5
Arc = UArc·I−0.5 = 80.704% and P+0.5

Arc = UArc·I+0.5 = 82.493% (35)
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In addition, the changes in active power are:

P−0.5 = UArc I−0.5 + (I−0.5)
2
R = 94.788% and P+0.5 = UArc I+0.5 + (I+0.5)

2
R = 97.209% (36)

hence:
ΔP±0.5 = P+0.5 − P−0.5 = 2.421% (37)

Moreover, the changes in reactive power are:

Q−0.5 =
(

I−0.5
)2

X = 70.427% Q+0.5 =
(

I+0.5
)2

X = 73.584% (38)

hence:
ΔQ±0.5 = Q+0.5 − Q−0.5 = 3.157% (39)

The kp and kq coefficients corresponding to the above changes amount to:

k±0.5
p =

ΔP±0.5

P′
ΔU%

100% =

2.421
96
1%

100% = 2.522 (40)

k±0.5
q =

ΔQ±0.5

Qo

ΔU%
100% =

3.158
72
1%

100% = 4.386 (41)

Correspondingly, for voltage fluctuations, ΔU2 = 10% of the current value will be:
I−5 = 106.552% and I+5 = 132.916%; arc power: P−5Arc = 72.455% and P+5Arc = 90.383%;
while changes in active power are ΔP+5 = P+5 − P−5 = 24.241%; and for reactive power
are ΔQ+5 = Q+5 − Q−5 = 31.566%, while the resulting slope coefficients of the power–
voltage characteristics are kp

+5 = 2.525 and kq
+5 = 4.384. The obtained values of the

kp and kq coefficients are similar to the different ranges of voltage changes (ΔU1 = 1% and
ΔU2 = 10%) for a given average current (e.g., IM = 120%In) consumed by the arcdevice—Table 1.

Table 1. Summary of the inclination coefficients of the power–voltage characteristics for two different
ranges of voltage fluctuations.

I ΔU—1%U ΔU—10%U

[%] kp kq kp kq

40 13.15 25.24 13.79 23.93
60 7.22 13.58 7.33 13.43
80 4.66 8.57 4.69 8.54

100 3.31 5.94 3.32 5.94
120 2.52 4.39 2.53 4.38
140 2.03 3.39 2.03 3.39
160 1.72 2.72 1.72 2.72
180 1.59 2.25 1.59 2.25

Figure 5 summarizes the obtained values of the kp and kq coefficients as a function of
the current consumed by the arc device.
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Figure 5. Changes in the coefficients of power–voltage characteristics as a function of the current
consumed by the arc device.

In the manner described above, the kp and kq coefficients were calculated for different
resistances of the arc-supplying circuit. Table 2 and Figure 6 show the obtained results
for the resistance R = 10%, which corresponds to the ratio R/X = 0.2 (at X = 50%) and,
additionally, R = 20%, which corresponds to the ratio R/X = 0.4 with 1% changes in the
supply voltage ΔU1 = 1%. Table 2 and Figures 6 and 7 show the changes of kp and kq as a
function of the current consumed by the arc furnace for R = 0 (resistance omitted—red).

Table 2. Summary of the inclination coefficients of the power–voltage characteristics for various
resistances of the circuit supplying the arc.

I [%]
kp kq

R = 0 R = 10%X R = 20%X R = 0 R = 10%X R = 20%X

40 26.2650 13.1483 8.7790 50.0000 25.2444 16.8917
60 11.8736 7.2200 5.1802 22.2222 13.5822 9.7808
80 6.8505 4.6603 3.5230 12.5000 8.5716 6.5222
100 4.5229 3.3140 2.6075 8.0000 5.9417 4.7258
120 3.2682 2.5220 2.0479 5.5556 4.3859 3.6232
140 2.5385 2.0273 1.6869 4.0816 3.3899 2.8987
160 2.1307 1.7210 1.4550 3.1250 2.7174 2.4038
180 2.1030 1.5903 1.3365 2.4691 2.2511 2.0684
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Figure 6. Changes in the kp factor of the power–voltage characteristics for various arc supply
resistances, as a function of the current consumed by the arc device.

 

Figure 7. Changes in the kq factor of the power–voltage characteristics for different arc supply
resistances, as a function of the current consumed by the arc device.

Figures 6 and 7 confirm the obvious fact that voltage fluctuations are more suppressed
in the LV and MV networks, where the resistance to reactance ratio is greater than in the
case of the HV and LV networks.
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4. Power–Voltage Characteristics of the Arc Device, Omitting the Resistance of the
Circuit Supplying the Electric Arc of the Arc Furnace

In the following part, considerations are presented without the electric arc supply-
circuit resistance. These assumptions correspond to the single-phase equivalent diagram of
the arc device (furnace including mains) shown in Figure 8.

Figure 8. Simplified single-phase equivalent diagram of the arc device, omitting the resistance in the
electric arc supply line.

The value of the current in the circuit during operation—at a certain value of UArc, is
determined from the formula:

I =
U

SV
− U

ARC
jX

or I =

√
U2

SV − U2
Arc

X
(42)

the theoretical operational short-circuit current (electrode short-circuit with the charge) is
determined by the relationship:

ISC =
U

SV
jX

or ISC =
USV

X
(43)

Active power, disregarding the losses in the supply circuit (R = 0), will be the power
released in the arc.

P ≈ PArc = UArc I (44)

and reactive power:

Q = I2X =
U2

SV − U2
Arc

X
(45)

The value of the current at the operational short circuit of the electrodes with the
charge is:

I′SC =
U′

SV
X

= 200% (46)

The rated current of the furnace transformer In = 100% and the melting current IM = 120%In
were assumed as the values of currents significant for determining the conditions of the rational
operation of the arc furnace. Additionally, the value of the maximum efficiency current IM,
ensuring the maximization of the power released in the arcs and the maximum reduction in
the time required for melting the scrap—even at the cost of overloading the arc device. W, this
value, disregarding losses in the supply circuit R = 0, is determined by the relationship (for
calculations, IM = 140%In was assumed)—Table 3:

I′M =
I′SC√

2
= 141.42% (47)
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The assumptions are made for the value of the arc voltage when working with rated
current is:

U′
Arcn =

√
U′2

SV − I2
nX2 = 86.603% (48)

power released in the arc:
P′

Arcn = InU′
Arcn = 86.60% (49)

and the reactive power of the supply circuit:

Q′
n = I2

n X = 50.0% (50)

Table 3. Changes in the value of the arc voltage—UArc, reactive power consumed by the arc-supplying
circuit—Q, arc power—PArc, for different values of the current consumed by the arc device.

I UArc Q PArc

[%] [%] [%] [%]

0 100 0 0
20 99.5 0.2 1.99
40 97.98 0.8 3.92
60 95.39 1.8 5.72
80 91.65 3.2 7.33

100 86.6 5 8.66
120 80 7.2 9.6
140 71.41 9.8 10
160 60 12.8 9.6
180 43.59 16.2 7.85
200 0 20 0

Figure 9 shows the operating characteristics of the arc voltage as well as active and
reactive power (for the supply voltage U′

SV = 100%).

 
Figure 9. Operating characteristics of an ideal arc device: (U′

SV = 100%, X = 50%, R = 0).
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In the event of changes in the supply voltage (from the value of U′
SV to the value of

U′′
SV), but while maintaining constant arc voltage, the arc current as well as the active and

reactive power change.
The arc current is determined by the relationship:

I =

√
U2

SV − U2
Arc

X
(51)

which at a constant value of the arc voltage Uarc = const, and a constant value of the circuit
reactance X = const leads to the formulas determining the values of the currents: I′ at rated
voltage U′

SV and I′′ at a voltage different from the rated U′′
SV :

I′ =

√
U′

SV − U2
Arc

X
and I ′′ =

√
U′′2

SV − U2
Arc

X
(52)

hence:

I ′′

I′ =

√
U′′2

SV − U2
Arc√

U′2
SV − U2

Arc

(53)

we have:
P′

Arc = UArc I′ and P′′
Arc = UArc I ′′ (54)

we obtain:

P′′
Arc = UArc I ′′ = UArc I′

√
U′′2

SV − U2
Arc

U′2
Arc − U2

Arc
= P′

Arc

√
U′′2

SV − U2
Ł

U′2
SV − U2

Arc
(55)

For reactive powers we have:

Q′′ = I
′′2X = I′2X

(√
U′′2

SV − U2
Arc

U′2
SV − U2

Arc

)2

= Q′ U
′′2
SV − U2

Arc
U′2

SV − U2
Arc

(56)

The changed values are:

I ′′ = I′
√√√√ U′′2

SV − U2
Arc

U′2
SV f − U2

Arc
(57)

P′′
Arc = P′

Arc

√
U′′2

SV − U2
Arc

U′2
SV − U2

Arc
(58)

Q′′ = Q′ U
′′2
SV − U2

Arc
U′2

SV − U2
Arc

(59)

Figure 10 shows the power changes P′′ and Q′′ as a function of the AC supply voltage within
U′′

SV = 80% . . . 110%, for selected operating points defined by the arc voltages: UArcn = 86.603%,
UArcM = 80%, UArcH = 70.71%, and UArcSC = 0 (electrodes short circuit with the charge).
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Figure 10. Changes of reactive and active power as a function of supply voltage—operation at a
constant arc voltage value (UArc = const).

Table 4 shows the values (expressed as a percentage) of the power corresponding to
the characteristics in Figure 11.

Table 4. Changes of reactive and active power of the arc device for different values of the supply voltage.

U
′′
SV Q

′′
SC Q

′′
H Q

′′
M Q

′′
n P

′′
H P

′′
M P

′′
n

[%] [%] [%] [%] [%] [%] [%] [%]

80 128 28 0 0 52.9 0 0
85 144.5 44.5 16.5 0 66.7 45.9 0
90 162 62 34 12 78.7 65.9 42.4
95 180.5 80.5 52.5 30.5 89.7 81.9 67.6
100 200 100 72 50 100 96 86.6
105 220.5 120.5 92.5 70.5 109.8 108.8 102.8
110 242 142 114 92 119.2 120.7 117.4

Figure 11 shows changes in kp and kq as a function of current. Attention should be paid to
large values of these coefficients at lower currents, decreasing gradually with increasing current.

For the assessment of the interaction between the furnaces, it is important to estimate
the influence of voltage changes on the reactive power consumption. Therefore, it is
important to analyze the variability of the reactive power susceptibility coefficient kq, which
is determined for the voltage changing around the voltage U′′

SVH from the value U′′
SVL to

the value U′′
SVH , with dependence:

k′′
q =

(Q′′
H − Q′′

L)

Q′′

(U′′
SVH − U′′

SVL)

U′′
SV

′′

(60)

which allows to determine the changes of the reactive power ΔQ”, depending on the
changes of the supply voltage U′′

SV . Figure 12 shows the pie chart of the electric arc furnace.
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In Figure 12, the blue color shows the measured values of active power at a given value of
the reactive power of the electric arc furnace. Black represents the trend line. Changes in
the ΔU supply voltage cause changes in the ΔP active power and changes in the reactive
power ΔQ. The effect of voltage changes on power changes is defined by the coefficients kp
and kq.

Figure 11. Changes of the kp and kq coefficients as a function of the arc device current (for the supply
voltage U′

SV = 100% and U ′′
SV 
= 100%).

 
Figure 12. Dependence of changes in reactive power and active power of the arc furnace.
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Formula (61) results from the definition of the kq coefficient:

k′′
q =

ΔQ′′

Q′′

ΔU′′
U′′

=

Q′′
H − Q′′

L
Q′′

U′′
SVH − U′′

SVL
U′′

SV

(61)

k′′
q

ΔU′′

U′′ =
ΔQ′′

Q′′ (62)

ΔQ′′ = k′′
q Q′′ ΔU′′

U′′ (63)

For the given range of current variation, adequately for the melting process carried out,
when supplied with a voltage of a constant value (USV = const), the following dependence
was found:

k′′
q Q′′ = const (64)

For the supply voltage U′
SV = 100%, circuit reactance X = 50%, and currents

I = 100–120–140–200%, we obtain:

- arc voltage: UArc = 86.6–80–71.41–0%

UArc =
√

U′
SV

2 − I2X2 (65)

- reactive power value: Q′ = 50.0–72.0–98.0–200.0%

Q′ = (U′
SV

2 − U2
Arc)/X (66)

When the supply voltage changes from the upper level U′′
SVH = 105% to the lower

U′′
SVL = 95%, i.e., when voltage fluctuations ΔU = 10%, they correspond to the reactive

power values: QH = 70.5–92.5–118.5–220.5%

QH = (UH
2 − U2

Arc)/X (67)

and: QL = 30.5–52.5–78.5–180.5%

QL = (UL
2 − U2

Arc)/X (68)

As a result, the reactive power changes are: ΔQ = 40–40–40–40%,

ΔQ = QH − QL (69)

For a constant value of voltage changes ΔU = 10%, it gives the value of the coefficient:
k′′

q = 8−5.55−4.08−2
k′q = ΔQ%/ΔU% (70)

and: ΔQ = 40–40–40–40%
ΔQ = k′qQ′′ ΔU%/100 (71)

So, it was obtained for different values of the current, different values of the coefficient
of the slope of the reactive power characteristics k′q (the arc mapped by a sinusoidal
voltage with a constant RMS value depending on the arc length), and different values of
the average reactive power Q′ (for the supply voltage, USV = 100%), while the ratio (71)
remains constant.

k′qQsc
ΔU
U′ (72)

For the furnace operation at the service short-circuit current k∗q = 2, it allows to deter-
mine the relationship, which is also important for other operating currents (k∗q = 2—applies
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to an arc device with an arc represented by a resistance with a constant value, depending
on the arc length):

k′qQ′
sc

ΔU
Uo

= k∗q Qsc
ΔU
U′ (73)

The above property of the arc (mapped with the voltage UArc) also results from the relationship:

QH − QL =
U2

H−U2
Arc

X − U2
L−U2

Arc
X =

U2
H−U2

L
X = (UH − UL)

UH+UL
X =

ΔU 2U′
X = 2 ΔU

U′
U′2
X = 2 ΔU

U′ Q′
(74)

Similar dependencies can be given for the supply voltage U′′ 
= U′ (then, an additional
factor should be entered: (U′′/U′)2).

Q′′
SC =

U
′′2

X
or Q′

SC =
U′2

X

(
U′′

U′

)2
(75)

Formula (72) for the operational short-circuit state (UArc = 0) changes into the relationship

k′′
q Q′′ = k∗q Q′′

SC = k∗q Q′
SC

(
U′′

U′

)2
(76)

Formula (76) is of great importance for solving the problem of interactions between
furnaces, because it enables the determination of the fluctuations in reactive power con-
sumption, resulting from voltage fluctuations on the bus bars of the steel mill, using the
coefficient k∗q = 2 and the short-circuit power of the furnace. This is a great simplification
compared to the need to determine the coefficient k′′

q and power Q′′, depending on the
operating point (this conclusion is correct, when the condition R/X = 0 is met).

5. Discussion

The proposed power susceptibility factors of active power—kp and reactive power—kq
are applicable in practice. They were used to determine the increase in voltage fluctuations
(and flicker of light) arising during the operation of several arc furnaces in relation to the
fluctuations arising during the operation of a single furnace. The increase in fluctuations is
determined by the KN coefficient. The method of determining the increase in light flicker
proposed by UIE takes into account only the melting phases in arc furnaces.

For the assessment of superposition of voltage fluctuations, the substitute parameter
Pst obtained with the use of the light flicker meter is assumed, which is determined from
the relationship [24].

Pst = m
√

Pst
m
1 + Pst

m
2 + . . . + Pstm

n (77)

where for arc furnaces, the following values of the m coefficient are adopted:
m = 4—used only for the summation of voltage changes, due to arc furnaces specifically

run to avoid coincident melts;
m = 2—used where coincident stochastic noise is likely to occur, e.g., coincident melts

on arc furnaces.
Analyzing the waveforms of fast-changing voltage fluctuations recorded in the net-

works supplying arc devices, with a different number of arc furnaces operating in parallel,
it was found that the mutual influence of the furnaces should be taken into account. Switch-
ing on successive arc furnaces causes an increase in the amplitude of voltage fluctuations,
as well as a decrease in the average value of the supply voltage to the furnaces—Figure 13.
The developed factors kp and kq allow for this phenomenon to be taken into account.
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Figure 13. RMS value changes recorded in the steel network supplying the steelworks with different
numbers of arc furnaces.

Taking into account the decrease in the average voltage value resulting from the
connected successive furnaces, the short-circuit power of the supply network, the number
of arc furnaces operating in parallel, and the power of transformers of arc devices, the
formulas allow for determining the KN coefficient

For the same arc devices in the scrap-melting phase, KN is determined from the formula:

KN =

√
N√

1 +
(N−1)k′′q Q1

SSC

(
USN
US1

)2
(78)

and for arc devices with different powers of their furnace transformers, from the dependence:

KN =

√
N
∑

i=1

(
Sni
Sn1

)2

√
1 +

N
∑

j=2

(
k′′q Qj

Ssc

)(
USN
US1

)2
(79)

where:
k′′

q —slope coefficients of the power–voltage characteristic calculated at a constant arc voltage;
Qj—the mean reactive power drawn by j-th furnace;
Scc—the short-circuit power on the bus-bars of the steelwork (in PCC furnaces);
Sni—the nominal power drawn by i-th furnace.
USN ; US1—voltage on the rails of the steel plant in the operation of N furnaces and in the
operation of a single furnace (furnace with the highest power is the reference furnace).

The issues of voltage fluctuations and flickering caused by arc furnaces in detail have
been discussed, among others, in publications [25,26].

In a steady state, both arc models lead to the same solution. The differences in the
response of both models to voltage fluctuations are presented below. If the arc device works
in a steady state at the rated current (In = 100%) and constant voltage (USV = 100%), when
we only take into account the reactance of the supply network (X = 50%) for individual
arcs models, we obtain:
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RArc (electric arc replaced by resistance), UArc (electric arc replaced by a voltage source):

RArcn =

√(
USV

In

)2
− X2 = 86.602% UArcn =

√
U2

SV − I2X2 = 86.602% (80)

Pn = PArcn = I2
nRArcn In = 86.602% Qn = I2

nX = 50% (81)

which proves that the models are equivalent to each other.
In case of voltage fluctuations: USV = 100 ± 5% for, e.g., two-state voltage changes, will

change between the low state L: USVL = 95% and the high state H: USVH = 105%. Figure 14
shows a vector diagram showing the changes in voltage fluctuation between USVH and USVH.

 
Figure 14. Vector diagram of the currents and voltages of the arc furnace.

For high level (H) USVH = 105%, it can be written:
RArc (electric arc replaced by resistance), UArc (electric arc replaced by a voltage source):

IH =
USVH√

R2
Arc + X2

= 105% IH =

√
U2

SVH + U2
Arc

X
= 118.74% (82)

UArcH = IH RArc = 90.93% RArcH =
UArcH

IH
= 70.93% (83)

PArcH = I2
H RArc = 95.48% PArcH = I2

H RArc = 102.83% (84)

QH = I2
HX = 55.12% QH = I2

HX = 70.5% (85)

and low level (L): USVL = 95%

IH =
USVH√

R2
Arc + X2

= 95% IH =

√
U2

SVH + U2
Arc

X
= 78.10% (86)

UArcH = IH RArc = 82.24% RArcH =
UArcH

IH
= 110.88% (87)

PArcH = I2
H RArc = 78.16% PArcH = I2

H RArc = 67.64% (88)

QH = I2
HX = 45.125% QH = I2

HX = 30.5% (89)

For the compared models of arches, the coefficients kp and kq are, respectively:
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RArc (electric arc replaced by resistance), UArc (electric arc replaced by a voltage source):

kp =
ΔP
Pn

100
ΔU
U 100

=
20
10

= 2 kp =
ΔP
Pn

100
ΔU
U

=
40.64

10
= 4.06 (90)

kq =

ΔQ
Qn

100
ΔU
U 100

=
20
10

= 2 kq =

ΔQ
Qn

100
ΔU
U 100

=
80
10

= 8 (91)

The presented calculations confirm that the reaction of the circuit to rapidly changing
voltage fluctuations, using the constant resistance arc model, is different than the reaction
to the same fluctuations when replacing the arc with a voltage source.

Using the kp and kq coefficients, it is possible to estimate the degree of suppression
of disturbances generated by the arc devices. Figure 15 shows the changes in the kp and
kq coefficients as a function of the ratio of the circuit resistance to the constant reactance
(X = 50%) for the rated current I = 100% and the USV supply voltage changes = 1%. The
damping effect of voltage fluctuations also depends on the power–voltage characteristics
of low-voltage loads (e.g., devices for non-metallurgical processing of steels operating in a
quiet manner—compared to scrap-metal arc furnaces or furnaces in the production phase).

Figure 15. Changes in the inclination coefficients of the power–voltage characteristics as a function of
the ratio of resistance to reactance supplying the arc device (operation at rated current).

Figure 15 confirms the known fact that voltage fluctuations are more absorbed in LV
and MV grids, where the resistance to reactance ratio is greater than in the case of HV and
VHV grids. The absorbing effect of voltage fluctuations also depends on the power–voltage
characteristics of low-voltage loads (e.g., devices for non-metallurgical processing of steels
operating in a quiet manner—compared to scrap-metal arc furnaces or furnaces in the produc-
tion phase). In the event of difficulties in determining these dynamic characteristics, practical
approximate calculations can use the knowledge of the static power–voltage characteristics.

6. Summary

In the case of slow changes in the voltage supplying arc devices, it is recommended
to use static power–voltage characteristics. Then, the power susceptibility factors k∗p = 2
and k∗q = 2 should be used. In the case of fast-changing voltage fluctuations, one should use
the power–voltage characteristics determined for the condition UArc = const and assume
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the power susceptibility coefficients for active power k′p or k′′
p and reactive power k′q or

k′′
q with a value depending on the operating point of the arc device. Then, the mutual

influence of the arc devices on the supply conditions (changes in the supply voltage) is
taken into account. For the characteristics using the developed kp and kq factors, the name
of quasi-static power–voltage characteristics of arc devices is proposed.
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Abbreviations

The following nomenclatures are used in this manuscript:

USV supply voltage
U′

SV rated supply voltage (U′
SV = 100%)

U ′′
SV supply voltage different from the rated voltage (U ′′

SV 
= 100%)
U ′′

SVL the highest value of the supply voltage
U ′′

SVH the smallest value of the supply voltage
U* arc voltage when the arc is replaced by resistance
UArc electric arc voltage of the arc furnace
U′

Arc arc voltage at rated supply voltage (U′
SV = 100%)

U ′′
Arc arc voltage at a supply voltage different from the rated voltage (U ′′

SV 
= 100%)
I arc furnace current
IM arc furnace melting current
In nominal arc furnace current
ISC arc furnace current when the electrodes are short-circuited with the charge
PArc active power of the electric arc
P′ active power at rated supply voltage (U′

SV = 100%)
Q′ reactive power at rated supply voltage (U′

SV = 100%)
P′′ active power at a voltage different from the rated supply voltage (U ′′

SV 
= 100%)
P* active power when the arc is replaced with resistance
Q′′ reactive power at a voltage different from the rated supply voltage (U ′′

SV 
= 100%)
Q* reactive power when the arc is replaced with resistance
QSC reactive power at the short-circuit of the electrodes with the charge
k∗p, k∗q slope coefficients of the power–voltage characteristic calculated at a constant arc voltage

and a constant arc resistance respectively
k′p, k′q slope coefficients of power–voltage characteristics determined at constant arc voltage

at rated supply voltage (U′
SV = 100%)

k′′
p, k′′

q slope coefficients of power–voltage characteristics determined at constant arc
voltage and supply voltage different from the rated one (U ′′

SV 
= 100%)
Z impedance of the circuit supplying the electric arc
R resistance of the circuit supplying the electric arc
X reactance of the circuit supplying the electric arc
Pst short-term flicker severity
KN coefficient determining the increase in flicker of light depending on the number of parallel

operating arc furnaces in steel plant
PstN value of the short-term light flicker indicator recorded during the operation

N of arc furnaces
Pst1 value of the short-term light flicker indicator recorded during the operation

of a single arc furnace
N number of parallel operating arc furnaces in steel plant
Sscf short-circuit power capacity when shorting the electrodes with the scrap
Ssc short-circuit power capacity of the network
Qj mean reactive power drawn by j-th furnace
USN voltage on the bus-bars of the steelwork at the work of N furnaces
USN1 voltage on the bus-bars of the steelwork at the work of a one arc furnace
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Abstract: The paper analyzes the influence of the material from which the ferromagnetic core of
a transformer is made on the characteristics of a full-bridge converter. Experimental investigations
were carried out for three bridge converters containing transformers with ring cores made of various
materials: iron powder, ferrite, and nanocrystalline material. The properties of the aforementioned
converters were considered in a wide range of changes of input voltage, load resistance, as well as
frequency and the duty cycle of the control signal. Based on the obtained measurements results of
the relationship between the parameters of the used transformer core and the obtained values of
the output voltage, the energy efficiency of the full bridge converter was discussed. The method
of transformer modeling in the SPICE program for the analysis of the considered converter in this
program was proposed. The correctness of this model was demonstrated for a converter containing
a transformer with a powdered iron core.

Keywords: full-bridge converter; transformer; ferromagnetic core; measurements; computations;
SPICE; modeling

1. Introduction

Contemporary electronic devices require power systems that supply electrical energy
with given parameters [1]. Recently, the economic conversion of electrical energy and
related technical, economic, and environmental issues have become of great importance [2].

Pulse DC-DC converters are commonly used to convert electrical energy [1–3]. In
many cases, it is desirable to provide galvanic isolation between the input and output of
such a converter. Then, isolated DC-DC converters are used, which include, e.g., bridge
converters [4–6]. These converters are also used in the systems cooperating with wind
farms or photovoltaic installations [7].

One of the tasks of designers of the considered class of DC-DC converters is the
proper selection of a pulse transformer, in particular a ferromagnetic core. Manufacturers
of these cores offer a wide range of products made of various ferromagnetic materials
of various shapes and sizes. As shown in [8,9], the shape and size of the ferromagnetic
core significantly affect thermal parameters of inductors with ferromagnetic cores. On
the other hand, in [10,11] it was shown that the material used for the construction of the
inductor core significantly influences the characteristics of buck and boost converters. As
shown in the literature, the functional parameters of magnetic elements such as losses,
operating temperature, size, weight, and material parameters have a significant impact on
the properties of systems and converting devices [8,9,12].

For example, in [9], it was shown that the use of ferrite material for the construction
of the inductor core operating in the boost converter resulted in a change of the operating
mode of the mentioned system from CCM to DCM at load resistance above 1 kΩ, whereas
the use of powder material for the construction of the inductor core resulted in a change in
the operating mode of the converter from CCM to DCM at 100 Ω load resistance.
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Meanwhile, the computer analyses and descriptions of properties of DC-DC converters
typically ignore the imperfections of magnetic elements and models of the transformers
contained in these converters that use linear coupled inductors [13,14]. This method of
transformer modeling may lead to significant inaccuracies in calculations. Additionally,
with such simplified analyses, it is not possible to take into account the properties of the
considered elements. As is shown in [15–19], the magnetic materials used are characterized
by different values of parameters, e.g., saturation of magnetic flux density, power losses, and
the maximum value of the operating frequency. Of course, these materials are constantly
being improved, but their development is not as dynamic as that of semiconductor devices.

Designers of electronic devices strive to reduce the size and weight of the designed
devices and to improve their energy efficiency. However, the construction process must
be preceded by the appropriate analyses that take into account the limitations of the
used components [2,3]. The aforementioned strive to miniaturize converting devices
that require, inter alia, increasing the switching frequency of switching elements and,
consequently, searching for new technologies for the production of semiconductor devices
and magnetic elements [4,20].

Before starting the construction of the aforementioned electronic systems, computer
analyses are carried out to verify the properties of the designed systems. This allows
eliminating some errors at the design stage. During the analysis of electronic circuits such
as energy conversion systems, it is necessary to use the appropriate models and calculation
methods [5,21,22]. In simulated systems, it is desirable to carry out a transient analysis,
which is a very time-consuming process [15,23,24].

The paper [25] describes the modeling method and the phase-shifted bidirectional
dual active bridge (PSBBAB) model. It was found out that the standard methodology
for modeling such systems is inappropriate when the average value of the transformer
current is zero. For the analysis of this type of systems, a discrete model with two time
scales was proposed. This model performs a fast and slow dynamic analysis of the system,
but the process is performed separately, which simplifies the calculations and reduces the
simulation time. This model takes into account a number of factors, including: inductor
core losses, dead-time of semiconductor devices, on-resistance, transformer winding losses,
etc. Additionally, a phase-shifted bidirectional dual active bridge prototype was built.
The conducted investigations show that the model proposed in [25] allows for obtaining
similar characteristics to the characteristics of the real system when non-idealities of the
transformer can be omitted.

As for now, little attention has been focused on the influence of the transformer core
material on properties of DC-DC converters. A typical approach is to idealize properties
of these elements [4,5,13,14]. Such transformers are modeled with the use of linearly
coupled linear inductors. It can be expected that when taking into account non-idealities
of the transformer, it is possible to more accurately model DC-DC converters containing
such elements. Due to the differences in properties of different magnetic materials, some
differences between characteristics of such converters can be also observed. The authors do
not know any articles describing such a problem.

The aim of this paper is to analyze the influence of the selection of the ferromagnetic
material used to build the transformer core on the characteristics of a full-bridge con-
verter. The results of experimental investigations for the mentioned converters containing
transformers with a core made of iron powder, ferrite, and nanocrystalline material are
presented. Based on the obtained results of the measurements, the influence of the core
material on the output voltage and energy efficiency of the tested converter operating
at different values of the input voltage, load resistance, frequency, and the duty of the
control signal was discussed. A transformer model for the SPICE program is proposed
and its usefulness was demonstrated to determine the characteristics of the considered
converter containing a transformer with a powdered iron core. The method of including
the non-ideality of the transformer in the considered model is discussed. The converter
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operating conditions, in which selected cores ensure the best properties of the investigated
converter, were indicated.

2. Investigated Circuit

The investigations were carried out for the full-bridge converter, whose topology is
shown in Figure 1. According to the classic concept of operation of this system, presented
among others in [4], transistors T1 and T4, as well as T2 and T3, are switched on in pairs,
alternately allowing the current to flow through the primary winding of the transformer at
the zero value of the average voltage on this winding. Two identical secondary windings
alternately deliver energy to the load through diodes D1 and D2. The energy storage
element is inductor L4. Capacitor C0 maintains the ripple of the output voltage Vout at
an acceptable level.

Figure 1. Diagram of the investigated full-bridge converter.

In the considered circuit, four MOSFET transistors of the IRF540 type [26], two Schottky
diodes of the MBR10100 type [27] and passive elements with the following values were
used: R1 = R2 = R3 = R4 = 100 Ω, CO = 47 μF, L1 = 80 μH. Resistor R0 is the load of the
converter, and the voltage source Vin—the power source. In the considered circuit, TR1
transformers with the cores described in Section 3 were used. The signal controlling the
gates of the transistors is obtained from two drivers IR2111 [28] marked in the diagram as
PWM1 and PWM2 controlled by the PWM square wave signal generator. This generator
produces a signal with frequency f and the duty cycle d with a value not exceeding 0.5.

For the considered system, the measurements were performed for the dependence of
the output voltage and energy efficiency with changes in the input voltage Vin in the range
from 0 to 50 V, load resistance from 15 Ω to 1 kΩ, and the frequency of the control signal
from 10 to 50 kHz. All the measured values were obtained at the steady state.

3. Investigated Transformers

The investigations were carried out for three transformers containing toroidal cores
with similar external diameters of 27 mm, internal diameters of 15 mm, and heights of
10 mm. The investigated cores are made of various ferromagnetic materials:

• ferrite material, designated in this paper as SM-100 [29],
• nanocrystalline material, designated in this paper as RTN (material M-074) [30],
• powdered iron, designated in this paper as RTP (material -26) [31].

According to the information given by the producers [29] of the considered cores,
the SM-100 material is dedicated to applications which need very high values of initial
permeability and frequency up to 1 MHz. This material is characterized by a strong
influence of temperature on saturation flux density. Its temperature coefficient is about
0.67%/K. In turn, the material -26 is dedicated to the cores of inductors and its permeability
is nearly constant for frequency below 100 kHz [31]. It can operate at a very high values of

175



Energies 2022, 15, 6160

flux density up to 1.2 T. Finally, the material M-074 is dedicated, e.g., for transformers in
switch-mode, power supplies operate at frequencies up to 100 kHz [30].

Figure 2 shows the constructed transformers containing the mentioned cores. On each
of them, 10 turns of enameled copper wire with a diameter of 0.9 mm were wound on the
primary side. In turn, the split secondary winding contained 2 × 15 turns of enameled
copper wire with a diameter of 0.8 mm. The most important material parameters of the
cores used are listed in Table 1.

 

Figure 2. Toroidal transformers with the cores made of (a) SM-100, (b) RTN, (c) RTP.

Table 1. Selected material parameters of the used ferromagnetic cores.

Parameters

Material Bsat [T] TC [◦C] μi PV [kW/m3] AL [nH]

SM-100 0.41 120 10,000 No data 10,200

RTN 1.2 600 80,000 37 @ Bm = 0.3 T,
f = 25 kHz 30,000–102,000

RTP 1.38 250 75 6500 @ Bm = 0.3 T,
f = 25 kHz 70

Table 1 shows that the RTP core has the highest value of the saturation of magnetic
flux density, but the initial magnetic permeability μi of this core is up to 250 times lower
than for the RTN core and 130 times lower than for the SM-100 core. In turn, the RTN core
has the highest value of Curie temperature TC. The parameter of losses PV is not listed
for the ferrite core, and for the RTN core, it is nominally 25% higher, even 175 time lower
than for the RTP core. However, considering the influence of frequency on losses, it can be
seen that under the same operating conditions, the losses in the RTN core are much lower
than in the RTP core. It is worth noting that the parameter AL, which is proportional to
the inductance of the windings is the highest for the RTN core and the lowest (even over
a thousand times) for the RTP core.

Such significant differences in the values of the cores parameters lead to the assump-
tion that significant differences will also appear in the characteristics of the transformers
containing these cores. Differences in the characteristics of the converters containing these
transformers are also expected.

4. Results of Measurements

To assess the influence of the transformer core material on the characteristics of the
full-bridge converter, a number of measurements of the characteristics of the mentioned
converter were carried out. The figures in this section show only the measurement results
obtained at the steady state. They illustrate the influence of the input voltage Vin, load
resistance R0, and the transformer core material on the measured values of the output
voltage Vout and the energy efficiency η of the investigated converter.
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Figure 3 shows the dependences Vout (Vin) and η (Vin) measured at frequency
f = 25 kHz, the duty cycle d = 0.48, and load resistance R0 = 1 kΩ.

 

Figure 3. Measured dependences of the output voltage (a) and energy efficiency (b) of the tested
DC-DC converter on its input voltage at R0 = 1 kΩ.

As can be seen, for resistance R0 = 1 kΩ, the character of the dependence Vout (Vin) is
identical for all the considered transformers. This is approximately a linear relationship,
but the slope of this characteristic changes as the transformer core changes. The highest
values of the output voltage Vout were obtained for the converter with a transformer with
the RTN core, and the lowest for the converter with a transformer with the RTP core. The
differences between the obtained values of the output voltage Vout reach up to 20%. It is
also worth noting that the output voltage only increases after the input voltage exceeds the
value of a few volts.

In turn, in Figure 3b, it can be seen that the dependence η (Vin) is a monotonically
increasing function for the converter with the a transformer with RTP and RTN cores,
whereas for the SM-100 core, this dependence has a maximum at Vin = 30 V. It is worth
noting that that the obtained energy efficiency values are low and reach a maximum of 32%
for a transformer with the RTP core, 46%-with the RTN core, and 54%-with the SM-100
core. For higher values of the input voltage Vin, the highest energy efficiency is ensured
by the use of a transformer with the RTN core, and in the range of the low input voltage
values Vin a transformer with the SM-100 core.

Figure 4 shows the dependences Vout (Vin) and η (Vin) measured at frequency
f = 25 kHz, the duty cycle d = 0.48, and load resistance R0 = 33 Ω.

 

Figure 4. Measured dependences of the output voltage (a) and energy efficiency (b) of the tested
DC-DC converter on its input voltage at R0 = 33 Ω.
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As can be seen, at R0 = 33 Ω only for the transformer with the RTP core, the monotoni-
cally increasing dependence of Vout (Vin) was obtained. In the other cases, the considered
dependence has a maximum at voltage Vin equal to about 26 V. The observed character of
the considered dependence results from the differences in the course of the magnetization
curve for selected cores, which also cause the dependence of the winding inductance on
the current of these windings.

In turn, Figure 4b shows that for all the considered transformers, the dependences η
(Vin) have a maximum. The highest value of about 70% of the maximum is achieved for the
transformer with the SM-100 core. For the remaining transformers, this maximum achieves
53%. The occurrence of this maximum is related to the limitation of the maximum value of
the power that can be transferred by each of the considered transformers.

Figure 5 shows the dependences Vout (Vin) and η (Vin) measured at frequency
f = 25 kHz, the duty cycle d = 0.48, and load resistance R0 = 15 Ω.

Figure 5. Measured dependences of the output voltage (a) and energy efficiency (b) of the tested
DC-DC converter on its input voltage at R0 = 15 Ω.

As can be seen in Figure 5a, at a low value of resistance R0, Vout (Vin) characteristics
obtained for each of the considered transformers have a maximum, but it is most visible for
the transformer with the SM-100 core. For the input voltage Vin < 25 V, the influence of the
core material on the output voltage Vout is small, and the obtained values of this voltage do
not differ from each other by more than 3 V. In turn, for the highest of the considered input
voltage values Vin = 50 V, the highest value of the output voltage Vout was obtained for the
transformer with the RTN core. It is seven times higher than for the transformer with the
SM-100 core.

Similarly, Figure 5b clearly shows the maxima of the dependences η (Vin) for each
of the considered transformers. They occur at voltage Vin in the range from 25 to 30 V.
The value of this maximum is the highest for the transformer with the SM-100 core and it
exceeds 70%. For higher values of Vin voltage, the highest energy efficiency is obtained
using the transformer with the RTN core, and the lowest with the SM-100 core.

Figure 6 shows the dependences Vout (Vin) and η (Vin) measured at frequency
f = 25 kHz, the duty cycle d = 0.48, and load resistance R0 = 470 Ω.

It is visible in Figure 6a that for resistance R0 = 470 Ω, the dependence Vout (Vin) is
approximately a linear relationship for all the considered cores. The highest values of the
output voltage Vout were obtained for the converter with transformers containing the RTN
and SM-100 cores, whereas the lowest were obtained for the converter with the transformer
with the RTP core. The differences between the obtained values of the output voltage Vout
reach up to 20%.
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Figure 6. Measured dependences of the output voltage (a) and energy efficiency (b) of the tested
DC-DC converter on its input voltage at R0 = 470 Ω and d = 0.48.

In Figure 6b, one can observe that the dependence η (Vin) is a monotonically increasing
function for a converter with the transformer with RTP and RTN cores, whereas for the
SM-100 core, this dependence has a maximum at Vin = 35 V. The obtained energy efficiency
values do not exceed 42% for the transformer with the RTP core, 50% with the RTN core
and 62% with the SM-100 core. For the input voltage Vin higher than 40 V, the highest
energy efficiency is ensured by the use of the transformer with the RTN core, whereas for
lower values of this voltage, it is the transformer with the SM-100 core.

Comparing the results presented in Figures 3–6, one can observe that both the fer-
romagnetic material used and load resistance visibly influence the characteristics Vout
(Vin) and η (Vin) of the considered DC-DC converter. For higher values of load resistance,
the dependences Vout (Vin) are nearly linear, but for lower values they are nonlinear and
possess the maxima. The considered characteristics obtained for the RTP core are mono-
tonically increasing functions in the widest range in R0 values. It worth observing that for
each considered value of R0 the dependences, Vout (Vin) are linear for all the considered
ferromagnetic materials and they lie very close to one another for low values of Vin voltage.
This range of Vin voltage is smaller and smaller when the value of R0 decreases. In turn, in
the characteristics η (Vin), for all the ferromagnetic materials, a maximum can be observed
which moves left when the value of R0 decreases. In a wider range of change in Vin and R0
values, a high value of energy efficiency can be obtained using the RTN core.

In addition, besides the load resistance, the characteristics of the considered converter
also depend on the parameters of the control signal.

Figure 7 shows the dependences Vout (Vin) and η (Vin) measured at frequency
f = 25 kHz, the value of the duty cycle d = 0.25, and load resistance R0 = 470 Ω.

η
η

Figure 7. Measured dependences of the output voltage (a) and energy efficiency (b) of the tested
DC-DC converter on its input voltage at R0 = 470 Ω and d = 0.25.
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As can be seen in Figure 7a, for the considered operation and conditions of the full-
bridge converter, the transformer core material does not significantly influence the course
of Vout (Vin) characteristics. These dependences monotonically increase, and the maximum
divergence between the output voltage values Vout obtained with the use of different
transformer cores do not exceed 14%.

In turn, in Figure 7b, it can be seen that the dependences η (Vin) obtained for the
transformers with the RTP and RTN cores are monotonically increasing functions, which
do not practically differ from each other and reach a maximum value of less than 40%. For
the SM-100 core, a maximum more than 60% can be seen at voltage Vin = 36 V.

Figure 8 shows the dependences Vout (Vin) and η (Vin) measured at frequency
f = 50 kHz, the duty cycle d = 0.48, and load resistance R0 = 470 Ω.

η
η

Figure 8. Measured dependences of the output voltage (a) and energy efficiency (b) of the tested
DC-DC converter on its input voltage at f = 50 kHz and R0 = 470 Ω.

As can be seen in Figure 8a, with an increased frequency of the control signal, the
monotonically increasing characteristics Vout (Vin) are obtained. The highest values of
voltage Vout were obtained for the transformer with the RTN core.

Figure 8b shows different values of the converter energy efficiency for the value
obtained for the transformers with different cores. For the transformers with the RTN and
RTP cores, the dependences η (Vin) are monotonically increasing functions, and for the
transformer with the SM-100 core, the maximum occurs at Vin = 35 V. For the highest input
voltage values Vin, the highest energy efficiency values were obtained for the transformer
with the RTN core. The energy efficiency values obtained at f = 50 kHz are higher than the
values obtained at f = 25 kHz.

Comparing the results presented in Figures 6–8, one can observe that the double
change in switching frequency or the duty cycle very slightly influences characteristics
Vout (Vin), but a change in the characteristics η (Vin) is visible. For the cores RTN and RTP,
a decrease in the duty cycle causes a decrease in energy efficiency, whereas an increase in
the frequency value causes a small increase in energy efficiency. For the core SM-100, the
changes in the value of energy efficiency are very small.

The presented measurement results prove that the choice of the materials, from which
the transformer core is made, significantly influences both the output voltage and the
energy efficiency of the full-bridge converter. These differences are particularly noticeable
at low values of load resistance R0. Apart from the quantitative differences, one can also
see qualitative differences in the shape of the obtained dependences Vout (Vin) and η (Vin).

5. Simulation Results

The measurement results shown in the previous section prove that the selection of
the transformer core material can significantly affect the characteristics of the full-bridge
converter. The strong influence of the input voltage and load resistance on the output
voltage and energy efficiency of the considered converter is also visible. In order to
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investigate the influence of individual circuit parameters and the parameters of individual
components on the properties of the tested DC-DC converter, it is convenient to use
computer simulations [32].

This section presents the results of simulation tests of the considered converter made
with the use of the SPICE program. In the computer simulations, the scheme of the tested
circuit shown in Figure 1 and the models of the power MOS transistor and diodes built-in in
the SPICE program were used [33]. The parameter values of these models were taken from
the websites of the manufacturers of these components [34]. The passive elements were
described with the use of linear models with the values given in the description of Figure 1.
Each transistor is controlled from a voltage source generating a sequence of rectangular
pulses with given values of frequency and the duty cycle.

The results presented in this section were determined for the converter with the trans-
former containing the powdered iron RTP core. First, calculations were performed for the
classical transformer model in the form of linear coupled coils. The following values of the
inductance of these coils were used in the calculations: L1 = 70 μH, L2 = L3 = 157.5 μH and
the coupling factor equal to 0.99. The calculated (lines) and measured (points) character-
istics of Vout (Vin) and η (Vin) of the considered converter for the presented transformer
model are shown in Figure 9.

Ω

Ω

Ω

Ω

η

Ω

Ω

Ω

Ω

Figure 9. Measured and computed simulated with the model of an ideal transformer dependences of
the output voltage (a) and energy efficiency (b) of the tested DC-DC converter on its input voltage
at f = 25 kHz.

Figure 9a shows that when using the ideal transformer model, the calculation results
significantly different from the measurement results are obtained. The calculated Vout
(Vin) characteristics are linear functions, whose slope slightly decreases as the load resis-
tance value decreases. Particularly big differences between the results of calculations and
measurements occur at low values of voltage Vin and at a low value of resistance R0.

In Figure 9b, it can be seen that the use of an ideal transformer model in the calcula-
tions causes significant errors in the calculations of the energy efficiency of the considered
converter. In particular, for the lowest of the considered load resistance values, the calcu-
lated energy efficiency values are up to three times higher than the measurement results.
Apart from the quantitative differences, there are also qualitative differences between the
calculated and measured dependences η (Vin). In particular, it is worth noting that the
calculations obtain the efficiency exceeding 90% over a wide range of Vin voltage variations,
whereas the maximum measured value of this efficiency slightly exceeds 50%.

The results of calculations and measurements presented in Figure 9 clearly show that
the application of the ideal transformer model in computer analyses of the full-bridge
converter does not allow for obtaining reliable results. Therefore, the authors proposed
a modification of the transformer model by taking into account undesirable phenomena,
which are the source of power losses in this element [15,17]. The equivalent diagram of the
modified transformer model is shown in Figure 10.
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Figure 10. Network representation of the modified model of the transformer.

This model takes into account the dependence of the inductance of individual trans-
former windings (L1, L2 and L3) on the average value of the current of these windings.
These inductances are an increasing function of the load resistance of the converter. The
values of these inductances at the load resistance tending to infinity are calculated on the
basis of the value of parameter AL of the used core and the number of turns in each winding.
Furthermore, the value of the coupling coefficient between each pair of the windings was
made depending on the input voltage and the load resistance of the DC-DC converter.
RC resistor represents the core loss. The value of this resistance depends on the load
resistance of the tested converter. The value of this resistor strongly decreases when the
load resistance of the converter decreases and it decreases in the range from 1 kΩ to about
10 Ω. If the simulations are performed at variable load resistances, this resistor should be
replaced by the controlled current source of the output current depending on the converter
output current. Resistor Rp represents the resistance of the primary winding and inductor
LP represents the dissipated inductance of this winding. The controlled current source
GP represents the no-load current of the transformer. The source current is a decreasing
function of the input voltage and the load current. Of course, the values of the parameters
occurring in the described model are different for each ferromagnetic core.

Using the presented transformer model, the dependences of the output voltage of
the tested DC-DC converter and its energy efficiency were calculated on the input voltage
at selected values of load resistance. The obtained calculation results (solid lines) were
compared with the measurement results (points) in Figure 11.
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Figure 11. Measured and computed simulated with the proposed model of the transformer depen-
dences of the output voltage (a) and energy efficiency (b) of the tested DC-DC converter on its input
voltage at f = 25 kHz.

As can be seen, the use of the modified transformer model made it possible to signifi-
cantly improve the accuracy of the calculations compared with the results obtained using
the ideal transformer model shown in Figure 9.

In Figure 11a, it can be seen that depending on the value of resistance R0, different
shapes of the characteristic Vout (Vin) are obtained. In the range of low voltage Vin, the no-
load current has a significant impact on the considered characteristics. In turn, in the range
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of high voltage Vin and low load resistances, a decrease in the value of the output voltage
occurs due to the limitation of the power value that can be transmitted by the transformer.
Modeling this phenomenon is possible using the dependence of the coupling coefficient
between the windings on the input voltage and resistance R0. Taking into account the
non-ideality of the transformer also allowed for the correct description of the shape of the
η (Vin) characteristics. It was shown that the highest value of the maximum efficiency was
obtained with load resistance R0 = 33 Ω.

Figure 12 illustrates the measured and simulated characteristics of the considered
DC-DC converters operating at f = 25 kHz, d = 0.48, R0 = 220 Ω, and different cores of
the transformer.

η

Figure 12. Measured and simulated with the proposed model of the transformer dependences of the
output voltage (a) and energy efficiency (b) of the tested DC-DC converter on its input voltage at
f = 25 kHz and R0 = 220 Ω.

As is visible, a good agreement between the results of measurements and simulations
is obtained for all cores. In the considered, operating conditions and the characteristics
Vout (Vin) are monotonically increasing functions. Due to the biggest power losses in the
RTP core, the values of the output voltage obtained for the converter with the transformer
with this core are the lowest. In turn, the dependences η (Vin) have the maxima. The largest
of them is obtained for the SM-100 core. At the selected value of load resistance, the high
value of the output voltage and a high value of energy efficiency in a wide range of the
input voltage can be obtained for the transformer with the RTN core.

6. Conclusions

The paper considers the problem of the influence of the ferromagnetic material used
in the transformer contained in the full-bridge DC-DC converter on the characteristics
of this converter. The measurements illustrating the influence of the input voltage and
load resistance of the considered converter on its output voltage and energy efficiency
were performed. The investigations were carried out for three different transformers
with the same winding structure and different cores made of powdered iron, ferrite, and
nanocrystalline material. It was proven that non-idealities of the transformer core can
strongly influence the characteristics of full-bridge DC-DC converters. Additionally, in
contrast to the classical models, the model of a transformer described in this article makes
it possible to properly calculate the characteristics of the considered DC-DC converter.

The performed measurements showed that the material used for the transformer core
significantly influences the obtained values of the output voltage and the energy efficiency
of the bridge converter. There are also visible differences in the shape of the Vout (Vin)
and η (Vin) characteristics. In a wide range of changes of load resistance and the output
voltage, the most advantageous properties were shown by the converter containing the
transformer with the nanocrystalline core. On the other hand, in the narrow range of the
input voltage changes, the highest efficiency was achieved for the transformer with the
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ferrite core. Particularly visible differences between the output voltage values obtained for
the converters containing different transformer cores occur at the low load resistance values.
These differences are even sevenfold. Similarly, there are clear differences between the
energy efficiency values of the considered converter, which can be even five times higher.

The computer simulations carried out with the use of the ideal transformer model
and models embedded in the SPICE program of the other components showed that such
simplified, but often used, calculations give significantly different results than the measure-
ment results. The observed differences are not only quantitative, but also qualitative. The
modified transformer model proposed by the authors made it possible to obtain a good
agreement between the calculated and measured Vout (Vin) and η (Vin) characteristics. To
achieve this compliance, it was necessary to take into account such non-idealities of the
transformer as the dependence of the winding coupling coefficient on the input voltage and
load resistance, taking into account at the same time the no-load current and resistances
modeling the losses in the core and the primary winding.

The results of the investigations presented in this paper may be useful for designers
of switch-mode power converter systems. In further work, the authors will develop
a universal transformer model dedicated to the analysis of the considered class of converters
which will take into account the properties of the magnetic materials used.
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Abstract: In Greece, a new bi-polar high voltage direct current (HVDC) transmission system with a
ground return was designed with nominal characteristics of ±500 kV, 1 GW, between Attica in the
continental country and the island of Crete, which is an autonomous power system based on thermal
diesel units. The interconnection line has a total length of about 380 km. The undersea section is
330 km long. In this paper, the use of the Aegean Sea as an active part of the ground return, based on
shoreline pond electrodes, was proposed to avoid EUR 200 M of expenses. According to the general
guidelines for HVDC electrode design by the International Council on Large Electric Systems (CIGRE)
working group B4.61/2017, the electric field and ground potential rise of shoreline electrodes should
be studied to analyze safety, electrical interference and corrosion impacts related to the operation
of the electrodes. Two kinds of studies are available; one is a simplified approach based on a
spherical/pointed electrode centered at the edge of the seashore and seabed, assuming it to be sloping
to the horizontal, and the other is a detailed simulated model using a suitable electric field software
package. The first approach usually gives more unfavorable results than the second one, especially in
the near electric field, while it can not take into account obstacles, i.e., dams, near to electrode position.
The second approach demands a detailed description of the wider installation area, which cannot be
available during the preliminary study, significant computational time and considerable financial
resources for the purchase of a reliable specialized software package. In this research, a two-step
modification of the CIGRE simplified model was proposed. The first modification deals with the
obstacles in the near electric field, and the second modification deals with the use of a linear current
source (instead of a point one), which can give more accurate results. Additionally, the electric field for
complex electrode formation is calculated by applying the superposition method, which can be easily
achieved using a common software package, i.e., MATLAB. The proposed simplified approaches
were applied on shoreline pond electrode locations for the Attica–Crete HVDC interconnection line
(between Stachtoroi island in Attica and Korakia beach in Crete), allowing the preliminary study to
be conducted swiftly, giving satisfactory results about electric field gradient, ground potential rise
and resistance to remote earth of electrodes stations for the near and far electric field.

Keywords: analytical models; electric field; HVDC transmission system; shoreline pond electrode
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1. Introduction

The history of high voltage direct current interconnections (HVDC) begins in New
York with Th. Edison at about 1880 [1]. This was followed by individual HVDC interconnec-
tions [2–4]. Currently, their use is widespread in offshore wind parks [5–9]. Many technical
guidelines have been written about HVDC interconnections, mainly by the International
Council on Large Electric Systems (CIGRE) [10–22]; the Institute of Electrical and Electron-
ics Engineers (IEEE) [23–30]; the International Electrotechnical Commission (IEC) [30–42];
Electrical Power Research Institute (EPRI) [43–46]; Energy Department—Oak Ridge Na-
tional Laboratory, USA [47,48]; Det Norske Veritas (DNV) [49]; and the European Commis-
sion [50]. These technical guidelines solve issues such as the configuration of networks
and their general characteristics [10,19,25,34,38,43]; the design of individual components,
such as transformers [11,12,15,23,24,30,39–42], electrodes [17,34,45–47], switches [18], insu-
lators [26], cables [27,37] and reactors [29]; the environmental/acoustic/electromagnetic
effects [13,31,32,36,44,48]; the feasibility of the relevant interconnection projects [14]; the
configuration of special purpose networks, such as wind farms [16,49,50]; control and
protection techniques of the entire HVDC network [20,22,28]; and testing [29,33,37].

The Hellenic Independent Power Transmission Operator (IPTO) studied, in 2018–2019,
the bi-directional interconnection between the island of Crete and mainland Greece in the
region of Attica, where there is a 400 kV AC high voltage network, in order to reduce the
operation of petroleum thermal power plants and increase the penetration of renewable
energy sources in Crete. The required power of the interconnection is 1 GW with a length of
at least 380 km, of which the largest part (330 km) is underwater, as shown in Figure 1 [51].
Therefore, the interconnection took place with HVDC in order to reduce the required
reactive power due to the existence of cable capacities (where it is only required by the
inverters) and to achieve the stability of the electric power system. An HVDC bipolar
heteropolar configuration with a nominal power of 2 × 500 MW, at a nominal voltage of
±500 kV DC and voltage source converters, was selected. The return is made via land, as
EUR 200 M is saved. Considering that seawater is a much better conductor than the land
(at least 100 times lower resistivity), the ground return beyond the sea was proposed by
placing two electrode stations in the sea. Near Attica, the island of Stachtoroi was chosen,
where the nearest residential area is located at a distance of about 8 km, so that there is no
nuisance to the inhabitants (especially from electrochemical erosions). The distance from
the 400 kV High Voltage Substation where the inverters are installed is less than 20 km
(Figure 2). Near the island of Crete, the electrode station is constructed on the deserted
Korakia beach, which is accompanied by the respective converters in the area of Damasta
(Figure 3). In addition, the two specific sites meet various criteria, such as geophysical,
geological, hydrological, seismological, volcanic, exclusion zones, licenses, the possibility
of construction, etc. In addition, electrochemical corrosion should be eliminated in nearby
installations. Step and touch voltages should also be eliminated according to IEC 60749-
1:2007 [17] (pp. 59–70). From the six usual types of electrodes (land–shallow horizontal,
land vertical, land–deep well, sea, shore–beach, shore–pond) according to [17] (p. 19), the
shoreline pond electrode was selected for which the determination of the electric field and
the potential rise was calculated according to the guidelines of CIGRE B4.61 675:2017 [17].
Based on [17] (pp. 109–120), two methods can be applied during its preliminary design:

• Simplified analytical method: Electric current is injected at points, and it is considered
that space is divided into a soil hemisphere and the area of air [17] (pp. 118–119), thus
solving the problem with a simple application of electric field and potential equations;

• Computational method: Numerical methods are applied for solving electric field problems
in order to calculate ground potential rise, electrode resistance, etc. [17] (pp. 119–120).
The input data are the configuration, the electrical resistivity of the conductors in the
area, especially the resistivity of the ground, which is determined by geophysical meth-
ods, such as electrical resistivity tomography and magnetotelluric tomography [52,53],
which are extremely time-consuming and costly.
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Figure 1. Geographical map of the interconnection between Crete (electrode station in Korakia beach,
converter station in Damasta) and continental Greece power systems in Attica (electrode station in
Stachtoroi island, converter station in Koumoundourou) [51].

An analytical method similar to CIGRE B4.61 675:2017 [17] is described in IEC TS
62344:2013 [34] (pp. 30–32), with the difference that the air occupies a hemisphere, the wa-
ter forms a “wedge” of a specific angle, and the rest is homogeneous soil. It is based
on Rusck methodology [54], which determined the electrode resistance, electric field
strength and current density in the inland ground and seawater, which was repeated
in [55] (pp. 465–476), [56–58]. In addition, there is the Uhlmann method [57,59] (pp. 267–272),
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which discusses the issue of sea electrodes at a distance from the shore, but considering
the ground and the seabed completely insulated. The detailed solution of the field of
a shoreline pond anode electrode is mentioned in technical reports about Italy–Greece
Interconnection, such as [60].

Figure 2. Location of the electrode station for an HVDC transmission system in the region of Attica–
Stachtoroi (with italics are the nearby residential areas under study).
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Figure 3. Location of the electrode station for an HVDC transmission system in the region of Crete.

EPRI proposes the use of numerical algorithms using resistivity data from geophysical
methods [45], which are more widely used in grounding electrodes [61] but also in sea
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electrodes [58,62,63]. In [62], both near and far electric fields were analyzed, using the
numerical methods of hemispheroidal, finite volume element and inclined layer, and finally
proposes the use of the first two methods [64,65] that have finite limits on the volume of wa-
ter for the calculation of the scalar potential and ground potential. In [63,66], the use of the
finite element method for near-field analysis was suggested. Alternatively, semi-analytical
methods can be used, such as the complex images method with a “generalized pencil
of functions” interpolator, achieving numerical convergence and solution stability with
satisfactory results in the HVDC electrode study [67], which was confirmed with the help
of finite elements in grounding systems [68]. Numerical methods can also be used to draw
useful conclusions about the problems that stray currents of marine electrodes can cause
in tubes [69] and railways [70] using the CDEGS (current distribution, electromagnetic
fields, grounding and solid structure) software package. A comparative cost study between
metallic and earth return on HVDC transmission line was carried out using the COMSOL
(cross-platform finite element analysis, solver and multiphysics simulation software) pro-
gramming package [71]. In the most recent technical reports, simulations were proposed.
The far-field behavior of the HVDC interconnection electrodes of the Lower Churchill
Project in three areas (Gull Island, Soldiers Pond, New Brunwick) using three-dimensional
finite elements over an area of 1,000 km × 1,200 km and at a depth of 5 km, taking into
investigation appropriate geographical/geophysical data, is determined [72]. By using
computational tools of mathematical analysis and having implemented geophysical stud-
ies, the possible locations in the respective areas of Gull Island and Soldiers Pond were
examined in order to determine the GPR in areas of interest and the effects in the respective
areas [73], while the near field is studied in [74]. In [75], the field behavior of the electrodes
in the Fagelsundet–Forsmark area for the Fenno-Scan HVDC link was studied, taking
the resistivity of the area up to a depth of 41 km as input data, which were obtained by
methods such as geophysical–petrophysical–electric measurements in drillings, transient
electromagnetic soundings, electric soundings, electric potential measurements in the sea.
These data were utilized by DCIPF3D software from UBC-GIF based on finite differences.
However, the comparison of the experimental data shows a significant deviation near the
Forsmark power plant and near the HVAC substation at a distance of fewer than 25 km.
Therefore, the estimated field behavior, either with analytical models or with computational
models, deviates from the experimental measurements [60,75].

The guidelines from the Oak Ridge National Laboratory [47] (pp. 39–40) are descrip-
tive, while in other regulations, they are practically non-existent [49,50]. In many scientific
papers, there are general instructions for the selection of electric field solution methods [76].

In this paper, the preliminary design of the shoreline pond electrode station loca-
tions for the Attica–Crete HVDC interconnection line (between Stachtoroi island in Attica
and Korakia beach in Crete) is studied using analytical models. The study of the elec-
tric field through a suitable electric field software package was not possible because it is
time-consuming and costly. The proposed method was based on the general guidelines
for HVDC electrode design analyzed by the CIGRE working group B4.61/2017 [17] us-
ing a simplified approach based on a spherical/pointed electrode centered at the edge of
the seashore and seabed, assuming it to be sloping to the horizontal so that the electric
field and ground potential rise of shoreline electrodes can be identified in order to ana-
lyze safety issues, electrical interference and corrosion impacts related to the operation
of the electrode. The theoretical background of the electric field strength distribution
was proven, generalizing the mathematical solutions proposed by both CIGRE B4.61 675:
2017 [17] (pp. 118–119) and by the IEC TS 62344:2013 [34] (pp. 30–32). Two modifications
were proposed in this paper. The first modification deals with the obstacles in the near
electric field, such as the existence of a dam. The second modification is relevant to the
use not of a point current source but of a linear one, which can give more valuable results,
especially in areas where the sea is shallow and has a relatively constant depth. In addi-
tion, when an electrode system is formed, the electric field strength can be calculated by
applying the superposition method using a common software package, i.e., MATLAB. The
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proposed methods were applied to shoreline pond electrode locations for the Attica–Crete
HVDC interconnection line allowing the preliminary study to be conducted swiftly, giving
satisfactory results about electric field gradient, ground potential rise and resistance to
remote earth of electrode stations for the near and far electric field.

2. Theoretical Background

2.1. Method “A”—Combination of Electric Field Distribution Methods by CIGRE B4.61 675:2017
and IEC TS 62344:2013

According to CIGRE B4.61 675:2017 [17] (pp. 118–119 and Figure 5.35), an electrode
on the shore (or an electrode near the shore) is considered, which is placed in the center
of the shore (or at the bottom of the sea in the shallows), while the seabed is assumed to
be inclined to the horizon by an angle a. A sphere with radius r is considered around the
electrode. The ground forms a hemisphere, the seawater is part of a sphere with the angle
of a, and the rest part of the sphere is air (Figure 4a). According to IEC TS 62344:2013 [34]
(pp. 30–32 and Figure 5), the assumption is the same, the only difference being that the soil
and the seawater form a hemisphere (Figure 4b). In summary, the area around the electrode
forms a sphere, which is divided into three parts: the homogeneous ground of electrical
resistivity ρs with angle θs, the seawater of electrical resistivity ρw with angle θw, and the
air (Figure 4c).

In spherical coordinates, the areas of the corresponding parts of the sphere of radius r
for the ground of azimuth angle θs and for the sea of azimuth angle θw are, respectively:

SS =
∫ π/2

−π/2

(
r × cosϕ × dϕ ×

∫ θs

0
r × dθ

)
= 2 × θs × r2 (1)

Sw =
∫ π/2

−π/2

(
r × cosϕ × dϕ ×

∫ θw

0
r × dθ

)
= 2 × θw × r2. (2)

The total current intensity Itot passes through the ground and water, assuming that
the air is an insulator of very high electrical resistivity. Due to uniform resistivity, the
total current intensity passes through the ground and seawater sections radially and
symmetrically. Considering the current intensity of the ground Is and the current density
of the ground Js, the current intensity of the seawater Iw and the current density of the
seawater Jw, the total current is equal to:

Itot = Is + Iw =
∫

Ss

→
J s ×

→
n × dS +

∫
Sw

→
J w ×→

n × dS = Js × Ss + Jw × Sw (3)

Because the radial component of the electric field strength on the dividing surface
is continuous, the radial electric field strength of the sea Erw and the radial electric field
strength of the ground Ers are equal. Due to symmetry, there are no azimuth and polar
components. In combination with Ohm’s law, the electric field strength is given by:

Ers = Erw = ρs × Js = ρw × Jw ⇒ Js =
ρw

ρs
× Jw (4)

Combining Equations (1)–(4), the current densities and electric field intensities are
determined as follows:

Itot =
ρw
ρs

× Jw × 2 × θs × r2 + Jw × 2 × θw × r2 = Jw × 2 × r2 ×
(

θw + ρw
ρs

× θs

)
⇒ Jw = Itot

2×r2×
(

θw+
ρw
ρs ×θs

) (5)

Js =
ρw

ρs
× Itot

2 × r2 ×
(

θw + ρw
ρs

× θs

) =
Itot

2 × r2 ×
(

ρs
ρw

× θw + θs

) (6)

Ers = Erw = ρw × Itot

2 × r2 ×
(

θw + ρw
ρs

× θs

) =
Itot

2 × r2 ×
(

θw
ρw

+ θs
ρs

) (7)
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Figure 4. Simplified model for electrode placement on shore or in near-shore sea based on
(a) Figure 5.35 by CIGRE B4.61 675:2017 [17], (b) Figure 5 by IEC TS 62344:2013 [34], (c) the
proposed generalization.

Considering that the potential is zero at infinite distance, the absolute potential is
determined as follows:

V(r) =
∫ ∞

r

→
E ×

→
d� =

∫ ∞
r E × d� =

∫ ∞
r

Itot

2×�2×
(

θw
ρw + θs

ρs

) × d� ⇒ V(r) = Itot

2×
(

θw
ρw + θs

ρs

) × (
− 1

�

)∣∣∣∞
r
= Itot

2×r×
(

θw
ρw + θs

ρs

) (8)

Dividing the potential difference between the surface of the electrode of radius rel and
remote earth (infinite distance) for a per unit current intensity, the resistance of remote
earth is given by:

Rel =
V(rel)

Itot
=

1

2 × rel ×
(

θw
ρw

+ θs
ρs

) (9)

The above approach is quite simplified and includes the following assumptions as
mentioned in ([17], p. 119):

• Infinite shore level: Electrodes are usually placed in protected areas, such as a cave or a
shore, and full exposure to the beach is not available. Moreover, the straight part of
the coast is limited;

• Inclination: The actual inclination differs radially and axially;
• Uniform electrical resistivities of seawater and soil: Due to the variation in the electrical

resistivities, the isodynamic surfaces are not circular;
• “Wedge” shape of the ground and “wedge” shape of the water: The soil does not take the

form of a wedge. Moreover, water does not form a uniform wedge, and its shape
differs in different directions. However, it is a better approach than those of CIGRE
B4.61 675:2017 and IEC TS 62344:2013.

Additionally, the above theoretical analysis shows the following:
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• Confirmation of CIGRE and mathematical errata: Equations (5.5–8) through (5.5–10),
(5.5–12), (5.5–13) in [17], on current densities, voltage and remote ground resistance
present typographical errors and, in some cases, inconsistencies regarding measure-
ment units (e.g., the voltage in V/m and resistance in Ω/m). From Equations (5)–(9),
the correct quantities result, setting π rad (where θs) and α rad (where θw);

• Confirmation of IEC: Equation (13) in [34] results from Equation (8), in the present paper,
by setting π-α rad (where θs) and α rad (where θw), whereby all other equations in [34]
are directly confirmed;

• Eliminating the hemisphere of soil: The soil does not form a hemisphere or a wedge with
the horizontal plane. The ground angle is no longer π rad according to CIGRE B4.61
675:2017 or (π-α) rad according to IEC TS 62344:2013. In addition, as suggested in
CIGRE B4.61 675:2017 [17] (pp. 118–119), the shape of the water wedge along the
coast is flat. Only a part (less than 180◦) of the hemispherical part forms the wedge
and, in some cases, is limited to a few degrees if the electrode is placed on a narrow
beach. The analysis can be improved by taking different inclinations of the seabed and
multiplying by a correction factor if the exposed side of the sea is limited to an angle
ϕ (rad), so the multiplier by π/ϕ should be applied to the calculated distance of the
remote earth;

• Results in favor of safety: By modifying the assumptions or always considering the
worst-case scenario, the corresponding assessment can be made on the safe side,
e.g., considering the average inclination as the distance of interest and not the initial
inclination from the shore, which is usually relatively large or setting the ground resis-
tivity infinite, as was performed with other analytical models [57,59], (pp. 267–272).
In the last case, Equations (5)–(9) are simplified as follows:

Jw,ρs=∞ =
Itot

2 × r2 × θw
(10)

Js,ρs=∞ = 0 (11)

Ers,ρs=∞ = Erw,ρs=∞ =
Itot × ρw

2 × r2 × θw
(12)

V(r)ρs=∞ =
Itot × ρw

2 × r × θw
(13)

Rel,ρs=∞ =
ρw

2 × rel × θw
(14)

2.2. Method “B”—Combination of Electric Field Distribution Methods by CIGRE B4.61 675:2017
and IEC TS 62344:2013 with the Addition of a Dam

The simplified methodology of Section 2.1 is extended by considering a dam of uniform
electrical resistivity ρd constructed from stones or artificial blocks. Instead of the typical
dam, the simplifying structure of Figure 5 was considered, where an electrode on the shore
(or at the bottom of the sea in the shallows) is placed at the center of the respective coast,
while the seabed is assumed to be inclined to the horizon by an angle θw. The distance of
the electrode from the dam is r1, and the thickness of the dam is d, so the outer surface
of the dam has a radius of r2 = r1 + d. Seawater has the same electrical resistivity ρw on
both sides of the dam. The homogeneous ground of electrical resistivity ρs has an angle θs,
and the rest is air (Figure 5). The initial assumptions of Section 2.1 are applied, i.e., about
infinite shore level, the uniform inclination of the seabed, etc. The electromagnetic field
theory requires:

• Continuity of the vertical current density on the dividing surface:

Jn1 = Jn2 (15)
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Figure 5. Simplified generalized model for placement of an electrode on the shore or in near-shore
sea considering a point electrode, in spherical coordinates and using a dam–soil surface.

• Continuity of the tangential electric field strength on the dividing surface:

Et1 = Et2 ⇔ ρ1 × Jt1 = ρ2 × Jt2 (16)

Because the resistivity of dam material (ρd = ρ2 = 100 Ω·m) is larger than the resistivity
of seawater (ρw = ρ1 = 0.25 Ω·m), the ratio of the tangential current densities in a dam
against water is limited significantly (1:400). Considering that the direction of the current
density vector is primarily radial in spherical coordinates, the tangential/polar component
is ignored in water–dam interfaces. Therefore, the areas of the corresponding parts of the
sphere of radius r for the ground Ss with azimuth angle θw and for the sea Sw (or for the
dam Sd) with azimuth angle θs (in rad) are given by the Equations (1) and (2), respectively.

Assuming that the air is an insulator of a high resistivity value, the total current
intensity Itot passes through the ground and water (or the dam). Due to uniform resistivity,
the total current intensity passes through the ground and seawater mainly radially and
symmetrically. Considering the electric current intensity of the soil Is, the current density of
the soil Js, the current intensity of the seawater Iw and the current density of the seawater
Jw, the current intensity of the dam Id and the current density of the dam Jd, Equation (3) is
applied to the seawater–ground complex, while the total current intensity for the seawater–
dam is given by:

Itot = Is + Id =
∫

Ss

→
J s ×

→
n × dS +

∫
Sd

→
J d ×

→
n × dS = Js × Ss + Jd × Sd (17)

Equation (15) becomes:

Id = Iw = Jd × Sd = Jw × Sw ⇒ Jd = Jw : r = r1 and r = r2 (18)
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Considering the continuity of the radial electric field strength on the water–soil inter-
face, the radial electric field strength of the sea Erw and the radial electric field strength of
the soil Ers are equal and practically the only components. It follows that:

Ers = Erw = ρs × Js = ρw × Jw ⇒ Js =
ρw

ρs
× Jw : r < r1 or r > r2 (19)

Considering the continuity of the radial electric field strength on the dam–soil interface,
the radial electric field strength of the dam Erd and the radial electric field strength of the
soil Ers are equal and practically the only components. It follows that:

Ers = Erd = ρs × Js = ρd × Jd ⇒ Js =
ρd
ρs

× Jd : r1 < r < r2 (20)

By combining Equations (1)–(3), (17), (19) and (20), the current densities and electric
field strengths are determined as follows:

Jw =
Itot

2 × r2 ×
(

θw + ρw
ρs

× θs

) : r < r1 or r > r2 (21)

Js =
Itot

2 × r2 ×
(

ρs
ρw

× θw + θs

) : r < r1 or r > r2 (22)

Ers = Erw =
Itot

2 × r2 ×
(

θw
ρw

+ θs
ρs

) : r < r1 or r > r2 (23)

Jd =
Itot

2 × r2 ×
(

θw + ρd
ρs

× θs

) : r1 < r < r2 (24)

Js =
Itot

2 × r2 ×
(

ρs
ρd

× θw + θs

) : r1 < r < r2 (25)

Ers = Erd =
Itot

2 × r2 ×
(

θw
ρd

+ θs
ρs

) : r1 < r < r2 (26)

It was noted that Equation (18) does not apply because, in this case, the results of
Equations (21) and (24) should be equal on the boundary surfaces r = r1 and r = r2, which,
however, is not the case due to the fact that non-radial currents on the respective surfaces
were ignored. Equations (21)–(23) are strictly valid for r < r1. Further on, another approach
is attempted, as was also the case with the initial assumptions in CIGRE B4.61 675:2017 [17]
(pp. 118–119), with regards to the sea–soil interface, which (being vertical to the plane of
Figure 4c) is not depicted.

The absolute value of potential considering zero potential at infinite distance is deter-
mined as follows:

V(r) =
∫ ∞

r

→
E ×

→
d� =

∫ r1

r
Ew × d�+

∫ r2

r1

Ed × d�+
∫ ∞

r2

Ew × d�

V(r) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

Itot

2×
(

θw
ρd

+ θs
ρs

) × ( 1
r1
− 1

r2

)
+ Itot

2×
(

θw
ρw + θs

ρs

) × ( 1
r2
− 1

r1
+ 1

r

)
: r < r1

Itot

2×
(

θw
ρd

+ θs
ρs

) × ( 1
r − 1

r2

)
+ Itot

2×
(

θw
ρw + θs

ρs

) × 1
r2

: r1 < r < r2

Itot

2×
(

θw
ρw + θs

ρs

) × 1
r : r > r2

(27)

197



Energies 2022, 15, 6493

The resistance of remote earth is calculated through Equation (27) for r = rel < r1:

Rel =
V(rel)

Itot
=

1

2 ×
(

θw
ρd

+ θs
ρs

) ×
(

1
r1

− 1
r2

)
+

1

2 ×
(

θw
ρw

+ θs
ρs

) ×
(

1
r2

− 1
r1

+
1

rel

)
(28)

2.3. Method “C”—Near Electric Field Distribution Method with a Linear Current Source

The two previous methods, which are based on CIGRE B4.61 675:2017 and IEC TS
62344:2013, with or without a dam, leading to very high electric field strengths near the
electrode because a point current source is considered. One way to overcome this problem
is to replace the point source with a linear current source. Particularly, instead of the typical
dam, the simplifying structure of Figure 6 is considered only for the effective height L in
cylindrical coordinates. On the “right” side of the section of Figure 6 the distance between
the electrode and the dam is r1, and the thickness of the dam is d, so the radius of the outer
surface of the dam is r2 = r1 + d. On the “left” side of the section of Figure 6 the distance
between the electrode and the soil is r3, providing that the corresponding depth is ensured.
The angle on the ground plan is θ. As mentioned, the electromagnetic field theory requires:

• Continuity of the vertical current density on the dividing surface according to Equation (15);
• Continuity of the tangential electric field strength on the dividing surface according to

Equation (16).

Due to the multiple values of electrical resistivity of dam material (ρd = ρ2 = 100 Ω·m)
in relation to the resistivity of seawater (ρw = ρ1 = 0.25 Ω·m), the ratio of the current densities
is significantly reduced (1:400). Considering that the direction of the electric current density
vector is mainly radial in the cylindrical coordinates, the tangential and vertical components
in the water–dam, water–soil interfaces at a constant radius are ignored. Therefore, the
areas of the respective parts of the cylinder of radius r for the horizontal soil Ss and the
water reservoir Sw_l, with corresponding plan angle θ (in rad), and for the sea Sw_r and the
dam Sd for plan angle (2 × π-θ) are, respectively:

SS = θ × r × L : r ≥ r3 (29)

Sw_l = θ × r × L : r < r3 f or le f t hand area (water − soil) (30)

Sw_r = (2 × π − θ)× r × L : r < r1 or r > r2 f or right hand area (water − dam) (31)

Sd = (2 × π − θ)× r × L : r1 ≤ r ≤ r2 (32)

The total current Itot passes through the soil and the seawater (or dam), assuming that
air is an insulator of very high resistivity.

Due to the uniform electrical resistivity, the total current passes through the soil
and seawater sections radially and symmetrically. If the current intensity and the soil
current density are Is and Js, respectively, of the seawater in the right section; Iw_r and Jw_r,
respectively, of the seawater in the left section; Iw_l and Jw_l, respectively, of the seawater in
the area (for r < min{r1, r3} or r2 < r < r3); Iw and Jw, respectively, of the dam; and Id and Jd,
respectively, based on the current densities, Kirchhoff’s law and the existence of practically
only one radial component, the total current is given by:

Itot = Is + Iw_r =
∫

Ss

→
J s ×

→
n × dS +

∫
Sw_r

→
J w_r ×

→
n × dS = Js × Ss + Jw_r × Sw_r : r > max{r2, r3}

or r3 < r < r1
(33)

Itot = Iw_r + Iw_l =
∫

Sw_r

→
J w_r ×

→
n × dS +

∫
Sw_l

→
J w_l ×

→
n × dS = Jw_r × Sw_r + Jw_l × Sw_l

= Jw × 2 × π × r × L : r < min{r1, r3} or r2 < r < r3
(34)

Itot = Id + Iw_l =
∫

Sd

→
J d ×

→
n × dS +

∫
Sw_l

→
J w_l ×

→
n × dS = Jd × Sd + Jw_l × Sw_l : r1 < r < min{r2, r3} (35)
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Itot = Id + Is =
∫

Sd

→
J d ×

→
n × dS +

∫
Ss

→
J s ×

→
n × dS = Jd × Sd + Js × Ss : max{r1, r3} < r < r2 (36)

Id = Iw_r ⇒ Jd = Jw_r : r = r1 or r = r2 (37)

Is = Iw_l ⇒ Js = Jw_l : r = r3 (38)

Figure 6. Simplified model for placement of an electrode on the shore or in near-shore sea considering
a linear electrode, in cylindrical coordinates and using a dam–soil surface.

Due to the continuity of the radial electric field strength on the water–soil interface,
the radial electric field strength of the right part of the sea Erw_r and the radial electric field
strength of the soil Ers are equal and practically the only components. Combined with
Ohm’s law, it follows that:

Ers = Erw_r ⇔ ρs × Js = ρw × Jw_r ⇒ Js =
ρw
ρs

× Jw_r : r > max{r2, r3} or r3 < r < r1 (39)

Due to the continuity of the radial electric field strength on the water–dam interface,
the radial electric field strength of the left part of the sea Erw_l and the radial electric field
strength of the dam Erd are equal and practically the only components. Combined with
Ohm’s law, it follows that:

Erd = Erw_l ⇔ ρd × Jd = ρw × Jw_ l ⇒ Jd =
ρw

ρd
× Jw_d : r1 < r < min{r2, r3} (40)

Due to the continuity of the radial electric field strength on the dam–soil interface
(Figure 6), the radial electric field strength of the dam Erd and the radial electric field
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strength of the soil Ers are equal and practically the only components. Combined with
Ohm’s law, it follows that:

Erd = Ers ⇔ ρd × Jd = ρs × Js ⇒ Js =
ρd
ρs

× Jd : max{r1, r3} < r < r2 (41)

By combining Equations (29)–(36) and (39)–(41), the current densities and electric field
strengths are determined as follows:

Itot =
ρw

ρs
× Jw_r × θ × r × L + Jw_r × (2 × π − θ)× r × L ⇒

Jw_r =
Itot

r × L ×
(
(2 × π − θ) +

ρw
ρs

× θ
) : r > max{r2, r3} or r3 < r < r1 (42)

⇒ Js =
Itot

r × L ×
(

ρs
ρw

× (2 × π − θ) + θ
) : r > max{r2, r3} or r3 < r < r1 (43)

⇒ Ers = Erw_r =
Itot

r × L ×
(

2×π−θ
ρw

+ θ
ρs

) : r > max{r2, r3} or r3 < r < r1 (44)

Itot = Jw × 2 × π × r × L ⇒ Jw =
Itot

2 × π × r × L
: r < min{r1, r3} or r2 < r < r3 (45)

⇒ Erw =
ρw × Itot

2 × π × r × L
: r < min{r1, r3} or r2 < r < r3 (46)

Itot = Jw_l × θ × r × L +
ρw

ρd
× Jw_l × (2 × π − θ)× r × L ⇒

Jw_l =
Itot

r × L ×
(

ρw
ρd

× (2 × π − θ) + θ
) : r1 < r < min{r2, r3} (47)

⇒ Jd =
Itot

r × L ×
(
(2 × π − θ) +

ρd
ρw

× θ
) : r1 < r < min{r2, r3} (48)

⇒ Erd = Erw_l =
Itot

r × L ×
(

2×π−θ
ρd

+ θ
ρw

) : r1 < r < min{r2, r3} (49)

Itot =
ρd
ρs

× Jd × θ × r × L + Jd × (2 × π − θ)× r × L ⇒

Jd =
Itot

r × L ×
(
(2 × π − θ) +

ρd
ρs

× θ
) : max{r1, r3} < r < r2 (50)

⇒ Js =
Itot

r × L ×
(

ρs
ρd

× (2 × π − θ) + θ
) : max{r1, r3} < r < r2 (51)

⇒ Erd = Ers =
Itot

r × L ×
(

2×π−θ
ρd

+ θ
ρs

) : max{r1, r3} < r < r2 (52)

Be it noted that Equations (37) and (38) do not apply because if that were the case, the
results of Equations (44), (46), (49) and (52) should be identical on the boundary surfaces
r = r1, r = r2 and r = r3, which is not observed, due to the fact that the non-radial currents
on the respective surfaces were ignored. Equations (45) and (46) apply for r < min{r1, r3}.
Additional approximations were made, as was also the case in the original assumption of
CIGRE B4.61 675:2017 [17] (pp. 118–119):
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• An infinite layer of seawater–dam–soil of active thickness L: The modeling layer practically
grows significantly, e.g., here, a thickness of the order of meters is assumed, while
depths at long distances reach tens of meters at Stachtoroi and hundreds of meters at
Korakia. This is a safe assumption to make, as it ignores a large part of the conductive
material making the model unsuitable for the far field unless one is referring to a water
surface of constant depth, e.g., an artificial lake;

• Uniform seawater and soil resistivities: The resistivities vary; therefore, the equipotential
surfaces are not circular. However, by using the most unfavorable values, the worst-
case scenario for this equivalent linear electrode can be estimated;

• Soil, dam and seawater cylindrical segment: The respective materials do not form cor-
respondingly uniform surfaces; their shape differs in different directions (especially
that of the dam). However, the angle θ is the best approach, despite the fact that more
interfaces are formed in radial directions, as shown in Figure 6.

For the calculation of the absolute potential, a zero potential at an infinite distance can-
not be considered because, in the case of infinite distance, the application of Equation (44)
to the outer side of the dam leads to a non-zero value. Therefore, in this study, the radius of
the infinity r∞ for the calculation of the absolute potential is taken as equal to half of the
distance between the two electrode stations.

In the case of Figure 6 with r1 < r2 < r3, Equation (52) does not apply, and the absolute
potential is calculated as follows:

V(r) =
∫ r∞

r

→
E ×

→
d� =

∫ r∞
r E × d� =

∫ r1

r
E × d�︸ ︷︷ ︸

Equation (46)

+
∫ r2

r1

E × d�︸ ︷︷ ︸
Equation (49)

+
∫ r3

r2

E × d�︸ ︷︷ ︸
Equation (46)

+
∫ r∞

r3

E × d�︸ ︷︷ ︸
Equation (44)

⇒

V(r) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎧⎪⎨
⎪⎩

Itot

L×
(

2×π−θ
ρd

+ θ
ρw

) × ln
(

r2
r1

)
+

ρw×Itot
2×π×L × ln

(
r3
r2
× r1

r

)
+ Itot

L×
(

2×π−θ
ρw + θ

ρs

) × ln
(

r∞
r3

)
⎫⎪⎬
⎪⎭ : r < r1

⎧⎪⎨
⎪⎩

Itot

L×
(

2×π−θ
ρd

+ θ
ρw

) × ln
( r2

r
)
+

ρw×Itot
2×π×L × ln

(
r3
r2

)
+ Itot

L×
(

2×π−θ
ρw + θ

ρs

) × ln
(

r∞
r3

)
⎫⎪⎬
⎪⎭ : r1 < r < r2

ρw×Itot
2×π×L × ln

( r3
r
)
+ Itot

L×
(

2×π−θ
ρw + θ

ρs

) × ln
(

r∞
r3

)
: r2 < r < r3

Itot

L×
(

2×π−θ
ρw + θ

ρs

) × ln
( r∞

r
)

: r > r3

(53)

Similarly, the resistance of the remote earth electrode is obtained by dividing the
potential difference between the surface of the electrode of radius rel and remote earth r∞
for unary current intensity. It is calculated from Equation (53) for r = rel < r1 as follows:

Rel =
V(rel)

Itot
=

1
L
×
⎛
⎝ ln

(
r2
r1

)
(

2×π−θ
ρd

+ θ
ρw

) +
ln
(

r3
r2
× r1

rel

)
2×π
ρw

+
ln
(

r∞
r3

)
(

2×π−θ
ρw

+ θ
ρs

)
⎞
⎠ (54)

In the case of r1 < r3 < r2, the absolute potential is calculated as follows:

V(r) =
∫ r∞

r

→
E ×

→
d� =

∫ r∞

r
E × d� =

∫ r1

r
E × d�︸ ︷︷ ︸

Equation (46)

+
∫ r3

r1

E × d�︸ ︷︷ ︸
Equation (49)

+
∫ r2

r3

E × d�︸ ︷︷ ︸
Equation (52)

+
∫ r∞

r2

E × d�︸ ︷︷ ︸
Equation (44)

⇒
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V(r) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎧⎪⎪⎨
⎪⎪⎩

ρw×Itot
2×π×L × ln

( r1
r
)
+ Itot

L×
(

2×π−θ
ρd

+ θ
ρw

) × ln
(

r3
r1

)
+

Itot

L×
(

2×π−θ
ρd

+ θ
ρs

) × ln
(

r2
r3

)
+ Itot

L×
(

2×π−θ
ρw + θ

ρs

) × ln
(

r∞
r2

)
⎫⎪⎪⎬
⎪⎪⎭ : r < r1

⎧⎪⎨
⎪⎩

Itot

L×
(

2×π−θ
ρd

+ θ
ρw

) × ln
( r3

r
)
+

Itot

L×
(

2×π−θ
ρd

+ θ
ρs

) × ln
(

r2
r3

)
+ Itot

L×
(

2×π−θ
ρw + θ

ρs

) × ln
(

r∞
r2

)
⎫⎪⎬
⎪⎭ : r1 < r < r3

Itot

L×
(

2×π−θ
ρd

+ θ
ρs

) × ln
( r2

r
)
+ Itot

L×
(

2×π−θ
ρw + θ

ρs

) × ln
(

r∞
r2

)
: r3 < r < r2

Itot

L×
(

2×π−θ
ρw + θ

ρs

) × ln
( r∞

r
)

: r > r2

(55)

Similarly, the resistance of the remote earth electrode is obtained from Equation (55)
for r = rel < r1 as follows:

Rel =
V(rel)

Itot
= 1

L ×
(

ln
(

r1
rel

)
2×π
ρw

+
ln
(

r3
r1

)
(

2×π−θ
ρd

+ θ
ρw

) + ln
(

r2
r3

)
(

2×π−θ
ρd

+ θ
ρs

) + ln
(

r∞
r2

)
(

2×π−θ
ρw + θ

ρs

)
)

(56)

In the case of r3 < r1 < r2, the absolute potential is calculated as follows:

V(r) =
∫ r∞

r

→
E ×

→
d� =

∫ r∞

r
E × d� =

∫ r3

r
E × d�︸ ︷︷ ︸

Equation (46)

+
∫ r1

r3

E × d�︸ ︷︷ ︸
Equation (49)

+
∫ r2

r1

E × d�︸ ︷︷ ︸
Equation (52)

+
∫ r∞

r2

E × d�︸ ︷︷ ︸
Equation (44)

⇒

V(r) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎧⎪⎪⎨
⎪⎪⎩

ρw×Itot
2×π×L × ln

( r3
r
)
+ Itot

L×
(

2×π−θ
ρd

+ θ
ρw

) × ln
(

r1
r3

)
+

Itot

L×
(

2×π−θ
ρd

+ θ
ρs

) × ln
(

r2
r1

)
+ Itot

L×
(

2×π−θ
ρw + θ

ρs

) × ln
(

r∞
r2

)
⎫⎪⎪⎬
⎪⎪⎭ : r < r3

⎧⎪⎨
⎪⎩

Itot

L×
(

2×π−θ
ρd

+ θ
ρw

) × ln
( r1

r
)
+

Itot

L×
(

2×π−θ
ρd

+ θ
ρs

) × ln
(

r2
r1

)
+ Itot

L×
(

2×π−θ
ρw + θ

ρs

) × ln
(

r∞
r2

)
⎫⎪⎬
⎪⎭ : r3 < r < r1

Itot

L×
(

2×π−θ
ρd

+ θ
ρs

) × ln
( r2

r
)
+ Itot

L×
(

2×π−θ
ρw + θ

ρs

) × ln
(

r∞
r2

)
: r1 < r < r2

Itot

L×
(

2×π−θ
ρw + θ

ρs

) × ln
( r∞

r
)

: r > r2

(57)

Similarly, the resistance of the remote earth electrode is obtained from Equation (57)
for r = rel < r3 as follows:

Rel =
V(rel)

Itot
=

1
L
×
⎛
⎝ ln

(
r3
rel

)
2×π
ρw

+
ln
(

r1
r3

)
(

2×π−θ
ρd

+ θ
ρw

) +
ln
(

r2
r1

)
(

2×π−θ
ρd

+ θ
ρs

) +
ln
(

r∞
r2

)
(

2×π−θ
ρw

+ θ
ρs

)
⎞
⎠ (58)

It is noted that the seabed slope bears no effect, as it is limited to a narrow zone equal to the
active length of the electrode.

2.4. Extending the Application of Electric Field Distribution Methods When Using More
Electrodes—Superposition Application

When studying the distribution of the electric field near the electrode station, a more accurate
representation of the electrode from a point source is necessary. Therefore, in order to limit the electric
current density of each electrode, as well as for reliability reasons, more than one electrode is used.
According to CIGRE B4.61 675:2017 [17] (p. 69), the electric current density is proposed to be between
6 and 10 A/m2 for beach and sea electrodes to reduce chlorine selectivity for elements in contact with
water. However, higher values of current densities can be used in pond electrodes when inaccessible
to animals and people. Of course, lower electric current density leads to lower chlorine selectivity and
reduced electrode consumption. Accordingly, IEC TS 62344:2013 [34] (p. 32) suggests that the electric
current density should again be between 6 and 10 A/m2 for sea electrodes and pond electrodes
alike so that the electric field strength near it is less than 1.25 to 2 V/m. If the electrodes work in
free water, which is not accessible to people and marine fauna, the average electric current density
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can reach up to 100 A/m2. Therefore, the manufacturer’s instructions must be taken into account
(e.g., ANOTEC suggests 10 A/m2 for continuous operation [77]), as well as the mode of operation
(e.g., IPTO suggests 20 A/m2 for temporary use in case one pole is out of operation (because of failure
or maintenance) for a few hours during the lifespan of the HVDC bipolar heteropolar link between
Attica and Crete [78]).

However, from the moment that the steady state electric current density limit Jsteady is selected
and given the area of the peripheral surface of the electrode Sp_el, the number of necessary elec-
trodes Nmin_el is determined, based on the maximum nominal current Itot_steady flowing through the
electrode station:

Itot_steady =
∫

Nmin_el×Sp_el

→
J steady ×

→
n × dS ⇒ Nmin_el =

Itot_steady

Jsteady × Sp_el
(59)

If the necessary number of electrodes is divided into vframe frames with an equal number of
electrodes, then the number of electrodes per frame Nel_frame is equal to:

Nel_ f rame = round

(
Nmin_el
v f rame

)
(60)

However, the electrode station consists of (vframe + 1) frames, based on the relevant reliability
criterion (n + 1), so the total number of electrodes in operation, under full load conditions Nfull_load is
equal to (vframe + 1) × Nel_frame, while under conditions of periodic maintenance of a frame, Nmaintenance
is equal to vframe × Nel_frame, through which the respective electric current density (with which each
individual electrode is electrified) is determined. Furthermore, due to a possible non-uniformity in
the electric current distribution in the relevant Hatch report [73,74], IPTO has required, during the
pre-study phase, to increase the electric current density by a factor β (in the present case of the order
of 6%). Hence, the final values of current densities under full load conditions Jfull_load_steady and under
periodic maintenance conditions Jmaintenance_steady are, respectively, equal to:

J f ull_load_steady =
(1 + β)× Itot−steady(

v f rame + 1
)
× Nel_ f rame × Sp_el

(61)

Jmaintenance_steady =
(1 + β)× Itot−steady

v f rame × Nel_ f rame × Sp_el
(62)

For a transient state, the final values of electric current densities, under full load conditions
Jfull_load_transient and under periodic maintenance conditions Jmaintenance_transient are, respectively, calcu-
lated through Equations (61) and (62) for the respective current Itot-transient (instead of Itot-steady).

Based on the positioning of the electrodes in space (e.g., linear arrangement of electrodes at
fixed distances Del in each frame of length Dframe of Figure 7 or linear arrangement of frames per
distance dframes of Figure 8), as well as on the typical load of each electrode, the total electric field
strength is calculated as follows:

Figure 7. Typical frame view with 13 electrodes placed in series, vertically positioned, parallel to the
yOy’ axis.
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Figure 8. Indicative floor plan of six frames in a row, each frame parallel to the axis of the
protective dam.

• The area of interest concerns the surface of the water and is configured in an appropriate system
of two-dimensional Cartesian coordinates, where the respective electrode is placed in a specific
position. A canvas of points, with a step of dstep_x and dstep_y is formed, at which the electric
field strength is “measured”. The respective step is not constant but variable when studying the
far field (closer to electrodes, the canvas is denser, farther away, sparser and larger step);

• The radial electric field strength Er is calculated based on the method applied, with the respec-
tive electrode as the reference point and with an electric current equal to the product of the
electric current density Jfull_load_transient or Jmaintenance_transient with the corresponding area of the
peripheral surface of the electrode Sp_el. The electric field strength caused by the �-th electrode
was analyzed into the corresponding components Eχ-� and Ey-� along the axes xOx’ and yOy’,
as shown in Figure 9, with the help of the coordinates (x�, y�) of the electrode, (x,y) of the point
of interest (canvas points) and the respective distance r�:

r� =
√
(x� − x)2 + (y� − y)2 (63)

Ex−� = E(r�)× (x − x�)
r�

(64)

204



Energies 2022, 15, 6493

Ey−� = E(r�)× (y − y�)
r�

(65)

• By using the superposition, the individual electric field strengths of all the electrodes in the
respective xOx’ and yOy’ directions are added:

Ex =
(v f rame+1)×Nel_ f rame

∑
�=1

Ex−� (66)

Ey =
(v f rame+1)×Nel_ f rame

∑
�=1

Ey−� (67)

E =
√

E2
x + E2

y (68)

• The calculation of the absolute electric potential was performed numerically along the main
directions xOx’ and yOy’, at various points of the canvas, with respect to either “infinity”:

V(x) =
∫ ∞

x
Ex × dx (69)

V(y) =
∫ ∞

y
Ey × dy (70)

• Similarly, from the respective potential difference for specific lengths, the respective average
electric field strength values are calculated:

Emean−x(x) =
V(x)− V(x + 1 × sign(x))

1 m
(71)

Emean−y(y) =
V(y)− V(y + 1 × sign(y))

1 m
(72)

Emean(x, y) =
√

E2
mean−x(x) + E2

mean−y(y) (73)

In this way, all the necessary variables for the preliminary study are numerically determined.

Figure 9. Basic principle of electric field strength analysis of an electrode in xOx’ and yOy’ axes.

2.5. Electric Field Strength and Voltage Limits According to CIGRE B4.61 675:2017 and IEC TS
62344:2013

The safety requirements for an electrode station can be summarized in this single objective:
“The operation of the electrodes must not lead to unsafe conditions for people or animals in areas
accessible either by the public or by authorized maintenance/operation personnel”. In order to meet
this, a complete list of possible operating states of the electrode needs to be studied, and possible
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conditions and procedures in the wider area of the electrode, which could be affected by its operation,
need to be considered. The operating conditions are basically divided into two categories:

• Conditions lasting 10 s or more when, for safety reasons, the operation is considered to
be continuous;

• Conditions lasting less than 10 s are considered to be transient operations (e.g., faults and short-
time overloads). In the case of a transient fault on the HVDC transmission line, the transient
current overload can be considered as short as 50 ms (this is the typical time required for the
current protection of the line and its respective control device to cut off the fault current).

The criteria for these two different time frames lead to different requirements since tolerance to
electric current by humans is time-dependent, according to IEC TS60479-1:2007, as shown in Table 4.1
and Figure 5.2 of CIGRE 675-B4. 61:2017 [17] (p. 52 and p.60 respectively).

According to the general guidelines of CIGRE 675-B4.61:2017 [17] (p. 65), the limit of the
potential gradient for the protection of divers in marine electrodes amounts to 2.5 V/m for the
continuous operating conditions (steady state), and 15 V/m for the transient operating conditions.
Especially in IEC TS 62344:2013 [34] (p. 32), the value 1.25 V/m is taken for continuous operating
conditions in order to ensure no effect on marine mammals, and in [17] (p. 93, section 5.4.3, 2nd
paragraph), the same value is reported as the generally accepted value of potential difference, per
unit length, from the electrode surface, directly accessible to humans and marine fauna. In addition,
based on [79], the value of 4 V is reported as the effect value on buried metal tubes (pipe to soil
potential difference), as it is considered to be the maximum potential value that can be applied by a
cathodic protection device. Therefore, in the present case, the following conditions were applied:

• Potential gradient/electric filed strength for continuous operating conditions in water: Elimit_S =
1.25 V/m;

• Potential gradient/electric filed strength for transient operating conditions in water: Elimit_T = 15 V/m;
• Absolute potential with respect to remote earth for continuous operating conditions: Vlimit_S = 4 V;
• Step voltage, touch voltage and metal-to-metal touch voltage for continuous operating conditions:

Esoil_S = 5 V or greater, according to the equations of Figure 5.3 in [17] (p. 63);
• Step voltage, touch voltage and metal-to-metal touch voltage for transient operating conditions:

Esoil_T = 30 V or greater, according to the equations of Figure 5.3 in [17] (p. 63).

In IEC TS 62344:2013 [34] (p. 17), no distinction was made in terms of different states regarding
step voltage and touch voltage. Nonetheless, it must not exceed 70 V regardless, thus proving the
IEC TS 62344:2013 requirements as evidently stricter [34] (p. 16).

In any case, the first three criteria are critical for the installation of the electrode station in each
area due to the choice of a submerged electrode near the coast since all other features lie within an
IPTO-controlled area.

Therefore, by considering the unified electric field distribution method, according to CIGRE
B4.61 675:2017 and IEC TS 62344:2013, it follows that the distance from the electrode (at which
the voltage has indicatively dropped below the limit Vlimit_S for electric current intensity Itot-steady),
according to Equation (8), is equal to:

rlimit1 =
Itot−steady

2 ×
(

θw
ρw

+ θs
ρs

)
× Vlimit_S

: rlimit1 > r2 (74)

Accordingly, the distance from the electrode, at which the potential gradient in the water
has fallen, on average, below the limit Elimit_S for continuous operating conditions, is calculated
as follows:

Elimit_S =
V(rlimit2)− V(rlimit2 + 1 m)

1 m
(75)

⇒ rlimit2 = 0.5 ×

⎛
⎜⎝−1 +

√√√√1 + 4 × Itot−steady

2 ×
(

θw
ρw

+ θs
ρs

)
× Elimit_S

⎞
⎟⎠ : rlimit2 > r2 (76)

For transient operating conditions, the corresponding limit rlimit3 is calculated from Equation (76)
if the potential gradient amounts to Elimit_T (instead of Elimit_S) and with the respective electric current
intensity being Itot-transient (instead of Itot-steady).
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Accordingly, the distance from the electrode, at which the potential gradient (electric field
strength) in the water has spot-dropped Elimit_S for continuous operating conditions, according to
Equation (7), is equal to:

rlimit4 =

√√√√ Itot−steady

2 ×
(

θw
ρw

+ θs
ρs

)
× Elimit_S

: rlimit4 > r2 (77)

For transient operating conditions, the corresponding limit rlimit5 is calculated from Equation (77)
if the potential gradient amounts to Elimit_T (instead of Elimit_S) and with the respective electric current
intensity being Itot-transient (instead of Itot-steady).

The aforementioned equations are also valid when considering the use of a dam, provided that
the corresponding distances extend beyond the dam (r > r2). On the dam itself, it makes no sense to
study the potential gradient for the protection of the diver and sea creatures, whilst from the point of
view of absolute potential on the dam and according to Equation (27), it is true that:

rlimit1 =

⎡
⎣ 1

r2
−

2 ×
(

θw
ρw

+ θs
ρd

)
× VlimitS

Itot−steady
−

θw
ρw

+ θs
ρd

θw
ρw

+ θs
ρs

× 1
r2

⎤
⎦
−1

: r1 < rlimit1 < r2 (78)

Accordingly, if the electric field distribution method with a linear current source is used instead of
a point source (as presented in Section 2.3), then the distance from the electrode, at which the voltage
has indicatively fallen below the limit Vlimit_S, for electric current intensity Itot-steady (on condition that it
does not lie within the dam; i.e., r > r1), is given by Equations (53), (55) or (57) and is equal to:

rlimit1 =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

r∞ × exp
[
− L×Vlimit_S

Itot
×
(

2×π−θ
ρw

+ θ
ρs

)]
: rlimit1 > max{r2, r3}

r3 × exp

[
− 2×π×L

ρw×Itot
×
(

VlimitS
− Itot×ln

(
r∞
r2

)
L×
(

2×π−θ
ρw

+ θ
ρs

)
)]

: r2 < rlimit1 < r3⎧⎪⎨
⎪⎩r2 × exp

[
−
(

2×π−θ
ρd

+ θ
ρs

)
×L

Itot
×
(

VlimitS −
Itot×ln

(
r∞
r2

)
L×
(

2×π−θ
ρw

+ θ
ρs

)
)]

: max{r1, r3} < rlimit1 < r2

⎫⎪⎬
⎪⎭

r3 × exp

⎡
⎢⎢⎣ −

(
2×π−θ

ρd
+ θ

ρw

)
×L

Itot
×(

VlimitS
− Itot×ln

(
r2
r3

)
L×
(

2×π−θ
ρd

+ θ
ρs

) − Itot×ln
(

r∞
r2

)
L×
(

2×π−θ
ρw

+ θ
ρs

)
)
⎤
⎥⎥⎦ : r1 < rlimit1 < r3

(79)

Accordingly, the distance from the electrode, at which the potential gradient in the water has
fallen, on average, below the limit Elimit_S for continuous operating conditions, since it lies outside
the dam zone, results from Equation (75) and is equal to:

rlimit2 =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

[
exp
(

L×Elimit_S
Itot

×
(

2×π−θ
ρw

+ θ
ρs

))
− 1
]−1

: rlimit2 > max{r2, r3}[
exp
(

2×π×L×Elimit_S
ρw×Itot

)
− 1
]−1

: r2 < rlimit2 < (r3 − 1 m)⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(rlimit2+1 m)
(1/( 2×π−θ

ρw + θ
ρs ))

rlimit2
(

ρw
2×π )

solving︷︸︸︷
=

exp

(
L×Elimit_S

Itot
−

ρw
2×π ×

(
θ

ρs
− θ

ρw

)
(

2×π−θ
ρw

+ θ
ρs

) × ln(r3)

)
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

:
{

(r2 < rlimit2) ∧
(r3 < (rlimit2 + 1 m))

} (80)

Within (or on) the dam, the potential combinations are many more but of no practical interest.
Accordingly, the distance from the electrode, at which the potential gradient in the water has spot-
dropped below the limit Elimit_S, for the continuous operating conditions, provided it lies outside the
dam, is given by Equations (44) and (46) and is equal to:

rlimit4 =

⎧⎨
⎩

Itot

L×Elimit_S×
(

2×π−θ
ρw

+ θ
ρs

) : rlimit4 > max{r2, r3}
ρw×Itot

2×π×L×Elimit_S
: r2 < rlimit4 < r3

(81)

Likewise, the respective limits for the transient operating conditions can be obtained if the
potential gradient amounts to Elimit_T (instead of Elimit_S) and the corresponding electric current
intensity Itot-transient (instead of Itot-steady).
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By taking all electrodes, the electric field strength was calculated analytically for each one and
numerically for the whole array through superposition, whilst the remaining quantities through
numerical analysis as described in Section 2.4. The corresponding distance limits are calculated from
the numerical results and not through analytical equations, such as (74)–(81).

Moreover, during the preliminary design, it can be considered a worst-case scenario that soil
resistivity is infinite in relation to that of seawater.

3. Basic Preliminary Study Admissions for the Configuration of a Shoreline Pond
Electrode Station of HVDC Link, between Attica and Crete, Greece

3.1. Breakwater Basic Structure
Based on [78], the relevant literature [1] and the Lower Churchill project [72–74] (which in terms

of interconnection structure is quite similar to the structure of Crete—Attica), the configuration of
coastal electrode stations in Stachtoroi and Korakia was initially proposed, with the formation of a
pond and either a rubble mound breakwater (see Figure 10a), a concrete-block one (see Figure 10b) or
with concrete caissons (see Figure 10c). The rubble mound breakwater, due to the openings between
the rubble, acts as a filter and allows the renewal of water within the pond, while for the other two
cases, this is achieved through appropriate openings.

Figure 10. Shoreline electrode station with (a) rubble mound breakwater, (b) concrete block breakwa-
ter, (c) concrete caisson breakwater.
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3.2. Basic Breakwater Layout at Stachtoroi, Attica
The corresponding layout of the electrode station for the area of Stachtoroi islet in the Argosa-

ronic gulf, Attica, Greece, is shown in the plan view of Figure 11.

 

Figure 11. Shoreline electrode station on the islet of Stachtoroi, in the Argosaronic gulf, in the region
of Attica [78].
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3.3. Basic Breakwater Layout at Korakia, Crete
The corresponding layout of the electrode station for the area of Korakia beach in Crete is shown

in the plan view of Figure 12.

Figure 12. Shoreline electrode station at Korakia beach, Crete [78].
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3.4. Technical Features of the Electrode Installation
The technical features of the electrode installation are set by IPTO as follows:

• Operation mode: Bipolar operation, where the currents between the two poles are theoreti-
cally equal and opposite. In emergency situations, the unipolar operation occurs due to a
failure of the main pole, where the shoreline pond electrodes are used as a return conductor
in cooperation with the corresponding DC medium-voltage protection conductor. In case of
failure/maintenance of the converter of either pole, the corresponding pole conductor can be
used without utilizing the shoreline pond electrodes;

• Nominal current intensity at monopolar operation: 1,000 A, as each pole has a nominal power of
500 MW under a nominal voltage of 500 kV;

• Imbalance current intensity at bipolar operation: 11–25 A, since it is not possible to achieve absolute
synchronization between the AC/DC converters located at each conversion station, and there
is a very small (asymmetrical) current, which flows through the electrodes in their normal
operation and does not exceed 1–2% of the nominal current intensity of the converters;

• Maximum short-time current intensity, under overload conditions: 1,100 A, (i.e., +10% of nominal).
Sizing of the electrodes for continuous operating conditions, as well as respective operation
effects, were performed with this value;

• Maximum transient fault current intensity: peak value of 12,800 A at a maximum duration of 0.5 s,
as required to clear the fault, due to the use of a voltage source converter;

• Lifetime of the technical project: 50 years;
• Economic lifetime: 25 years for electromechanical projects and 50 for civil engineering projects;
• Load factor at monopolar operation: No data are given, while in itself, it is a very complex problem

because the load demand from the Attica–Crete interconnection depends, to a significant extent,
not only on the load demand estimates but also on the penetration of R.E.S. in Crete, from the
moment this interconnection is made. In the present case, the worst possible factor is assumed
(i.e., 1);

• Transmission line reliability and availability–forced pole outage rate: According to CIGRE guideline
379 [80] (Table 11, p. 11 and Table 30, p. 66), the expected number of failures is 22 in 50 years or
0.433 failures per year;

• Time interval of forced pole outages and time interval of scheduled pole outages for maintenance reasons:
In [78], an aggregate estimation is given that the duration of restoration and maintenance of one
of the two poles amounts to 3 months every 5 years, without any additional data;

• Annual electrode operational duty in Ah: Assuming that the electrode station operates 3 months
per 5 years at a maximum short-time current intensity of 1,100 A at monopolar operation and
the rest time period at an imbalance current intensity of 25 A at bipolar operation, the average
annual electrode operational duty is equal to 646,050 Ah;

• Electrode station operation, during installation and commission acceptance: During these phases, it is
not expected to operate under the IPTO guidelines;

• Reliability: The configuration of the electrode station is performed in such a way that the
necessary electrodes are divided into ν sections, with a reserve of ν + 1. In the present case, the
IPTO requirement is ν = 5 so as to achieve a reserve of 20%;

• Polarity: The polarity of each earth electrode is fully reversible due to the possibility of power
flow from Attica to Crete and vice versa, as well as due to the structure of the high voltage DC
transmission system, where the flow of asymmetry current and monopolar operation current
can reverse the operating polarity of the electrodes;

• Electrode Materials: IPTO recommends the use of high-silicon iron electrodes of the tubular form
(indicatively by ANOTEC, Centertec Z series), conforming to ASTM A518 G3. Silicon content
14.20% ÷ 14.75%, chromium 3.25 ÷ 5.00%, carbon 0.70÷1.10%, manganese up to 1.50%, copper
up to 0.50%, molybdenum up to 0.20% and the rest iron. The electrode is cast in a cooled die,
with zinc connection in the center of the tube, with mechanical stress resistance equivalent
to 1,000 kg, connection resistance of 1 mΩ, type 4884 SZ, weight 143 kg, diameter 122 mm
(=2·rel) and length 2130 mm (=Lel) [77]. In order to achieve reversible operation of the electrode,
according to the manufacturer, the electric current density must be limited to 20 A/mm2.

In addition, to determine the interactions and environmental impacts in each area, the following
information is required:

• Seawater electrical resistivity: It generally depends on several factors, such as its salt content–
salinity, the depth of the sea, the season, climatic conditions (e.g., prevailing temperatures) and
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so forth. From measurements carried out by the Hellenic Marine Research Centre, the following
data were obtained regarding the seawater at Stachtoroi (Attica) and Korakia (Crete) areas:

� Salinity: The water salinity value varies:

� For the area of Stachtoroi, 38 ÷ 39 psu (practical salinity units or ‰ content), in
water temperatures of 24 ÷ 29 ◦C, to a depth of approximately 90 m;

� For the area of Korakia, 38.9 ÷ 39.6 psu (practical salinity units or ‰ content), in
water temperatures of 24 ÷ 26 ◦C, to a depth of approximately 90 m.

� Electrical resistivity: It takes the value of 0.167 ÷ 0.212 Ω·m, which means seawater is a
medium of very good conductivity.

Therefore, in the present study, the seawater’s electrical resistivity took a value of 0.25 Ω·m. In
the case of breaking water (water foaming on the shore, jetties, etc., due to the air contained within
and at a completely local level of a few meters from the shore or jetty), the respective value can be
taken as equal to 2.0 Ω·m:

• Soil electrical resistivity: It is roughly determined through the types of soil, since at Korakia, there
is slate, with an electrical resistivity of 20 and 1,000 Ω·m, and at Stachtoroi limestone, with a
value of 1,000 to 10,000 Ω·m, as long as it does not have sediments. The seabed consists, in the
best-case scenario, of sandy saline materials with an electrical resistivity that is estimated to
be two orders of magnitude greater than that of seawater, i.e., about 10 Ω·m [81], and in the
worst-case scenario, of rocks, with an electrical resistivity that is estimated at least at three to
four orders of magnitude greater than that of seawater, i.e., >1,000 Ω·m [81]. In other words, the
seabed is a path with a much higher electrical resistivity than seawater, so for the sake of saving
time and financial resources, it is suggested, at the level of a preliminary study, not to measure
electrical resistivity at minor and great depths;

• Soil thermal characteristics of soil: No measurements are needed concerning these characteristics
since the electrodes are immersed in the sea;

• Marine life around the electrodes: There is no special type of marine fauna and flora in the electrode
area other than protected birds at Stachtoroi and Posidonia Oceanica meadows (marine plants)
near Korakia;

• Salinity reduction due to freshwater inflow to seawater: In the area of Stachtoroi, due to the small
area of the islet, there is no question of changing the seawater salinity from the overflow of
rainwater on the islet after rainfall. In the area of Korakia, two small dry rivers end in the
small bay (as shown in Figure 12), which are not expected to cause a substantial change in
seawater salinity from the runoff of rainwater as they are not rivers or underground sources of
constant or significant flow. Moreover, the “rounding-up” of the seawater electrical resistivity to
0.25 instead of the maximum 0.212 Ω·m leaves a significant reserve margin, in case of changes
in the electrical resistivity.

4. Application of Electric Field Distribution Methods Using an Equivalent Electrode

4.1. General Remarks
Any method based on an equivalent electrode through which all electric current flows is suitable

for the determination of the electric field in the case of the far field. The method based on a linear
current source is suitable for the calculation of the near electric field, but it is not suitable for the
far field. This method is presented only for comparison purposes. In order to study the far-field
distribution at each electrode station, nearby areas with houses or industries were studied. In the
case of Stachtoroi, four characteristic areas were studied: Aegina, whose nearest coast with houses is
at 7.8 km, as shown in Figure 2; Salamina at 9.5 km; Pachi-Megara at 17.5 km; and the natural gas
unit at Revythousa at 16.4 km. The corresponding maximum depths and angles are given in Table 1.
The exposed side to the sea near the coast is limited to 150◦, while if one moves away from the island,
it widens well beyond 180◦. The corresponding correction factor for the electric field distribution
method according to CIGRE B4.61 675:2017 and IEC TS62344:2013, as well as for the modified one
with the addition of a dam, is 180◦/150◦ = 1.20, very close to shore and less than 1 if one goes beyond
50 m from an electrode placement point. Therefore, in this case, no correction factor was necessary. In
the case of Korakia, the nearest opposite coast is over 110 km on the island of Santorini. However, on
the island of Crete, at a distance of about 1.5 km from the coast, there are seaside buildings, while at
0.8 km on land, there are farms. The exposed side towards the sea near the shore is limited to 112◦,
while, further away, it widens over 180◦, according to Figure 3. Very close to shore, the corresponding
correction factor is 180◦/112◦ = 1.60, while 100 m away from an electrode, it is about 1. In this study,
a correction factor of 1.30 was set. Table 1 lists the respective depth and angle values θw at near
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distances (50 m) and long distances (20 km). In addition, in both areas under study, it is considered
that the ground has a small elevation in relation to the variations in the sea depth. Consequently, it
can be considered as horizontal, i.e., θs = π-θw, approximating better the IEC standard TS62344:2013.

Table 1. Geometric characteristics (distances, depths and angles of seabed) of electrode station.

Electrode Station at Stachtoroi, Attica Electrode Station at Korakia, Crete

Area Distance [m] Depth [m] θw [rad] Area Distance [m] Depth [m] θw [rad]

Aegina 7,800 37 0.004743554 Far 20,000 800 0.039978687
Salamina 9,500 80 0.008420854 Near 50 3 0.059928155

Revithousa 16,400 90 0.005487750
Megara Pachi 17,500 100 0.005714224

4.2. Application of Method “A”—Combination of Electric Field Distribution Methods by CIGRE
B4.61 675:2017 and IEC TS 62344:2013

Applying the combination method of electric field distribution according to CIGRE B4.61
675:2017 and IEC TS 62344:2013 in the area of Stachtoroi, the results for the worst-case scenario,
i.e., with infinite soil resistivity, and for the scenarios with the smallest and the highest possible
electrical resistivities (ρs = 1,000 Ω·m and ρs = 10,000 Ω·m) are presented in Table 2. It is found that
the worst-case scenario and the scenario with the highest possible electrical resistivity give very
similar results. In addition, for the worst-case scenario, the voltage is smaller than 4 V before reaching
any residential shore, comparing the limit rlimit1 to the corresponding distances in Table 1. Moreover,
the electric field strength is limited to 1.25 V/m in a radius of 153 m from the position of the point
electrode. In the case of the transient phenomenon, the distances are slightly shorter.

Similarly, by applying the corresponding method in the area of Korakia, the results for the
worst-case scenario, i.e., with infinite soil resistivity, and for the scenarios with the smallest and the
highest possible electrical resistivities (ρs = 100 Ω·m and ρs = 1,000 Ω·m) are presented in Table 3.
The initial values of Equations (8) and (9), (74), (76) and (77) were recorded, as well as after the
implementation of the correction factor 1.30, where the respective values are increased. It was
found that the scenario with the highest possible electrical resistivity gives slightly improved results
compared to the worst-case scenario due to the fact that the resistivity is set at 1,000 Ω·m. However,
even for the worst-case scenario, the voltage is smaller than 4 V at a distance of 1,200 m (shorter
distance than the distance to existing structures, roads, etc.). Only in the south–southeast is there
an arable area without buildings at a distance of 850–1,200 m. In this area, no effects are expected
because the voltage is smaller than 1.18 V at a distance of 350 m. The electric field strength is limited
to 1.25 V/m for a radius of 70 m from the position of the point electrode (due to the effect of a near
field, the exact position of the electrode must be taken into account). In the case of the transient
phenomenon, the distances are slightly shorter.

The indicative value of the resistance of the electrode station in relation to remote earth for the
worst-case scenario is extremely high in both cases (432 Ω for Stachtoroi and 67 Ω for Korakia, i.e., a
total of 542 Ω). This value does not represent reality, as it was assumed that the whole electric current
passes through an electrode with a radius of 0.061 m and with extremely high potential (475 kV
for Stachtoroi and 73.3 kV for Korakia). The use of non-infinite values of resistivity improves the
corresponding quantities by up to 21%, which, however, remain at high levels. The above data show
that the method proposed by CIGRE B4.61 675:2017 and IEC TS 62344:2013 gives results of quite
higher values, rendering the design more difficult.
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4.3. Application of Method “B”—Combination of Electric Field Distribution Methods by CIGRE
B4.61 675:2017 and IEC TS 62344:2013 (Modification Taking the Dam into Consideration)

By applying the modified method of electric field distribution according to CIGRE B4.61 675:2017
and IEC TS 62344:2013 with the addition of a dam in the area of Stachtoroi, it was assumed that
the thickness of the dam is 16.0 m at a distance of 1.0 m from the electrode (r1 = 1.0 m, r2 = 17.0 m).
Six scenarios were considered involving all possible combinations using infinite soil resistivity, the
smallest and highest possible resistivities (ρs = 1,000 Ω·m and ρs = 10,000 Ω·m) and using the smallest
and highest possible electrical resistance of a rubble mound or concrete dam with gaps filled with
seawater (ρd = 100 Ω·m and ρd = 120 Ω·m).

The safety distances rlimit1 for voltage Vlimit_S, rlimit2 for a steady-state mean value of electric
field strength Elimit_S, rlimit3 for a transient mean value of electric field strength Elimit_T, rlimit4 for
the steady-state point value of electric field strength Elimit_S, and rlimit5 for the transient point value
of electric field strength Elimit_T present no variations compared to the values in Table 2, because
the corresponding distances are located outside the dam, and are therefore not affected by the dam
resistivity. On the contrary, the values of the electrode station resistance and the corresponding high
absolute potential are significantly increased due to the addition of the dam, as shown in Table 4.
When the effect of the soil is ignored, the values are 23.9 times higher than the corresponding values
of method “A” for dam resistivity ρd = 100 Ω·m, while, if the soil is taken into account, the variations
are between 1.35 and 5.85 times higher achieving the smallest differences for the smallest possible
soil resistivity and the widest angles θw. If the dam resistivity is increased by 20% (ρd = 120 Ω·m),
then in the worst-case scenario (ignoring the soil effect), there is an increment of 19.2%, while when
the soil effect is taken into account, then it is limited from 0.1% to 3% for resistivities ρs from 1,000 to
10,000 Ω·m.

Table 4. Absolute potential at electrode surface V(rel) and equivalent electrode resistance Rel in the
area of Stachtoroi, Attica, in relation to the neighboring coasts based on method “B” according to
Equations (27) and (28) and variation in corresponding values in relation to method “A”.

Worst-Case:
ρs = ∞ Ω·m

Lower Expected:
ρs = 1,000 Ω·m

Higher Expected:
ρs = 10,000 Ω·m

ρd = 100 Ω·m
/Area

V(rel)
[kV]

Rel
[Ω]

Variation
[-]

V(rel)
[kV]

Rel
[Ω]

Variation
[-]

V(rel)
[kV]

Rel
[Ω]

Variation
[-]

Aegina 11,361 10,327.8 23.91 546.9 497.21 1.341 1,874 1,703.7 4.009
Salamina 6,400 5,817.7 23.91 391.7 356.12 1.600 1,552 1,411.1 5.853

Revithousa 9,820 8,927.2 23.91 501.0 455.45 1.394 1,787 1,624.1 4.411
Megara Pachi 9,431 8,573.4 23.91 489.1 444.62 1.410 1,763 1,602.8 4.531
ρd = 120 Ω·m

/Area
V(rel)
[kV]

Rel
[Ω]

Variation
[-]

V(rel)
[kV]

Rel
[Ω]

Variation
[-]

V(rel)
[kV]

Rel
[Ω]

Variation
[-]

Aegina 13,543 12,311.9 28.50 547.3 497.58 1.342 1,906 1,732.9 4.078
Salamina 7,629 6,935.4 28.50 392.4 356.76 1.602 1,600 1,454.4 6.032

Revithousa 11,706 10,642.3 28.50 501.5 455.87 1.395 1,822 1,656.6 4.500
Megara Pachi 11,243 10,220.5 28.50 489.6 445.06 1.411 1,800 1,636.3 4.625

Note: Numbers in italics are the worst results.

With the addition of a rubble mound dam in the area of Korakia, the assumption that the
thickness of the dam is 18.0 m at a distance of 1.0 m from the electrode, i.e., r1 = 1.0 m, r2 = 19.0 m,
is made. Six scenarios were considered, including all possible combinations using infinite soil
resistivity, the lowest and highest possible soil resistivity (ρs = 100 Ω·m and ρs = 1,000 Ω·m) and
using the lowest and highest possible resistivity of a rubble mound dam with seawater-filled gaps
(ρd = 100 Ω·m and ρd = 120 Ω·m). The values of the respective safety distances rlimit1, rlimit2, rlimit3,
rlimit4 and rlimit5 are the same compared to the values in Table 3. On the contrary, the values of
the electrode station resistance with respect to remote earth and the corresponding high absolute
potential increase significantly due to the addition of the dam, as shown in Table 5. Ignoring the soil
effect, the values are 24.1 times higher than the corresponding values of method “A” for the case of
dam resistivity ρd = 100 Ω·m, while, if the soil is taken into account, the variation is limited between
1.29 and 4.75 times higher achieving the smallest differences for the smallest possible soil resistivity.
If the dam resistivity is increased by 20% (ρd = 120 Ω·m), then in the worst-case scenario, by ignoring
the soil effect, there is an increment of 19.2%, while when the soil effect is taken into account, then it
is limited from 0.1% to 2.2% for the electrical resistivities ρs from 100 to 1,000 Ω·m.
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Table 5. Absolute potential at electrode surface V(rel) and equivalent electrode resistance Rel in the
area of Korakia (Crete), in relation to the neighboring coasts based on method “B” according to
Equations (27) and (28) and variation in corresponding values in relation to method “A”.

Worst-Case:
ρs = ∞ Ω·m

Lower Expected:
ρs = 100 Ω·m

Higher Expected:
ρs = 1,000 Ω·m

ρd = 100 Ω·m
/Area

V(rel)
[kV]

Rel
[Ω]

Variation
[-]

V(rel)
[kV]

Rel
[Ω]

Variation
[-]

V(rel)
[kV]

Rel
[Ω]

Variation
[-]

Far 1,357 1,233.1 24.06 61.08 55.527 1.293 200.9 182.66 3.633
Near 904.9 822.64 24.06 47.99 43.626 1.440 176.5 160.49 4.754
Far * 1,763 1,603.0 24.06 79.40 72.185 1.293 261.2 237.46 3.633

Near * 1,176 1,069.4 24.06 62.39 56.713 1.440 229.5 208.64 4.754
ρd = 120 Ω·m

/Area
V(rel)
[kV]

Rel
[Ω]

Variation
[-]

V(rel)
[kV]

Rel
[Ω]

Variation
[-]

V(rel)
[kV]

Rel
[Ω]

Variation
[-]

Far 1,617 1,470.1 28.68 61.12 55.559 1.294 203.8 185.28 3.685
Near 1,079 980.72 28.68 48.04 43.674 1.441 180.5 164.08 4.860
Far * 2102 1,911.1 28.68 79.45 72.227 1.294 265.0 240.87 3.685

Near * 1,402 1,274.9 28.68 62.45 56.776 1.441 234.6 213.31 4.860
Note: Numbers in italics are the worst results. (*)—After the implementation of the correction factor (=1.30).

Of course, in both cases examined (Stachtoroi and Korakia), the values of the resistance of the
electrode station with respect to remote earth for the worst-case scenario are extremely high, much
higher than those of method “A”. This is not the actual case, as it was assumed that all the current
intensity passes through an electrode of a radius of 0.061 m and that this electrode is also surrounded
by a high resistivity dam of thickness d (16 m for Stachtoroi and 18 m for Korakia) and by the soil of
infinite resistivity. The use of non-infinite resistivity values regarding the soil improves the respective
values by up to 95%, which, however, remain at high levels. The modified point source method
by CIGRE B4.61 675:2017 and IEC TS 62344:2013 with the addition of a dam eventually gives quite
unfavorable results, especially regarding the resistance of the electrode station with respect to remote
earth and the corresponding developed absolute potential.

4.4. Application of Method “C”—Near Electric Field Distribution Method with Linear
Current Source

By applying the near electric field distribution method, with a linear current source and with
the addition of a rubble mound breakwater, the inclination of the seabed and of ground is not used,
but the water zone of height/active electrode length L. In the case of a rubble mound breakwater with
an inclination λ (base:height), as in Figure 10a, the water zone L is determined through the geometric
length of the electrode Lel equal to:

L = Lel × cos(atan(λ)) (82)

If the electrode is placed vertically, as in Figure 10b,c, then L = Lel.
In the case of Stachtoroi, based on Figure 11, the angle θ of the top view of Figure 6 is 210◦,

and the thickness of the dam at the point where the electrode is placed is 16.0 m, so the radius r2
is equal to 17.0 m, while the radius r3 (for which it is ensured the same depth as the lower end
of the electrode, along the entire length of the dam) is equal to 10.0 m. The sea distance between
the two electrode stations is equally divided, thus setting r∞ equal to 150 km. The rubble mound
breakwater inclination λ amounts to 3:2, so the respective electrode inclination is the same; thus, the
active length L of the ANOTEC electrode (see Section 3.4) is equal to 1.1815 m. In the case of a special
composition concrete breakwater, the electrode is placed vertically with a respective active length of
2.13 m. Similar to the application of method “B”, the six scenarios are examined, which include all
possible combinations, using three soil electrical resistivity and two breakwater electrical resistivity
values for the two different active electrode lengths (3:2 inclination and vertical). Table 6 lists the
respective results. In the case of the 3:2 electrode inclination, it is found that the voltage drops below
4 V, with respect to “infinity”, at 143.5 km, which fully displays the inability to describe the far field
since it studies only a narrow water zone, equal to the active length L (=1.1815 m). However, the
electric field strength below 1.25 V/m is limited to a radius of 71 m from the position of this linear
electrode. In the case of the transient phenomenon, slightly shorter distances result. Effect of the
electrical resistivity of the breakwater material does not exist at the distance limits because they lie
beyond the breakwater area and is limited to large soil electrical resistivities, increasing the maximum
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electrode resistance to remote earth from 16.0 Ω to 21.5 Ω, and the absolute potential on the electrode
from 17.6 kV to 23.7 kV. Here, the effect of the linear electrode on the calculation of the electrode
resistance to remote earth and on the voltage on the electrode is additionally observed, as there is
a significant reduction compared to the results of Tables 2 and 4. Therefore it seems that beyond
the distance of the far-field effects (where the model’s failure was expected from the start), in the
remaining quantities, it gives values that represent the near field much better. Additionally, if the
electrode is placed vertically and not with a 3:2 inclination, with a suitable suspension device, then a
significant reduction in the electric field strength is observed, below 1.25 V/m, as it is limited to a
radius of 40 m from the position of the linear electrode, for an active length of 2.13 m, which basically
states—in relation to the 16 m breakwater thickness—that at an external distance from the breakwater,
of the order of 23 m, there will be no problem for swimmers and sea creatures/mammals, dropping
at 26% of the value of methods “A” or “B”. Moreover, significant reductions occur regarding the
maximum electrode resistance to the remote earth (dropping to 12.0 Ω) and absolute potential across
on electrode (to 13.1 kV), even for infinite soil electrical resistivity.

Table 6. Minimum values of distances for absolute potential in relation to remote earth, for potential
gradient/electric field strength in steady and transient state, absolute potential at electrode surface
and equivalent electrode resistance in the area of Stachtoroi (Attica) in relation to neighboring coasts
based on the method “C” according to Equations (55) and (56), (79)–(81).

L [m] ρd [Ω·m] ρs [Ω·m] rlimit1 [m] rlimit2 [m] rlimit3 [m] rlimit4 [m] rlimit5 [m]
V(rel)
[kV]

Rel [Ω]

1.1815
(slope 3:2)

100
∞ 143,401 70.625 68.470 71.124 68.969 19.927 18.116

1,000 143,399 70.600 68.446 71.099 68.945 17.610 16.009
10,000 143,401 70.623 68.468 71.122 68.966 19.667 17.879

120
∞ 143,401 70.625 68.470 71.124 68.969 23.702 21.547

1,000 143,399 70.600 68.446 71.099 68.945 20.444 18.586
10,000 143,401 70.623 68.468 71.122 68.966 23.327 21.207

2.1300
(vertical)

100
∞ 138,314 38.955 37.759 39.452 38.257 11.054 10.049

1,000 138,310 38.941 37.746 39.439 38.244 9.768 8.880
10,000 138,313 38.953 37.758 39.451 38.256 10.909 9.917

120
∞ 138,314 38.955 37.759 39.452 38.257 13.147 11.952

1,000 138,310 38.941 37.746 39.439 38.244 11.340 10.309
10,000 138,313 38.953 37.758 39.451 38.256 12.940 11.763

Note: Numbers in italics are the worst results.

Respectively, in the case of Korakia, based on Figure 12, the angle θ of the plan view of Figure 6
is 245◦, and the thickness of the breakwater at the electrode position is 18.0 m, so the radius r2 is equal
to 19.0 m, while the radius r3 is equal with 25.0 m. The rest of the geometric features are the same as
those at Stachtoroi. Similar to the application of method “B”, the six scenarios are examined, which
include all possible combinations, using three soil electrical resistivity and two breakwater electrical
resistivity values for the two different active electrode lengths (3:2 inclination and vertical). Table 7
lists the respective results. In the case of the 3:2 electrode inclination, it was found that the voltage
drops below 4 V, with respect “infinity”, at 145 km, which fully displays the inability to describe the
far-field since it studies only a narrow water zone, equal to the active length L (=1.1815 m). However,
the electric field strength, below 1.25 V/m, is limited to a radius of 93 m from the position of this
linear electrode. In the case of the transient phenomenon, slightly shorter distances result. Effect
of the electrical resistivity of the breakwater material does not exist at the distance limits because
they lie beyond the breakwater area and is limited to large soil electrical resistivities, increasing the
maximum electrode resistance to remote earth from 1.161 Ω to 1.166 Ω, and the absolute potential on
the electrode from 1.277 kV to 1.283 kV. Here, the effect of the linear electrode on the calculation of the
electrode resistance to the remote earth and on the voltage on the electrode is additionally observed,
as there is a significant reduction compared to the results in Tables 3 and 5. Therefore it seems that
beyond the distance the far field affects, in the remaining quantities, it gives values that represent the
near field much better. Additionally, if the electrode is placed vertically with a suitable suspension
device, then a significant reduction in the electric field strength is observed, below 1.25 V/m, as
it is limited to a radius of 51.5 m from the position of the linear electrode for an active length of
2.13 m, which basically states—in relation to the 18 m breakwater thickness—that at an external
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distance from the breakwater, of the order of 32 m, there will be no problem for swimmers and sea
creatures/mammals, dropping at 76% of the value of methods “A” or “B”. Respectively, significant
reductions occur regarding the maximum electrode resistance to remote earth (dropping to 0.65 Ω)
and absolute potential across on electrode (to 0.71 kV), even for infinite soil electrical resistivity.

Table 7. Minimum values of distances for absolute potential in relation to remote earth, for potential
gradient/electric field strength in steady and transient state, absolute potential at electrode surface
and equivalent electrode resistance in the area of Korakia (Crete) in relation to neighboring coasts
based on the method “A” according to Equations (53) and (54), (79)–(81).

L [m] ρd [Ω·m] ρs [Ω·m] rlimit1 [m] rlimit2 [m] rlimit3 [m] rlimit4 [m] rlimit5 [m]
V(rel)
[kV]

Rel [Ω]

1.1815
(slope 3:2)

100
∞ 144,914 92.271 89.460 92.770 89.959 1.2827 1.1661

100 144,888 91.780 88.984 92.279 89.483 1.2773 1.1612
1,000 144,911 92.222 89.412 92.721 89.911 1.2821 1.1656

120
∞ 144,914 92.271 89.460 92.770 89.959 1.2827 1.1661

100 144,888 91.780 88.984 92.279 89.483 1.2774 1.1612
1,000 144,911 92.222 89.412 92.721 89.911 1.2822 1.1656

2.1300
(vertical)

100
∞ 140,956 50.961 49.402 51.460 49.900 0.7115 0.6468

100 140,910 50.689 49.138 51.187 49.636 0.7085 0.6441
1,000 140,952 50.934 49.375 51.432 49.874 0.7112 0.6465

120
∞ 140,956 50.961 49.402 51.460 49.900 0.7115 0.6468

100 140,910 50.689 49.138 51.187 49.636 0.7086 0.6441
1,000 140,952 50.934 49.375 51.432 49.874 0.7112 0.6466

Note: Numbers in italics are the worst results.

From the study of the two cases (Stachtoroi and Korakia), in terms of the effect of the values
of the electrical resistivities of soil and breakwater, there are no large differences despite their
range of values. This is due to the low seawater electrical resistivity and the water zones formed.
On the contrary, the active length of the electrode has a significant effect, leading to significantly
improved results.

The data above demonstrate that the proposed model is suitable for the near field since the
electrode is considered a linear rather than a point source. On the contrary, due to the assumption of
a constant conduction zone of constant depth, much smaller than that in which the electric current is
diffused over long distances, it is unsuitable for the far field.

4.5. Comparison of Methods and Combined Utilization
In order to compare the proposed methods, the corresponding results of the electric field

strength, with respect to the distance from the one concentrated electrode, for the case of Stachtoroi,
Attica, are presented in detail. The geometric dimensions of the layout of Figures 4 and 6 are the
following: θw = 0.2718◦ = 0.004743554 rad (the worst-case scenario concerning Aegina in Table 1),
θ = 210◦, r1 = 1.0 m, r2 = 17.0 m, r3=10.0 m, r∞ = 150 km. The electrical resistivity of the soil amounts
to ρs = 1,000 Ω·m and of the rubble-mound or concrete with seawater-filled gaps breakwater to
ρd = 100 Ω·m. Figure 13 shows the change in the electric field strength on a semi-logarithmic scale
in relation to the distance of up to 150 km since, on a linear scale, the respective changes would not
be easy to read. It can be seen that, for long distances, the “C” method of the linear current source
gives much higher electric field strength values, as it disregards the seabed slope and the increasing
depth of the seawater, which reaches up to 37 m, remaining at a layer of water of constant thickness
of 1.1815 m. Additionally, the results of methods “A” and “B” are identical.
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Figure 13. Semi-logarithmic diagram of electric field strength, with respect to distance (for up to
150 km) with three methods, “A”, “B” and “C”, for the case of Stachtoroi (θw = 0.2718◦, θ = 210◦,
r1 = 1.0 m, r2 = 17.0 m, r3 = 10.0 m, r∞ = 150 km, ρs = 1,000 Ω·m, ρd = 100 Ω·m).

Figure 14 shows the respective distribution of the electric field strength within the area of the
breakwater (i.e., for distances between rel and r1), resulting in the values of methods “A” and “B”,
by using a point current source, being identical and giving much higher values than method “C”
and much less approximate the near field behavior. This is reinforced by the results of Figure 15
for the electric field strength in the breakwater area, where the values are extremely high due to
the breakwater electrical resistivity. This demonstrates the weakness of the original “A” method, of
electric field distribution, according to CIGRE B4.61 675:2017 and IEC TS 62344:2013, which does
not take the breakwater into account. However, method “B”, also leads to very high values, at
close distances, due to the use of a point source. On the contrary, it is at this point that method
“C” of electric field strength distribution is advantageous by using a linear current source, which
better approximates reality, giving smoother changes in electric field strength. In particular, the
area between the distances r3 = 10.0 m and r2 = 17.0 m gives high values due to the existence of
only soil and breakwater. From Figure 16, which concerns a water area outside the breakwater, it is
clearly seen that method “C” of the linear current source gives smaller electric field strength values at
close distances, utilizing, in essence, the larger water zone, with respect to methods “A” and “B”,
whose results are identical, but use a small seawater wedge of angle θw. This is attenuated at longer
distances since Figure 17 demonstrates that at about 240 m and beyond, the results are identical. Of
course, for very long distances, the values of methods “A” and “B” provide more favorable results
(as was seen in Figure 13), as the seawater wedge, of angle θw, grows larger than the horizontal layer
of water, defined by method “C” of the linear power source.
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Figure 14. Electric field strength diagram, with respect to distance within the breakwater (r < 1.0 m),
with three methods, “A”, “B” and “C”, for the case of Stachtoroi (θw = 0.2718◦, θ = 210◦, r1 = 1.0 m, r2

= 17.0 m, r3 = 10.0 m, r∞ = 150 km, ρs = 1,000 Ω·m, ρd = 100 Ω·m).
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Figure 15. Electric field strength diagram, with respect to distance in the breakwater area (r1 = 1 m <
r < r2 = 17 m), with three methods, “A”, “B”and “C”, for the case of Stachtoroi (θw = 0.2718◦, θ = 210◦,
r1 = 1.0 m, r2 = 17.0 m, r3 = 10.0 m, r∞ = 150 km, ρs = 1,000 Ω·m, ρd = 100 Ω·m).
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Figure 16. Electric field strength diagram, with respect to distance in the area very closely to the exterior
of the breakwater (r2 = 17 m < r < 100 m), with three methods, “A”, “B”and “C”, for the case of Stachtoroi
(θw = 0.2718◦, θ = 210◦, r1 = 1.0 m, r2 = 17.0 m, r3 = 10.0 m, r∞ = 150 km, ρs = 1,000 Ω·m, ρd = 100 Ω·m).
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Figure 17. Electric field strength diagram, with respect to distance in the near outer area of the
breakwater (80 m < r < 400 m), with three methods, “A”, “B” and “C”, for the case of Stachtoroi
(θw = 0.2718◦, θ = 210◦, r1 = 1.0 m, r2 = 17.0 m, r3 = 10.0 m, r∞ = 150 km, ρs = 1,000 Ω·m, ρd = 100 Ω·m).

Therefore, method “C” of the linear current source is recommended within the breakwater area,
inside the breakwater, and on the outer area, for up to the distance rC→A, beyond which method “A”
(or “B”, since in that region they are identical) of the point current source, gives smaller values of
electric field strength, as the wedge of seawater of angle θw better approximates the seawater mass
than does the limited horizontal water layer, defined by the method “C” (of the linear current source)
at long distances. The smooth transition between the two methods takes place at a distance where the
respective electric field strengths of methods “A” and “C” (for the external area of the breakwater) are
equal. Therefore, by equalizing Equations (7) or (23) and (44), the distance rC→A results as equal to:

rC→A =
L
2
×
(

2×π−θ
ρw

+ θ
ρs

)
(

θw
ρw

+ θs
ρs

) × c f (83)

where cf is the correction factor of the electric field strength, due to limited exposure of a point
electrode to the sea, at an angle ϕ, smaller than 180◦ by methods “A” and “B”, equal to π/ϕ, where ϕ

expressed in rad. In the case of Stachtoroi, the correction factor is 1.0, while in the case of Korakia, it
is 1.3. In both cases, the angle of the soil layer θs is equal to 2 × π-θw in Figure 4 or Figure 5.

Therefore, to calculate the safety distances rlimit2, for an average value of electric field strength
Elimit_S (continuous operating conditions); rlimit3, for an average value of electric field strength Elimit_T
(transient operating conditions); rlimit4, for a point value of electric field strength Elimit_S (continuous
operating conditions); and rlimit5, for a point value of electric field strength Elimit_T (transient operating
conditions), it is suggested to use the method “C”, of the linear current source, due to its suitability
for short distances (of the order of tens of meters). On the contrary, for the calculation of the safety
distance rlimit1 for voltage Vlimit_S, with respect to infinity, it is recommended to use method “A” (or
“B”, since in that area they are identical) due to its suitability for long distances (of the order of a
few km).

For the calculation of electric field strength, the absolute potential on the surface of an electrode,
with respect to infinity (remote earth), and the equivalent electrode station resistance, the combined
application of the methods was proposed. More specifically, method “C” of electric field strength
distribution, through a linear current source and a water zone of constant thickness, was applied
from the surface of the electrode up to the distance where the electric field strengths of methods
“A” and “C” are equalized (i.e., rel < r < rC→A), whereas the unified method “A”, of electric field
strength distribution through a point current source, according to CIGRE B4.61 675:2017 and IEC
TS 62344:2013, was applied from the distance where the electric field strengths of methods “A” and
“C” are equalized, towards infinity (i.e., rC→A < r < ∞). From the calculation of the electric field
strength, the absolute potential, with respect to infinity (remote earth), can be calculated and, subse-
quently, the respective equivalent electrode resistance. Hence, for the case of Stachtoroi, Attica (since
r1 < r3 < r2 < rC→A), according to Equation (83), the absolute potential is calculated as follows:
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∫ r∞

r

→
E ×

→
d� =

∫ r1

r
E × d�︸ ︷︷ ︸

Equation (46)

+
∫ r3

r1

E × d�︸ ︷︷ ︸
Equation (49)

+
∫ r2

r3

E × d�︸ ︷︷ ︸
Equation (52)

+
∫ rC→A

r2

E × d�︸ ︷︷ ︸
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+
∫ ∞
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Itot
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ρd
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)
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Itot
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(84)

Accordingly, the electrode station resistance of remote earth results from Equation (85) (for
r = rel < r1) as follows:

Rel =
V(rel)

Itot
=

1
L
×

⎛
⎜⎜⎜⎝

ln
(

r1
rel

)
2×π
ρw

+
ln
(

r3
r1

)
(

2×π−θ
ρd

+ θ
ρw

) +
ln
(

r2
r3

)
(

2×π−θ
ρd

+ θ
ρs

)
+

ln
(

rC→A
r2

)
(

2×π−θ
ρw

+ θ
ρs

) +
L×c f

2×rC→A×
(

θw
ρw

+ θs
ρs

)

⎞
⎟⎟⎟⎠ (85)

If the inequality r1 < r3 < r2 < rC→A does not apply, then it is examined whether the inequality
r1 < r3 < rC→A < r2 is valid, determining the equalization distance of the electric field strengths of
methods “B” and “C”, through Equations (26) and (52), hence it follows that:

rC→A =
L
2
×
(

2×π−θ
ρd

+ θ
ρs

)
(

θw
ρd

+ θs
ρs

) × c f (86)

Here, method “B” is necessarily used instead of method “A”, since the respective distance lies
on the breakwater. Consequently, the absolute potential is calculated, similarly to Equation (85), and
from this, the electrode station resistance of remote earth results as equal to:

Rel =
1
L
×

⎛
⎜⎜⎝

ln
(

r1
rel

)
2×π
ρw

+
ln
(

r3
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)
(
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ρd

+ θ
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)
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2×π−θ
ρd

+ θ
ρs

)
+

L×c f

2×
(

θw
ρw

+ θs
ρs

) ×
(

1
rC→A

− 1
r2

)
+

L×c f

2×r2×
(

θw
ρw

+ θs
ρs

)

⎞
⎟⎟⎠ (87)

It is noted that the equalization distance of the electric field strengths of methods “A” and
“C” by applying Equation (83) is greater than that resulting from applying Equation (86) under the
practical condition that the electrical resistivity of the soil ρs is much greater than the respective
seawater ρw. In particular, the corresponding condition for θs = 2×π-θw is (2 × π-θ)/θ < ρw/ρs, which
is practically the case.

Likewise, for the case of Korakia, Crete, if it is true that r1 < r2 < r3 < rC→A, where the equalization
distance of the electric field strengths of methods “A” and “C” (for the external area of the breakwater)
results from Equation (83), then the absolute potential is calculated in a similar way and from this
electrode station resistance of remote earth results as equal to:

Rel =
1
L
×
⎛
⎝ ln

(
r2
r1

)
(

2×π−θ
ρd

+ θ
ρw

) +
ln
(

r3
r2
× r1

rel

)
2×π
ρw

+
ln
(

rC→A
r3

)
(

2×π−θ
ρw

+ θ
ρs

) +
L × c f

2 × rC→A ×
(

θw
ρw

+ θs
ρs

)
⎞
⎠ (88)
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If the inequality r1 < r2 < r3 < rC→A does not apply, then it is examined whether the inequality
r1 < r2 < rC→A < r3 is valid, determining the equalization distance of the electric field strengths of
methods “A” or “B” and “C”, through Equations (7) or (23) and (46), hence it follows that:

rC→A = L ×
π
ρw(

θw
ρw

+ θs
ρs

) × c f (89)

Consequently, the absolute potential is calculated, similarly to Equation (85), and from this, the
electrode station resistance of remote earth results as equal to:

Rel =
1
L
×
⎛
⎝ ln

(
r1
rel

× rC→A
r2

)
2×π
ρw

+
ln
(

r2
r1

)
(

2×π−θ
ρd

+ θ
ρw

) +
L × c f

2 × rC→A ×
(

θw
ρw

+ θs
ρs

)
⎞
⎠ (90)

It is noted that, if during the calculation of the equalization distance of the electric field strengths
of methods “A” and “C”, by applying Equation (83), the condition r1 < r2 < rC→A < r3 is met, instead
of r1 < r2 < r3 < rC→A, and, respectively, by applying Equation (89), the condition r1 < r2 < r3 < rC→A
is met, instead of r1 < r2 < rC→A < r3, then distance r3 is considered the corresponding equalization
distance of the electric field strengths of methods “A” or “B” and “C”, at which the strength of the
electric field presents a discontinuity.

Each case, different from those of Stachtoroi and Korakia, should be examined, particularly
in terms of finding analytical relations because due to the numerical values (regarding distances r1,
r2, r3 and rC→A), different equations could result in calculating the absolute potential (with respect
to infinity) and the electrode station resistance (with respect to remote earth), but corresponding to
those resulting from Equations (84) and (85).

In the present case, from the relevant calculations, for the most unfavorable conditions of
Stachtoroi and Korakia, the respective results of Table 8 were obtained. From the comparison of
the results with the corresponding ones in Tables 6 and 7, a small improvement between 1.7% and
2.7% was observed for the area of Stachtoroi, and a great one between 60% and 68% for the area of
Korakia. This occurs because the equalization distance of the electric field strengths between methods
“A” or “B” and “C”, in the case of Korakia, is much shorter compared to that of Stachtoroi, which
is mainly attributable to the much greater seabed slope used in methods “A” and “B”. However,
the total equivalent electrode station resistance, with respect to remote earth, has been significantly
reduced compared to the values determined either by method “A” (smaller by 20 to 100 times) or by
method “B” (smaller by 1,000 to 2,000 times). Even under the worst-case scenario, for a 3:2 inclination
of the electrode, the total resistance of the two electrodes through remote earth amounts to 21.5 Ω
and the potential difference between them to 23.69 kV, while for a vertical electrode, it is further
reduced to 12.0 Ω and at 13.21 kV, respectively, demonstrating the superiority of the combined use of
methods “A” or “B” and “C” to determine an upper limit in terms of the absolute potential on an
electrode surface, as well as in terms of the equivalent electrode station resistance, with a relatively
easy analytical mathematical procedure of direct calculation.
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Table 8. Equalization distance of the electric field strengths between methods “A” or “B” and “C”;
absolute potential on the electrode surface and equivalent electrode station resistance, in the areas of
Stachtoroi, Attica and Korakia, Crete, with combined utilization of the methods under the worst-case
scenario, in terms of geometric dimensions.

  Stachtoroi (Aegina: w = 0.00474355 rad) Korakia (Far *: w = 0.03997869 rad) 
L [m] d [ ·m] s [ ·m] rC A [m] V(rel) [kV] Rel [ ] s [ ·m] rC A [m] V(rel) [kV] Rel [ ] 

1.1815 
(slope 3:2) 

100 
 326.0 19.471 17.701  38.56 0.4401 0.4001 

1,000 245.1 17.128 15.571 100 27.88 0.4018 0.3652 
10,000 315.6 19.208 17.462 1,000 37.13 0.4356 0.3960 

120 
 326.0 23.245 21.132  38.56 0.4401 0.4001 

1,000 245.1 19.963 18.148 100 27.88 0.4018 0.3653 
10,000 315.6 22.868 20.789 1,000 37.13 0.4356 0.3960 

2.1300  
(vertical) 

100 
 587.8 10.830 9.845  69.51 0.2820 0.2564 

1,000 441.8 9.530 8.664 100 50.26 0.2606 0.2369 
10,000 569.0 10.684 9.712 1,000 66.93 0.2795 0.2541 

120 
 587.8 12.923 11.748  69.51 0.2820 0.2564 

1,000 441.8 11.102 10.093 100 50.26 0.2606 0.2369 
10,000 569.0 12.714 11.558 1,000 66.93 0.2795 0.2541 

Note: (*)—After the implementation of the correction factor (=1.30).

Regarding the safety distance from the breakwater, the use of method “C” was proposed, with
the relevant results as analyzed in Section 4.4, where the most unfavorable results in the present cases
result from the activation of the limits of the electric field strength at steady state (see Tables 6 and 7).
On the contrary, the minimum distance, regarding absolute potential with respect to remote earth at a
steady state, was achieved through methods “A” or “B”, where for Stachtoroi, it was located outside
all inhabited areas, whilst for Korakia, it was limited to a distance of 1.12 km from the electrode station,
even for the most unfavorable combination of geometric dimensions and electrical resistivities.

5. Application of Electric Field Distribution Methods Using Superposition for Near
Field Analysis

5.1. General Remarks
As already mentioned in Section 2.4, in this study, an ANOTEC electrode [77] was chosen, and

it was suggested by IPTO that the electric current density limit value Jst be equal to 20 A/m2, while
for reliability reasons, the number of linear frames vframe be 5 with an additional reserve of 1. Thus,
for a total electric current intensity Itot_steady, at a steady state (under overload conditions) equal to
1,100 A from the application of Equation (59), it follows that the number of necessary electrodes
Nmin_el is equal to 67. Therefore, by applying Equation (60), it follows that in each frame, the number
of necessary electrodes Nel_frame is 13, while in total (including the reserve frame), 78 electrodes were
used.

By taking into account the increment factor β equal to 6.1%, the final values of current densities,
under full load conditions Jfull_load_steady and under periodic maintenance conditions Jmaintenance_steady

were calculated as equal to 18.33 A/m2 and 22.00 A/m2, through Equations (61) and (62), respectively.
Similarly, for the transient state, for a respective current intensity Itot-transient equal to 12.8 kA, the final
values of current densities, under full load conditions Jfull_load_transient and under periodic maintenance
conditions Jmaintenance_transient are calculated as equal to 213.28 A/m2 and 255.93 A/m2, respectively.

Based on Sections 4.4 and 4.5, for the study of the electric field distribution at short distances
(near the breakwater), the most suitable method is “C” using the linear current source. For the sake
of simplifying the calculation process, the effect of the soil (considering its electrical resistivity to
be infinite), the water zone of a respective arc of angle θ on the plan view of Figure 6, as well as of
the breakwater, were all ignored, therefore from Equations (44), (46), (49) and (52), the electric field
strength results as follows:

Erw_r =
ρw × Itot

(2 × π − θ)× r × L
(91)

The first two simplifying admissions led to much more unfavorable results, whilst not consider-
ing the breakwater only has an effect on the calculation of the electric field strength when one is on
the breakwater, as well as on the calculation of the absolute potential for radii within or up to the
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breakwater (i.e., for r < r2). In the present case, of interest is the electric field strength mainly beyond
the breakwater, while regarding the electric field strength on it Erd_r by simplifying, its value can be
approximated by multiplying the respective seawater electric field strength Erw_r by the ratio of the
electrical resistivities ρd/ρw, that is:

Erd_r =
ρd
ρw

× Erw_r (92)

Equation (91) was practically applied; for each electrode located at position (x�, y�) of Figure 9
and through Equations (63) to (68), the superposition theorem was applied to determine the electric
field strength resultant, in the case of the frame of Figure 7 and in the case of the array of linear
frames placed parallel to the axis of the protective breakwater of Figure 8. Consequently, the relative
analysis was made in a step-by-step process, emphasizing the area of Korakia, Crete, considering
the arc of the “right” water–breakwater zone (2 × π-θ) of Figure 6 as equal to 112◦, which is smaller
than the respective arc of 150◦ at Stachtoroi, in seawater of electrical resistivity of 0.25 Ω·m. In
addition, emphasis is placed on the study of current intensity densities under conditions of periodic
maintenance at a steady state because they generally give the most unfavorable results, in terms of
safety distance, with respect to the point electric field strength criterion of 1.25 V/m.

5.2. Case of an Electrode at Maximum Electric Current Density, under Periodic
Maintenance Conditions

Initially, the study was made of an electrode at a steady state, electrified with a current density
of 22 A/m2 (under conditions of periodic maintenance), on a canvas of dimensions 5 m (Ox semi-axis)
by 10 m (yOy’ axis), with a step of 0.05 m, in the area of Korakia (with a computational mesh of
101 × 201 = 20,301 points). Due to the 3:2 inclination of the electrode, the effective length L was taken
equal to 1.1835 m. Through this simulation, the electric field strength on the Oxy plane (Figure 18),
as well as the area of the electric field strength, with values greater than 1.25 V/m (Figure 19),
were obtained.

Figure 18. Electric field strength for method “C”, of linear current source, for the area of Korakia
(ρS = ∞, without dam, L = 1.1815 m, ρw = 0.25 Ω·m, θ = 248◦, Jmaintenance_steady = 22 A/m2).

The maximum electric field strength was calculated as equal to 31.87 V/m, which is fully
consistent with the respective electric field strength of Equation (91), while the distance where it stays
below the limit of 1.25 V/m was determined at 1.555 m. These quantities are significantly improved
in relation to those that would be obtained by method “A” (15,091.5 V/m and 6.703 m, respectively).
Essentially, this means that there is no electric field strength greater than 1.25 V/m beyond the
dam, as the latter has a crest width of at least 4.0 m. Additionally, at a distance of 1.0 m from the
electrode, the dam begins, so in this case, the corresponding electric field strength in seawater is
equal to 1.9441 V/m, which is equivalent to ρd = 100 ÷ 120 Ω·m, according to Equation (92), with
an electric field strength Erd_r, on the dam, ranging between 777.64 and 933.168 V/m. Therefore,
protection measures need to be taken for step voltage, etc. If the same process is repeated with the
electrode vertically suspended, with an effective length L equal to 2.13 m, then the maximum electric
field strength is calculated to equal to 17.69 V/m, and the distance where it stays below the limit of
1.25 V/m equal to 0.863 m (i.e., within the area of the dam), while the electric field strength Erd_r on
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the dam (1.0 m from the electrode) is between 107.84 and 113.232 V/m (need for protection measures
for step voltage, etc.).

Figure 19. Area of electric field strength, with values higher (yellow) and lower (blue) than the limit
of 1.25 V/m for method “C”, of linear current source, for the area of Korakia (ρS = ∞, without dam,
L = 1.1815 m, ρw = 0.25 Ω·m, θ = 248◦, Jmaintenance_steady = 22 A/m2).

5.3. Case of a Frame of 13 Electrodes, at Maximum Current Density, under Periodic
Maintenance Conditions

Initially, a straight frame was formed consisting of 13 electrodes, which are at a steady state,
electrified with a current density (under periodic maintenance conditions) of 22 A/m2, at a distance
Del of 1.0 m from each other. This frame is placed on a canvas of 30 m (Ox semi-axis) by 60 m (yOy’
axis—parallel to the axis of the frame), with a step of 0.05 m, with the 7th electrode placed at point O
in the area of Korakia (with a computational mesh of 601 × 1,201 = 721,801 points). Due to the 3:2
inclination of the electrode, the effective length L is taken equal to 1.1835 m. From this simulation, the
electric field strength on the Oxy plane (Figure 20), and the area of electric field strength, with values
greater than 1.25 V/m (Figure 21), were obtained. The maximum electric field strength Emax was
calculated as equal to 37.76 (against the 31.87 V/m that was the case with one electrode) due to the
superposition of the electric fields of the 13 electrodes. The distance d1, where it stays below the limit
of 1.25 V/m along the Ox axis, was determined at 19.53 m, and the distance d1

/ along the Oy axis at
20.91 m, with respect to the beginning of the axes. Given that the frame is placed along the perceived
axis yOy’ (i.e., parallel to the dam) with its center at point O (from −6.00 m to 6.00 m), it follows
that from the end of the frame, the respective required distance dframes is 20.91 − 6.00 = 14.91 m along
the Oy axis, so the required frame length �k amounts to 12.0 + 2 × 14.91 = 41.82 m. These sizes are
significantly improved compared to the values of the corresponding sizes that would be obtained
with method “A” (dframes-A = 50.15 m and Emax-A = 15,152 V/m, respectively). It was also found that,
compared to the single electrode (where the required distance would be 1.555 m), here it increases
significantly due to the superposition effect of the electric field strengths of the neighboring fields,
by approximately ten times, while, as expected, the symmetry around the center of the frame is no
longer circular but elliptical.
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Figure 20. Electric field strength for method “C”, of linear current source, for a linear frame
of 13 electrodes, with Del = 1.0m for the area of Korakia (ρS = ∞, without dam, L = 1.1815 m,
ρw = 0.25 Ω·m, θ = 248◦, Jmaintenance_steady = 22 A/m2).

Figure 21. Area of electric field strength with values higher (yellow) and lower (blue) than the limit of
1.25 V/m for method “C” of linear current source for a linear frame of 13 electrodes with Del = 1.0 m
for the area of Korakia (ρS = ∞, without dam, L = 1.1815 m, ρw = 0.25 Ω·m, θ = 248◦, Jmaintenance_steady

= 22 A/m2).

Then the respective distance between the electrodes and rods Del changes, from 0.20 m to 1.50 m,
and the critical electric field strength areas, with values greater than 1.25 V/m, were calculated (in
addition to the total frame length Dframe and the maximum electric field strength of the array Emax),
via the following:

• The width of the critical frame zone d1 perpendicular to the dam consisted of 13 electrodes on
the semi-axis Ox;

• The total length of the critical frame zone �k on the dam consisted of 13 electrodes (on the
yOy’ axis);

• The area of rectangular zone arrangement that ensures the critical frame zone Sk (taking the
width d1 for both sides);

• The estimated distance between successive frames on the dam that ensures the critical zone for
diver dropping for repairs dframes (on yOy’);

• The estimated total length includes the critical zone of 6 frames �t on the dam (on yOy’);
• The area of the rectangular zone arrangement ensures the critical zone of 6 frames St (taking the

width d1 for both sides).
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Table 9 lists the results for an effective length of 1.1815 m, with an inclination according to that
of the dam, while Table 10 lists the results for an effective length of 2.13 m, with vertical suspension.

Table 9. Simulation results with method “C”, of linear current source for a linear frame of
13 electrodes for the area of Korakia (ρS = ∞, without dam, L = 1.1815 m, ρw = 0.25 Ω·m, θ = 248◦,
Jmaintenance_steady = 22 A/m2, Elimit_S = 1.25 V/m).

Del [m] Dframe [m] Emax [V/m] d1 [m] �k [m] Sk [m2] dframes [m] �t [m] St [m2]

point 414.32 20.219 40.439 1635.29 20.219 141.535 5,723.51
0.2 2.4 58.83 20.190 40.500 1635.40 19.050 147.748 5,966.17
0.3 3.6 50.48 20.156 40.561 1635.14 18.481 150.965 6,085.82
0.4 4.8 46.08 20.108 40.658 1635.11 17.929 154.303 6,205.48
0.5 6.0 43.37 20.045 40.784 1635.04 17.392 157.744 6,323.99
0.6 7.2 41.53 19.968 40.935 1634.83 16.868 161.274 6,440.75
0.7 8.4 40.19 19.878 41.113 1634.51 16.356 164.895 6,555.68
0.8 9.6 39.18 19.773 41.319 1634.04 15.860 168.618 6,668.27
0.9 10.8 38.39 19.655 41.553 1633.45 15.377 172.436 6,778.46
1.0 12.0 37.76 19.527 41.813 1632.92 14.906 176.344 6,886.81
1.1 13.2 37.23 19.373 42.097 1631.12 14.448 180.339 6,987.55
1.2 14.4 36.80 19.210 42.409 1629.40 14.005 184.433 7,086.03
1.3 15.6 36.42 19.034 42.748 1627.39 13.574 188.620 7,180.56
1.4 16.8 36.10 18.841 43.112 1624.58 13.156 192.892 7,268.72
1.5 18.0 35.83 18.634 43.503 1621.31 12.752 197.261 7,351.70

Table 10. Simulation results with method “C”, of linear current source for a linear frame of
13 electrodes for the area of Korakia (ρS = ∞, without dam, L = 2.13 m, ρw = 0.25 Ω·m, θ = 248◦,
Jmaintenance_steady = 22 A/m2, Elimit_S = 1.25 V/m).

Del [m] Dframe [m] Emax [V/m] d1 [m] �k [m] Sk [m2] dframes [m] �t [m] St [m2]

point 229.82 11.215 22.430 503.12 11.215 78.506 1,760.92
0.2 2.4 32.63 11.165 22.530 503.12 10.065 84.856 1,894.92
0.3 3.6 28.00 11.103 22.655 503.07 9.528 88.294 1,960.60
0.4 4.8 25.56 11.015 22.829 502.90 9.014 91.900 2,024.52
0.5 6.0 24.06 10.901 23.051 502.55 8.525 95.678 2,085.96
0.6 7.2 23.04 10.762 23.322 501.99 8.061 99.628 2,144.41
0.7 8.4 22.30 10.596 23.634 500.87 7.617 103.720 2,198.08
0.8 9.6 21.74 10.404 24.005 499.49 7.203 108.018 2,247.59
0.9 10.8 21.30 10.184 24.415 497.30 6.807 112.452 2,290.49
1.0 12.0 20.94 9.936 24.869 494.20 6.435 117.043 2,325.87
1.1 13.2 20.65 9.660 25.367 490.10 6.084 121.785 2,352.94
1.2 14.4 20.41 9.353 25.906 484.61 5.753 126.672 2,369.57
1.3 15.6 20.20 9.016 26.487 477.63 5.443 131.704 2,374.96
1.4 16.8 20.03 8.648 27.106 468.81 5.153 136.871 2,367.25
1.5 18.0 19.87 8.245 27.763 457.84 4.882 142.172 2,344.54

From the respective study of the results, the following conclusions emerge:

• As the electrode spacing increases, so do the necessary length on the dam along the yOy’ axis, �k,
and the area of the rectangular zone arrangement, which ensures the critical zone of six frames,
St, (but not monotonously, since for L = 2.13 m and Del > 1.3 m the area St begins to decrease
slowly). On the other hand, the maximum electric field strength Emax decreases slightly, as
well as the width of the critical zone (in front of the location of the dam d1) and the estimated
distance between successive frames dframes, as can be seen from the results of Tables 9 and 10;

• By taking into account that, in order to be able to repair each electrode, a distance of 0.50 m
between them is practically required, then the required length of the dam is 96 m for L = 2.13 m,
which is greater than the available (about 70 m) according to Figure 12. Of course, if from the
beginning the array is allowed to move marginally closer to the coast, with the appropriate
deepening and by reducing the distance between the frames to 6.5 m, then the required length
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reaches 68.5 (=6 × 6 + 5 × 6.5), which is feasible. Additionally, the critical zone of the dam
marginally extends outside by 5 m (with a crest width of 5 m and a suspension distance of at
least 1 m). With the appropriate vertical suspension arrangement, at 6 m from the inner side of
the dam, the electric field strength can be less than 1.25 V/m on the outside;

• In relation to the results of Table 3, it was found that the equivalent point source of method “A”
would require a circular zone of about 52.5 m without the correction factor and 68.2 m with
the correction factor, whilst, according to Table 7, the equivalent linear source requires 51.5 m,
in contrast to the present case of the frame which requires a zone of 10.9 m along the Ox axis
and 23.1 m along the Oy axis (for an electrode spacing of 0.50 m and L = 2.13 m). Respectively,
the reserved area for the point source amounts to 8,659 m2 (without a correction factor) and
14,612 m2 (with a correction factor), while for the linear source amounts to 8,832 m2, against
1,895 to 2,370 m2 of the linear frames on the dam.;

• Based on this consideration, the vertical suspension of the electrodes is more suitable; however,
due to the phenomenon of the diffusion of the electric current in the seawater, at a short
distance from the frame, the behavior of the inclined electrodes tends to approximate that of the
vertical ones.

For the sake of completeness, the same procedure was carried out for the area of Stachtoroi,
with θ = 210◦, L = 2.13 m and ρw = 0.25 Ω·m. From the respective change in the electrodes—rod
spacing Del, from 0.20 m up to 1.50 m—the values of the respective geometric and field parameters
were calculated (which determine the critical areas of electric field strength higher than 1.25 V/m)
and listed in Table 11.

Table 11. Simulation results with method “C”, of linear current source, for a linear frame of
13 electrodes, for the area of Stachtoroi, Attica (ρS = ∞, without dam, L = 2.13 m, ρw = 0.25 Ω·m,
θ = 210◦, Jmaintenance_steady = 22 A/m2, Elimit_S = 1.25 V/m).

Del [m] Dframe [m] Emax [V/m] d1 [m] �k [m] Sk [m2] dframes [m] �t [m] St [m2]

point 171.60 8.374 16.748 280.50 8.374 58.618 981.73
0.2 2.4 24.37 8.307 16.882 280.49 7.241 65.086 1,081.39
0.3 3.6 20.91 8.223 17.049 280.39 6.724 68.670 1,129.39
0.4 4.8 19.09 8.155 17.279 281.82 6.240 72.478 1,182.10
0.5 6.0 17.96 7.951 17.576 279.50 5.788 76.515 1,216.80
0.6 7.2 17.20 7.763 17.934 278.44 5.367 80.768 1,254.01
0.7 8.4 16.65 7.538 18.353 276.67 4.977 85.236 1,284.93
0.8 9.6 16.23 7.274 18.831 273.95 4.615 89.908 1,307.96
0.9 10.8 15.90 6.971 19.367 270.01 4.283 94.783 1,321.49
1.0 12.0 15.64 6.627 19.956 264.49 3.978 99.844 1,323.35
1.1 13.2 15.42 6.240 20.596 257.02 3.698 105.085 1,311.39
1.2 14.4 15.24 5.807 21.286 247.22 3.443 110.500 1,283.38
1.3 15.6 15.09 5.325 22.021 234.54 3.210 116.072 1,236.28
1.4 16.8 14.95 4.793 22.799 218.55 3.000 121.797 1,167.51
1.5 18.0 14.84 4.204 23.617 198.58 2.808 127.659 1,073.43

From the respective study of the results, the following conclusions emerge:

• As before, as the electrodes spacing increases, so do the necessary length on the dam, along
the yOy’ axis �k (monotonously) and the area of the rectangular zone arrangement that ensures
the critical zone of six frames St (but not monotonously, as for Del > 1.1 m it begins to decrease
slowly). Accordingly, the maximum electric field strength Emax is slightly reduced, along with
the width of the critical zone, in front of the location of the dam d1 and the estimated distance
between successive frames dframes, as can also be seen from the results of Table 11;

• The required length of the dam (at least 76.5 m) is greater than the available (about 55 m),
according to Figure 12. Of course, if from the beginning the array is allowed to move marginally
closer to the coast, with the appropriate deepening and by reducing the distance between the
frames to 4.5 m, then the required length reaches 58.5 (=6 × 6 + 5 × 4.5), which is feasible.
Additionally, the critical zone of the dam marginally extends outside by 2 m (with a crest width
of 5 m and a suspension distance of at least 1 m). With the appropriate vertical suspension
arrangement, at 3 m from the inner side of the dam, the electric field strength can be less than
1.25 V/m on the outside;
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• In relation to the results of Table 2, it was found that the equivalent point source requires a
zone of around 152.3 m without the correction factor; according to Table 6, the equivalent linear
source would require 39.5 m, in contrast to the present case of the frame, which requires a zone
of 8.0 m, on the Ox axis and 17.6 m, on the Oy axis, for an electrode spacing of 0.50 m and
L = 2.13 m. Respectively, the reserved area for the point source amounts to 72,870 m2, and for the
linear source, it amounts to 4,901 m2, against 1,070 to 1,325 m2 of the linear frames on the dam.

5.4. Case of an Arrangement of 6 Linear Frames of 13 Electrodes Placed in a Row, Parallel to the
Protective Dam, at Maximum Current Density under Normal Operation or Periodic
Maintenance Conditions

Initially, an arrangement of six linear frames is formed, each consisting of 13 electrode rods
with a distance between rods Del equal to 0.50 m and a total length Dframe equal to 6.00 m. The
distance between frames dframes is 6.5 m (against 8.52 m in Table 10), which suggests that the total
estimated required length of the protective dam, behind which the array of frames is placed, is
81.5 m (=6 × 6.00 + 7 × 6.5), of which 6.5 m, on either outer side, can be considered onshore to be
covered by the plan view of the preliminary study dam of Figure 12. The case of loading the electrode
station with the maximum nominal load Itotal-steady equal to 1,100 A is considered, for six-frame or five-
frame operation, with respective current densities under full load conditions Jfull_load_steady and under
periodic maintenance conditions Jmaintenance_steady, respectively. The entire arrangement is placed on
a canvas of 60 m (Ox semi-axis) by 160 m (yOy’ axis—parallel to the axis of the frame) and with a
simulation step of 0.10 m by 0.10 m (with a computational mesh of 601 × 1,601 = 962,201 points), as
seen in Figure 8. From the corresponding simulation, the result of the data of Table 12, with uniform
loading of the six-frame or five-frame electrode station, with the sixth, fifth or fourth frame off, as
well as the electric field strength graphs, on the Oxy plane in Figures 22–25 and the area of electric
field strength, with values greater than Elimit_S = 1.25 V/m in Figures 26–29, respectively. The results
include the following, depending on the mode of operation:

• The electric current density Jsteady with respect to the peripheral surface;
• The width d2 of the electrode station critical zone, perpendicular to the dam (on the xOx’ axis);
• The length of the electrode station critical zone d3 on the dam above the center of the dam (on

the yOy’ axis);
• The length of the electrode station critical zone d4 on the dam below the center of the dam (on

the yOy’ axis);
• The distance of the lowermost rod of the electrode station �b-c, on the dam from the center of the

dam that is connected to the power supply (on yOy’);
• The distance of the uppermost rod of the electrode station �u-c, on the dam from the center of

the dam, connected to the power supply (by yOy’);
• The distance between the lowermost rod of the electrode station sb-c on the dam that is connected

to the power supply and the nearest point of protection (dam end, electrode not connected to
power supply for maintenance purposes);

• The distance between the uppermost rod of the electrode station su-c on the dam, which is
connected to the power supply, and the nearest point of protection (dam end, electrode not
connected to power supply for maintenance purposes);

• The distance yp between the nearest point of protection (dam edge, electrode not connected to
power supply for maintenance purposes) from the center of the dam that is connected to the
power supply (on yOy’);

• The safety margin Dyp in relation to an initial preliminary study of a frame under the same
conditions (where negative values indicate a requirement for a greater safety distance);

• The maximum electric field strength of the arrangement Emax.
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Table 12. Simulation results with method “C”, of a linear current source, for the case of an arrange-
ment of 6 linear frames, each consisting of 13 electrodes, for the area of Korakia, Crete (ρS = ∞,
without dam, L = 2.13 m, Del = 0.50 m, dframes = 6.50 m, ρw = 0.25 Ω·m, θ = 248◦, Elimit_S = 1.25 V/m).

Supply
Method

Jsteady

[A/m2]

d2
[m]

d3
[m]

d4
[m]

�b-c
[m]

�u–c
[m]

sb-c
[m]

su–c
[m]

yp
[m]

Δyp

[m]
Emax
[V/m]

Operation of
6 frames 18.33 47.67 63.97 −63.97 −34.25 34.25 29.72 29.72 40.75 −23.22 21.91

Operation of
5 frames

(except no. 6)
22.00 50.29 55.31 −67.81 −34.25 21.75 33.56 33.56 28.25 −27.06 *1 26.09

Operation of
5 frames

(except no. 5)
22.00 48.01

18.62 −66.98 −34.25 9.25 32.73 9.37
15.75 −2.87 *2

26.04
−40.75 −26.23

61.59 25.98 28.25 34.25 2.27 27.34
21.75 4.23
40.75 −20.84

Operation of
5 frames

(except no. 4)
22.00 45.66

2.97 −65.86 −34.25 −3.25 31.61 6.22
3.25 0.28

25.95
−40.75 −25.11

64.24 11.60 15.75 34.25 4.15 29.99
9.25 2.35

40.75 −23.49

Note: (*1)—Maximum electric field strength at the area of a nonoperating frame 3.13 V/m; (*2)—Maximum electric
field strength at the area of a nonoperating frame 1.98 V/m.

Figure 22. Electric field strength for method “C”, of linear current source, for an electrode station of
6 linear frames in a row with dframes = 6.50 m; each frame consists of 13 electrodes of active length
L = 2.13 m, Del = 0.50 m, ρw = 0.25 Ω·m, θ = 248◦ (area of Korakia), Jfull_load_steady = 18.33 A/m2 (steady
state and operation of all 6 frames).
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Figure 23. Electric field strength for method “C”, of linear current source, for an electrode station of
6 linear frames in a row with dframes = 6.50 m; each frame consists of 13 electrodes of active length
L = 2.13 m, Del = 0.50 m, ρw = 0.25 Ω·m, θ = 248◦ (area of Korakia), Jfull_load_steady = 22 A/m2 (steady
state and operation of 5 frames, except no. 6).

Figure 24. Electric field strength for method “C”, of linear current source, for an electrode station of
6 linear frames in a row with dframes = 6.50 m; each frame consists of 13 electrodes of active length
L = 2.13 m, Del = 0.50 m, ρw = 0.25 Ω·m, θ = 248◦ (area of Korakia), Jfull_load_steady = 22 A/m2 (steady
state and operation of 5 frames, except no. 5).
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Figure 25. Electric field strength for method “C”, of linear current source, for an electrode station of
6 linear frames in a row with dframes = 6.50 m; each frame consists of 13 electrodes of active length
L = 2.13 m, Del = 0.50 m, ρw = 0.25 Ω·m, θ = 248◦ (area of Korakia), Jfull_load_steady = 22 A/m2 (steady
state and operation of 5 frames, except no. 4).

Figure 26. Area of electric field strength, with values higher (yellow) and lower (blue), than the limit
of 1.25 V/m, for method “C”, of linear current source, for an electrode station of 6 linear frames in a
row with dframes = 6.50 m; each frame consists of 13 electrodes of active length L = 2.13 m, Del = 0.50 m,
ρw = 0.25 Ω·m, θ = 248◦ (area of Korakia), Jfull_load_steady = 18.33 A/m2 (steady state and operation of
all 6 frames).
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Figure 27. Area of electric field strength, with values higher (yellow) and lower (blue) than the limit
of 1.25 V/m for method “C” of linear current source, for an electrode station of 6 linear frames in a
row with dframes = 6.50 m; each frame consists of 13 electrodes of active length L = 2.13 m, Del = 0.50 m,
ρw = 0.25 Ω·m, θ = 248◦ (area of Korakia), Jfull_load_steady = 22 A/m2 (steady state and operation of 5
frames, except no. 6).

Figure 28. Area of electric field strength, with values higher (yellow) and lower (blue) than the limit
of 1.25 V/m for method “C” of linear current source, for an electrode station of 6 linear frames in a
row with dframes = 6.50 m; each frame consists of 13 electrodes of active length L = 2.13 m, Del = 0.50 m,
ρw = 0.25 Ω·m, θ = 248◦ (area of Korakia), Jfull_load_steady = 22 A/m2 (steady state and operation of 5
frames, except no. 5).
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Figure 29. Area of electric field strength, with values higher (yellow) and lower (blue), than the limit
of 1.25 V/m, for method “C”, of linear current source, for an electrode station of 6 linear frames
in a row, with dframes = 6.50 m, each frame consisting of 13 electrodes of active length L = 2.13 m,
Del = 0.50 m, ρw = 0.25 Ω·m, θ = 248◦ (area of Korakia), Jfull_load_steady = 22 A/m2 (steady state and
operation of 5 frames, except no. 4).

From the study of the relevant results in Table 12, the following conclusions emerge:

• The deviation at the ends of the arrangement reaches up to 27.0 m depending on the electrifying
method (especially when electrifying five consecutive panels). However, in the area of the frame
that does not operate, the respective electric field strength is marginally above 2.5 V/m, so there
is no safety issue during maintenance as long as the diver takes the appropriate measures;

• The deviation of the maximum developing electric field strength of the electrode station against
that of a single frame (26.09 V/m against 24.06 V/m) is of the order of 8.4%, which is quite large,
but expected, given the fact that, instead of 8.5 m, the distance between of frames decreased
to 6.5 m;

• The critical zone of the dam extends outside the dam by 44 m (with a crest width of 5 m and
a suspension distance of at least 1 m) on the xOx’ axis (vertical to the dam), where the initial
estimation of Table 10 has failed;

• The critical zone of the dam extends beyond the dam by 66 m (33 m on either side) on the yOy’
axis (parallel to the axis of the dam) in the shore area. The reason is that the distance between
the frames was significantly reduced.

If the previous procedure is repeated, setting the intermediate distance between the frames at
8.5 m, according to Table 10, the total estimated required length of the protective dam behind which
the array is placed must be 95.5 m (=6 × 6.00 + 7 × 8.5), of which 8.5 m on either outer side can be
considered on the coast. From the corresponding simulation, the results of Table 13 are obtained,
from the study of which the following conclusions are drawn:

• The deviation at the ends of the electrode station reaches up to 23.0 m depending on the
electrifying method (especially when electrifying five consecutive panels). However, in the area
of the frame that does not operate, the respective electric field strength is marginally above
2.5 V/m, so there is no safety issue during maintenance;

• The deviation of the maximum developing electric field strength of the electrode station against
that of a single frame (25.84 V/m against 24.06 V/m) is of the order of 7.4%, which is quite
large, despite the fact that the distance between frames is 8.5 m, as set from the beginning. This
happens because, in method “C”, the constant effective length causes the field effect to decrease
more slowly;
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• The critical zone of the dam extends outside the dam by 42 m (with a crest width of 5 m and
a suspension distance of at least 1 m) on the xOx’ axis (vertical to the dam), where the initial
assessment of Table 10 has failed. However, it is limited to 83% of the most favorable value,
resulting from concentrated source methods;

• The critical zone of the dam extends beyond the estimated dam (according to Section 5.3) by 46
m (23 m on either side) on the yOy’ axis (parallel to the dam axis) on the shore area. Due to the
large size, the respective area (13,622 m2) approaches the respective area of method “A”, using a
correction factor;

• From the comparison of Tables 12 and 13, it emerged that there is no substantial benefit, in the
present case, from increasing the distance between the frames from 6.5 to 8.5 m, so the spacing
of 6.5 m can be applied. It is estimated that the electric field strength drops below the value of
2.5 V/m (with respect to 3.1 V/m) because, in the present case, an active zone as long as the
height of the electrode was assumed by simplification, and another 2.0 m of seawater depth in
the nearby area was ignored, as well as the mass of water “behind” the dam in Figure 6.

Table 13. Simulation results with method “C”, of a linear current source, for the case of an ar-
rangement of 6 linear frames, in a row, each consisting of 13 electrodes, for the area of Korakia,
Crete (ρS = ∞, without dam, L = 2.13 m, Del = 0.50 m, dframes = 8.50 m, ρw = 0.25 Ω·m, θ = 248◦,
Elimit_S = 1.25 V/m).

Supply
Method

Jsteady

[A/m2]

d2
[m]

d3
[m]

d4
[m]

�b-c
[m]

�u–c
[m]

sb-c
[m]

su–c
[m]

yp
[m]

Δyp

[m]
Emax
[V/m]

Operation of
6 frames 18.33 44.50 66.64 −66.64 −39.25 39.25 27.39 27.39 47.75 −18.89 21.68

Operation of
5 frames

(except no. 6)
22.00 48.23 56.11 −70.61 −39.25 24.75 31.36 31.36 33.25 −22.86 *3 25.84

Operation of
5 frames

(except no. 5)
22.00 45.46

20.58 −69.80 −39.25 10.25 30.55 10.33
18.75 −1.83 *4

25.79
−47.75 −22.05

64.18 30.42 33.25 39.25 2.83 24.93
24.75 5.67
47.75 −16.43

Operation of
5 frames

(except no. 4)
22.00 42.14

2.65 −68.68 −39.25 −4.25 29.43 6.90
4.25 1.60

25.72
−47.75 −20.93

67.03 14.07 18.75 39.25 4.68 27.78
10.25 3.82
47.75 −19.28

Note: (*3)—Maximum electric field strength at the area of a nonoperating frame 2.61 V/m, (*4)—Maximum electric
field strength at the area of a nonoperating frame 1.60 V/m.

For the sake of completeness, by applying the respective procedure for the case of Stachtoroi, an
arrangement of six linear frames was formed, each consisting of 13 electrodes with a distance between
bars Del equal to 0.50 m and a total length Dframe equal to 6.00 m. Considering that the arc of the
“right” water–dam zone of Figure 6 is equal to 150◦ and that the distance between the frames dframes is
equal to 4.5 m (with respect to 5.78 m of Table 11), consequently, the total required length of protective
dam (behind which the array is placed) is estimated to be 67.5 m (=6 × 6.0 + 7 × 4.5), of which 9.0 m,
on either outer side, can be considered on the shore, so as to be covered by the plan view of the
preliminary study dam of Figure 11. Same as before, the case of loading the electrode station with
the maximum nominal load Itotal-steady, equal to 1,100 A, was examined, for six-frame or five-frame
operation, with the respective electric current densities under full load conditions Jfull_load_steady and
under periodic maintenance conditions Jmaintenance_steady, respectively. The arrangement was placed
on a canvas of 50 m (Ox semi-axis) by 120 m (yOy’ axis—parallel to the axis of the frame) and with a
simulation step of 0.10 m by 0.10 m (with a computational mesh of 501 × 1,201 = 601,701 points), as
seen in Figure 8. From the respective simulation, the results of Table 14 are obtained, from the study
of which the following emerge:

• The deviation at the ends of the electrode station reaches up to 18.6 m depending on the
electrifying method (especially when electrifying five consecutive panels). However, in the area
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of the frame that does not operate, the respective electric field strength is marginally above
2.5 V/m, so there is no safety issue during maintenance;

• The deviation of the maximum developing electric field strength of the electrode station against
that of a single frame (19.73 V/m against 17.96 V/m) is of the order of 10%, which is quite large
but expected because the distance between frames dropped to 4.5 m, instead of 5.8 m;

• The critical zone of the dam extends outside the dam by 30 m (with a crest width of 5 m and
a suspension distance of at least 1 m) on the xOx’ axis (vertical to the dam), where the initial
assessment of Table 11 failed. However, it is limited to 92% of the most favorable value, resulting
from concentrated source methods;

• The critical zone of the dam extends beyond the estimated dam (according to Section 5.3) by
37.1 m (18.6 m on either side) on the yOy’ axis (parallel to the dam axis) on the shore area,
attributable to the significant reduction in the distances between frames. Due to the large size,
the respective area (7,602 m2) is larger by 55% than that of method “C”, with a concentrated
current source, but larger only by 10% compared to that of method “A”.

Table 14. Simulation results with method “C”, of a linear current source, for the case of an arrange-
ment of 6 linear frames, in a row, consisting of 13 electrodes, for the area of Stachtoroi, Attica (ρS = ∞,
without dam, L = 2.13 m, Del = 0.50 m, dframes = 4.50 m, ρw = 0.25 Ω·m, θ = 210◦, Elimit_S = 1.25 V/m).

Supply
Method

Jsteady

[A/m2]

d2
[m]

d3
[m]

d4
[m]

�b-c
[m]

�u–c
[m]

sb-c
[m]

su–c
[m]

yp
[m]

Δyp

[m]
Emax
[V/m]

Operation of
6 frames 18.33 33.74 49.29 −49.29 −29.25 29.25 20.04 20.04 33.75 −15.54 16.59

Operation of
5 frames

(except no. 6)
22.00 36.34 41.80 −52.30 −29.25 18.75 23.05 23.05 23.25 −18.55 *5 19.73

Operation of
5 frames

(except no. 5)
22.00 34.35

15.10 −51.69 −29.25 8.25 22.44 6.85
12.75 −2.35 *6

19.68
−33.75 −17.94

47.33 21.61 23.25 29.25 1.64 18.28
18.75 2.86
33.75 −13.78

Operation of
5 frames

(except no. 4)
22.00 32.02

2.17 −50.85 −29.25 −2.25 21.60 4.42
2.25 0.08

19.61
−33.75 −17.10

49.62 9.88 12.75 29.25 2.87 20.37
8.25 1.63

33.75 −15.87

Note: (*5)—Maximum electric field strength at the area of a nonoperating frame 2.95 V/m, (*6)—Maximum electric
field strength at the area of a nonoperating frame 1.95 V/m.

If the respective process is repeated with the respective transient behavior currents and the
respective electric field limits at transient behavior, the resulting requirements would be slightly
smaller, so they were not recorded further.

5.5. Estimation of Maximum Absolute Electric Potential and Equivalent Remote Earth Resistance
for an Electrode Station of 6 Linear Frames, in a Row, Each Consisting of 13 Electrodes, Parallel to
the Protective Dam, at Maximum Current Density, under Conditions of Normal Operation or
Periodic Maintenance

Based on the conclusions of Section 4.5, for the determination of the absolute electric potential
and the equivalent resistance of each electrode station, both method “A” and method “C” must be
used. The former is that of a point current source (based on the guidelines of CIGRE B4.61 675:2017
and IEC TS 62344:2013), which is suitable for calculating the electric field strength in the far field
(considering a wedge-shaped sea zone, using the slope of the bottom), and the latter is of the linear
current source, which is suitable for the near field near the electrodes (because it treats the electrodes
as linear rather than point current sources), but at the cost of taking into account a small water zone
of constant depth. The limit of switch between methods is the equalization distance of the electric
field strengths provided by methods “A” and “C” in the area beyond the dam with the admissions
made in Section 5.1 (ignoring the effect of the soil, the water zone in the respective arc of angle
θ on the plan view of Figure 6, of the dam itself), using Equations (12) and (91), respectively, to
calculate the strength of each electrode, at the points of the canvas under study in Figure 8 and then
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by superpositioning the total strength results through Equations (63)–(68), by determining the smaller
of the two methods. The strength values of the dam area are calculated through method “C” (a
nearby area) and are corrected by multiplying by the ratio of dam resistivity to seawater resistivity
(ρd/ρw) (i.e., through Equation (92)). Subsequently, from the appropriate integration of the electric
field strength, with respect to infinity (i.e., at 150 km, where the absolute potential is considered
null), the total absolute potential was determined. In the present case, the integration was performed
perpendicular to the dam axis (yOy’ axis), of the row of frames on the semi-axis Ox, according to
Equation (69).

In the area of Korakia, the arrangement of six linear frames was formed with a distance between
them dframes = 6.5 m. Each frame consists of 13 electrodes with a distance between them, Del = 0.50 m
and a total length Dframe = 6.00 m, vertically placed with an effective length L = 2.13 m. The geometrical
features are θ = 248◦ in relation to Figure 6, θw = 2.29◦ = 0.039978687 rad (most unfavourable seabed
inclination from Table 1), with respect to Figure 5. Similar to before, the case of loading the electrode
station with the maximum nominal load Itotal-steady of 1,100 A was considered, for a six-frame or
five-frame operation (sixth, fifth or fourth frame out of operation), with respective current densities
under full load conditions, Jfull_load_steady, and under periodic maintenance conditions, Jmaintenance_steady,
respectively. The array of frames was placed on a canvas of 150 km (Ox axis) by 160 m (yOy’ axis—
parallel to the frame axis) and with a simulation step of 0.10 m up to 100 m, 1.0 m from 100 to 200 m,
5.0 m from 200 to 1,000 m, 10 m from 1,000 to 10,000 m, 100 m from 10 km to 150 km on the Ox axis
and by 0.10 m, on the yOy’ (with a computational mesh of 3,561 × 1,601 = 5,701,161 points), as seen in
Figure 8. From the respective simulation, the data of Table 15 were obtained, additionally listing the
current density Jsteady in terms of the peripheral surface, the maximum value of the absolute potential
Vrel_max, and the resistance between the electrode station and remote earth Rel. The graphs of the
absolute potential Vmax(y) (on the perceived axis of the electrode station (x = 0)), of the electric field
strength (perpendicular to the axis yOy’, for that y at which the maximum value of all Vmax(y) occurs),
and the respective value of absolute potential on this axis, are indicatively shown in Figures 30–32,
respectively, for the case of non-operation of frame no. 6, which is the most unfavorable of all.

Table 15. Results of determination of absolute electric potential and resistance between electrode
station and remote earth by applying method “A” for the far field (ρS = ∞) and method “C” for
the near field, with simplifying admissions (ρS = ∞) and compensation for the presence of a dam;
for an electrode station of 6 linear frames in a row, dframes = 6.50 m (area of Korakia) and 4.50 m
(area of Stachtoroi), each frame consisted of 13 electrodes of active length L = 2.13 m, Del = 0.50 m,
ρd = 100 Ω·m, ρw = 0.25 Ω·m, θw = 2.29◦, θ = 248◦ (area of Korakia) and θw = 0.272◦, θ = 210◦ (area
of Stachtoroi).

Korakia Stachtoroi

Supply Method
Jsteady

[A/m2]
Vrel_max [V] Rel [Ω] Vrel_max [V] Rel [Ω]

Operation of 6 frames 18.33 19,527 16.713 14,899 12.766
Operation of 5 frames

(except no. 6) 22.00 22,772 19.512 17,300 14.824

Operation of 5 frames
(except no. 5) 22.00 22,124 18.957 16,772 14.371

Operation of 5 frames
(except no. 4) 22.00 21,199 18.164 16,015 13.722
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Figure 30. Absolute electric potential on the perceived axis of the electrode station (for x = 0 on the
yOy’ axis, applying method “A” for the far field (ρS = ∞) and method “C” for the near field, with
simplifying admissions (ρS = ∞), with compensation for the presence of a dam), for an electrode
station of 6 linear frames in a row, with dframes = 6.50 m, each frame consisted of 13 electrodes of active
length L = 2.13 m, Del = 0.50 m, ρd = 100 Ω·m, ρw = 0.25 Ω·m, θw = 2.29◦, θ = 248◦ (area of Korakia),
Jmaitenance_steady = 22 A/m2 (steady state and operation of 5 panels, except no. 6).

Figure 31. Electric field strength on the Ox semi-axis, perpendicular to the perceived axis of the
electrode station, at the point of the maximum value of all absolute potentials, applying method “A”
for the far field (ρS = ∞) and method “C” for the near field, with simplifying admissions (ρS = ∞),
with compensation for the presence of a dam; for an electrode station of 6 linear frames in a row,
with dframes = 6.50 m, each frame consisted of 13 electrodes of active length L = 2.13 m, Del = 0.50 m,
ρd = 100 Ω·m, ρw = 0.25 Ω·m, θw = 2.29◦, θ = 248◦ (area of Korakia), Jmaitenance_steady = 22 A/m2 (steady
state and operation of 5 panels, except no. 6).
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Figure 32. Absolute electric potential on the Ox semi-axis, perpendicular to the perceived axis of the
electrode station, at the point of the maximum value of all absolute potentials, applying method “A”
for the far field (ρS = ∞) and method “C” for the near field, with simplifying admissions (ρS = ∞),
with compensation for the presence of a dam; for an electrode station of 6 linear frames in a row,
with dframes = 6.50 m, each frame consisted of 13 electrodes of active length L = 2.13 m, Del = 0.50 m,
ρd = 100 Ω·m, ρw = 0.25 Ω·m, θw = 2.29◦, θ = 248◦ (area of Korakia), Jmaitenance_steady = 22 A/m2 (steady
state and operation of 5 panels, except no. 6).

The same procedure is repeated for the area of Stachtoroi, with the difference that the six linear
frames are arranged in a row at a distance between them dframes = 4.5 m, while the geometrical features
are θ = 210◦ with respect to Figure 6, θw = 0.272◦= 0.004743554 rad (less favorable seabed inclination
from Table 1), with respect to Figure 5.

The following conclusions emerge from the respective study:

• For the case of Korakia: The developed absolute potentials and the respective values of the
resistance of the electrode station, with respect to remote earth (22.77 kV, 19.512 Ω) are much
lower compared to those of method “A” (73.3 kV, 66.63 Ω, according to Table 3) and of method
“B” (1,763 kV, 1,603 Ω, according to Table 5, considering the same dam material), and bigger
compared to those of method “C” (0.712 kV, 0.6468 Ω, according to Table 7, considering the
same dam material), under the conditions infinite soil resistivity. The latter is due to the fact
that during the application of method “C” of Table 7, the effect of the water of the formed pond
was also taken into account, whilst here, its part from the electrode station to the shore was
practically ignored, giving much more unfavorable results. In any case, much smaller values
than those in Table 15 are expected, while the effect of the dam on the development of the
absolute potential is extremely important (as can be seen in Figure 31) due to the significant
increase in the electric field strength, according to Figure 32. If the effect of the dam was ignored,
an absolute potential of the order of 200 V (instead of 22 kV) would have resulted;

• For the case of Stachtoroi: The developed absolute potentials and the respective values of the
resistance of the electrode station, with respect to remote earth (17.30 kV, 14.824 Ω) are much
lower compared to those of method “A” (475.2 kV, 431.99Ω, according to Table 2), and of method
“B” (11,361 kV, 10,328 Ω, according to Table 4, considering the same dam material) and bigger
compared to those of method “C” (11.054 kV, 10.049 Ω, according to Table 6, considering the
same dam material), under the conditions of infinite soil resistivity by disregarding the effect of
the water of the pond formed;

• General remarks: The presence of the dam, the thickness of the dam, and resistivity all play
an important role in the final value of the developed absolute potential. Taking the average
thickness of the dam at the average immersion height of the electrodes and ignoring the upper
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and lower water zones from the effective length of the electrode in method “C” leads to quite
unfavorable results and in favor of safety. Analytical simulations with 3D field models would
lead to significantly lower values of electric field strength, maximum absolute potential and
electrode station resistance with respect to remote earth. Finally, it was clarified that the
respective values are calculated at the average height of the electrodes; thus, towards the
surface, reduced values are obtained due to non-ideal dam materials and water in terms of
electrical conductivity.

6. Conclusions

The purpose of this paper was to study the distribution of the electric field strength at a
shoreline pond electrode station with the aid of analytical methods. In particular, based on the
analytical methods of CIGRE B4.61 675:2007 [17] (pp. 118–119) and IEC TS 6234:2003 [34] (pp. 30–32)
standards, the following were developed:

• Method “A”: It was based on an equivalent point current source, with the formation of a
sphere, where the homogeneous soil of electrical resistivity ρs occupies an angle θs, the water
of electrical resistivity ρw occupies an angle θw and the rest of the space is occupied by non-
conductive air, according to Figure 4c, thus unifying the two pre-existing analytical methods of
the aforementioned standards [17,34];

• Method “B”: It was an extension of method “A”, as a dam of thickness d and of electrical
resistivity ρd (which extends from radius r1 to radius r2 = r1 + d, occupying an angle θw, such as
the seawater), is added inside the water, according to Figure 5;

• Method “C”: It was based on an equivalent linear current source, which approximates the struc-
ture of a rod-shaped electrode much better, corresponding to a water zone of thickness/effective
length L (in the vertical sense), extending around the electrode in the form of a cylinder, ac-
cording to Figure 6. The soil of electrical resistivity ρs and thickness L extends from a radius r3
to infinity, occupying an arc of angle θ, and the dam of resistivity ρd, of the same thickness L,
extends from radius r1 to r2, occupying an arc of angle 2 × π-θ, whilst the remaining space of
the same thickness L contains water of resistivity ρw. Above and below this zone of thickness L
lies electrically non-conductive material.

For all methods, the necessary mathematical background was developed, and the theoretical
assumptions and weaknesses of each method were commented on. The final purpose was to ensure
that no high potential differences between two points develop (which can lead to electrochemical
corrosion of metal structures, etc.), as well as no hazardous electric field strengths (near the electrode
station), with regard to humans and other living beings, at steady and transient states. The above
are expressed as safety distances rlimit1 against voltage Vlimit_S with respect to infinity, rlimit2 against
average steady-state electric field strength Elimit_S, rlimit3 against average transient-state electric field
strength Elimit_T, rlimit4 against steady-state point value of electric field strength Elimit_S, and rlimit5
against transient-state point value of electric field strength Elimit_T. Limits Vlimit_S, Elimit_S and Elimit_T
are 4 V, according to [79] (although considering specific points and not infinity); 1.25 V/m to 2 V/m,
according to IEC TS 6234:2003, [34] (p. 32) or 2.5 V/m, according to CIGRE B4.61 675:2007 [17]; and
15 V/m according to CIGRE B.4.61 675:2007 [17], respectively, applying, in the present case, the most
unfavorable values. In addition, the determination of the absolute electric potential, with respect
to infinity (remote earth) and the equivalent ohmic resistance of the electrode station, with respect
to remote earth, is of interest because they constitute basic criteria for dimensioning the insulation
material of the switching devices and the return conductor of the HVDC interconnection. From the
relative development of the mathematical background and also from the application of the above
methods for the electrode stations at Stachtoroi, Attica and Korakia, Crete, for the new ±500 kV,
1 GW bi-polar HVDC transmission system with ground return between Attica and Crete, resulted in
the following main conclusions regarding said methods:

• Regarding the safety distances, against average and point electric field strengths at steady and
transient states, method “C” is more suitable, as these distances are located in the near field;
the model of this method, with a water zone of constant thickness L, better approximates the
real conditions near the dam. In addition, from the existing numerical simulations of the two
regions, the most critical distance is that of the point electric field strength at a steady state, with
an allowable limit value of 1.25 V/m (rlimit4);

• Concerning the safety distance, with regards to potential difference, with respect to infinity,
methods “A” or “B” are more suitable, as these methods are characterized by a more realistic
representation of space in the far field by forming a water wedge of angle θ; that is, a larger
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space with respect to the cylindrical water zone of constant thickness L for long distances from
the electrode station. Moreover, at distances of some km, the electrode station of a size of some
tens of m would appear as a “point”. Furthermore, because this safety distance lies outside the
dam, the results of methods “A” and “B” are identical;

• Regarding the absolute electric potential and the equivalent ohmic resistance of the electrode
station, with respect to remote earth, the combined use of methods “A” and “C” is recommended.
In particular, initially, the equalization distance of the electric field strengths of methods “A” and
“C” for the external area of the dam is determined. Then (through the appropriate integration
of the electric field strength), the corresponding values of the “C” method are used, from the
surface of the electrode to the distance equalizing the strengths of the two methods (near field),
and the values of the “A” method, from a distance, equalizing the strengths of the two methods
towards infinity (far field). In this way, the advantages of these two methods are utilized, and
the disadvantages curtailed;

• The calculation of the corresponding quantities (safety distances, absolute electric potential and
equivalent ohmic resistance of the electrode station with respect to remote earth) is performed
through analytical relations directly, even with a scientific calculator, providing the respective
limits. Furthermore, should some parameters be unknown (such as soil electrical resistivity),
they can be omitted through appropriate admissions (e.g., assumed infinite), leading to more
unfavorable results, providing, nonetheless, an upper limit on the sizes, which is extremely
critical for the designer of the electrode station at the preliminary study, in a cost-effective and
swift way.

However, in order to better study the electric field distribution in the near field, so as to limit
the respective safety distances, this paper also proposed the use of superpositioning to simulate the
individual electrodes that constitute the electrode station instead of a concentrated one, as initially
described by methods “A”, “B” and “C”. In particular, the total intensity of the electric current
was distributed to the individual electrodes, including a corrective incrementation factor, due to
the uneven distribution of the electric current among the electrodes. A dense, two-dimensional,
orthogonal canvas was formed, where the electrodes of the station are appropriately placed, and
the electric field strength is calculated separately for each electrode with the appropriate method at
the respective points of the canvas and analyzed in the two components of the axes xOx’ and yOy’.
Consequently, the respective components of the two axes were then added/superimposed separately
for all the electrodes, and then the total integrated electric field strength was formed, at each point
of the canvas, allowing for the calculation of the safety distances concerning the limits of the point
electric field strength. Through numerical integration, with respect to the xOx’ and yOy’ directions,
of the individual electric field strength components, the absolute electric potential, with respect to
remote earth, was approximated, and subsequently, both the ohmic resistance of the electrode station
and the average electric field strength. For the calculation of the safety distances, in terms of electric
field strengths, the application of method “C” was proposed, where, in the present study, for reasons
of simplification and easy numerical simulation, the effects of the ground, the water zone (in the arc
of angle θ, of Figure 6) and the dam were ignored. The first two admissions lead to more unfavorable
results, while the third does not affect them since the safety distances are outside the area defined by
the dam. The values on the dam are approximated by the initial values of the electric field strength,
multiplied by the ratio of the dam resistivity over the water resistivity. Regarding the absolute electric
potential and the equivalent ohmic resistance of the electrode station, with respect to remote earth, the
combined application of methods “A” and “C” was proposed through the appropriate equalization
of the electric field strengths and following numerical integration of the electric field strength (in
the present case on the Ox semi-axis) through the method “C”, from the perceived axis where the
electrodes are placed (in the present case yOy’ axis) to the point of equalization of the strengths and
method “A” from the point of equalization of the strengths to infinity (in the present case 150 km).

The following main conclusions emerged, from the development of the relevant software in the
MATLAB programming environment and from its application for the electrode stations at Stachtoroi,
Attica and Korakia, Crete:

• Regarding the safety distances, with respect to average and point electric field strengths, at
steady and transient states, the respective values are reduced by at least 10% compared to the
respective values of the methods of concentrated sources despite the unfavorable admissions.
However, the corresponding area occupied is comparable to or even greater than the one of
concentrated sources since now the electrode station occupies a significant area instead of a
single point on the plane;
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• Regarding the safety distance, with respect to potential differences to infinity, no examination
is conducted due to the long distances and the suitability of the methods of concentrated
current sources;

• Regarding the absolute electric potential and the equivalent ohmic resistance of the electrode
station with respect to remote earth, the respective values are much smaller compared to the
respective methods “A” and “B” and larger compared to method “C”. The latter is due to the
fact that, during the application of method “C”, the effect of the water of the formed pond was
also taken into account (which, in this analysis, its part from the electrode station to the coast
was ignored);

• The results are in favor of safety, as the upper and lower water zones and the rest of the lower
ground/seaned are ignored, with respect to the active length of the electrode, in method “C”;

• The calculation of the corresponding quantities (safety distances, absolute electric potential and
equivalent ohmic resistance of the electrode station with respect to remote earth) was performed
through simple software that can be developed in any computer programming platform (such as
MATLAB, etc.), through a few dozen lines of code. Thus, it can be relatively easily implemented
without the requirement of purchasing specialized software packages and training in them at
the cost of numerical accuracy. In addition, this computational method does not require detailed
data of the area under study through expensive and time-consuming geophysical methods.
Therefore, at the preliminary study stage, it is considered suitable for implementation;

• In the case of analytical simulation with three-dimensional field models, significantly smaller
values are expected in the quantities of the electric field strength, the maximum absolute
potential and the resistance of the electrode station with respect to remote earth, given that the
total mass of water, the soil, the seabed and the dam (with its possible openings) was included
with greater precision.
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Abstract: In this paper, the frequency/voltage restoration and active power sharing problems of
islanded AC microgrids are studied. A novel distributed dynamic event-triggered secondary control
scheme is proposed to reduce the communication burden. The continuous monitoring of event-
triggered conditions and Zeno behavior can be fundamentally avoided by periodically evaluating
event-triggered conditions. In addition, by introducing an adaptive coefficient related to the system
deviations, the control performance can be improved. Sufficient conditions to ensure the stability
of the system are provided through a Lyapunov function. Lastly, the effectiveness of our proposed
secondary control scheme is verified in a MATLAB/SimPowerSystems environment.

Keywords: distributed secondary control; dynamic event-triggered; islanded AC microgrid

1. Introduction

Microgrids (MGs) are small-scale power systems consisting of loads, energy storage
systems, distributed generations (DGs), and controllers that help in fully utilizing renewable
energy [1]. Renewable energy generators represented by photovoltaic (PV) generators have
great development potential, and MGs based on PV generators will play an important
role [2,3]. Since the output of PV generators is the DC voltage, three phase inverters are
needed to connect PV generators to MGs. Therefore, the control of AC MGs based on
voltage source inverters is particularly important.

A hierarchical control framework [4] including primary, secondary, and tertiary con-
trols is widely adopted in the control of MGs. In islanded mode, the primary control
ensures power sharing through decentralized droop control. The secondary control is
introduced to compensate for frequency and voltage deviations caused by the primary
control. Distributed secondary control is regarded to be a superior alternative to the tradi-
tional centralized secondary control strategy because it does not require a central controller,
and only neighboring information is needed to compute the control inputs [5]. With the
technique of feedback linearization, the secondary control problem can be transformed
into a one- or two-order consensus problem [6,7]. In this distributed control framework,
important issues such as communication delay [8] in MG control are studied. In addi-
tion, the hierarchical distributed control strategy considering optimal economic dispatch
problem has been a research hotspot in recent years [9–11].

With the increased number of DGs, such distributed control schemes face the limitation
of communication bandwidth. Recently, dynamic event-triggered (ET) control has been
proposed to alleviate the communication burden [12,13]. Compared with conventional ET
control [14], an internal dynamic variable is added in the ET conditions (ETCs) in dynamic
ET control, which increases the difficulty of meeting ETCs and thus further reduces ET times.
However, most current papers applying dynamic ET to MG control design ET function in a
continuous form [15–17], which is energy-consuming in practical implementation. Similar
to periodic ET (PET) control [18], continuous monitoring of ETCs and Zeno behavior can

Energies 2022, 15, 6883. https://doi.org/10.3390/en15196883 https://www.mdpi.com/journal/energies
247



Energies 2022, 15, 6883

be fundamentally avoided through periodically checking ETCs. That is, dynamic periodic
ET (DPET) control [19]. There are few works applying the DPET technique in the field
of MGs. The authors in [20] proposed a DPET strategy to address the output consensus
problem of DC MGs. The time-varying communication delay problem was solved with a
DPET strategy proposed in [21].

On the other hand, the design of ETCs usually only ensures the stability of the system.
For practical MG systems, when system frequency or voltage deviates from an acceptable
range, the first consideration is the control performance, not the communication burden.
The reduction in communication burden may sacrifice control performance. On the basis of
the above considerations, in this paper, an adaptive coefficient relating to system deviations
is introduced to balance these two aspects. To the best of our knowledge, this idea has not
been studied in the secondary control of AC MGs. The major contributions of our work
are listed below:

• The secondary control problem is addressed under the DPET control structure, which
further reduces the communication burden, and fundamentally avoids Zeno behavior
and the continuous monitoring of ETCs.

• By introducing adaptive coefficients related to system deviation, the proposed con-
trol scheme can take into account both the communication burden and the control
performance.

The rest of this paper is organized as follows. Section 2 provides preliminary knowl-
edge and the model of MG primary droop control. Section 3 elaborates the proposed novel
distributed DPET secondary control scheme. Section 4 provides the simulation results and
a discussion on related works. Lastly, this work is concluded in Section 5.

2. Preliminaries and Problem Formulation

2.1. Graph Theory

The communication topology of a networked MG system with N DGs can be repre-
sented by a graph G = (V , E), where V = {v1, . . . , vN} is the set of vertexes and E ⊆ V ×V
is the set of edges. Adjacency matrix A = (aij) ∈ RN×N represents the connection rela-
tionship between vertexes. If (vi, vj) ∈ E , aij = 1. Otherwise, aij = 0. The set of neighbors
of vertex i is denoted by Ni = {vj|(vi, vj) ∈ E , i 
= j}. The degree matrix is defined by

D = diag{di} ∈ RN×N , where di = ∑
j=N
j=1 aij. The Laplacian matrix of G is defined as

L = D −A. The maximal eigenvalue of matrix P is denoted by λn(P).

2.2. AC MG System and Primary Droop Control

In general, the power controller, nested voltage and current controllers, and the pulse
width modulator comprise the primary control layer. More details about the primary
control structure can be found in [7]. The decentralized droop control is widely applied in
the primary control of MGs. The droop characteristic of the i-th DG is given as follows.

ωi = ωni − mpiPi, (1)

vodi = Vni − nqiQi, voqi = 0, (2)

where ωni and Vni are the primary frequency and voltage reference signals, respectively;
mpi and nqi are the droop coefficients associated with DG i’s capacity; and Pi and Qi are the
measured output active and reactive power, respectively.

2.3. Problem Formulation

The secondary control adjusts primary control reference signals to compensate for
frequency or voltage deviations. Differentiating (1) and (2) yields

ω̇i = ω̇ni − mpiṖi, (3)

˙vodi = V̇ni − nqiQ̇i. (4)
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Define ω̇i = uω
i , mpiṖi = uP

i ,
.

vodi = uV
i and nqiQ̇i = uQ

i . The reference signals sent to

the primary control can be given by ωni =
∫
(uω

i + uP
i )dt and Vni =

∫
(uV

i + uQ
i )dt, where

the four controllers uω
i , uP

i , uV
i , and uQ

i need to be designed in the secondary control scheme.

3. Distributed DPET Secondary Control Design

In this part, a novel distributed DPET secondary control scheme is proposed, and the
stability of the control scheme is analyzed.

3.1. Distributed DPET Frequency and Active Power Controllers

The operating frequency of each DG should be restored to the nominal value ωre f .
Therefore, the frequency control objective for the i-th DG can be expressed as

lim
t→∞

ωi(t)− ωre f = 0, ∀i ∈ V . (5)

The distributed frequency controller for the i-th DG was designed as follows.

uω
i = kωcωi(t), kω > 0, (6)

cωi(t) = ∑
j∈Ni

(
ω̃j(t)− ω̃i(t)

)
+ bi

(
ωre f − ω̃i(t)

)
, (7)

where kω denotes the control gain, cωi(t) denotes the ET coordination error, bi represents
whether DG i can receive ωre f , and ω̃i denotes the frequency state at the ET instant. That is,
ω̃i(t) = ωi(tω

ki
), t ∈ [tω

ki
, tω

ki+1).
The ET instant tω

ki+1 is determined by the frequency ETC, whose evaluating period is
defined as hw. Thus, the ETC evaluating moment is denoted by t = lhω, l ∈ N. Obviously,
tω
ki+1 is an integer multiple of hω determined by

tω
ki+1 = inf{t = lhω |t > tω

ki
, e2

ωi(t)−
αi

4σ2 c2
ωi(t)− βωi(ω)χω

i (t) ≥ 0}, (8)

where αi ∈ (0, 1), σ = max{di + bi/2}, and eωi(t) is the ET measurement error defined as

eωi(t) = ω̃i(t)− ωi(t). (9)

Adaptive coefficient βωi(ω) need to be designed later, and the internal dynamic
variable χω

i (t) is calculated with

χ̇ω
i (t) = −γiχ

ω
i (t), γi > 0, χω

i (0) > 0. (10)

Theorem 1. Assume that the communication topology G of the MG system is connected, and at
least one DG could receive leader information ωre f . If evaluating period hω satisfies

hω <
1 − ᾱ

2kωλn(L+ B) , ᾱ = max{αi},B = diag{bi}, ∀i ∈ V , (11)

and βωi(ω) and γi satisfy
2σ2kω βωi(ω)− γi ≤ 0, (12)

frequency control objective (5) can be achieved under Control Law (6)–(7) and the ETCs (8)–(12).

Proof. The frequency tracking error is denoted by

ζωi = ωi − ωre f . (13)

The compact form of (7), (9), and (13) can be derived as follows.
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cω(t) = −H(ω̃(t)− 1Nωre f ), (14)

eω(t) = ω̃(t)− ω(t), (15)

ζω(t) = ω̃(t)− 1Nωre f , (16)

where cω = [cω1, . . . , cωN ]
T ∈ RN×1, ω = [ω1, . . . , ωN ]

T ∈ RN×1, ω̃ =
[ω̃1, . . . , ω̃N ]

T ∈ RN×1, eω = [eω1, . . . , eωN ]
T ∈ RN×1, 1N = [1, .., 1]T ∈ RN×1 and H =

L+ B.
Consider a Lyapunov candidate function:

V = V1 + V2 =
1
2

ζT
ω(t)Hζω(t) +

n

∑
i=1

χω
i (t). (17)

Using (14)–(16), the time derivative of V1 can be derived as follows.

V̇1 = kωcT
ω(t)cω(t)− kωcT

ω(t)Heω(t). (18)

For any t ∈ [lhω, (l + 1)hω) ⊆ [tω
ki

, tω
ki+1), we have ω̃i(t) = ω̃i(lhω). Thus, V̇1 can be

derived as
V̇1 = kωcT

ω(lhω)cω(lhω)− kωcT
ω(lhω)Heω(t). (19)

According to (15), we have eω(t) = eω(lhω) − (t − lhω)ω̇(t). Applying inequality
t − lhω ≤ hω, (19) can be bounded as

V̇1 ≤ −kωcT
ω(lhω)cω(lhω)− kωcT

ω(lhω)Heω(lhω) + k2
ωhωcT

ω(lh)Hcω(lhω). (20)

For simplicity, cω(lhω) and eω(lhω) are abbreviated to cω and eω in the following steps.
Since H is symmetric and positive definite [22], (20) can be bounded as

V̇1 = −kωcT
ωcω − kωcT

ωHeω + k2
ωhωcT

ωHcω

≤ −kω

n

∑
i=1

c2
ωi − kω

n

∑
i=1

(di + gi)cωieωi + kω

n

∑
i=1

∑
j∈Ni

cωieωj + k2
ωhωλn(H)cT

ωcω. (21)

According to Young’s Inequality, x2/(2a) + (ay2)/2 ≥ xy, ∀x, y ≥ 0, a > 0, it can be
obtained that

−kω

n

∑
i=1

(di + gi)cωieωi ≤ 1
4σ

kω

n

∑
i=1

(di + gi)c2
ωi + σkω

n

∑
i=1

(di + gi)e2
ωi ,

kω

n

∑
i=1

∑
j∈Ni

cωieωj ≤ 1
4σ

kω

n

∑
i=1

dic2
ωi + σkω

n

∑
i=1

∑
j∈Ni

e2
ωj , (22)

where σ = max{di + gi/2}. Since H is symmetric, we have

σkω

n

∑
i=1

∑
j∈Ni

e2
ωj = σkω

n

∑
i=1

∑
j∈Ni

e2
ωi = σkω

n

∑
i=1

die2
ωi. (23)

Combining (11), (21)–(23), V̇1 can be bounded as

V̇1 = −kω

n

∑
i=1

c2
ωi +

1
2σ

kω

n

∑
i=1

(di + gi/2)c2
ωi + 2σkω

n

∑
i=1

(di + gi/2)e2
ωi + k2

ωhωλn(H)cT
ωcω

≤ −kω

n

∑
i=1

c2
ωi +

1
2

kω

n

∑
i=1

c2
ωi + 2σ2kω

n

∑
i=1

e2
ωi + kω

1 − ᾱ

2

n

∑
i=1

c2
ωi (24)

= −kω
ᾱ

2

n

∑
i=1

c2
ωi + 2σ2kω

n

∑
i=1

e2
ωi.
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Using the ET inequality e2
ωi(lhω) ≤ αic2

ωi(lhω)/4σ2 + βωi(ω)χω
i (t), and combining

(10), (12) and (24), V̇ can be bounded as

V̇ = −kω
ᾱ

2

n

∑
i=1

c2
ωi + 2σ2kω

n

∑
i=1

e2
ωi −

n

∑
i=1

γiχ
ω
i (t)

≤ −kω
ᾱ

2

n

∑
i=1

c2
ωi + 2σ2kω

n

∑
i=1

( αi
4σ2 c2

ωi + βωi(ω)χω
i (t)

)
−

n

∑
i=1

γiχ
ω
i (t)

= kω
αi − ᾱ

2

n

∑
i=1

c2
ωi +

n

∑
i=1

(
2σ2kω βωi(ω)− γi

)
χω

i (t)

≤ 0. (25)

Therefore, the system frequency can reach consensus and restore to ωre f under Control
Law (6) and (7) and ETCs (8)–(12). The proof is completed.

Next, the value of the adaptive coefficient βωi(ω) is discussed. Usually, coefficient βωi
is fixed in ETCs. In practical implementation of the secondary control scheme, when inverter
operating frequency deviates from an acceptable range, the controller should restore system
frequency to the acceptable range as soon as possible instead of first prioritizing the
reduction in communication burden. Obviously, an adaptive coefficient related to frequency
deviations is more effective in balancing control performance and communication burden.
Thus, adaptive coefficient βωi(ω) is determined by

βωi(ω) =

{
1

Rω|ωi−ωre f | , if
∣∣∣ωi − ωre f

∣∣∣ > Δω and gi = 1,

βω0 , otherwise,

where Δω is an acceptable threshold, and βω0 and Rω are constants to guarantee that βωi(ω)
always satisfies Condition (12). A larger frequency deviation leads to a smaller value of
βωi(ω) when the operating frequency deviates from the safety range, which renders ETCs
easier to be met, and data exchange and control input updates are then more frequent.
When the frequency deviation is within the acceptable range, βωi(ω) is fixed to further
reduce the communication burden.

The control objective of active power can be expressed as follows.

lim
t→∞

(mpiPi(t)− mpjPj(t))0, ∀i 
= j, i, j ∈ V . (26)

The active power sharing control law of the i-th DG was designed as follows.

uP
i = kPcPi(t), kP > 0, (27)

cPi(t) = − ∑
j∈Ni

(P̃mi (t)− P̃mj(t)), (28)

where Pmi (t)
Δ
= mpiPi(t), kP is the control gain, and cPi(t) represents the ET coordination

error of active power ratios. P̃mi (t) is updated by P̃mi (t) = Pmi (t
P
ki
), t ∈ [tP

ki
, tP

ki+1). tP
ki+1

represents the ET instant of the active power controller, which is determined by

tP
ki+1 = inf{t = lhp|t > tP

ki
, e2

Pi(t)−
αi

4σ2 c2
Pi(t)− βPi(P)χP

i (t) ≥ 0}, (29)

where hp denotes the active power evaluating period, αi ∈ (0, 1), and σ = max{di}.
The ET measurement error is calculated with ePi(t) = P̃mi (t)− Pmi (t), and internal dynamic
variable χP

i (t) is calculated with χ̇P
i (t) = −γiχ

P
i (t), γi > 0, χP

i (0) > 0.

Theorem 2. Assume that communication topology G is connected. Control Law (27)–(28) and
ETC (29) can achieve control objective (26) if hp satisfies
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hp <
1 − ᾱ

2kPλn(L) , ᾱ = max{αi}, ∀i ∈ V ,

and βPi(P) and γi satisfy 2σ2kPβPi(P)− γi ≤ 0.

Proof. The detailed proof is similar to that of Theorem 1 and is omitted here.

Considering that the frequency and active power controller jointly generate primary
frequency signal ωni, the value of βPi(P) was set to

βPi(P) =
{

βωi(ω), if gi = 1,
βP0, otherwise.

The constraints of active power can also be designed according to actual requirements.

3.2. Distributed DPET Voltage and Reactive Power Controllers

Since accurate voltage restoration and reactive power sharing are two contradictory
control objectives, this paper mainly considers the voltage restoration objective, that is,
lim
t→∞

vodi(t)− vre f = 0, ∀i ∈ V . Reactive power controller uQ
i was adopted from low-pass

filter [7] and is omitted here.
Similar to the secondary frequency controller, the voltage control law of the i-th DG

was designed as follows,

uV
i = kvcvi(t), kv > 0, (30)

cvi(t) = − ∑
j∈Ni

(ṽodi(t)− ṽodj(t)) + bi(vre f − ṽodi(t)), (31)

where kv is the control gain, bi represents whether DG i could receive vre f , cvi(t) represents
the ET coordination error of the voltage, and ṽodi(t) is updated by ṽodi(t) = vodi(tv

ki
),

t ∈ [tv
ki

, tv
ki+1). tv

ki+1 represents the ET instant of the voltage controller, which is generated
by dynamic ETCs, similar to the frequency controller. For simplicity, the design details
are not provided here, but the simulation results of voltage restoration are provided in
Section 4.

In addition, the output voltage of inverters should fall in an acceptable range as
much as possible. To balance control performance and communication burden, adaptive
coefficient βVi(v) is defined as follows.

βVi(v) =

{
1

Rv|vi−vre f | , if
∣∣∣vi − vre f

∣∣∣ > Δv and gi = 1,

βV0 , otherwise,

where Δv is threshold, and βV0 and Rv are constants to guarantee that βVi(v) satisfies the
above constraints all the time.

If DGs receiving reference signals crash, frequency and voltage controllers (6)–(7)
and (30)–(31) may encounter failures, since the reference signals are not available for the
system. Some leaderless control structures were proposed to cope with this problem [23–26]
where the reference signals are treated as global quantity. Thus, these control structure
can overcome leader outage or failure. There are many works addressing communication
failures or node hijacking issues under the leader–follower structure, and this topic deserves
further study.

4. Simulation Results

The effectiveness of the proposed distributed DPET secondary control scheme was
verified in MATLAB/SimPowerSystems. A 60 Hz/380 V 4-DG test MG system was built.
The diagram of communication and electrical topology of the MG is shown in Figure 1.
The electric and control parameters are provided in Table 1.
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Figure 1. Diagram of the communication and electrical topology of the MG.

Table 1. Electric and control parameters of the MG system.

DGs Mp Np Rf (Ω) Lf (mH) Cf (μF)

DG1 and 2 9.4 × 10−5 1.3 × 10−3 0.1 1.35 50
DG3 and 4 12.5 × 10−5 1.5 × 10−3 0.1 1.35 50

Lines Lines 12 and 34 line 23 Loads Loads 1 and 3 Load 2

Rt (Ω) 0.23 0.35 P (kW) 45.9 36
Lt (mH) 0.318 1.847 Q (kVar) 22.8 36

Controller k h β0 Δ/R0 γ

Frequency 5 0.02 0.016 0.05/1250 1
Voltage 5 0.02 0.016 5/12.5 1

Active power 1 0.06 0.125 - 1

4.1. Case Studies

The MG system operates in islanded mode at t = 0 s. Initially, only the primary control
is activated. The timeline of the study cases is described below.

1. Case 1: At t = 1 s, the secondary control is activated.
2. Case 2: At t = 10 s, load 3 is connected to the MG.
3. Case 3: At t = 20 s, load 3 is disconnected. The communication link between DG 1

and DG 4 fails at t = 21 s and restores at t = 34 s.
4. Case 4: At t = 35 s, DG 3 is disconnected from the MG..
5. Case 5: At t = 40 s, DG 3 is connected to the MG.

The simulation results of frequency, active power ratio, and voltage under the proposed
distributed DPET secondary control scheme are shown in Figure 2. During 0 < t < 1 s, in the
absence of secondary control, the system frequency and voltage deviated from ωre f and vre f .
When the proposed secondary control activated at t = 1 s, the system frequency and voltage
gradually recovered to 60 Hz and 380 V, and the active power ratios reached consensus.
Moreover, in Cases 2–5, when load changes, communication-link failures, and plug-and-play
events occurred, the system frequency and voltage could still recover to their nominal values
while achieving the active power sharing objective. The simulation results of power
mismatch between the total supplied and the rated active/reactive power are shown in
Figure 3. The power mismatch was under an acceptable range. The controller ET interval
of DG 1 is shown in Figure 4, which is usually larger than the evaluating period. Overall,
the DPET secondary control scheme proposed in this paper could achieve the secondary
control objectives while reducing the communication burden, and the design of dynamic
ETCs was reasonable.

253



Energies 2022, 15, 6883

1 10 20 35 40 50
Time(s)

59.4

60

60.4

F
re

qu
en

cy
(H

z)

DG 1 DG 2 DG 3 DG 4

1 10 20 35 40 50
Time(s)

-5

0

5

10

1 10 20 35 40 50
Time(s)

350

360

370

380

V
ol

ta
ge

(V
)

(a)

40
Time(s)

59.4

60

60.4

F
re

qu
en

cy
(H

z)

DG 1 DG 2
DG 3 DG 4

(b)

40
Time(s)

-5

0

5

10
DG 1 DG 2
DG 3 DG 4

(c)

Figure 2. Simulation results of distributed DPET secondary control scheme (the time period of
different cases is separated with dashed lines). (a) Frequency, active power ratio, and voltage
response curves. (b) Enlarged view of the solid rectangular area on the left. (c) Enlarged view of the
dotted rectangular area on the left.
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Figure 3. Power mismatch of active/reactive power. (a) Active power. (b) Reactive power.
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Figure 4. ET interval of the frequency, active power, and voltage controllers of DG 1. (a) Frequency.
(b) Active power. (c) Voltage.

4.2. Comparisons

The proposed distributed DPET secondary control scheme is compared with a tra-
ditional PET secondary control scheme from the perspective of communication burden.
The controller ET times of the above two schemes are shown in Figure 5. Our proposed
scheme had fewer ET times than the PET scheme did. The average ET times of frequency,
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voltage, and active power controllers of the DPET scheme were 768, 1905 and 204, respec-
tively, which were smaller than the 1372, 2158 and 413 of the PET scheme, respectively.

Figure 5. ET times of frequency, voltage, and active power controllers of each DG under the PET and
DPET schemes (for each DG, the blue, green, and orange columns represent the ET times of voltage,
frequency, and active power controllers under PET and DPET schemes, respectively).

The advantages of adaptive coefficient βi are discussed. When a DG is plugged in the
system, the system state faces large oscillations that could even lead to system instability.
Thus, the plug-in event is considered to compare the control performance of the adaptive
βi and fixed βi strategies. The frequency controller ET instants and the frequency response
curves of the above two methods are shown in Figures 6 and 7, respectively.

The total ET times of frequency controllers were reduced from 52 for the fixed βω0
to 40 for the adaptive βωi. As shown in Figure 7, under a fixed βω0, the system frequency
oscillated from 58.61 to 60.69 Hz, which was larger than 58.66 to 60.65 Hz under the
adaptive βωi. Since the oscillation of the system itself was relatively small, and only DG 1
could adaptively change its βωi, the advantage of adaptive βωi in narrowing the oscillation
range is not very obvious, but it did narrow the oscillation amplitude of the system to
some extent. As shown in Figure 6, the triggering events of the adaptive βωi were more
frequent than those of the fixed βω0, since the adaptive βωi was smaller than βω0 at the
beginning. Due to the rapid improvement of the system oscillations, the subsequent ET
times were reduced, resulting in a decrease in the total ET times and an improvement in
control performance.
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Figure 6. Frequency controller ET instants of each DG. (’x’ represents the ET instant). (a) Fixed βω0.
(b) Dynamic βωi.
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Figure 7. Frequency response curves under plug-and-play event. (a) Fixed βω0. (b) Dynamic βωi

(comparison experiments were performed with kω = kv = 2, kP = 1, hω = hv = 0.05, hp = 0.06,
γ = 0.5, βω0 = βv0 = 0.02, βP0 = 0.06, Rω0 = 1000 and Rv0 = 10).

4.3. Performance under Communication Delay

In this section, the effects of communication delay on our proposed frequency, voltage,
and active power controllers are discussed. The communication delay is defined as τ. Take
case 1 in Section 4.1 as an example. Simulation conditions were τ = hω/10 = hv/10 = 1 ms,
τ = hω = hv = 20 ms and τ = 2hω = 2hv = 40 ms. As shown in Figure 8, with the
increase in τ, the response curves of frequency, voltage, and active power ratios had more
oscillations. When τ was much larger than the evaluating period, for example, τ = 40 ms,
the system failed to achieve consensus and became unstable.
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Figure 8. The effect of communication delay on frequency, active power, and voltage controllers.
(a) τ = 1 ms. (b) τ = 20 ms. (c) τ = 40 ms.

5. Conclusions

In this paper, a novel distributed DPET secondary control scheme for islanded AC
MGs was proposed to achieve the control objectives of frequency or voltage restoration
and active power sharing. In our case studies, the ET times of frequency, active power, and
voltage controllers in the proposed DPET scheme were reduced by 604, 253 and 209 times,
respectively, compared to the traditional PET scheme. Compared with the commonly used
fixed coefficient, frequency controllers with an adaptive coefficient reduced the ET times
by 12 times. The frequency oscillations in the plug-and-play events were also reduced by
about 0.05 Hz. In general, the proposed DPET secondary control scheme had advantages
in reducing the communication burden, and the introduction of adaptive coefficients helps
in further reducing the communication burden and improving the control performance.
The effectiveness of the proposed DPET secondary control scheme was verified with the
simulation results of the MG system under the events of island operation, load changes,
link failures, and plug and play.
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Abstract: The concept of automatic generation control has an immense role in providing quality
power in an interconnected system. To obtain quality power by controlling the oscillations of
frequency and tie-line power, a proper controller design is necessary. So, an innovative endeavor
has been undertaken to enforce a two-stage controller with the amalgamation of a proportional-
derivative with filter (PDN) (integer-order) and a fractional order integral-derivative (FOID), i.e.,
PDN(FOID). In an effort to acquire the controller’s gains and parameters, a bio-inspired meta-heuristic
spotted hyena optimizer is applied. Various examinations manifest the excellence of PDN(FOID)
over other controllers such as integral, proportional–integral, proportional–integral-derivative filter,
and fractional order PID from perspectives concerning the diminished amount of peak anomaly
oscillations, and the instant of settling for a three-area system. The system includes thermal–bio-
diesel in area-1; a thermal–geothermal power plant in area-2; and a thermal–split-shaft gas turbine
in area-3. It is also observed that the presence of renewable sources such as wave power plants and
photovoltaics makes the system significantly better compared to the base system, when assessed
individually or both together. Action in a combination of capacitive energy storage with duple
compensation is also examined using the PDN(FOID) controller, which provides a noteworthy
outcome in dynamic performance. Moreover, PDN(FOID) parameter values at a nominal condition
are appropriate for the random patterns of disturbance needed for optimization.

Keywords: Archimedes wave energy conversion; automatic generation control; bio-diesel plant; ca-
pacitive energy storage; geothermal power plant; PDN(FOID) controller; PV; spotted hyena optimizer;
wave power plant

1. Introduction

The principle of automatic generation control (AGC) is to maintain the balance be-
tween power generation and power demand along with losses [1–3]. If this equilibrium
is not maintained then it will lead to excessive fluctuations from the nominal values of
frequency and tie-line power connecting areas. Back in earlier days, most of the literature in
AGC learning highlighted work in isolated systems [4–6]. Later works were reported on in-
terconnected systems for two-area, and even five-area, thermal systems [7–12]. Nowadays,
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the literature reflects the usage of multiple sources as generating units such as hydro, gas,
and diesel along with thermal as a base generating unit [13–16]. However, far fewer works
have been reported on another form of gas turbine, which is the split-shaft gas turbine (Ss
(GT)) [17]. So, many studies can be conducted on thermal-Ss (GT) systems.

The increasing use of the same conventional sources is extensively depleting them.
Conventional sources also affect the environment with their many by-products, which
calls for the association of renewable sources with conventional means. The most common
forms of renewable sources that are readily available are solar and wind. Many works have
been reported in the literature about the involvement of solar and wind in AGC learning
in a single area as well as in interconnected systems. Arya [18] reported on the use of
a photovoltaic (PV) system in a hydro-thermal system. In addition to these, geothermal
and bio-diesel are also coming into the picture. Geothermal energy is a type of thermal
energy that is stored by the earth itself. Thus, this type of energy can be extracted from the
earth’s crust. Tasnin et al. [19] reported on the application of geothermal in AGC learning.
Bio-diesel plants utilize bio-diesel to drive generators. Bio-diesel is produced from oil that
has been extracted from various plants such as sunflower, palm, or soybean. The most
common form is the use of palm oil. Bio-diesel is a type of renewable fuel. Barik et al. [20]
highlighted the use of bio-diesel in an isolated system. In addition, wave power plants
(WavePPts) have found minimal consideration in AGC. WavePPts have Archimedes energy
translation parts that convert wave energy into electrical energy. Hasanien et al. [21] united
a WavePPt with AGC knowledge for a dual-arena thermal scheme. The amalgamation
of a geothermal power plant (GPP) and a bio-diesel plant along with a WavePPt and
photovoltaic (PV) in AGC learning has not yet been reflected in the literature. Thus, a
thermal-Ss (GT) system incorporating GPP, bio-diesel, a WavePPt, and PV calls for further
extensive assessments.

The perception of AGC leads to a great effort to decrease the anomaly of frequency
along with tie-line power, interlinking diverse areas from their basic value. However,
periodically, a state may ascend when oscillations grow to an excessive amount so that
a scheme might bring uncertainty. In this circumstance, if the scheme is involved with
an energy storage unit, such as capacitive energy storage (CES), then it can avoid such an
alteration. As such, CES will draw an extra amount of power, which indicates less usage
of kinetic energy to subdue small load needs. CES [22] has found its application in AGC
learning. It can be used in the existence of duple compensation or in the absence. The
influence of the contrast of CES with/without duple compensation on scheme dynamics is
hitherto to be discovered.

In the scheme of AGC knowledge, there is a dual diverse sort of control similar to a
primary control and subordinate control. A major consideration in AGC knowledge con-
cerning control is the appropriate choice of secondary controllers. Numerous categories
of subordinate controllers such as integer order (InO), fractional order (FrO), and cascade
controllers are described in the literature associated with AGC. Diverse authors have de-
scribed numerous InO controllers, such as integral (I) [23], proportional–integral (PI) [24], and
proportional–integral-derivative with filter (PIDN) [25], in AGC. Dual [26] or trio [27] higher
grade of freedom subordinate controllers have also been examined in this arena of learning,
and correspond to the InO sort. The few FrO controllers, which initiate its application, are
FOPI [28] and FOPIDN [29]. The AGC knowledge literature reflects the practice of InO order
two-stage controllers PD-PID [30], and FrO two-stage controllers FOPI-FOPD [19], as well as
a grouping of InO and FrO controllers (PIDN-FOPD) [31]. A dual-stage controller with the
amalgamation of InO PDN with FrO FOID, termed PDN(FOID), is never hitherto specified
in AGC works. Furthermore, the utilization of the PDN(FOID) subordinate controller in this
trio-area thermal–bio-diesel–GPP-Ss (GT) scheme along with WavePPt, PV, and CES has not
been stated beforehand, so it claims the necessity of examination.

The performance of each subservient controller is exceptionally solitary if the finest
amount of gain and related constraints are appropriately favored. These could be executed
with the assistance of typical or optimization measures. However, the usage of typical
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methods such as straight pursuit, arbitrary pursuit, incline pursuit, and numerous others is
pretty arduous and delivers substandard consequences, as well as craving a great number
of repetitions to deliver outcomes. The optimization procedures that have previously
been found in AGC knowledge are whale optimization algorithm (WOA) [17], bacterial
foraging optimization (BFO) [24], cuckoo search (CS) [26], differential evolution (DE) [32],
particle swarm optimization (PSO) [33], firefly algorithm (FA) [34], grey wolf optimization
(GWO) [35], imperialist competitive algorithm (ICA) [36], flower pollination algorithm
(FPA) [37], honey badger algorithm [38], AdaBoost algorithm [39], and improved moth-
flame algorithm [40]. A newly developed bio-inspired meta-heuristic algorithm titled
spotted hyena optimizer (SHO) [41] is obtainable from the literature. SHO was established
from the behavioral nature of spotted hyenas, which portrays the social bond between the
spotted hyena and their collaborative deeds. To our great surprise, the implementation
of SHO has not been identified in AGC learning for its ability to obtain the best values of
controller gains and parameters, and this demands a complete investigation.

With reference to the above-mentioned discussions, the prime purpose of the present
article is as follows:

(a) Formulation of a three-area scheme with a thermal–bio-diesel in area-1, thermal–GPP
in area-2, and thermal–Ss (GT) in area-3;

(b) The gains of I/PI/PIDN/PDN(FOID) are simultaneously optimized individually
using the SHO algorithm in order to obtain an excellent controller;

(c) The scheme stated in (a) is combined with WavePPt in area-1, and its impact on the
system dynamics is assessed;

(d) The scheme stated in (a) is combined with PV in area-3, and its impact on the system
dynamics is assessed;

(e) The scheme stated in (a) is combined with WavePPt in area-1 and PV in area-3 together,
and their impact on the system dynamics is assessed;

(f) The scheme stated in (e) is combined with CES with/without duple compensation
separately, and their impact on the system dynamics is studied on an individual basis;

(g) Sensitivity investigation is undertaken to examine the toughness of the superlative
‘controller’s gains when subjected to a random pattern of load disturbance.

For ease of understanding, the present article is schematically represented in Figure 1.

 

Figure 1. Schematic representation of the entire work.
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2. Structure Portrayal

2.1. Overall Portrayal of Structure

A trio-area scheme of uneven sort is contemplated for scrutiny, confining the area
size ratio in the arrangement of 2:3:4. The scheme encompasses a bio-diesel–thermal plant
in area-1. In the same manner, thermal–geothermal power plants (GPP) in area-2, and
thermal–split-shaft gas turbine (Ss (GT)) in area-3. The parameters values are provided in
Appendix A. Typical diesel plants are currently being substituted by bio-diesel plants since
they are nonpoisonous, as well being ecologically friendly, and pretty bulky with curtailed
viscidity; additionally, they emit a relatively small amount of carbon monoxide. Thus, they
could be employed as a reserve for power origination. The following comprises the valve
controller and ignition engine. The first order transfer functions (Tfn) of the valve controller
and ignition engine of a bio-diesel plant are detailed by (1) and (2) on an individual basis.

T f Bio−diesel
valve regulator =

KVR

1 + sTVR , (1)

KVR and TVR are the bio-diesel plant valve regulator’s gain and time constants individually.

T f Bio−diesel
Combustion engine =

KCE

1 + sTCE (2)

KCE and TCE are the bio-diesel plant combustion engine’s gain and time constants individually.
Geothermal energy is a potential renewable source (RWS) of energy where under-

ground thermal energy is transformed into electricity. The Tfn modeling of GPP is similar
to thermal plants, but it does not have a boiler for reheating steam [19]. The first order Tfn
of the governor and turbine of GPP is given by (3) and (4), respectively.

T fn
GGPP =

1
1 + sGGPP , (3)

T fn
TGPP =

1
1 + sTGPP (4)

GGPP and TGPP are varied constants of GPP, independently. These values are obtained
by the optimization technique SHO within the prescribed limits [19]. The participation
factors (pf) of each generating unit of the respective areas are pf 11 = 0.7, pf 12 = 0.3 in area-1;
pf 21 = 0.6, pf 22 = 0.4 in area-2; and pf 31 = 0.65, pf 32 = 0.35 in area-3. This is supposed to
be scheme-1. Afterward, the structure is unified with a wave power plant (WavePPt) in
area-1. This is supposed to be scheme-2. Afterward, structure-1 will be involved with the
photovoltaic (PV) system in arena-3. This is scheme-3. Next, both the WavePPt and PV are
integrated into scheme-1 with the WavePPt in area-1 and PV in area-3. This is scheme-4.
When the WavePPt and PV are both present in the system, then the pf ’s are: pf 11 = 0.7,
pf 12 = 0.3 in arena-1; pf 21 = 0.6, pf 22 = 0.4 in arena-2; and pf 31 = 0.5, pf 32 = 0.3, and pf 33 = 0.2
in arena-3. After that, the energy storing component, namely, capacitive energy storage
(CES) is included in all areas. This is treated as scheme-5. Again, structure-5 is provided
with CES having duple compensation in all areas. This is scheme-6. The representation
and transfer function (Tfn) model of the arrangements is replicated in Figure 2. The Tfn
model of Ss (GT) is obtained from [17]. The elementary values of structure parameters are
specified in the addendum. The best values of controller gains and correlated constraints
are attained with the assistance of the spotted hyena optimizer algorithm by taking into
account the integral squared error as a performance index (PiISE) specified by (5)

PiISE =
∫ T

0

{
(Δ f1)

2 + (Δ f2)
2 + (Δ f3)

2 +
(
ΔPtie1−2

)2
+
(
ΔPtie2−3

)2
+
(
ΔPtie1−3

)2
}

dt. (5)
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(a) 

(b) 

Figure 2. The representation and Tfn model of an unequal three-area system with thermal–biodiesel–
WavePPt in area-1, thermal–GPP in area-2, and thermal–Ss (GT)–PV in area-3: (a) Schematic diagram
of six different systems in a step-by-step method, (b) Tfn model of the ultimate system.
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2.2. RWS—Wave Power Plant (WavePPt)

The power of the WavePPt is attained from sea surf. For accomplishing this rendition,
Archimedes-wave swing (AdWS), which is a sort of translation segment pooled with
a permanent magnet synchronous generator (PtMSg), converts sea surf mechanical to
electrical energy. The Tfn of AdWS attached to PtMSg is established. Here, the WavePPt is
unified to area-1 through the assistance of a Converter|generator sideways/grid sideways
inverter. All components of studied system were modelled MATLAB R2020a software. The
converter present near a generator is employed in order to attain situations of extreme
power point trailing. Mutually, the converter and inverter are intended for a gain value of 1
and a period constant of 0.01 s. The first order Tfn prototype of AdWS of the WavePPt is
specified by (6)

T f nPPtAWS
Wave =

KWave
PPtAWS

1 + sTWavePPtAWS

, (6)

KWave
PPtAWS and TWave

PPtAWS are the gain and time constants of the AdWS of the WavePPt,
respectively.

2.3. Energy Storage Device—Capacitive Energy Storage (CES)

An energy storage device such as a capacitive energy storage device (CES) is equipment
that usually employs a capacitor for storage along with a power adaptation segment,
which is connected to the AC network with the assistance of a rectifier/inverter. The
CES unit responds instantly to the system in the case of instant recurrent or current drift.
Subsequently, any manner of unpredictability is moderated; CES yet again reestablishes the
initial voltage amount in the plates of the capacitor by employing the additional energy
obtainable in the scheme.

The Tfn of CES is specified by (7)

T f nCES =
KCES

1 + sTCES , (7)

KCES is the gain and TCES are the time constants of CES.
The CES plays the role of a frequency mediator in the case of a twofold compensation

technique. The additive revision in power yield of CES with twofold compensation is
detailed by (8)

ΔPCES(duple compensation) =

[
KCES(duple compensation)

1 + sTCES(duple compensation)

][
1 + sT1

1 + sT2

][
1 + sT3

1 + sT4

]
Δ fi(s), (8)

KCES(duple compensation) and TCES(duple compensation) are the CES with duple compensation gain and
time constants, individually. T1, T2, T3, and T4 are varied time factors of the recompensed
segment of CES.

3. The Proposed Approach

3.1. Problem Declaration

The emphasis of the present learning is on the frequency excursion approach with the
utilization of an innovative metaheuristic method to optimize the InO and FrO amalga-
mated controller in a renewable source integrated power system structure. The main aim
is to obtain a zero error for aberration in frequency and tie-line power by interconnecting
different areas using a suitable control input.

3.2. Commended Controller

The commended controller is an aggregate of integer order (InO) together through
a fractional order (FrO) controller. The commended controller is an I/O proportional-
derivative with filter (PDN) with FrO integral-derivative (FOID), hence, PDN(FOID). The
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arrangement of PDN(FOID) is substantiated in Figure 3. Segment-1 (B1) and Segment-2
(B2) are the layouts of PDN and FOID one-to-one. Rsi (s) is the antecedent signal and Osi (s)
is the outcome signal for the PDN(FOID) controller. The Trfn of B1i (s) is manifested by (9)

B1i(s) =
KPis + KDi Ni

(s + Ni)
. (9)

Figure 3. Layout of the proposed controller (PDN(FOID)).

The InO proportional gain is symbolized as KPi and the derivative gain as KDi for the
i-th suggested area, Ni is PDN controller’s filter. Summarization of Riemann–Liouville for
the FrO integrator and derivative are obtainable from (10) and (11) [42–44]

αD−α
t f (t) =

1
Γ(n)

t∫
α

(t − τ)α−1 f (τ)dτ, n−1 ≤ α < n, n is an integer (10)

αDα
t f (t) =

1
Γ(n − α)

dn

dtn

t∫
α

(t − τ)n−α−1 f (τ)dτ (11)

αDα
t is the fractional operator, and Γ(.) is the Euler’s gamma function. The alteration of the

Fro integral and derivative in the Laplace domain is given by (12)

L{αDα
t f (t)} = sαF(s)−

n−1

∑
k=0

skαDα−k−1
t f (t)|t=0 (12)

The detriment of boundless computation of poles and zeros by virtue of absolute
resemblance is manifested by Oustaloup, Mathieu, and Lanusse (1995) [45]. Here, a conve-
nient Trfn is propounded that can approximate FrO derivatives together with integrators
by dint of recursive distribution around poles and zeros substantiated by (13)

sα = K
M

∏
n=1

1 +
(

s
ωZ,n

)
1 +

(
s

ωp,n

) (13)

Suppose, attuned gain K = 1, gain = 0 dB through 1 rad/s frequency, M = Count of
poles along with zeros (fixed beforehand), and frequencies choice for poles and zeros are
manifested by (14)–(18).

ωZ,l = ωl
√

n (14)

ωp,n = ωZ,nε, n = 1, . . . , M (15)

265



Energies 2022, 15, 6959

ωZ,n+1 = ωp,n
√

η (16)

ε =

(
ωh
ωl

) v
M

(17)

η =

(
ωn

ωl

) (1−v)
M

(18)

The Trfn of B2i (s) is manifested by (19).

B2i(s) =
KFIi

sλi
+ sμi KFDi (19)

In the above expressions, λ is the FrO integrator’s fragment and μ is the FrO deriva-
tive’s fragment. KFIi is the FrO’s integral fragment gain, and KFDi is the FrO’s derivative
fragment gain of the suggested area.

3.3. Objective Function

The main purpose of the controller design is the proper optimization task including
the minimization of a particular cost function considering the constraints of controller
gains and parameters with its confines. Here, in the present AGC learning, an integral
squared error (ISE) is involved as the cost function. The mathematical expression of ISE as
a performance index is provided by (20).

PiISE =
∫ T

0

{
(Δ fi)

2 +
(

ΔPtiei−j

)2
}

dt. (20)

Here, i and j are number of areas, where i = 1, 2, 3, and i 
= j.
In (20), the independent variables are KP, KD, N, KFI, λ, KFD, and μ, and the assumed

constraints are provided in (21).

Kmin
P ≤ KP ≤ Kmax

P , Kmin
D ≤ KD ≤ Kmax

D , Nmin ≤ N ≤ Nmax, Kmin
FI ≤ KFI ≤ Kmax

FI , λmin ≤ λ ≤ λmax, Kmin
FD ≤

KFD ≤ Kmax
FD , μmin ≤ μ ≤ μmax (21)

4. Spotted Hyena Optimizer

Spotted Hyenas Optimizers (SHOs) are known as competent chasers. They are the
bulkiest of the hyena breed. The spotted hyenas are also renowned as laughing hyenas
since they sound like humans laughing. They are highly complex, brainy, and hugely
communal creatures. The SHs trail their victims by their vision, auditory, and odor features.
This nature of SH inspired Dhiman et al. [41] to develop the meta-heuristic algorithm SHO.
The authors have outlined the mathematical design of the communal acquaintance of SH
and collegial agility to undergo optimization. The trio events allied with SHO are tracking
down capture, encompassing, and conspicuous capture.

1. Encompassing capture: To develop the numerical prototype, it is assumed that the
present finest contender is the destined capture, which is closest to the optimum given
that the chase arena was not known previously. The remaining chase agents will seek
to renew their spot with reference to the response of the finest contender about the
finest location. The numerical prototype is manifested by (22) and (23)

→
Dh =

∣∣∣∣→B · →P p(x)− P(x)
∣∣∣∣ (22)

→
P(x + 1) =

→
P p(x)−→

E · →Dh (23)
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In the above expressions,
→
Dh is the stretch between the Pr of the hunt, and

→
P is the

spot vector of SH.
→
B and

→
E are computed as in (24)–(26)

→
B = 2r

→
d 1 (24)

→
B = 2

→
h r

→
d 2 −

→
h (25)

→
h = 5 −

(
iteration ∗

(
5

maxiteration

))
, iteration = 1, 2, 3 . . . , maxiteration (26)

For appropriately corresponding the exploration and exploitation,
→
h in straight line

declined from 5 to 0 over the duration of the maximum iteration. Additionally, this
execution indorses extra exploitation as the count value rises. However,

→
r d1 and

→
r d2

are arbitrary vectors within [0, 1].
2. Trapping: In order to characterize the conduct of SH numerically, it is assumed that

the finest chase agent has information regarding the spot of the hunt. The remaining
chase agents form groups toward the finest chase agent and save the finest results
attained so far to restore their spots according to the following Equations (27)–(29)

→
Dh =

∣∣∣∣→B · →Ph(x)− P(x)
∣∣∣∣ (27)

→
Pk =

→
Ph −

→
E · →Dh (28)

→
Ch =

→
Pk +

→
Pk+1 + . . . .+

→
Pk+N (29)

→
Ph describes the spot of initial finest SH, and

→
Pk describes the spot of further SH. At

this time, N designates the figure of SH, which is figured as follows:

N = countnos(
→
Ph,

→
Ph+1,

→
Ph+2, . . . , (

→
Ph +

→
M)) (30)

→
M is the arbitrary vector in [0.5, 1], the numbers outline the figure of the results

and the totality of all the contender results, afterward adding
→
M, which is far from

comparable to the finest ideal result in the specified hunt space, and
→
Ch, which is an

assembly of N figure of ideal results.
3. Encroaching hunt (exploitation): To numerically model for invading the hunt, the

→
h value is lessened. The disparity in

→
E is also reduced from 5 to 0 in due course of

the count. |E| < 1 forces the assembly of SH to attack on the way to the hunt. The
numerical design for invading the hunt is

→
P(x + 1) =

ch
N

(31)

→
P(x + 1) stores the finest result and revises the spot of further chase agents as per the
spot of the finest chase agent.

4. Hunt for target (exploration): SH mostly chase the hunt, as per the spot of the assembly

of the SH that exist in
→
Ch. They shift apart from one another to chase and to combat

for the hunt. Then, they utilize
→
E with arbitrary values >1 or <−1 to compel the chase

agents to shift far away from the hunt. This mechanism permits the SHO algorithm to
hunt in a wide-reaching manner. The SHO’s flowchart is provided in Figure 4.
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Figure 4. Flowchart of the SHO algorithm.

5. Methodology

A three-area system with a capacity ratio of 2:3:4 is considered for investigation.
The investigated system comprises of thermal, bio-diesel, and wave power plant in area-
1; thermal and geothermal power plant in area-2; and thermal, split-shaft gas turbine,
and solar photovoltaic in area-3. System is also incorporated with an energy storage
device. Investigations are carried out considering PDN(FOID) controller whose parameters
are obtained by the SHO method with ISE as the performance index. The optimization
technique is coded in MATLAB R2022a software, and the investigated system is modeled
in Simulink with the FOMCON toolbox.

Studies are carried out for: (1) selection of best controller; (2) selection of appropriate
performance index; (3) selection of best optimization method; (4) influence of wave power
plant, PV, individually and both together; (5) influence of CES with or without duple
compensation; (6) sensitivity assessment.

6. Outcomes and Valuation

6.1. Evaluation of Dynamic Outcome for the Choice of Superlative Controller

The scheme under evaluation embraces thermal including bio-diesel in area-1, GPP
along with thermal in area-2, and Ss (GT) along with thermal in area-3 (Scheme-1). This
scheme is familiarized with I/PI/PIDN/FOPID/PDN(FOID) controllers on a specific base.
Evaluation is accomplished considering a 1% disturbance of the step content in area-1.
The finest obtainable values of individual controller gains and related parameters are
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attained by employing SHO by means of PiISE. The scheme is initially familiarized through
a I controller to attain its gain values and also the parameters of GPP using SHO. The
governor and turbine time constants obtained are 0.1 s, respectively. These values of
GGPP and TGPP are kept the same for the remainder of the work. Subsequently, PI, PIDN,
and FOPID in addition to PDN(FOID) controllers are cast off independently. The finest
conceivable values are assembled in Table 1, and dynamic outcomes are associated, as
revealed in Figure 5. Significant interpretation of each outcome articulates around the
fineness of the PDN(FOID) overtop additional controllers concerning the diminished stage
of peak_overshoot (Pk_O), extent-of-oscillations, and peak_undershoot (Pk_U), besides
the duration of settling (S_Time). Thus, it is revealed that the SHO-optimized PDN(FOID)
controller outperforms other controllers in terms of lessened Pk_O (Δf 1 = 0.0007 Hz,
Δf 2 = 0 Hz, ΔPtie1–2 = 0 Hz, and ΔPtie1–3 = 0 Hz), Pk_U (Δf 1 = 0.0112 Hz, Δf 2 = 0.0038 Hz,
ΔPtie1-2 = 0.0039 Hz, and ΔPtie1-3 = 0.0039 Hz), and S_Time (Δf 1 = 25.81 s, Δf 2 = 35.31 s,
ΔPtie1–2 = 21.71 s, and ΔPtie1–3 = 21.04 s). In Table 2, the matching outcomes of Pk_O, Pk_U,
and S_Time values are recorded, which imitates the improved conduct of the PDN(FOID)
overtop remainder of the subordinate controllers.

 
(a) (b) 

 
(c) (d) 

Figure 5. Evaluation of outcomes of subordinate controllers for scheme-1 for 1% step load disorder
contrast time: (a) Anomaly of frequency of area-1, (b) Anomaly of frequency of area-2, (c) Anomaly
of Tie-line power interlinking area-1 and area-2, (d) Anomaly of Tie-line power interlinking area-1
and area-3.
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Table 1. Finest values of gains and related parameters of subordinate controllers for scheme-1.

Name of
Controllers

Corresponding Gains and
Correlated Parameters

Area-1 Area-2 Area-3

I KIi * 0.9885 0.9897 0.9876

PI
KPi * 0.3565 0.5533 0.5538
KIi * 0.4745 0.6497 0.7584

PIDN

KPi * 0.6975 0.9728 0.9739
KIi * 0.5982 0.9836 0.9878
KDi * 0.6315 0.3140 0.3041
Ni * 10.77 11.41 11.25

FOPID

KFPi * 0.0094 0.0095 0.0096
KFIi * 0.3765 0.8354 0.9379

λi 1.4352 1.1876 1.1587
KFDi * 0.4549 0.6357 0.5366

μi * 1.0477 0.0768 0.1585

PDN(FOID)

KPi * 0.8686 0.5188 0.6875
KDi * 0.5796 0.7362 0.9421
Ni * 55.58 68.83 79.77

KFIi * 0.9976 0.9041 0.7454
λi * 1.0099 0.9454 0.9710

KFDi * 0.8508 0.8261 0.8554
μi * 0.7853 0.2804 0.7216

* Signify the optimum values.

Table 2. Peak anomaly and duration of settling for outcomes in Figure 5 in the case of system-1
employing SHO-optimized I/PI/PIDN/FOPID/PDN(FOID) controllers.

Responses
Name of

Controllers
Pk_O Pk_U

S_Time
(in Seconds)

Δf 1 (Figure 5a)

I 0.0103 0.0191 39.42
PI 0.0092 0.0186 35.53

PIDN 0.0051 0.0156 31.42
FOPID 0.0045 0.0113 27.84

PDN(FOID) 0.0007 0.0112 25.81

Δf 2 (Figure 5b)

I 0.0021 0.0048 43.52
PI 0.0008 0.0051 42.23

PIDN 0.0001 0.0045 39.63
FOPID 0.0006 0.0041 39.97

PDN(FOID) 0 0.0038 35.31

ΔPtie1–2

(Figure 5c)

I 0.0001 0.0059 39.45
PI 0 0.0057 39.41

PIDN 0 0.0044 34.24
FOPID 0.0008 0.0041 33.87

PDN(FOID) 0 0.0039 21.71

ΔPtie1–3

(Figure 5d)

I 0.0002 0.0062 42.23
PI 0 0.0058 34.88

PIDN 0 0.0044 34.24
FOPID 0.0011 0.0041 37.02

PDN(FOID) 0 0.0039 21.04

6.2. Nomination of Performance Index

The excellent outcome of the performance index (Pi) among the integral squared error
(PiISE), integral time squared error (PiITSE), integral absolute error (PiIAE), and integral time
absolute error (PiITAE) are procured by assisting system-1 with each of the Pi on individual
terms using the PDN(FOID) controller. The premium standards of PDN(FOID) controller
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gains and related parameters are attained using the SHO algorithm. The expressions for
PiITSE, PiIAE, and PiITAE are given by (32)–(34), respectively, and for PiISE, it is given by (5)

PiITSE =
∫ T

0

{
(Δ f1)

2 + (Δ f2)
2 + (Δ f3)

2 +
(
ΔPtie1−2

)2
+
(
ΔPtie2−3

)2
+
(
ΔPtie1−3

)2
}

t dt (32)

PiIAE =
∫ T

0

{|Δ f1 |+ |Δ f2|+ |Δ f3|+
∣∣ΔPtie1−2

∣∣+ ∣∣ΔPtie2−3

∣∣+ ∣∣ΔPtie1−3

∣∣} dt (33)

PiITAE =
∫ T

0

{|Δ f1 |+ |Δ f2|+ |Δ f3|+
∣∣ΔPtie1−2

∣∣+ ∣∣ΔPtie2−3

∣∣+ ∣∣ΔPtie1−3

∣∣}t dt (34)

With the help of illustrious values accomplished for PDN(FOID) controller’s gains and
correlated parameters in each case, the dynamic responses are contrasted in Figure 6a–c, and
the corresponding Pk_O, Pk_U, and S_Time values are marked down in Table 3. A critical
view of the responses says that responses considering PiISE as Pi have a better performance
compared to others with respect to lessened Pk_O, Pk_U, S_Time, and oscillations. Thus,
it is revealed that the SHO-optimized PDN(FOID) controller using ISE as a performance
index outperforms other Pi in terms of lessened Pk_O (Δf 1 = 0.0007 Hz, Δf 2 = 0 Hz, and
ΔPtie1–2 = 0 Hz), Pk_U (Δf 1 = 0.0112 Hz, Δf 2 = 0.0038 Hz, and ΔPtie1–2 = 0.0039 Hz), and
S_Time (Δf 1 = 25.81 s, Δf 2 = 35.31 s, and ΔPtie1–2 = 21.71 s). Further, the values of Pi are
PiISE = 0.00021, PiITSE = 0.00084, PiIAE = 0.1053, and PiITAE = 0.7233, which reveals the better
performance of the system with PiISE. The convergence characteristics for system-1 using
different Pi’s is reflected in Figure 6d. It is observed that convergence characteristics using
ISE as Pi converge faster in fewer iterations than other Pi’s.

 
(a) (b) 

 
(c) (d) 

Figure 6. Evaluation for the recommendation of the Pi amongst IAE, ITAE, ITSE, and ISE for
employing PDN(FOID) controller in the case of scheme-1 contrast time: (a) Anomaly of frequency of
area-1, (b) Anomaly of frequency of area-2, (c) Anomaly of Tie-line power interlinking area-1 and
area-2, (d) Convergence curve for the system with different Pi.
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Table 3. Peak anomaly and duration of settling for outcomes in Figure 6a–c in the case of scheme-1
employing SHO-optimized PDN(FOID) controller for diverse performance indices.

Responses
Name of

Performance Indices
Pk_O Pk_U

S_Time
(in Seconds)

Δf 1 (Figure 6a)

IAE 0.0021 0.0142 29.57
ITAE 0.0027 0.0145 27.16
ITSE 0.0019 0.0146 26.65
ISE 0.0007 0.0112 25.81

Δf 2 (Figure 6b)

IAE 0.0019 0.0144 36.37
ITAE 0.0028 0.0147 37.72
ITSE 0.0020 0.0146 36.01
ISE 0 0.0038 35.31

ΔPtie1–2

(Figure 6c)

IAE 0.0013 0.0045 44.73
ITAE 0.0013 0.0046 42.74
ITSE 0.0001 0.0047 50.24
ISE 0 0.0039 21.71

6.3. Nomination of Algorithm

For the nomination of the algorithm, system-1 is provided with different algorithms,
separately, using PDN(FOID) controllers. The algorithms used here are the firefly algorithm
(FA), cuckoo search algorithm (CS) [46], particle swarm optimization (PSO) [47], whale
optimization algorithm (WOA), and SHO. The tuned values for FA are β0 = 0.3, α = 0.5,
γ = 0.4, count of fireflies = 50, and maximum number of generations = 100. For CS, nests
count = 50, rate of discovery = 0.5, exponent of levy = 1.5, maximum generation = 100, and
count of dimensions = 10. For PSO, the tuned parameters values are w = 1, wdamp = 0.99,
c1 = 1.4, c2 = 1.98, population size = 50, and maximum generation number = 100. For WOA,
figure of hunt agents = 50, and number of repetitions = 100. For each of the algorithms,
the best values for the PDN(FOID) controller are obtained. The values are not provided
here. With these values, the responses of different algorithms are contrasted in Figure 7a–c.
The corresponding responses of Pk_O, Pk_U, and S_Time values are given in Table 4. In
Table 4, it can be seen that Pk_O, Pk_U, and S_Time values obtained by the SHO-optimized
PDN(FOID) controller are much better compared to other algorithms. Thus, it is revealed
that the SHO-optimized PDN(FOID) controller outperforms other algorithms in terms of
lessened Pk_O (Δf 1 = 0.0007 Hz, Δf 3 = 0 Hz, and ΔPtie1–3 = 0 Hz), Pk_U (Δf 1 = 0.0112 Hz,
Δf 3 = 0.0052 Hz, and ΔPtie1-3 = 0.0039 Hz), and S_Time (Δf 1 = 25.81 s, Δf 3 = 23.53 s, and
ΔPtie1–3 = 21.04 s). Further, the supremacy is judged by the convergence curve provided
in Figure 7d, where it is observed that the response with the SHO-optimized PDN(FOID)
controller converges faster and has the least value of PiISE. Therefore, further analyses are
carried out using the SHO algorithm.

Table 4. Peak aberration and duration of settling for outcomes in Figure 7a–c, in the case of system-1
using FA/CS/PSO/WOA/SHO-optimized PDN(FOID) controller on an individual basis.

Responses
Name of

Algorithms
Pk_O Pk_U

S_Time (in
Seconds)

Δf 1 (Figure 7a)

FA 0.0026 0.01201 32.95
CS 0.0029 0.0113 33.79

PSO 0.0018 0.0013 33.04
WOA 0.0021 0.0118 29.19
SHO 0.0007 0.0112 25.81

Δf 3 (Figure 7b)

FA 0.0011 0.0053 36.03
CS 0.0013 0.0053 30.06

PSO 0.0008 0.0053 38.04
WOA 0.0009 0.0055 26.84
SHO 0 0.0052 23.53
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Table 4. Cont.

Responses
Name of

Algorithms
Pk_O Pk_U

S_Time (in
Seconds)

ΔPtie1–3

(Figure 7c)

FA 0.0012 0.0041 33.76
CS 0.0010 0.0041 36.09

PSO 0.0011 0.0040 37.15
WOA 0.0006 0.0041 30.23
SHO 0 0.0039 21.04

  
(a) (b) 

  
(c) (d) 

Figure 7. Evaluation for the recommendation of algorithm amid FA/CS/PSO/WOA/SHO techniques
for obtaining finest values of PDN(FOID) controller for scheme-1 contrast time: (a) Anomaly of
frequency in area-2, (b) Anomaly of Tie-line power interlinking area-1 and area-2, (c) Anomaly of
Tie-line power interlinking area-1 and area-3, (d) Convergence curve.

6.4. Evaluation of Influence of the Wave Power Plant on Dynamics of System

In the preceding Section 6.1, it is perceived that the SHO-optimized PDN(FOID) is
equipped with admirable pursuance for scheme-1. Now, scheme-1 is integrated with an
additional RWS, namely, a wave power plant (WavePPt) in area-1, observed as scheme-2.
Forthwith, scheme-2 is integrated with PDN(FOID) as the subservient controller, and the
interrelated finest measure of gains in addition to related parameters is accomplished by
employing the SHO. The premium values are furnished in Table 5. The assessment is
performed for a step change in the WavePPt. With the finest values attained, the evaluation
is accomplished for the impact of the WavePPt on the dynamic system by contrasting
responses for the system with and without the WavePPt, as in Figure 8. In the outcomes
in Figure 8, the vast decline in the values of Pk_U and S_Time is evidently noticeable.
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Even Pk_O shows slightly lessened values. With the WavePPt, the values of Δf 2 have
shown improvement in Pk_U and S_Time from 0.0038 to 0.00186 Hz (Pk_U) and 35.31 to
30.12 s (in comparison to the system without WavePPt), respectively. Similarly, for Δf 3,
the improvement is 0.0052 to 0.00287 Hz (Pk_U) and 23.53 to 21.96 s; for ΔPtie1–3, the
improvement is 0.0039 to 0.00197 Hz and 21.04 to 20.22 s; and for ΔPtie2–3, the improvement
is 0.00077 to 0.000381 Hz (Pk_O), 0.00052 to 0.00027 Hz (Pk_U), and 24.65 to 20.09 s. Thus,
the presence of the WavePPt improved the dynamics of the scheme.

Table 5. Finest values of gains and related parameters of PDN(FOID) controllers for scheme-2.

Name of
Controller

Corresponding Gains and
Correlated Parameters

Area-1 Area-2 Area-3

PDN(FOID)

KPi * 0.9898 0.9687 0.9603
KDi * 0.9785 0.4252 0.9232
Ni * 72.24 56.07 78.85

KFIi * 0.5725 0.5575 0.8418
λi * 1.0484 0.3997 1.0965

KFDi * 0.9632 0.3326 0.6901
μi * 0.5911 0.7509 0.8949

* Signify optimum values.

  
(a) (b) 

  
(c) (d) 

Figure 8. Evaluation of the influence of WavePPt on system changing aspects employing SHO-
optimized PDN(FOID) controller in view of 1% step load disturbances for system-2 contrast time:
(a) Anomaly of frequency in area-1, (b) Anomaly of frequency in area-3, (c) Anomaly of Tie-line
power interlinking area-1 and area-3, (d) Anomaly of Tie-line power interlinking area-2 and area-3.
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6.5. Evaluation of Influence of PV on Scheme Dynamics

From the previous analysis in Section 6.1, it can be concluded that the SHO-optimized
PDN(FOID) provides with the best performance for system-1 over the I/PI/PIDN/FOPID
controllers. Now, system-1 is involved with another RWS, namely, a photovoltaic (PV)
unit in area-3, viewed as scheme-3. Then, scheme-3 is included with PDN(FOID) as the
subordinate controller in all areas and its finest values of gains and the related parameters
are accomplished via the SHO. The finest values are shown in Table 6. Employing the finest
values, the evaluation is accomplished for the impact of the PV on a dynamic system by
contrasting responses for the system with and without the PV unit, as in Figure 9. In the
outcomes in Figure 9, the massive diminution in the values of Pk_O, Pk_U, and S_Time
is undoubtedly noticeable. With PV, the values of Δf 1 have shown improvement in Pk_O,
Pk_U, and S_Time from 0.0007 to 0 Hz (Pk_O), 0.0112 to 0.00109 Hz (Pk_U), and 25.81 to
20.11 s (in comparison to the system without PV). Similarly, for Δf 2, the improvement is
0.0038 to 0.00278 Hz (Pk_U) and 35.31 to 33.09 s; for Δf 3, the improvement is 0.0052 to
0.00298 Hz and 23.53 to 22.54 s; and for ΔPtie2–3, the improvement is 0.00077 to 0.00011 Hz
(Pk_O), 0.00052 to 0.000181 Hz (Pk_U), and 24.65 to 20.01 s. Thus, the presence of PV has
improved the dynamics of the system.

  
(a) (b) 

 
(c) (d) 

Figure 9. Valuation of influence of PV on system changing aspects employing SHO-optimized
PDN(FOID) controller given 1% step load disturbances for system-3 contrast time: (a) Anomaly
of frequency in area-1, (b) Anomaly of frequency in area-2, (c) Anomaly of frequency in area-3,
(d) Anomaly of Tie-line power interlinking area-2 and area-3.
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Table 6. Finest values of gains and related parameters of PDN(FOID) controllers for scheme-3.

Name of
Controller

Corresponding Gains and
Correlated Parameters

Area-1 Area-2 Area-3

PDN(FOID)

KPi * 0.9898 0.6324 0.7416
KDi * 0.7992 0.4900 0.4163
Ni * 44.42 65.94 44.87

KFIi * 0.7752 0.4882 0.6698
λi * 1.0305 0.6213 0.5595

KFDi * 0.8085 0.8341 0.7768
μi * 0.6545 0.6640 0.7541

* Signify optimum values.

6.6. Assessment of Impact of Both WavePPt and PV on Scheme Dynamics

In the above Sections 6.4 and 6.5, it is observed that RWSs WavePPt and PV, respec-
tively, have a noteworthy impact on the dynamics of the system when assessed individually.
Now, system-1 is incorporated with both WavePPt and PV. WavePPt is associated with
area-1 and PV in area-3. Thus, this system with both WavePP and PV is considered as
system-4. In this case, the SHO-optimized PDN(FOID) controller is also used to analyze
the impact of both WavePPt and PV together on the dynamics of the system. The premium
standards of gains and related parameters of the PDN(FOID) controller are in Table 7. The
dynamic responses for the system with and without both WavePPt and PV are contrasted
in Figure 10. Critical assessment in Figure 10 reveals the better performance of the sys-
tem with both WavePPt and PV with regard to the lessened values of Pk_O, Pk_U, and
S_Time. With both WavePPt and PV, the values of Δf 1 showed improvement in Pk_O,
Pk_U, and S_Time from 0.0007 to 0.00001 Hz, 0.0112 to 0.0063 Hz, and 25.81 to 22.65 s (in
comparison to the system without WavePPt and PV). Similarly, for Δf 2, the improvement is
0.0038 to 0.00125 Hz (Pk_U) and 35.31 to 27.98 s; for ΔPtie1–2, the improvement is 0.0039 to
0.00178 Hz and 21.71 to 19.81 s; and for ΔPtie1–3, the improvement is 0.0039 to 0.00161 Hz
and 21.04 to 20.01 s. Thus, the presence of both WavePPt and PV has a noteworthy impact
on the system’s performance, so further analysis is carried out for both WavePPt and PV.

Table 7. Best values of gains and related parameters of PDN(FOID) controllers for scheme-4 (thermal–
bio-diesel–GPP-Ss (GT) system including both WavePPt, PV).

Name of
Controller

Corresponding Gains and
Correlated Parameters

Area-1 Area-2 Area-3

PDN(FOID)

KPi * 0.9899 0.8510 0.6775
KDi * 0.5957 0.4620 0.4404
Ni * 39.08 50.13 42.96

KFIi * 0.4607 0.8522 0.5740
λi * 1.0916 0.9588 0.7276

KFDi * 0.9379 0.8374 0.9869
μi * 0.9947 0.7315 0.7899

* Signify optimum values.

6.7. Evaluation of the Influence of CES through/without Duple Compensation on Scheme Changing
Aspects

In order to stabilize the system energy storing device, CES is incorporated into the
system. Initially, CES without duple compensation is integrated into system-4 in all areas.
Hence, this is system-5. The best-obtained controller PDN(FOID) from previous sections is
used here to assess the impact of the energy-storing device. In this case, the best values of
gains and parameters PDN(FOID) obtained using SHO are marked down in Table 8. Next,
system-4 is integrated with CES with duple compensation in all areas. This is considered as
system-6. The gains and related parameters of the PDN(FOID) controller for the scheme
through CES involving duple compensation are provided in Table 9. With the values
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obtained in Tables 8 and 9, the dynamic responses are plotted and contrasted against the
system response without having any forms of CES. This contrast is reflected in Figure 11. In
Figure 11, it is observed that any form of CES has a better impact. However, if the responses
for the system with/without CES with duple compensation are viewed, then they articulate
the better performance of the system in existence with CES with duple compensation in
terms of diminished Pk_U and S_Time. With CES, the values of Δf 2 showed improvement
in Pk_U and S_Time from 0.00125 to 0.0008 Hz and 27.98 to 21.82 s (in comparison to
the system without energy storage). Similarly, for Δf 3, the improvement is 0.00125 to
0.00078 Hz and 19.51 to 18.65 s; for ΔPtie1–2, the improvement is 0.00178 to 0.00145 Hz
and 19.81 to 17.55 s; for ΔPtie1–3, the improvement is 0.00161 to 0.00143 Hz and 20.01 to
18.65 s. Next, with CES with duple compensation, the values of Δf 2 showed improvement
in Pk_U and S_Time from 0.0008 to 0.0006 Hz and 21.82 to 13.65 s (in comparison to the
system with CES). Similarly, for Δf 3, the improvement is 0.00078 to 0.00075 Hz and 18.65
to 13.75 s; for ΔPtie1–2, the improvement is 0.00145 to 0.00123 Hz and 18.65 to 16.61 s; for
ΔPtie1-3, the improvement is 0.00143 to 0.00132 Hz and 18.65 to 16.58 s. So, CES with duple
compensation will serve better in damping out oscillations and stabilizing the system when
there are any fluctuations in demand.

y

(a) (b) 

  
(c) (d) 

Figure 10. Assessment of the impact of both WavePPt for system-4 contrast time: (a) Anomaly of
frequency in area-1, (b) Anomaly of frequency in area-2 vs. time, (c) Anomaly of Tie-line power
interlinking area-1 and area-2, (d) Anomaly of Tie-line power interlinking area-1 and area-3.
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Table 8. Finest values of gains and related parameters of PDN(FOID) controllers for scheme-5 (thermal–
bio-diesel–GPP-Ss (GT) system including WavePPt, PV, and CES without duple compensation).

Name of
Controller

Corresponding Gains and
Correlated Parameters

Area-1 Area-2 Area-3

PDN(FOID)

KPi * 0.9897 0.9769 0.2093
KDi * 0.6681 0.5151 0.8276
Ni * 74.90 63.37 93.11

KFIi * 0.5953 0.9368 0.5812
λi * 1.0814 1.2086 0.9863

KFDi * 0.8434 0.9893 0.7160
μi * 0.5678 0.0027 0.6173

* Signify optimum values.

  
(a) (b) 

 
(c) (d) 

Figure 11. Valuation of influence of CES with/without duple compensation on scheme dynamics
employing SHO-optimized PDN(FOID) controller taking into account 1% step load disturbances for
system-5 and system-6 individually contrast time: (a) Anomaly of frequency in area-2, (b) Anomaly
of frequency in area-3, (c) Anomaly of Tie-line power interlinking area-1 and area-2, (d) Anomaly of
Tie-line power interlinking area-1 and area-3.
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Table 9. Finest values of gains and related parameters of PDN(FOID) controllers for scheme-6
(thermal–bio-diesel–GPP-Ss (GT) system including WavePPt, PV, and CES with duple compensation)
(* Signify optimum values).

Name of
Controller

Corresponding Gains and
Correlated Parameters

Area-1 Area-2 Area-3

PDN(FOID)

KPi * 0.9899 0.9288 0.1632
KDi * 0.9785 0.4533 0.4110
Ni * 44.19 54.55 43.39

KFIi * 0.8900 0.9529 0.4464
λi * 1.0914 0.0095 0.1938

KFDi * 0.9632 0.9630 0.7367
μi * 0.7989 0.7919 0.8705

6.8. Sensitivity Determination When Subjected to Random Disturbance

The exploration of sensitivity is executed to perceive the heftiness of SHO-augmented
PDN(FOID) controller gains traced at the basic event to comprehensive variance in the
structure state of the thermal–bio-diesel–WavePPt in area-1, thermal–GPP in area-2, and
thermal–Ss (GT)–PV in area-3 schemes along with CES with duple compensation. Here, the
inspected scheme is stated with a random pattern of disturbance from a basic 1% step load
disturbance. The augmented gains of the PDN(FOID) controller reflected in Table 10 are
attained by retaining the SHO. The dynamic outcomes for the finest values analogous to
the foundation and diverse outcomes are distinguished in Figure 12. In Figure 12a–d, it is
indicated that all responses obtained with optimized values for the proposed controller
(from Table 9) are stable for random load disturbance. Evaluation affirms that the outcomes
are moderately identical, which claims that there are no circumstances for the added
retuning of the finest values for modification.

  
(a) (b) 

Figure 12. Cont.

279



Energies 2022, 15, 6959

  
(c) (d) 

Figure 12. Evaluation of system-6 outcomes employing SHO-optimized PDN(FOID) controller after
exposure to random load disturbance contrast time: (a) Anomaly of frequency in area-1, (b) Anomaly
of frequency in area-3, (c) Anomaly of Tie-line power interlinking area-1 and area-2, (d) Anomaly of
Tie-line power interlinking area-1 and area-3.

Table 10. Finest values of gains and correlated parameters of PDN(FOID) controllers for scheme-6
when conditional to a random pattern of disturbance.

Name of
Controller

Corresponding Gains and
Correlated Parameters

Area-1 Area-2 Area-3

PDN(FOID)

KPi * 0.8095 0.8965 0.2588
KDi * 0.8921 0.5145 0.5147
Ni * 48.36 62.36 51.36

KFIi * 0.8478 0.9147 0.5147
λi * 1.0549 0.0089 0.2147

KFDi * 0.8956 0.8899 0.8144
μi * 0.6897 0.7514 0.8566

* Signify optimum values.

7. Conclusions

An innovative endeavor was placed to put into effect a two-stage controller through the
amalgamation of a proportional-derivative with filter (PDN) (InO) and integral-derivative
(FOID) (FrO) in AGC. A lately established biologically influenced meta-heuristic algo-
rithm articulated as the spotted hyena optimizer (SHO) was proficiently employed for
attaining gains and additional related parameters of diverse controllers. The superiority of
PDN(FOID) was realized over additional classical controllers for the thermal–bio-diesel–
geothermal power plant (GPP)–split-shaft gas turbine (Ss (GT)) system. The assessment
shows that when the basic system was incorporated with either the wave power plant
(WavePPt) or photovoltaic (PV) unit, the system responses improved in terms of less-
ened peak_overshoot, peak_undershoot, and settling_time using the PDN(FOID) controller.
Much better responses were obtained when the system was involved with both the WavePPt
and PV. Analysis also revealed the better performance of capacitive energy storage (CES)
with duple compensation over the system with CES without duple compensation and sys-
tems without any form of CES. The robustness of the PDN(FOID) controller was undertaken
by examining the system (having WavePPt, PV, and CES with duple compensation) when
subjected to a random load of disturbance. It demonstrated that the finest values attained,
considering PDN(FOID) gains and additional related constraints, were satisfactory and
sufficient, and there were not, by any means, alterations under random load.
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Nomenclature

f Balance point valuation of frequency measured in Hertz (Hz).
* Best aggregate suggested by exponent.
k Count of areas suggested.
Bk Portion of frequency bias of areas engaged.
Tkj Portion of synchronization.
T Total moment of simulation measured in seconds.
Δfk Modification of frequency of areas engaged.
ΔPDk Degree of load modification of areas engaged.
Hk Degree of inertia constant of areas engaged.
Dk Degree of load modification of areas engaged (p.u. MW)/Modification of

frequency of areas engaged (Hz).
Rk Factor related to governor’s speed regulation of area suggested.
βk Attributions of frequency outcome of area suggested.
Kpk Gain constant of power system representation.
Tpk Time constant of power system prototypes.
Prk Considerable rated power of area suggested.
akj Considerable rated power of area-k/Considerable rated power of area-j
pf Area contribution factor.
Tg, Tt, Tr Time constants of thermal generating parts in seconds (s).
Kr Reheater’s gain.

Appendix A

1. Basic Power System: f = 60 Hz; Primary loading = 50%, Kpm = 120 Hz/p.u. MW,
Tpm = 20 s, Tm = 0.086 s, Hm = 5 s; Dm = 0.00833 p.u. MW/Hz; βm = 0.425 p.u.
MW/Hz; Rm = 2.4 Hz/p.u MW

2. Thermal: Trm = 10 s, Krm = 5, Ttm = 0.3 s, Tgm = 0.08 s;
3. Bio-diesel: Kvr = 1, Tvr = 0.05 s, Kce = 1, Tce = 0.5 s;
4. Ss(GT): Lmax = 1, T3 = 3 s, T1 = T2 = 1.5 s, KT = 1, FOVmax = 1, FOVmin = −0.02,

Dtur = 0 p.u;
5. CES: KCES = 0.3, TCES = 0.0352 s;
6. CES with duple compensation: KCES (duple compensation) = 0.3, TCES (duple

compensation) = 0.046 s, T1 = 0.280, T2 = 0.025, T3 = 0.0411, T4 = 0.39;
7. PV: A = 900, B = −18, C = 100, D = 50.
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Abstract: Reliability and safety must be carefully considered in today’s power systems, which are
rapidly evolving toward ever higher penetration of renewable, inverter-based generation units.
Power systems are constantly stressed by active power disturbances, which can be exacerbated by
wind and solar systems that are subject to rapid fluctuations in primary energy. In this framework, a
comparative technical analysis of solutions to improve transient stability, both rotor angle stability and
frequency stability, is carried out. These solutions can be adopted by the transmission system operator
(e.g., an additional parallel transmission line), by the generation companies (e.g., a fast excitation
system), or by both, such as SVC (static VAR compensator) and STATCOM (static synchronous
compensator). Sensitivity analyses were carried out to assess the impact of the location of the wind
turbines in the buses of the grid on their rated power and level of production. On the basis of these
analyses, the worst-case fault was considered, and the critical fault recovery time was determined as
an engineering parameter to compare the different solutions. For the numerical analysis, a modified
IEEE 9-bus system was considered, and the PowerWorld software tool was used. Rotor angle and
frequency stability analyses were performed.

Keywords: power system simulation; power system stability; wind power generation; static VAr
compensators

1. Introduction

The energy model that has been introduced and developed in the last century to enable
economic development is no longer sustainable under these new climate and environmental
conditions. For instance, in the current Electrical Power System (EPS) model, thermoelectric
generation is strongly predominant; this current source of energy today is the main cause of
greenhouse gas emissions, including CO2. The increase in these emissions has highlighted
the need for evident and rapid decarbonization and efficiency of all energy sectors to limit
their impacts on the environment and achieve a more sustainable system.

To this end, several national and international agreements have been reached, such
as the PNIEC (Integrated National Plan for Energy and Climate 2030), the Clean Energy
Package, and the European Green Deal, which set various strategic goals to counteract the
increase in global average temperature. One of the most challenging goals is the strong
increase in energy generation from renewable energy sources, i.e., wind and photovoltaic.

The generation of Renewable Energy Sources (RESs), has been identified as one of the
main enablers of the transition. Thanks to their operation principles, these types of energy
generation allow the production of energy without CO2 emissions, and they help reduce
energy prices, which (ultimately) benefits the consumers.

The power plants based on RES, specifically wind and solar generators, are character-
ized by nonprogrammable production profiles, which means that the electricity produced
by such plants does not follow the dynamics of energy demand for consumption, but
the dynamic characteristics of each energy source. Moreover, this type of technology is
mainly based on inverter technology, i.e., systems connected to the grid through static
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components, which have a lower tendency to comply with the variation of power system
the basic parameters for the safe operation of the grid than the traditional groups, that
interface through the use of rotating machines [1,2].

These properties have the following implications for the management of the system [3,4]:

• Reduction in the number of generation resources capable of providing frequency
regulation (active power regulation) and voltage regulation (reactive power regulation)
services;

• Reduction in electromechanical inertia, which worsens the dynamic response after
disturbances;

• Reduction in short-circuit power, which worsens the quality of service and the risk of
propagation of voltage disturbances;

• Reduction in the margin to cover peak loads, which can be demonstrated in hours to a
low production of RES;

• Increasing periods of overgeneration (production greater than demand) and line
congestions, which without sufficient storage capacity or reserve can cause cuts in the
energy produced;

• Increase in steepness of the evening ramp of the residual load, due to the sudden drop
in the production of solar plants in the darkest hours, so that a fast response from
flexible systems is essential;

• Increase in reserve requirements due to the increasing presence of nonprogrammable
renewable energy sources (NP-RES)-based power plants and their randomness.

Looking at these impacts, the increase in the share of RES generation brings the
electricity system to conditions of lower reliability, safety, and stability. In this context,
stability, particularly transient stability, plays an important role as an index of robustness
of the system, subject by its nature to events such as faults and disturbances [5].

Transient stability represents the ability of the system to withstand transient events
caused by a disturbance, generally important, e.g., a short-circuit, and to reach the nominal
operating conditions. For this reason, it has been the subject of many studies and is already
described in the literature [6,7]. A part of this also applies to the impact on transient stability
caused by wind turbine integration in the current traditional electric power systems [8,9].

This article first examines the impact of RES generation (in this case, wind energy)
on the transient stability of the system when wind energy is added to existing traditional
generation and when it replaces some of that generation. The main objective of this
work is to analyze and compare some of the solutions to improve the transient stability,
such as SVC (static VAR compensator), STATCOM (static synchronous compensator),
fast excitation system, and the doubling of a transmission line, as performed in [6]. In
this way, it is possible to evaluate and compare the effects of these solutions in a system
with RES generation in two different scenarios and then compare them with those of a
traditional system.

The PowerWorld Simulator is used for this paper. The IEEE 9-bus system used as a
case study in [6] is modified by adding wind turbines. The decision to start with the IEEE
9-bus system is due to the widespread use of this grid, which allows for comparison, and its
simplicity, which allows for various sensitivity analyses thanks to the small number of buses;
this type of analysis would indeed be complicated and time-consuming for larger grids. As
in [6], the system is modeled using component that are already tested and present in the
IEEE or WECC lists and that are present in most power system simulator libraries. This is
implemented to reach general and reproducible results. However, specific studies about
new wind turbine controllers are present in the literature (e.g., [10,11]), which investigate
new solutions to face adequately the stability issues in power system with low inertia.

The contributions of this paper are as follows:

• Sensitivity analysis to identify the generation bus in which to insert the wind generator,
so as to define the worst operating condition in terms of transient stability following
the insertion of the wind plant;
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• Sensitivity analysis on the share of installed and generated wind power, to evaluate
the impacts of the different share on the network following a failure;

• An evaluation of the impact on transient rotor angle and frequency stability, through
the installation of SVC and STATCOM. These solutions provide TSOs (transmission
system operators) and GENCOs (generation companies) with dynamic control during
contingencies.

The paper is organized as follows: Section 2 presents the solutions to improve the
transient stability. The studied system is described in Section 3. In Section 4, sensitivity to
wind position, base power, and injected power is investigated. In Section 5, the improve-
ment solutions are tested in two different scenarios. Conclusions are presented in Section 6,
where the improvement solutions are summarized, and their main features are highlighted.

2. Description of Enhancement Solutions

According to [12], the solutions used to enhance the transient stability in power system
can be classified as conventional and RES-based. Here, the focus is on the conventional
techniques. The re-dispatching technique is not considered because no optimal power flow
study is performed.

This study considers two types of solutions, as suggested in [12]:

• A preventive one, via the reduction in system reactance. To do this, the addition of a
parallel transmission lines is considered;

• An emergency one, where the following solutions can be adopted:

� The fast excitation system helps to reduce oscillations in the electrical system
by controlling the generator voltage through the field-excitation circuit, under
transient conditions;

� SVC and STATCOM can regulate the voltage at a selected bus by varying their
reactive power, and they can help improve transient stability by increasing the
synchronization power flow between generators.

The two solutions mentioned above belong to the FACTS (flexible alternating current
transmission systems) family. Their main features are as follows:

• The SVC (static VAR compensator) consists of passive elements, capacitors, and induc-
tances, controlled by static devices, such as thyristors. Their performance depends on
the voltage of the connection bus;

• The STATCOM (static synchronous compensator), unlike the SVC, does not need
passive elements. It is basically a voltage source converter, whose performance is
independent of the voltage at the connection bus.

3. IEEE 9-Bus System Description

The test system chosen for this study is the IEEE 9-bus system, which is part of a series
of test systems often used for studies on the stability, steady state, and dynamics of power
systems [8,13,14].

Here, a modified version of the IEEE 9-bus system is proposed. Starting from the
modified version illustrated in [6], one more change is made, i.e., the addition of a type
3 wind turbine generator at bus 7. This is implemented to consider the effect of RES
generation in power systems. The location of the wind turbine generator in this node is
justified later.

The modified IEEE 9-bus system used in this article is shown in Figure 1, where the
load flow results are shown for the case where the proposed solutions are not used or are
switched off. Except for the wind generator, which is always connected, the proposed
solutions are alternatively connected. In Figure 1, the corresponding connections are shown
as empty squares. Their connections are also made to study their impact on the system in
the different proposed simulations and scenarios.

As in [6], the transient stability analysis of the proposed system is performed by
simulating a three-phase short-circuit. The frequency response of the load is not considered.
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Figure 1. Modified IEEE 9-bus system with wind power generator and transient stability solutions
(portion of the system identified by the dashed red line).

According to [15], the models used, in the PowerWorld Simulator, for implementing
the type 3 wind turbine generator, i.e., DFIG (doubly-fed induction generator) wind gen-
erator, are shown in Table 1. Table 2 indicates the parameters set needed for the chosen
control mode.

Table 1. Wind type 3 models.

Power Plant Parts Type 3 Model

Plant controller REPC_A
Generator/converter REGC_A

Electrical control REEC_A
Turbine WTGT_A

Aerodynamics WTGAR_A
Pitch controller WTGPT_A

Torque controller WTGTRQ_A

Table 2. Wind type 3 control mode selection.

Functionality Models PfFlag Vflag Qflag RefFlag

Plant level V control + local
coordinated V/Q control

REEC_A,
REPC_A 0 1 1 1

Here, the analysis follows the steps shown below.

• Load-flow analysis is performed to initialize the system;
• A three-phase symmetrical short-circuit fault is applied to a transmission line at 1 s;
• The fault clearing time, FCT, is set to 0.300 s;
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• The duration of the simulation is 10 s;
• The simulation time step is 5 ms.

4. Improved System Description

4.1. Sensitivity Analysis of Wind Generator Location

This analysis was performed to determine which wind generator installation bus had
the greatest effect on the transient stability of the system. For this purpose, the wind turbine
generator was installed in the three generator buses, i.e., bus 4, 7, and 9, and the maximum
rotor angle values assumed by generators 2 and 3 (synchronous generators) were evaluated.
The rated power of the wind turbine generator was 50 MVA, and its operative active power
production was 25 MW. These two values were chosen considering the percentage of wind
turbines installed in Italy (about 9.5%) and the energy produced by them (about 7.4%) for
the year 2021, as indicated in [16].

The results of this analysis are presented in Table 3, where the maximum rotor angle is
also given for the case where no wind generator is installed.

Table 3. Maximum rotor angle values for different wind bus positioning.

Gen. No Wind Wind@Bus 4 Wind@Bus 7 Wind@Bus 9

Gen 2 119.86◦ 126.49◦ 136.60◦ 136.33◦
Gen 3 51.74◦ 55.71◦ 61.68◦ 61.38◦

From Table 3 it can be seen that the maximum rotor angle for generators 2 and 3
was reached when the wind generator was installed at bus 7. Therefore, this system
configuration was used going forward. In [6], the focus was on generator 2, which was also
the most loaded generator in this case.

4.2. Sensitivity Analysis of Wind Generator Rated Power

Another sensitivity analysis was performed taking as parameter the rated power, An
(in MVA), of the wind generator. The objective of this sensitivity analysis was to evaluate
the impact of the MVA base power on the transient stability of the system. Five values were
chosen, starting with 50 MVA and increasing by 25 MVA. The active power generated was
kept constant at 25 MW.

To measure the effects on the transient stability, two parameters were considered: the
rotor angle (at FCT = 0.300 s) and the critical clearing time (CCT). The variation of these
parameters with the power base is shown in Table 4. Figure 2, on the other hand, shows a
comparison of the rotor angle behavior for the five MVA basis values, including the case
without wind generation.

Table 4. Rotor angle values for different rated power of the wind generator.

An (MVA) 50 75 100 125 150

Rotor angle 136.60◦ 134.33◦ 130.08◦ 123.58◦ 116.25◦
CCT (s) 0.352 0.354 0.367 0.389 0.415

Table 4 and Figure 2 show that the rotor angle of generator 2 assumed decreasing
maximum values as the installed wind power increased. The case characterized by an
installed wind power of 150 MVA deserves special attention, resulting in a maximum rotor
angle lower than that obtained in the case without wind power generation. The CCT took
increasing values as the installed wind power increased.

If the two parameters are considered, it is possible to see that the stability of the system
increased as the size of the installed wind generator increased.
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Figure 2. Comparison of rotor angle values for different rated power of wind generator.

4.3. Sensitivity Analysis of Wind Generator Produced Active Power

A sensitivity analysis was then performed for the power production of the wind
generator. For this purpose, starting from the sensitivity study of the installed power, the
sizes 50 MVA and 150 MVA (smallest and largest, respectively) were taken, as shown in
Table 5.

Table 5. Rotor angle values for different wind power generation.

An (MVA) 50 150

Pw (MW) 25 35 50 25 40 60

Rotor angle 136.60◦ 144.81◦ 159.78◦ 116.25◦ 136.17◦ 169.06◦
CCT (s) 0.352 0.339 0.318 0.415 0.355 0.309

Once the basic values were established, the power values generated in the network
were modified. Three values of generated power were evaluated (Figures 3 and 4), taking
as the initial value the percentage of wind power in Italy in 2021 (7.4%) [16], while the final
value was chosen to be very close to the system instability.

Figure 3. Comparison of rotor angle values for different wind power generation with 150 MVA wind
power base.
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Figure 4. Comparison of rotor angle values for different wind power generation with 50 MVA wind
power base.

Looking at Table 5, it is possible to note that, for both the installed power values and
the increase in the power generated, there was an increase in the value of rotor angle and
a decrease in the CCT. Specifically, it is possible to observe that the operating condition
characterized by 150 MVA of installed wind power and 25 MW of generated power led to
lower rotor angle values than those obtained in the scenario without wind generation.

5. Simulation on Scenarios

The aim of this study was to assess the impact of wind power generation in terms of
stability and the effectiveness of the mentioned solutions to mitigate stability problems
caused by the integration of the wind plant. For this purpose, an installed power value of
92.5 MVA was considered within the in-use test system. This value was chosen by applying
to our test system the same percentage of wind generation expected from Terna to 2030
within the Italian electricity system [4].

With the same criterion, a power input value of 42.7 MW was chosen from this wind
generator.

Once the generation and production quotas from wind have been defined, the impacts
on transient stability related to the use of systems for their enhancement were studied, as
seen in [6].

This assessment was carried out considering two different scenarios:

• Scenario A, which provides for the addition of the wind generator without the decrease
in the share of conventional generation within the test system, so as not to decrease
the inertia value present in the system;

• Scenario B, which involves the replacement of a share of conventional installed power
equal to 92.5 MVA with wind power, so as to evaluate the impact of the system inertia
reduction following the insertion of the wind generator (Figure 5).
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Figure 5. Modified IEEE 9-bus system for Scenario B.

5.1. Scenario A—Wind Added without Replacing Conventional Generation

In order to assess the device effectiveness in enhancing stability within the wind-added
scenario, the system characterized by the presence of only the wind generator was taken as
the base scenario.

Later comparisons were made in terms of rotor angle and CCT with data obtained
from scenarios characterized by the presence of a double line, an SVC, a STATCOM, and a
fast excitation system EXST4B, as carried out in [6] and shown in Tables 6 and 7, while the
behavior of the rotor angle and the frequency is shown in Figures 6 and 7.

Table 6. Scenario A: maximum rotor angle values considering different stability improvement solutions.

Base SVC STATCOM EXST4B Line

Rotor angle 150.98◦ 148.13◦ 148.07◦ 145.28◦ 126.76◦

Table 7. Scenario A: CCT values considering different stability improvement solutions.

Base SVC STATCOM EXST4B Line

CCT (s) 0.329 0.333 0.334 0.340 0.374

The results show that the addition of a new parallel line is the most effective solution
to contain the rotor angle variations, as shown in Table 6 and Figure 6; moreover, the
stability margin was increased by reducing the initial rotor angle, thanks to its effect on the
system admittance matrix. SVC and STATCOM (see Figure 6) had a limited effect on the
rotor angle stability, while the fast-acting exciter EXST4B anticipated the maximum rotor
angle instant, while also reducing its value.

Figure 7 shows that the oscillations occurring in the base caused by the three-phase
short-circuit case were mitigated using the solutions considered.
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Figure 6. Scenario A: rotor angle curves considering different stability improvement solutions.

Figure 7. Scenario A: frequency curves considering different stability improvement solutions.

The addition of a parallel line represents a structural and preventive solution, with a
small effect on the frequency stability. Emergency solutions such as SVC and STATCOM,
as well as the fast-acting exciter, help the system frequency stability, especially during the
underfrequency period. This is because these devices operate under dynamic conditions,
which allows the control of electrical quantities such as voltage, which is a crucial quantity
during a transient caused by a short-circuit. Comparing the results, the fast exciter had the
best impact on frequency stability, resulting in the lowest oscillations, reaching the lowest
point of 49.65 Hz.

5.2. Scenario B—Wind Added with Replacement of Conventional Generation

The same analyses described in the previous paragraph were evaluated under the
scenario that involved replacing the traditional generation quota with wind generation,
using the same percentages described. In this case, the effects of the tested devices were
also evaluated as a function of the rotor angle and frequency values during the fault, as
shown in Tables 8 and 9 and Figures 8 and 9.

Table 8. Scenario B: maximum rotor angle values considering different stability improvement solutions.

Base SVC STATCOM EXST4B Line

Rotor angle 96.09◦ 94.43◦ 94.51◦ 95.43◦ 84.97◦
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Table 9. Scenario B: CCT values considering different stability enhancement solutions.

Base SVC STATCOM EXST4B Line

CCT (s) 0.455 0.457 0.462 0.452 0.523

Figure 8. Scenario B: rotor angle curves with different stability improvement solutions.

Figure 9. Scenario B: frequency curves with different stability improvement solutions.

A look at the rotor angle values obtained in Scenario B (see Table 8) shows that the
maximum rotor angle for each solution was smaller than the rotor angle value obtained
for the same solution in Scenario A. The same trend can be observed for CCT in Table 9.
This is due to a different operating point of Generator 2, because the presence of the wind
generator allows Generator 2 to feed a lower value of MW to Bus 2.

In the substitute scenario, the best solution for the stability of the rotor angle was the
double line and not the other devices, which had only a small effect. The frequency oscilla-
tion in the replacement scenario behaved similarly to the addition scenario, confirming that
EXST4B was the best solution in terms of frequency stability, reaching a minimum value of
49.7 Hz, as shown in Figure 9.

6. Conclusions

The analyses presented in this manuscript showed that the presence of a wind genera-
tor leads to lower system stability, due to inertia reduction, when limited to the grid under
consideration. This is true until a very large amount of wind generation is installed (e.g.,
150 MVA of wind capacity over 567.5 MVA of programmable generation capacity).
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Injected power also affects stability, as an injected power close to the maximum power
of the wind generator leads to lower stability margins in rotor angles.

In both the scenario with additional wind turbines and the scenario with replacement
wind turbines, the addition of a parallel line (preventive control of transient stability) was
the optimal solution to improve rotor angle stability, while the impact on frequency stability
was irrelevant, due to the absence of dynamic contribution. In the case of emergency
control of transient stability, the fast-acting exciter is the best solution, especially in terms
of frequency stability, since it acts faster than any other solution. On the other hand, for
rotor angle stability, the fast-acting exciter is useful to improve transient stability, but its
contribution is limited with respect to the addition a new parallel line.

SVC and STATCOM showed limited capacity in helping the system to enhance its
rotor angle stability, while they represent desirable solutions to improve frequency stability,
allowing a better containment of frequency fluctuations, while avoiding the tripping of
load shedding relays.

The results can be summarized as follows:

• SVC and STATCOM devices provide superior support for improving transient stability.
These two solutions show similar behaviors; however, due to their unique features,
the STATCOM solution was found to perform at higher standards than SVC—in the
case of a weak grid or in a case characterized by a low percentage of synchronous
generation (e.g., high penetration of renewable energy sources);

• From a monetary/financial point of view, SVC is a cheaper solution than STATCOM,
due to its ease of allocation and maintenance, and the larger power range. Investment
in these solutions can be economically incentivized for utilities in case of remuneration
for reactive power compensation. Focusing on generator companies, an economic
incentive, e.g., a remunerated voltage regulation service, could be useful to refurbish
their plants and to increase performance through the use of fast excitation systems, as
shown in the analyses.

Looking at the next generation of power system structures, specifically characterized by
a high presence of RES generation [8,14,17] (which can strongly impact the system stability),
it can be useful to reinforce the power grid structure by doubling key lines. This is surely
useful to prevent critical congestion problems and significantly improve grid stability.

This paper provides a preliminary examination of the impact of new converter-based
technologies on improving the security of modern power systems. Future developments
will include the following topics: the impact of different control techniques for thermoelec-
tric generators, concerning only generators with fast valving and brake resistors to mitigate
the transient following a contingency. New market products are necessary to push not only
utilities to provide services based on new technology, but also TSO to install new devices to
manage the future power system safely. This can be achieved, for example, by introducing
new ancillary services.
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Abstract: Sustainable development (SD) can indicate the direction of the development of modern
organizations’ transition and transformation strategies in the energy sector. Currently, in most
countries, the main challenge for the energy sector’s strategies is to deal with energy security. The
implementation of SD induces changes both in strategy and technology. The strategies are based
on the technological transition toward renewable energy sources (RES). The aim of this paper is to
explore business management literature dedicated to the transformation and transition strategies in
the energy sector. The adopted methods are a systematic literature review (SLR) accompanied by a
classical literature review (CLR) in Scopus database exploration. A literature review is developed in
VOSviewer software and keyword co-occurrences analysis allowed to identify the main changes of
direction in energy sector transformation strategies. The literature was explored by the 26 queries
which resulted with 11 bibliometric maps. The analysis of the bibliometric maps was a challenge due
to the cross-disciplinary strategic directions of development presented in indexed publications in the
Scopus database. The identification of the changes in energy sector strategies is important because of
its reliance on depleting resources and natural environment degradation. As a result of this paper,
there is a visible shift of the trend in explored scientific publication from not only technological-based
solutions but also towards managerial and organizational practices to achieve sustainability in the
energy sector. This paper, besides the results, presents the theoretical contribution and managerial
recommendations for business practices and addresses future research avenues. There are discussed
implications of the presented analysis for further research.

Keywords: alternative energy; energy policy; energy transition; renewable energy; sustainable
development; strategy classification

1. Introduction

Business has always depended on and had an impact on the natural environment [1,2].
However, through a proper strategy, it is possible to reverse or mitigate the negative influ-
ence of business [2,3]. The energy sector, together with other economic areas’ processes,
negatively influences the environment [4,5], despite this sector being a condition of the
development of civilization [6,7]. Energy generation worldwide is based on fossil fuel
combustion, which especially increases negative climate changes [8,9]. Therefore, energy
sector producers have been implementing strategies to change their business models [10,11],
technologies [12], and sources of energy generation towards renewable energy sources
(RES) [13]. These transformation strategies are anchored in the sustainable development
(SD) concept, but this idea is relatively new in business [14]. There have been two sides to
the discussion about SD since the late 1980s [15]. The first is focused on the formulation of
general laws and setting a formalized direction and strategic goals for business organiza-
tions [12]. The second side of this discussion addresses the question about the translation
of all theoretical ideas related to sustainability into business practice, especially in the

Energies 2022, 15, 7068. https://doi.org/10.3390/en15197068 https://www.mdpi.com/journal/energies
297



Energies 2022, 15, 7068

operations of manufacturing companies [16]. The SD paradigm is focused on quality of life
and refers not only to the balance between social [17,18] and economic aspects but also the
environmental dimension [19]. The number of household energy-saving appliances is con-
stantly growing, though the intention of their producers is to reduce energy demand [20].
This contradiction is more visible in times when access to energy is a criterion of wealth,
as it determines economic and social development [21]. On the other hand, ecological
issues became an important determinant of the changes in the energy sector due to legal
pressure [6,22]. For the energy sector, for a long time, the natural environment was the
source of goods and waste reservoirs [23]. Despite public administrations and businesses
putting pressure on the energy sector, economic development is still considered through the
prism of natural resources exploitation [24]. The use of electricity still negatively influences
natural resources and degrades the environment [25]. The lack of expected results from
changes in the energy sector can be caused by a non-strategic approach to management [26].
Moreover, the contemporary business environment is characterized by high complexity
and volatility, which affects the ways of conducting business in the energy sector [27].
Energy sector companies often struggle to achieve sustainability [9]. Still, the world is
more concerned with the delivery of cheap and accessible electricity [28] than its impact
on the natural environment [29]. For consumers, less important are the sources of energy
compared to the energy prices.

This paper aims to explore the scientific literature indexed in the Scopus database and
is dedicated to transformation and transition strategies in the energy sector. This research
goal covers both theoretical and empirical research gaps revolving around the transition
of the SD idea into practice. Understanding the process of business development in the
energy sector and strategies transformation is notably not easy. However, exploration
of the context of strategies transformation is the most important research agenda. The
contributions of individual scientific papers can often appear minimal. Even when the study
of the strategies transformation in the energy sector is viewed in terms of the collective
endeavor, the various publications cannot easily be distilled into a consensus that would
meet the standards of evidence routinely applied. Therefore, this scientific article employs
two literature review methods.

There are two adopted literature review methods. The first is a systematic literature
review (SLR) supported by the bibliometric maps generated in the VOSviewer on a query
basis. The second method is a classical literature review (CLR), explaining the results
obtained from the SLR method and providing an overview of the transformation strategies
in the energy sector. This second method applies with special force in the identification of
empirically salient transformation strategy determinants.

With this purpose of study, this scientific paper is structured as follows. In the first
place, in Section 2, the paper develops a theoretical framework using the two literature
review methods. There are limitations of this research caused by the adopted methods. In
the third section, there are literature review results that cover two subjects: (1) changes
in energy sector strategy directions among energy suppliers and (2) proposed typologies
among energy sector strategies. The fourth chapter of this paper is a discussion of the
presented results together with the limitations of the used methods. In the conclusions
section, the scientific and practical contributions are presented together with the future
promising research avenues.

2. Materials and Methods

The Scopus database’s indexed scientific publications were the subject of the adopted
methods in this research paper [30,31]. Scopus is a multidisciplinary repository that indexes
different types of scientific publications [32]. The Scopus bibliographic database is an
organized digital collection of references to published scientific literature, including journal
articles, conference proceedings, patents, books, etc. [30]. The Scopus has been selected due
to the popularity and recognizability of this database among researchers [33,34]. Scientific
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publications indexed in the Scopus database are considered prestigious. This database
secures its scientific content due to rigorous conditions for the indexing of the title sources.

There are two literature review methods employed in this study, used as a collage of
methods [35]. The first method is the SLR combined with the CLR, which is the second
method used in this research. The purpose of a synthesis of these literature review methods
is to identify, integrate, and evaluate research on a selected topic, based on clearly defined
criteria [36]. The use of a combined literature review methodology is intended to provide
three main benefits: (I) the literature review will include all research results on a given topic,
(II) research results that for some reason do not correspond to the researcher’s intentions
or views will not be omitted, and (III) the possibility of verifying the relevance of the
review will be created by enabling its replication. The literature review process [37,38]
underpinning the operationalization and measurement of transformation strategies in
the energy sector proceeded in three main stages [39]. Stage one was the selection of the
literature base. This was followed by the selection of papers included in the analyzed set of
results in stage two. Stage three consisted of critical content analysis [40]. Critical to the
integrity of the literature review process is the thorough verification of the publications
included within the Scopus literature base [41]. This requires reading each publication and
preparing a concise analysis report [42]. Based on such work, it was possible to complement
SLR with CLR prepared in this step’s reports results [43].

The SLR method is used in this study as a tool for the identification of knowledge gaps,
and its advanced applications allow the identification of the most common as well as the
most desirable directions for further research, their specific assumptions, the operational-
ization of variables (items), the measurement of constructs, the research method adopted in
seminal publications, and even the method of analyzing the raw data. The SLR method
variation is supported by the research queries exploring the Scopus database [39]. Before
embarking on the process of identifying academic publications in the field of transformation
strategies in the energy sector [44], it was necessary to define automated search conditions
for papers in the explored Scopus academic database [30,33]. The automation of queries
in the Scopus scientific database raises the problem of overfitting [45,46]. In addition to
analyzing the total results, an increasingly common approach is to use the most important
journals in a given subject area. These are usually the most cited scientific publications
indexed in the database being explored [30,47]. The query result sets created are often too
large for a detailed analysis of the texts without software support [48,49].

Though linguistic differences are not the subject of this research, the choice of the
proper form of a keyword or its synonym has an impact on the achieved results [21,30].
Due to this fact, the choice of keywords exploration for the queries was also limited. This is
because if the query in the Scopus database is general, it yields too many results to indicate
the proper direction of exploration [50,51]. Omitting the broader categories and successive
limitations with the aim to restrict the occurrence of a keyword anywhere in the text is
justified, because a keyword in the body of a research paper indexed in the Scopus database
may appear accessory. This assumption focuses attention on articles in which the keyword
reflects a research category that is relevant and not an accessory to the paper.

There was no initial assumption toward a literature exploration of energy sector
transformation and transition strategies. There are some events which highly influence
energy sector; however, they were not included into analyzed scientific publications. The
factors coming from the geographical distribution of the resources or geopolitical situation
were not a limitation of this study. In this study, there was no assumption about the sectoral
or business strategy level.

There were multiple research assumptions decided during the Scopus database ex-
ploration with queries presented in Table 1. First, the area of the research was settled
based on the initial query with the following syntax (TITLE-ABS-KEY (“power sector”))
AND (“energy sector”) with 1380 results representing all scientific publications indexed
in the Scopus database. The syntax element AND is not only used by the Scopus search
algorithm as conjunction “and” operator but also as an alternative “or” syntax element.
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However, the two presented keywords “power sector” and “energy sector” were also
researched independently. Finally, the “energy sector” was selected as most numerous
with the highest number of publications indexed in Scopus, and it was the most popular
keyword. The keyword “energy sector” initial query in TITLE-ABS-KEY fields in Scopus
gave 15663 results compared to 6078 results for “power sector”. Therefore, this sector is
explored in query syntaxes presented in Table 1. There are two types of query elements in
syntaxes, the specified and non-specified, respectively [40,45]. The specified part is marked
by the citation marks, and non-specified searched keywords do not have them. In Table 1,
there are presented queries used for the calibration and choice of more detailed queries.
The queries are numbered continuatively in ascending order across Tables 1–3. Queries
presented in the tables were used for studying the Scopus database on 20 August 2022,
with different numerical results depending exact syntax of each formulated query.

Table 1. Syntaxes used in queries calibration for the Scopus scientific database exploration.

No. Query Syntax
No. of Results

(20 August 2022)

1 (TITLE-ABS-KEY (“energy sector”)) AND (transition AND strategies) 2290
2 (TITLE-ABS-KEY (“energy sector”)) AND (transformation AND strategies) 1400
3 (TITLE-ABS-KEY (“energy sector”)) AND (transition AND transformation AND strategy) 830

4 (TITLE-ABS-KEY (“energy sector”)) AND (transition AND strategy) AND (LIMIT-TO (SUBJAREA,
“BUSI”) OR LIMIT-TO (SUBJAREA, “DECI”)) 340

5 (TITLE-ABS-KEY (“energy sector”)) AND (transformation AND strategy) AND (LIMIT-TO (SUBJAREA,
“BUSI”) OR LIMIT-TO (SUBJAREA, “DECI”)) 248

6 (TITLE-ABS-KEY (“energy sector”)) AND (transformation AND transition AND strategy) AND
(LIMIT-TO (SUBJAREA, “BUSI”) OR LIMIT-TO (SUBJAREA, “DECI”)) 134

7 (TITLE-ABS-KEY (“energy sector”)) AND (transformation AND transition AND strategy)) AND
(change) AND (LIMIT-TO (SUBJAREA, “BUSI”) OR LIMIT-TO (SUBJAREA, “DECI”)) 121

8 (TITLE-ABS-KEY (“energy sector”)) AND ((transformation AND transition AND strategy)) AND (shift)
AND (LIMIT-TO (SUBJAREA, “BUSI”) OR LIMIT-TO (SUBJAREA, “DECI”)) 26

9 (TITLE-ABS-KEY (“energy sector”)) AND (“transformation strategy”) 23
10 TITLE-ABS-KEY (“energy sector strategies”) 15

11 ((TITLE-ABS-KEY (“energy sector”)) AND (“energy sector strategies”)) AND (LIMIT-TO (SUBJAREA,
“BUSI”) OR LIMIT-TO (SUBJAREA, “DECI”)) 1

12
((TITLE-ABS-KEY (“energy sector”)) AND (transformation AND transition AND strategy)) AND (type
AND typology AND classification AND category) AND (LIMIT-TO (SUBJAREA, “BUSI”) OR LIMIT-TO

(SUBJAREA, “DECI”))
0

13 ((TITLE-ABS-KEY (“energy sector”)) AND (transition AND transformation AND strategies)) AND
(“startegy type”) AND (LIMIT-TO (SUBJAREA, “BUSI”) OR LIMIT-TO (SUBJAREA, “DECI”)) 0

14 ((TITLE-ABS-KEY (“energy sector”)) AND (transition AND transformation AND strategies)) AND
(strategy AND type) AND (LIMIT-TO (SUBJAREA, “BUSI”) OR LIMIT-TO (SUBJAREA, “DECI”)) 0

Source: authors’ elaboration.

Table 2. Queries focused on typologies used in the Scopus scientific database exploration.

No. Query Syntax
No. of Results

(20 August 2022)

15 (TITLE-ABS-KEY (“energy sector”)) AND ((typology)) AND (strategy) 281
16 (TITLE-ABS-KEY (“energy sector”)) AND (transition AND transformation AND strategy) AND (type) 217
17 (TITLE-ABS-KEY (“energy sector”)) AND (transition AND transformation AND strategy) AND (typology) 105

18 ((TITLE-ABS-KEY (“energy sector”)) AND (transformation AND transition AND strategy)) AND (type)
AND (LIMIT-TO (SUBJAREA, “BUSI”) OR LIMIT-TO (SUBJAREA, “DECI”)) 28

19 ((TITLE-ABS-KEY (“energy sector”)) AND (transformation AND transition AND strategy)) AND
(typology) AND (LIMIT-TO (SUBJAREA, “BUSI”) OR LIMIT-TO (SUBJAREA, “DECI”)) 21

20 ((TITLE-ABS-KEY (“energy sector”)) AND (transformation AND transition AND strategy)) AND
(category) AND (LIMIT-TO (SUBJAREA, “BUSI”) OR LIMIT-TO (SUBJAREA, “DECI”)) 14

21 ((TITLE-ABS-KEY (“energy sector”)) AND (transformation AND transition AND strategy)) AND
(classification) AND (LIMIT-TO (SUBJAREA, “BUSI”) OR LIMIT-TO (SUBJAREA, “DECI”)) 13

Source: authors’ elaboration.

300



Energies 2022, 15, 7068

Table 3. Queries developed upon Query 2 from Table 1 used in the Scopus database exploration.

No. Query Syntax
No. of Results

(20 August 2022)

22 ((TITLE-ABS-KEY (“energy sector”)) AND (transformation AND strategies)) AND (“climate change”) 724

23 ((TITLE-ABS-KEY (“energy sector”)) AND (transformation AND strategies)) AND ((“climate change”))
AND (“renewable energy sources”) 229

24 ((TITLE-ABS-KEY (“energy sector”)) AND (transformation AND strategies)) AND (((“climate
change”)) AND (“renewable energy sources”)) AND (“alternative energy”) 56

25 ((TITLE-ABS-KEY (“energy sector”)) AND (transformation AND strategies)) AND ((((“climate
change”)) AND (“renewable energy sources”)) AND (“alternative energy”)) AND (“energy policy”) 53

26
((TITLE-ABS-KEY (“energy sector”)) AND (transformation AND strategies)) AND (((((“climate

change”)) AND (“renewable energy sources”)) AND (“alternative energy”)) AND (“energy policy”))
AND (“sustainable development”)

40

Source: authors’ elaboration.

There are explorative queries presented in Table 2 formulated to search title, abstract,
and keywords indexed in the Scopus database of scientific publications related to the
energy sector. Queries 15, 16, and 17 were used in unspecified science areas with higher
numbers of the results than those achieved with Queries 18, 19, 20, and 21, respectively.
The aim of this paper was the main reason for the construction of the queries presented
in Table 2. Therefore, the queries used to explore Scopus were limited to the subject area
of business management “BUSI” and decision sciences “DECI” due to their scope and
specific interest in strategic management [52,53]. Then, initial queries were developed to
explore the Scopus database in a selected field of science [54]. The full syntaxes of the
used queries are presented in Table 1 and consist of syntax with an element indicating the
choice of the science area, as follows: AND (LIMIT-TO (SUBJAREA, “BUSI”) OR LIMIT-TO
(SUBJAREA, “DECI”). Then, Query 6 presented in Table 1 was developed into five more
specified Queries, 18, 19 20, and 21, in Table 2.

Queries 18, 19, 20, and 21 independently search type, typology, category, and clas-
sification of transformation or transition strategies in the energy sector. The exploration
settled in the areas of business management and decision sciences. The results of Queries
18, 19, 20, and 21 were the subject of the VOSviewer software (version 1.6.18; Centre for
Science and Technology Studies, Leiden University: Leiden, The Netherlands) for further
analyses, and they are presented in the Results section. The choice of the query construction
was also based on the other tested queries and logic choice of its construction. Authors
checked also query syntax consisting of the following elements: (TITLE-ABS-KEY (“strat-
egy type”)) AND (“classification”) AND (LIMIT-TO (SUBJAREA, “ENER”)) to discover
that there were 6 results, and two of them belong to the authors of this paper. Therefore,
such queries’ results were excluded from the further analysis, though they helped in further
queries’ development.

In Table 3, there are queries developed based on Query 2 in Table 1. To the syntax of
Query 2, the indexed keywords recognized in the VOSviewer bibliometric map analysis
of Query 2’s results were added. The choice of keywords was based on the bibliometric
map with the most dominant clusters (presented as Figure S1 in Supplementary Materials
File S1). The keywords from these clusters were used to propose more specified Queries,
22, 23, 24, 25, and 26, in Table 3 to explore Scopus scientific database. Five queries differ
from each other in the narrowing scope of added specified indexed keywords and the
number of the obtained results. To achieve focused Scopus database exploration, there
were more specific keywords added to the query syntaxes as presented in Table 3. These
keywords were “climate change” (as a dominant keyword in the subnetwork dedicated to
climate issues and their solutions, which consists of 96 items), “renewable energy sources”
(indicated as the most dominant keyword in the second cluster with 87 items, dedicated
mostly to technical aspects and business practice of energy transition), “alternative energy”,
“energy policy”, and “sustainable development”. The order of the additional keywords
suggested by the VOSviewer software used in the extended Query 2 research presented
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in Table 1 was confirmed on the indicated keywords’ significance by the bibliometric
program used.

Obtained results from each query presented in Tables 1 and 2 were downloaded in
.csv file format from the Scopus database as a separate set of data. However, during the
export, all fields on the publication were marked. For the Scopus database, the following
fields were selected for export: citation information, bibliographic information, abstract,
keywords, funding details, and other information. Further analyses were carried out on the
most recent data. The exported data were used for analyses in VOSviewer (version 1.6.18),
and the results are shown in bibliometric maps. The choice of the number of keyword
co-occurrences determines the result obtained in its graphical presentation and bibliometric
map clarity. Additionally, during the VOSviewer bibliometric map preparation, some
indexed keywords were excluded from the set proposed by the software. The excluded key-
words were names or abbreviations for continents, international institutions, countries, and
regions. The next groups besides their names were names of methods (regression analysis,
climate model, or numerical model), publication types (article, review), chemical elements
or compounds (carbon dioxide), and names of scientific disciplines (agriculture, chemistry,
economics). Plural forms were excluded when the more numerous single form keyword
was proposed by the VOSviewer software. Despite so many exclusions of keywords, the
number of nodes in the most numerous queries was significant. Maps created, visual-
ized, and explored using VOSviewer include items. Items are the objects of interest—the
co-occurring keywords, which in the bibliometric map are nodes. Between nodes are
edges that represent the relations between co-occurring keywords. In the bibliometric map,
items are grouped into clusters. A cluster is a subnetwork, a set of items included in a
bibliometric map. In the visualization of a map, items with higher importance are shown
more prominently than items with lower significance.

The methods presented above for the purpose of the literature review were information
analysis and synthesis, focusing on findings. The combined methods summarize the
substance of the literature and conclude it. Traditional literature review adopts a critical
approach, which assesses theories by critically examining the described sources, methods,
and results with an emphasis on background and contextual material. On the other hand,
the SLR is a review with a clearly stated purpose, questions, or queries and a defined
search approach, stating inclusion and exclusion criteria and producing a qualitative
appraisal for articles. The method combination can be supported by bibliometric analysis,
a method that includes graphical and statistical analysis of published articles and citations
therein to measure their impact. Bibliometric maps unveil pivotal articles and objectively
illustrate linkages between and among articles focused on transformation strategies in the
energy sector.

3. Results

Strategies in the energy sector have been subject to scientific interest since 1975;
however, in the 19’80s, transition or transformation strategies emerged [55,56]. There are
queries presented in Tables 1–3 along with the numerical results of the formulated queries.

Queries 1 and 2 were proposed to explore the “energy sector” for transition strategies
and transformation strategies, respectively (Table 1). The main difference between Query 1
and Query 2 is in the number of results. Query 1 yielded 2290 results, while Query 2 gave
1400 results. This can be related to there being more technology related to transition. On
the other hand, a transformation is related to business management and decision sciences
areas. This observation is supported by the comparison of the 10 most cited publications in
Tables S1 and S2 placed in Supplementary Materials File S1. Each query result in the Scopus
database can be analyzed on the full-time horizon by the selection of the “Analyze search
results” option. The results of Query 1 are presented as a chart in Figure 1. The number
of Query 1 results yielded 2290 scientific publications. Figure 1 proves that transition
strategies have been a subject of scientific interest since 1984. However, rapid growth in the
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number of those publications occurred in 2008 and surpassed 500 in 2021. The year 2022
was excluded from this analysis.

Figure 1. Scopus-indexed publications dedicated to transition strategies in the energy sector as Query
1’s (Table 1) results. Source: Scopus database.

The graphical analysis of the number of other query results (Table 1) follows the
same pattern of rapid growth since the year 2008 (Figure 2). However, the number of
publications in the case of Query 2’s results surpassed 300 publications in 2021. Another
slight difference is that the first publication among the Query 2 results was published in
1983. The observation of the similarities in Figures 1 and 2 was the reason for the decision
to combine them in a single query: Query 3 (Table 2).

Figure 2. Scopus-indexed publications dedicated to transition strategies in the energy sector as Query
2’s results (Table 1). Source: Scopus database.

Query 3, with syntax covering technological solutions (“transition”) and organiza-
tional or management aspects of the changes towards SD (keyword “transformation”),
was analyzed in the VOSviewer software. The chart illustrating the Query 3 results in
Scopus also follows the pattern presented in Figures 1 and 2, indicating a lower number
of publications when Queries 1 and 2 are combined. This observation stands with the
descending number of results presented in Table 1. Query 3 was proposed to cover both
indexed keywords of transition and transformation in a specified field of “energy sector”.
The combination of the two researched independently in Query 1 and 2’s keywords yielded
830 results. These results only partially covered previously obtained similarities with
the scientific publications resulting from Queries 1 and 2. The publications presented in
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Table S3 in Supplementary Materials File S1 were not related to the energy sector despite
the specified “energy sector” query syntax element.

Queries 4, 5, and 6 are developed versions of previous queries presented in Table 1.
Queries 4 and 5’s (Table 1) results in the analysis were the reason for their combination and
the formulation of Query 6. There are 134 scientific publications in the Scopus database
covering Query 6’s results. The obtained results from Queries 4 and 5 were less numerous
due to the introduced scientific areas limitation, and such exclusion has also influenced the
quality of the most cited works researched from Query 6 that are presented in Table S4 in
Supplementary Materials File S1.

Queries 7 and 8 were proposed as the development of Query 6. The scientific area
remained the same as in Queries 4, 5, and 6. In Queries 7 and 8, additional keywords’
impact on the obtained results is analyzed. Therefore, a broad approach to the topic of
transformation strategy in the energy sector also required the consideration of alternative
words and synonyms for the word “transition” and “transformation”. The “change” or
“shift” keyword can be seen as a synonym for transformation or transition words [57,58].
These keywords, however, initially gave very general results. Therefore, there was a careful
choice of the synonyms to be explored in the further queries presented in Table 1. Then, the
typing of search criteria was carried out starting from the identification of criteria related
to the research model and the adopted cognitive context [41,57], i.e., the transformation
strategies in the energy sector. In Table 1, there are also queries checking the difference
between grammar forms and direct and unspecified queries. The difference between
“strategy and strategies” was also tested, and the usage of single or plural forms does not
affect the results number in Scopus. For example, query syntax (TITLE-ABS-KEY (“energy
sector”)) AND (changes) gave 7549 indexed publications as results.

Queries 9 and 10 in Table 1 are specified queries used to search scientific areas not
defined in the Scopus database. The number of the results is significantly lower than the
number obtained in Queries 1–6. The most cited 10 scientific publications from Queries 9
and 10 are presented in Table S5, and the most cited work results of Query 10 are presented
in Tables S5 and S6 in Supplementary Materials File S1. Query 9 yielded 23 results due to
its specified syntax: (TITLE-ABS-KEY (“energy sector”)) AND (“transformation strategy”).

Changes in several indexed publications covering the transformation strategies in the
energy sector are presented in Figure 3. The first publication was indexed in the Scopus
database in 1998, and the subject was again undertaken in the scientific literature in 2011
and 2015. There has been a growing interest in transformation strategies in the energy
sector since 2017.

Figure 3. Scopus-indexed publications dedicated to transition strategies in the energy sector as Query
9’s results (Table 1). Source: Scopus database.
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Query 11 was very specified in its syntax and gave one result. This single scientific
publication was titled “How to reform the power sector in Mexico? Insights from a
simulation model” by R. Fuentes-Bracamontes [42], cited by seven other publications. R.
Fuentes-Bracamontes in his paper addressed “the question of how a developing country,
like Mexico, can reform its electricity industry at the same time as addressing climate
change issues” [42].

Queries 12, 13, and 14 were too specific and detailed in the indicated area and gave
no results to be analyzed. On the other hand, Queries 15, 16, and 17, although dedicated to
the type or topology research, gave numerous numbers of results of publications (Table 2)
that were developed in their syntaxes into Queries 18, 19, and 20. These queries, although
less numerous, provided better insight into researched types, typologies, or categories of
transformation strategies. In Table 2, there is also Query 21, the syntax of which consists
of all combined searched elements from the previous three queries. Queries 18–21 results
were then analyzed in the VOSviewer software (version 1.6.18), shown in detail below.

Query 15’s results were explored in the VOSviewer software as a bibliometric map.
The analysis of co-occurrences among indexed keywords with the full counting method
was selected. The minimum number of co-occurrences of a keyword was 10, and then,
among the total of 1573 keywords, 32 met the threshold. In the bibliometric map, three
clusters with 32 nodes and 373 links were identified. The three clusters automatically
identified were colored by the VOSviewer software and presented as the bibliometric map
in Figure 4. This bibliometric map presents the co-occurrences of keywords related to the
energy sector strategy typology. In the final dialogue box in the VOSviewer program, none
of the keywords were deselected; however, the duplicates were removed.

Figure 4. Bibliometric map of indexed keyword co-occurrence results from Scopus based on Query
15. Source: authors’ elaboration performed in VOSviewer (version 1.6.18).

Based on the 281 scientific publications distinguished by Query 15, as presented in
Table 2, the bibliometric map was proposed in the VOSviewer software. Although the
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keyword “typology” was included in the Query 15 syntax, there is no keyword related to
this specific term. The keywords which were selected and used by the VOSviewer program
are gathered in Table 4 and are separated by semicolons. Despite the original writing
form, the keywords in Table 4 are written in small letters as in the VOSviewer software’s
unification procedure. In Table 4, there are clusters identified by colors, as in Figure 4,
established by bibliometric software automatically. The order of clusters presented in
Table 4 is caused by the number of keywords identified by the VOSviewer and represented
as nodes in Figure 4.

Table 4. Clusters of index keyword co-occurrences in Figure 4 for Scopus Query 15.

Cluster Color Keywords

1 Red
alternative energy, business models, decision making, economics, electricity generation, electricity
industry, energy market, energy planning, energy sector, energy transitions, governance approach,

innovation, investments, renewable resources, strategic approach, sustainability, wind power

2 Green commerce, energy, energy efficiency, energy policy, energy utilization, renewable energies, renewable
energy resources, renewable energy sector, renewable energy sources, sustainable development

3 Blue climate change, energy management, fossil fuels, gas emissions, greenhouse gases

Source: authors’ elaboration.

The clusters presented graphically in Figure 4 and their nodes described in Table 4 as
keywords indicate the three directions of the energy sector’s strategies. The red cluster is
the general overview of the energy sector’s strategies. The green cluster is related to RES
and revolves around sustainable future solutions. The last, blue-colored cluster is related
to fossil fuels and energy management and is a subnetwork of the previous green cluster.

Query 18’s results were used to propose Figure 5 as a bibliometric map. To draw this
map, the minimum number of indexed keyword co-occurrences was selected as two, and
then among 174 keywords, 14 met the threshold. The Query 18 syntax was constructed to
explore transition and transformation strategies in the energy sector with the limitation
to the science areas of business management and decision sciences. The obtained results
are the scientific publications which are the edges between the nodes presented in figure’s
bibliometric map. The size of the node is related to the importance of the keyword. The
keywords distinguished in Query 18 are gathered in Table 5.

In Figure 5, there are four clusters. The first is the red cluster with four keywords. This
cluster is dedicated to management and economic sciences. The second cluster, also with
four keywords, is related to the changes and innovation in the energy sector. There is also
a blue cluster pointing at strategies toward renewable energies and energy conservation.
There is also a yellow cluster visible in Figure 5, which represents the strategies and energy
policies based on alternative energy (relation between two keywords). There is a shift
among the presented keywords presented in Figure 5 and Figure S2 in Supplementary
Materials File S1. This shift represents the change in scientific interests of publication
authors dealing with transformation and transition strategy types in the energy sector (see
Query 18). The bibliometric analysis of Query 18’s results covered the years 2015–2021.
The first keywords presented in Figure S2 were “energy policy”, “alternative energy”, and
“sustainable development”. The newest keywords from the analyzed scientific publications
are “decision making”, “commerce”, and “economic and social effects”.

The clusters presented in Table 5 are interrelated, and the picture presented in Figure 5
is complicated. However, there are three main directions of strategies presented in clusters
two (green) and three (blue). There are strategies in the energy sector dedicated to inno-
vation, transformation, and conservation. There is no connection (edge) between nodes
representing innovation and “renewable energies” in Figure 5.
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Figure 5. Bibliometric map of indexed keyword co-occurrence results from Scopus based on Query 18.
Counting method: full counting. Minimum keyword co-occurrence is 10. Source: authors’ elaboration
performed in VOSviewer (version 1.6.18).

Table 5. Clusters of index keyword co-occurrences in Figure 5 for Scopus.

Cluster Color Keywords

1 Red commerce, decision making, economic and social effects, sustainable development
2 Green the energy sector, energy transformation, technological innovation, innovation
3 Blue energy conservation, renewable energies
4 Yellow alternative energy, energy policy

Source: authors’ elaboration.

Query 18’s results were analyzed in VOSviewer by all-keywords exploration. The
results of this analysis are presented in Figure 6 and Table 6. The difference between
Figures 5 and 6 is caused by the bigger number of all keywords. Therefore, there are five
clusters identified by the VOSviewer software.

Table 6. Clusters of all keyword co-occurrences in Figure 6 for Scopus.

Cluster Color Keywords

1 Red bioeconomy, biogas technologies, convergence, patent analysis
2 Green energy conservation, energy policy, energy transformation, renewable energies,
3 Blue energy sector, innovation, modeling, technological innovation
4 Yellow alternative energy, commerce, decision making, sustainable development
5 Violet coal industry, economic and social effects, renewable energy

Source: authors’ elaboration.
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Figure 6. Bibliometric map of all keyword co-occurrence from Scopus based on Query 18’s results.
Source: authors’ elaboration performed in VOSviewer (version 1.6.18).

In Figure 6, all keywords were used, and among 248 keywords, only 22 met the
threshold of two minimum keyword co-occurrences. The method used in VOSviewer
software was full counting. There were excluded keywords, specifically “india”, “europe”,
and “carbon dioxide”, despite their original writing form (the keywords in Table 2 are
written in small letters as in the VOSviewer program). In Figure 6, there are clusters
distinguished in color due to their common direction. The identified clusters are related to
the different areas of the scientific interest of the analyzed scientific publications’ authors.
Figure 6 presents the graphical results of Query 18 used in the Scopus database exploration.
There is a red cluster identified in Table 6. This cluster is related to the “bioeconomy”,
“biogas technologies”, “convergence”, and “patent analysis”, which are common fields in
business practice. The other clusters are more related to theory and are in opposition to the
red cluster. The green cluster with four keywords revolves around the strategic direction
of energy sector development. The third, the blue sector, is dedicated to technology and
innovation. The yellow cluster describes the management sciences involved in alternative
energy management in the energy sector. The last sector is violet and describes the choice
between fossil fuels and renewable energy. This choice in the energy sector is intertwined
with the economic and social effects of such a decision.

The scientific publications explored in Query 18 in both methods of analysis indicate
the three main strategy directions; however, with the all-indexed keywords, the practical
aspects are more visible.

Query 19’s results were the basis for the analyses performed in VOSviewer and
presented in Figure 7 and Table 7. These 21 results are scientific publications indexed
in the Scopus database. To analyze them, the minimum number of indexed keyword
co-occurrences was two, and among 174 keywords searched in the title, abstract, and
keywords field, only 24 met the threshold when the full counting method was applied. In
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this research, no keyword was excluded. The graphical analysis result as the bibliometric
map presented in Figure 7.

Figure 7. Bibliometric map of index keyword co-occurrence results from Scopus based on Query 19.
Source: authors’ elaboration performed in VOSviewer (version 1.6.18).

Table 7. Clusters of keyword co-occurrences in Figure 8 for Scopus Query 19.

Cluster Color Keywords

1 Red alternative energy, international trade, multilevels, sustainability, sustainability transition, sustainable
development, wind power

2 Green business development, commerce, energy management, energy market, energy sector, public utilities

3 Blue climate change, energy policy, fossil fuels, renewable energies,
renewable energy resources, social entrepreneurship

4 Yellow business models, electric industry, electricity industry, energy transitions, innovation

Source: authors’ elaboration.

These four clusters are presented in Figure 7 as subnetworks of the presented bib-
liometric map. Then, there are four directions of scientific interest revealed in Query 19
(Table 2) dedicated to the typology of transformation and transition strategies in the energy
sector limited to the subject areas “business, management, and accounting” and “decision
sciences” in Scopus. The first and most numerous clusters are colored in red with seven
keywords. This cluster’s main node is oriented to SD-related topics represented by the
keywords “sustainable transition” and “sustainability”. The whole red cluster revolves
around the development subject. The second subnetwork is the green-colored cluster
dedicated to energy sector management. The blue cluster reflects the two main directions
of development in the energy sector (pivotal keyword). These two directions are related to
fossil fuels and RES. These research subjects are connected with climate change and social
entrepreneurship. In Table 7, there is also a yellow cluster. This cluster is focused on man-
agement aspects of the electricity industry in the energy sector. Those aspects are “business
models” and “innovation”. Also visible in Figure 7 is a shift of the scientific interest among
keywords in the result of Query 19 and analyzed in Figure S3 in Supplementary File S1.
The newest keywords used in 2022 in scientific publications were those from the green and
yellow clusters (Table 7): “energy sector”, “energy transitions”, “energy management”,
“energy market”, “business development”, “electric industry”, and “electric industry”.
These keywords in Figure S3 in Supplementary File S1 are collected in the intertwined close
yellow network.
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The clusters presented in Table 7 are not randomly indexed keyword co-occurrences in
the analyzed publications. The order of the clusters presented in Table 7 was caused by the
number of keywords identified by VOSviewer and represented as nodes in Figure 7. The
presented results were obtained from Query 19’s syntax in Boolean style and were explored
in two bibliometric maps presented in Figures 6 and 7. The initial number of indexed
keywords grouped into clusters in Table 6 was lower than all the keywords analyzed in
Table 7.

Query 20 presented in Table 2 the explored categories of transformation and transition
strategies among scientific publications indexed in the Scopus database, limited to areas of
“business, management and accounting” and “decision sciences”. Although the “category”
was the main subject explored by Query 20 in Scopus, this keyword is not present in Figure 8
and Table 8. The keywords which were selected and used by the VOSviewer program are
gathered in Table 8. Keywords are separated by semicolons. In Table 8, there are clusters
identified by colors, as in Figure 8. Despite the original writing form, the keywords in
Table 8 are written in small letters as in the VOSviewer program. The order of clusters
presented in Table 8 is caused by the number of keywords identified by VOSviewer. The
identified clusters are related to the different areas of the scientific interest of the analyzed
scientific publications’ authors. Figure 8 presents the graphical results of Query 20 used
for the Scopus exploration. In Figure 8, the minimum two co-occurrences of keywords
are represented as a node in the bibliometric map. Among the 86 identified keywords
in the VOSviewer software, only eight keywords met the threshold. In the bibliometric
program, no keyword was excluded from the analysis. The edges of the network represent
the explored co-occurrences between keywords in the data obtained from Scopus.

Figure 8. Bibliometric map of index keyword co-occurrences from Scopus based on Query 20’s results.
Source: authors’ elaboration performed in VOSviewer (version 1.6.18).

Table 8. Clusters of keyword co-occurrences in Figure 8 for Scopus Query 20.

Cluster Color Keywords

1 Red energy, electricity, sustainability
2 Green business model, renewable energy, sustainable development
3 Blue energy transition, energy transitions

Source: authors’ elaboration.
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In Figure 8, there are three clusters automatically identified by three colors as clusters
in Table 8 and ordered by the VOSviewer program. In comparison to Queries 18 and 19, the
number of identified keywords is significantly lower. The first cluster is marked in color red
in Figure 8 and consists of co-occurring keywords related to general strategic orientations,
such as “energy”, “electricity”, and “sustainability”. The second cluster of keywords
revolves around development visible in strategies in the energy sector and business models.
Another group of scientific publications gathered in the third blue cluster created papers
dedicated to the energy transition. Together with the performed Figure 8 analysis, there
was an analysis of the keywords of interest in the VOSviewer software presented in Figure
S4 in Supplementary Materials File S1. There was a shift towards keywords related to
“sustainability”, “electricity”, and “energy” visible in the years 2018–2022.

Query 21’s results were analyzed in the VOSviewer program in Figure 9 and Table 9.
Analysis in bibliometric software was based on two minimum number of occurrences of a
keyword among 49 indexed keywords. Only three indexed keywords met the threshold,
and no keyword was excluded. These three keywords are included in the wider pool of
all keywords, as proved in Query 18’s analysis. Therefore, analysis of all keywords from
Query 21’s results was analyzed, and only nine of all keywords met the threshold of two
minimum co-occurring keywords with the full counting method. In Figure 9, two clusters
distinguished automatically by the VOSviewer program are visible. The results of Query
21 indicate both the importance and the low number of pieces of literature dealing with the
classification of transformation and transition strategies in the energy sector.

Figure 9. Bibliometric map of all keyword co-occurrence results from Scopus based on Query 21.
Source: authors’ elaboration performed in VOSviewer (version 1.6.18).

Table 9. Clusters of keyword co-occurrences in Figure 9 for Scopus Query 21.

Cluster Color Keywords

1 Red energy transitions, renewable energy, renewable energies,
sustainability, sustainable development

2 Green bioeconomy, biogas technologies, convergence, patent analysis
Source: authors’ elaboration.

In Figure 9, there are two clusters visible as connected into a single network. The
nodes are all the keywords co-occurring in the analyzed Query 21 results. The edges are
the scientific publications that consist of these keywords. The sizes of the nodes represent
the higher or lower number of co-occurrences. There are only two edges combining
“sustainability” and “sustainable development” in the red cluster with “bioeconomy” in the
green cluster. The first cluster is red, and it is the most numerous, indicating the direction of
strategies oriented toward RES and SD. There is also a green cluster representing business
practice visible in convergence and patent analysis. Among publications gathered in the
green cluster, there are also those dedicated to biogas technologies and bioeconomy. The
co-occurring keyword on the left side of the green cluster is more general than the keywords
on the right side of this cluster. The centrally located keywords present in Figure 9 are also
more general and theoretical than those placed in the bibliometric map’s peripheries. There
are the same keywords as presented in the red cluster in Figure 6 and Table 6.
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Queries 22, 23, 24, and 25 were developed upon Query 2 from Table 1 and used in the
Scopus database exploration. These queries consecutively limited their scope, reflected in
the number of results presented in Table 3.

Query 26’s results were analyzed in the VOSviewer program. The method adopted in
the bibliometric program was full counting. The minimum number of indexed keyword
co-occurrences was five, and among 378 keywords, only 16 met the threshold. There
was no keyword excluded in the analysis procedure. There are three clusters presented
in Figure 10 based on the 40 publications from Scopus. There is a bibliometric map of
co-occurrences of keywords related to the transformation and transition strategies in the
energy sector associated with “sustainable development”, “energy policy”, “alternative
energy”, “renewable energy sources”, and “climate change”. Despite such being specified
in Query 26, only a few of them are present in Figure 10. The central node of the presented
bibliometric map for Query 26 is “energy policy”. This node is connected with all three
clusters. First is the red cluster, organized around energy policy and decision making in the
field of renewable energy sources and resources. The second, the green cluster, is revolving
around sustainable development and management in the energy sector. There is also a
third, blue cluster characterized by the environmental impact of technological solutions.

Figure 10. Bibliometric map of index keyword co-occurrence results from Scopus based on Query 26.
The authors’ elaboration was performed in VOSviewer (version 1.6.18).

The order of clusters presented in Table 10 is caused by the number of keywords
identified by the VOSviewer. The identified clusters are related to the different areas of
scientific interest of the analyzed scientific publications’ authors.

Table 10. Clusters of keyword co-occurrences in Figure 10 for Scopus Query 26.

Cluster Color Keywords

1 Red energy policy, alternative energy, climate change, decision making, energy
efficiency, renewable energy sources, renewable energy resources

2 Green energy, energy sector, energy utilization, planning, sustainable development
3 Blue fossil fuels, environmental impact, solar energy

Source: authors’ elaboration.

Figure 11 presents the division of the co-occurring keywords in the analyzed publica-
tion in the years 2019–2021. In this short period, there is a visible shift in scientific interest
in publications reflected in the change of keywords in the bibliometric map. The results of
Query 26 are publications with the oldest keyword, identified as “climate change” on the
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left side of Figure 11, and when going toward the right side there are the new and newest
keywords in publications colored in yellow that have gained importance. When analyzing
the general network of connections in Figure 11, it can be seen that the authors extended
the areas of interest that were the focus three years ago. This means that these darker issues
have not lost their importance, although the emphasis has slightly shifted toward issues
related to planning and renewable energies in the energy sector. This further means that
the lens is focused on the concept of energy policy as the equivalent of energy strategy, and
this keyword has a central place in the presented bibliometric map.

Figure 11. Bibliometric map of index keyword co-occurrence results from Scopus based on Query 26.
Counting method: full counting. Minimum keyword co-occurrence is 10. Source: authors’ elaboration
performed in VOSviewer (version 1.6.18).

The exploration of the texts allowed for the identification of one more area of consider-
ation. Based on Tables 4, 5 and 7–10, it can be noticed that there are more and less common
keywords co-occurring in the publications indexed in Scopus. These tables were analyses of
Queries 15, 18, 19, 20, 21, and 26, respectively. The maximum number of common keywords
is six due to the number included in the analysis of six tables as sources. On the other hand,
if the keyword is occurring only once among these tables, it can be stated as a difference in
a strategic approach among analyzed strategies based on technology and those based on
management and social change strategies in the energy sector. Additionally, the keyword
“energy policy” is localized in all presented bibliometric maps in the central place.

In the analysis of the research results collected in Tables 4, 5 and 7–10, the keywords
from the clusters were summarized. In this way, knowledge was gained about the keywords
that are most often recurring and constitute a common element for most clusters of the
resource. Also extracted were those keywords that are rarely realized research topics,
presented in the last row of Table 11. Then, the gathered keywords in Table 11 represent the
shift of the strategic direction and context in the third column, from the general perspective
to the most specific solutions.
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Table 11. Common and different keywords among analyzed Queries 15, 18, 19, 20, 21, and 26.

No of Occurrences Keywords Strategy Direction and Context

6 sustainable development Strategic aim and priorities
5 energy transition * Technological change

4 alternative energy; energy policy; energy sector; renewable
energy *; sustainability New energy sources

3 climate change; business model *; commerce; decision making; fossil
fuels; innovation; renewable energy resources

Mitigation of negative changes
in natural environment

2
electricity industry; energy; energy efficiency; energy management;

energy market; energy utilization; renewable energy; renewable
energy sources; wind power

Energy management and
increase the energy efficiency

1

bioeconomy; biogas technologies; energy convergence; economic and
social effects; economics; electric industry; electricity; electricity

generation; energy conservation; energy planning; energy
transformation; environmental impact; gas emissions; governance

approach; greenhouse gases; international trade; investments;
multilevels; patent analysis; planning; public utilities; renewable
energy sector; renewable resources; social entrepreneurship; solar

energy; strategic approach; sustainability transition;
technological innovation

Future development and
innovative directions

Source: authors’ elaboration; * keywords occurring also in plural form.

The results of the keyword research are shown in Table 11. Taking the frequency
of use in scientific articles as a criterion, the keywords were divided into six groups.
The classification presents the keywords in descending order, beginning with the most
frequently used. The author’s elaboration is also presented in our strategic direction and
context column.

The keyword that most often appears, analyzed in Table 11’s queries, is “Sustainable
Development”. The context for the use of SD in energy sector research can be described as
the main strategic aim and priorities. The second keyword that appears most often in the
research is “energy transition”, defining future development direction. The third group of
keywords most frequently identified are “alternative energy”, “energy policy”, “energy
sector”, “renewable energy”, and “sustainability”. These keywords refer to research related
to the future development direction of the energy sector in the context of technological
change. Other keywords appeared three, two, and a single time in the surveyed texts of sci-
entific publications, as indicated in the first column of Table 11. The first group of keywords
consists of “climate change”, “business model”, “commerce”, “decision making”, “fossil
fuels”, “innovation”, and “renewable energy resources”, used in the context of the energy
sector’s future development direction. Twice the keywords appeared in the surveyed
publications, “electricity industry”, “energy”, “energy efficiency”, “energy management”,
“energy market”, “energy utilization”, “renewable energy”, “renewable energy sources”,
and “wind power”, pointing in the direction of research energy management. Keywords
occurring a single time were listed in the last row of Table 11. To summarize the keywords
in the scientific texts studied, they mainly refer to energy management, strategic concepts,
and future development directions.

The directions of the changes in energy sector strategies can be generalized and
became universal organization profiles implemented in the other economic sectors. In
Table 12, there is a universal typology which can be assigned to energy sector companies
illustrating their changes as progress between types I–IV. Those changes in strategies are
confirmed by the bibliometric maps analysis, which illustrates shifts of scientific interest in
explored publications.
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Table 12. The energy sector strategy groups.

Source
Organizations’ Profiles According to Transformation Strategy Types

I II III IV

James, 1992 [59] Non-compliance Compliance Compliance-plus Excellence
Bostrum and Poysti, 1992 [60] Resistant Passive Reactive Innovative

Welford, 1994 [61] Cowards Laggards Thinkers Doers
Meima, 1994 [62] Problem Fixer Obstacle Jumper Opportunist Activist
Roome, 1994 [63] Indifference Offensive Defensive Innovative

Loknath and Abdul Azeem, 2017 [64] Stable Reactive Anticipatory Entrepreneurial
Sulich and Grudziński, 2019 [26] Isolation Redundancy Adaptation Cooperation

Zhou et al., 2019 [65] Avoidant Reverse Pioneering Aggressing

Source: author’s own elaboration based on [64].

In the researched literature, there are also different divisions based on corporate
responses to environmental pressures. The first group in Table 12 is the energy companies
that have been forced to improve their environmental performance as a result of some well-
known failures. The second group is the energy sector companies that have been able to
exploit the opportunity created by green technology to gain a competitive advantage [66,67].
The third group includes energy companies that have moved beyond compliance and have
incorporated their environmental strategy into their overall business strategy [64,66]. There
is also the fourth group, which gathers the companies that exceed those in previous
categories. However, among the presented groups, the authors focused on the different
aspects of the organizations’ profiles and their strategies proposing their classifications.

Although there are models of strategic options which include more than four strategy
types, these four groups are the most popular and are used interchangeably by different
authors (Table 12). These four categories are: indifferent, offensive, defensive, and inno-
vative, proposed by Roome [63]. These classifications can be used also in other economy
sectors. Indifferent companies are those that have low environmental risk and even less
environmentally based opportunities for growth [63]. Offensive companies are those that
have considerable potential for exploiting environmentally related market opportunities
and include companies that manufacture pollution control equipment [63]. Those adopting
a defensive strategy are companies such as chemical companies, which have high environ-
mental risk and cannot afford to ignore environmental issues, or their very survival could
be at stake [63]. The innovators are those that have high environmental risk and also a lot
of environmentally based opportunities for growth.

Loknath and Abdul Azeem in their conference article presented a review of types of
green management strategies, and among them they list four other element categorizations
of strategy types, which were compared in Table 12. The first group is organizations that not
only assume that concern for the environment is a passing phase and their impact on the
environment is negligible but also assume that their competitors feel the same and hence
carry out nothing to conserve the environment. The second group consists of organizations
that are aware of the environmental challenges facing them but are unable to combat those
challenges because of cost constraints, lack of trained manpower, and lack of knowledge.
The third group is organizations that are aware of problems but are still waiting for others
to show the way forward. Then, there are organizations that have proceeded to put their
assumptions into action, and they make up the fourth group. In the science, there has been
a shift in viewpoint from theorizing and successive divisions of strategy to more concrete
solutions from management science in working out strategy. Then, strategies and types of
strategies have ceased to be the center of academic interest.

The implementation of the transformation strategies by organizations operating in the
energy sector began in the previous century, and it was a part of technological progress,
which has provided a new eco-friendly solution. This technological change forced compa-
nies to leave fossil fuels consumption. In the new century, the energy sector should become
an eco-centric one. Then, it must become focused on sustainability despite investments,
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risk, and time [68]. Therefore, an ever-greater number of organizations have begun to
notice that the idea of sustainability is becoming a natural element of their action.

4. Discussion

In the presented bibliometric maps and tables, there is less interest among publica-
tions’ authors in developing strategy theory (typology, type, or classification) in explored
publications. Despite the formulated queries consisting of the part dedicated to strategy
types, the results proved that there is focus on solving specific practical problems related
to the energy sector [69]. This may be because of the strategic importance of the energy
sector to economic and social development. On the other hand, the difficult situation in
this sector is accompanied by its close synergy with the natural environment’s depleting
resources [70] and rapid change in the natural environment’s deteriorating conditions [71].
In the results of the performed study, there was no specified sectoral strategy identified,
neither in bibliometric maps in the SLR method nor in the CLR results. There were general
change directions and types of energy sector strategies identified.

In the result tables associated with the bibliometric maps, there are results identified by
the authors’ strategic directions and contexts. There are then two categories of the results.
The first group consists of the keywords identified by the VOSviewer program. The second
group of results is formulated by the authors as the research directions. The identified
clusters also reflect the shift from general perspective to the more specific solutions in the
energy sector [72]. The identified clusters in bibliometric maps are explored as three main
groups: strategies and management; technological innovation; and change in business
practice. Among the identified clusters in the analyzed publications in the Scopus scientific
database, the shift from protection and conservation toward environmental management is
visible [73,74]. In addition, within the separate clusters there are subnetworks reflecting
very specific subjects of the explored publications in Scopus. This is also a change of
the paradigm which influences the strategies in the energy sector. Despite of the focus
on the energy sector and the management and economics sciences’ issues, there are also
other subjects of rapidly growing attention to scientists: “social entrepreneurship” [75],
“innovation” [76], “bioeconomy” [77], “biogas technologies” [78,79], “convergence” [80],
and “patent analysis” [81,82]. These topics are related to the decision-making process in
light of the shift from fossil fuels to RES.

The maps and results do not show clear divisions and ordering of strategy classifica-
tions, despite the fact that such an inquiry was formulated in the queries. The keywords
lack direct mention of classification and strategy. It can be assumed that a typology of
strategies can be found in the content of the scientific articles but is not explicitly called a
classification. These maps show some strategy directions other than the typologies. The
bibliometric research results indicate that companies operating in the energy sector attach
great importance to strategy planning and business policies [83,84]. This observation is
supported by the pivotal role of the “energy policy” keyword in presented bibliometric
maps [85,86]. Therefore, the energy sector companies are looking for the most significant
and influential activities [57,87].

This paper’s goal was achieved by the exploration of the business management liter-
ature dedicated to the transformation and transition strategies in the energy sector. The
adopted methods are a systematic literature review (SLR) accompanied by the classical
literature review (CLR) in Scopus database exploration.

The limitation of this study’s methods is an institutional access to the Scopus database.
The researchers without the provided access to the Scopus, for example, cannot achieve
reproducibility of this study. Another limitation of this study method could be related to
the question of the research area limited by the subject area in Scopus or the presentation of
the 10 most contributing scientific publications (presented in Tables S1–S6, Supplementary
Materials File S1). Another limitation is also the fact that Scopus is an international database
where English is a dominant language in science; therefore, keywords were only searched
in this language. The restriction to the English language is an expression of the selection of
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only those works that have been internationally evaluated and circulated internationally [5].
On the other hand, there are no limits in terms of time span, publication accessibility,
scope or type, geographical area, or author-related information in the presented results.
Another limitation of this research is based on the aggregation of the plural forms from
the keywords list. Another limitation is the authors’ interpretation of the keywords
collected in the clusters. However, there are two main macro streams in the explored
publication in the Scopus database, the first related to SD and the second to strategies
in the energy sector [65,88]. They reflect the clear division between more theoretical and
empirical publications.

In the bibliometric study results, it is not surprising that SD is most often indicated
as a keyword. The idea of SD is close to politicians, business leaders, entrepreneurs, and
societies, but its implementation causes many problems [89]. SD should build a common
future based on the energy sector.

Sustainable development builds on the concept of quality of life in an unlimited time
span because its assumptions are timeless and universal [90,91]. Therefore, planning is
the most crucial element of the strategies in the energy sector. This raises the question of
how companies competing in the energy sector are to shape a high quality of life as part of
their strategy. These assumptions must take into account the strategies of companies in the
energy sector where diverse environmental, economic, and social problems are considered
in a broad context. Thus, business sustainability is based on the ability to manage or
mitigate pollution and depletion of non-renewable resources. This can be achieved by
usage of technological innovations, recognized as the main groups of issues in the Scopus
exploration. However, decision making and management have to initiate and coordinate
those actions.

Publications analyzed in this research proved then that the lack of rapid changes
and results in implemented strategies in energy sector companies constitute a premise for
researching this area. Problems may be strategically conditioned and result from inadequate
management and the lack of implementation of these strategies. The selection of strategic
goals that positively impact the environment is essential when it is translated into the
strategy’s implementation by energy companies. The result of this bibliometric research is
that current energy sector strategies are not studied from a theoretical point of view but as
planning in the energy sector to achieve practical goals related primarily to SD.

The objectives of energy sector strategies are aimed at involving the improvement
of the environment or minimizing anthropo-pressure. There is also complexity of the
decision-making process in strategy field results from the growing number of elements
(participants) of the business environment system and the ties between them, which are
the result of unexpected events (discontinuities) that determine volatility, technological
breakdowns, changes in consumer habits, economic transformations, and crises.

5. Conclusions

In this paper the authors assumed that scientists, who are authors of the explored
publications indexed in Scopus, cooperate with business. Therefore, their works reflect
the changes in the energy sector’s strategies. There is close cooperation between academia
and the business environment to achieve sustainability in the energy sector. To illustrate
this close relationship and to perform a literature review, two methods of review were
used. The combined methods of CLR and SLR were used to identify the state of the art and
integrate and synthesize the existing body of literature but also explore the main directions
for further research on transformation strategies in the energy sector.

The main conclusion of this paper is that there are the changes in the energy sector, but
the pace those changes is too slow in relation to the real actions. This disparity is caused by
the imbalance between struggles to improve the quality of life and stop climate change and
especially the rise in levels. Energy sector transformation strategies aim to overcome the
disadvantages caused by localization and gain energetic independence and diversification
in energy generation. Therefore, there are multiple directions among those strategies. There
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are different driving forces behind the strategic changes in the energy sector; however, they
have not appeared in the results of this bibliometric study despite the full-time analyzation
period, and words such as “war”, “armed conflict”, or “pandemic” were not excluded.

The methodological contribution of this paper is based on the comparison of the two
methods employed in this literature review. The SLR method has a clear advantage over the
CLR method, as it avoids many of the typical inadequacies and at the same time opens the
way for replication of bibliometric research, strengthening the development of management
science. With the growing practice or dissemination of the standard of systematic literature
review in the preparation of promotional works and empirical studies, problems specific to
this method arise. The bibliometric study based on the SLR with queries can be an initial
step in the exploration of the research problem. The results of this SLR method provided
only initial recognition of the general directions of strategies and their contexts. The subject
of the changes in energy sector strategies was deeply explored in the CLR method, which
allowed the identification of missing typologies and strategy classifications. Better results
are obtained only when these two methods are combined.

The scientific contribution of this study is based on the exploration of the research gaps.
The first is the taxonomic research gap, which is satisfied in this study by the proposed
order in bibliometric maps and their clusters. The second is the knowledge gap about the
direction of the changes in energy sector strategies, which is answered in this study. In this
study, the methodic research gap is also covered in terms of the combination of the two
adopted methods. The last research gap addressed in this study is based on rare literature
reviews and slender publications dedicated to the changes in the energy sector’s strategies.
However, these research gaps indicate promising research avenues which can be developed
in future research.

The practical contributions of this paper can interest researchers, managers, and
policymakers interested in energy sector strategies. The presentation of the directions and
context of the strategies combined with their typologies allow one to assess the current
situation of a company in the energy sector. The bibliometric maps along with their
descriptions provide valuable information about promising scientific research which can
combine subjects identified as outlier keywords. The direct implication for policymakers is
the visible creation of the biogas and hydrogen power generation sectors of the bioeconomy.
This specific direction of the development of strategies in the energy sector involves both
managerial and technological solutions.

Among the publications, there are multiple shifts reflecting the authors’ scientific in-
terest changes. The dimensions of those shifts are, among others, change from a theoretical
to empirical perspective, change from protection and conservation towards environmen-
tal management, and there is also growing interest in RES as technological innovation
over fossil fuels. Among the results, there was no visible discussion about clear energy
production or nuclear energy generation as alternatives and renewable energy sources.
However, the RES advantages are listed in many publications as diversification solutions in
strategies, providing energetic independence. Those advantages are presented more often
than disadvantages in the explored research indexed in Scopus papers. Along with the
positive image of the strategies in the energy sector, their influence on the labor market is
present in scientific publication. The elements of the strategies employed by the energy
sector’s companies are also introduced in other sectors. The reason for an absence of classi-
fications in the energy sector’s strategies can be a lack of typologies and a lack of divisions
in the bibliometric maps. Among the publications, there is ongoing generalization of the
strategic-management-related topics and presentation of the new subjects than exploration
of the well-explored and known strategy elements.

The novelty of this bibliometric research is based on the identification of the changes
in energy sector strategies and is important because of its reliance on resources and natural
environment degradation. Another novelty feature of this research is the presentation of
the existing research gaps and identification of main directions of ongoing research.
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New possibilities such as information and communication technologies, especially
the easy access to scientific information, have led to the rapid development of systematic
methods of knowledge management [92]. In recent years, there has been a particular
development of systematic literature review methodology, which, by using a replicable
and well-described research procedure, allows for the search, selection, and evaluation
of all available scientific evidence in a given field of inquiry. The method allows for
the synthesis of this evidence, through which it is provided in a user-friendly way, with
reliable information from an up-to-date evidence base. Systematic literature reviews are
used by researchers preparing new research projects. A review of the literature allows
for an understanding of a given issue and for the identification of a body of knowledge
that needs to be supplemented in subsequent research. As a prerequisite for increasing
the effectiveness of public decision making is to base it on sound and reliable scientific
evidence, it is worthwhile for politicians to use systematic reviews. Given the usefulness
of systematic literature review methods, there is a need to disseminate knowledge about
what the reviews are and how they can be used.
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Abstract: Photovoltaic (PV) - concentrated solar power (CSP) hybrid power plants are an attractive
option for supplying cheap and dispatchable solar electricity. Hybridization options for both tech-
nologies were investigated, combining their benefits by a deeper integration. Simulations of the
different systems were performed for seven different sites by varying their design parameters to
obtain the optimal configurations under certain boundary conditions. A techno-economic analysis
was performed using the levelized cost of electricity (LCOE) and nighttime electricity fraction as
variables for the representation. Hybrid power plants were compared to pure CSP plants, PV-battery
plants, and PV plants with an electric resistance heater (ERH), thermal energy storage (TES), and
power block (PB). Future cost projections were also considered.

Keywords: hybrid PV-CSP power plant; techno-economic analysis; thermal storage; battery energy
storage system; electric heater; simulation tools

1. Introduction

The generation of electricity with photovoltaic (PV) systems has undergone a signif-
icant cost reduction in recent years. The global expansion of the technology has already
resulted in PV electricity becoming the cheapest form of power generation in many markets.
However, it is also known that a strong expansion of PV in the grid means that at times
of very high irradiance, a considerable proportion of the possible production has to be
curtailed because the generation would otherwise exceed the demand. The storage of larger
amounts of PV electricity in batteries is not yet economically viable (2022). As a result, PV
electricity utilization is not optimal when the installed production capacity is expanded,
since the capacity of the grid is not sufficient at certain times, especially at midday. On the
other hand, concentrated solar power (CSP) technology offers a proven and cost-effective
storage option in the form of thermal storage, usually using molten salt stored in large tanks.
So, it is possible to generate solar power even after sunset and at times of low irradiance.
Thermal energy storage (TES) is economical and, due to its easy scale-up, has low marginal
cost. The power block (PB) can work efficiently in a wide range of part-load conditions
and is relatively flexible in terms of dispatchability (generation on-demand). At the same
time, CSP solar fields can generate heat very efficiently. Compared to PV, CSP technology
presents higher electricity generation costs, which can be attributed, among other things, to
the fact that the installed capacity does not yet enable mass production. Nevertheless, there
has been a significant cost reduction in CSP technology in recent years, which may lead to
electricity production costs being below the level of conventional electricity generation if
capacities are expanded further. Globally, by the end of 2021, approximately 6.4 GW of the
CSP capacity was installed while there was about 843 GW of the PV installed capacity [1].

Due to the specific advantages of each technology, it makes sense to combine them.
There are currently approaches to integrate both types of power plants and thus use the
respective advantages. Some publications show the research carried out on hybrid PV-
CSP plants in recent years. DLR participated in the THERMVOLT project [2], where the

Energies 2022, 15, 7103. https://doi.org/10.3390/en15197103 https://www.mdpi.com/journal/energies
323



Energies 2022, 15, 7103

combination of CSP, PV, TES, battery energy storage system (BESS), and backup combined
cycle power plants was examined. The focus was on fulfilling the representative load
curves while at the same time limiting the specific CO2 emissions in kg/kWh of produced
electricity. Grid coupling of the systems was also investigated but without as deep an
integration as in the current paper. Starke et al. [3] conducted a techno-economic analysis
to evaluate the performance of hybrid PV-CSP plants in northern Chile. The parametric
analysis and optimization showed high potential in this region for the installation of hybrid
PV-CSP plants due to the high levels of irradiation. Zhai et al. [4] proposed a thermal
storage PV-CSP plant and calculated the annual hourly performance of the system. Two
different dispatch strategies were studied: a conventional strategy in which the PV and
CSP system operated independently and a constant-output strategy that integrated both
systems, producing some synergies. Lower values of the levelized cost of electricity (LCOE)
were presented by the constant-output strategy, which resulted in a more fluid and stable
power output. Zurita et al. [5] performed a techno-economic evaluation of a hybrid PV-CSP
plant integrated with thermal energy storage and large-scale battery energy storage for
base load generation in northern Chile. LCOE and the capacity factor were used to evaluate
the performance of the plant, identifying the configurations with a minimum LCOE. The
results showed that the battery costs should be reduced by approximately 60–90% to attain
competitive LCOEs in comparison to hybrid plants. Hamilton et al. [6] published a paper
about dispatch optimization of hybrid PV-CSP-BESS systems using mixed-integer linear
programming. They did not consider an electric resistance heater (ERH) and the focus
was on the optimization algorithm. They examined two sites (northern Chile and Sierra
Nevada) with different solar resources and two price curves for the electricity. The authors
concluded that the hybrid systems outperform the CSP-only plants dramatically in terms of
the capacity factor and economics (21–33% lower LCOE). Schöniger et al. [7] compared CSP
with thermal storage, a photovoltaic system with a battery energy storage system (PV-BESS),
and PV with thermal storage for a Spanish site with up to 24 h of storage capacity. They
used simplified performance models for the subsystems and assumed a constant load of
100 MW. PV-BESS showed the lowest electricity costs for storage capacities lower than 4 h.
Hassani et al. [8] performed a techno-economic analysis of hybrid PV-CSP plants in eastern
Morocco and found that hybrid PV-CSP plants provide dispatching energy at a lower LCOE
than standalone CSP plants and that the capacity factor could reach a value of more than
90%. Zurita et al. [9] investigated two sites in Chile with different solar resources (high
and moderate). The TRNSYS and MATLAB models were used to create a surrogate model,
which was then used for multi-objective optimization. Four load scenarios, including
the baseload, were considered. The authors showed LCOE over the sufficiency factor
(fulfilment of the load curve). They did not investigate the close integration with ERH. Only
solar tower systems were simulated but no parabolic trough systems. Riffelmann et al. [10]
studied different options to combine the benefits of PV and CSP technologies. A small
PV plant that supplied its own consumption of the CSP plant, hybrid CSP-PV plants
with an optional electric heater, and a PV system with an additional electric heater were
simulated in different scenarios. For the Spanish location, the most economic configuration
combined the CSP plant, which charged the thermal storage during daytime and produced
electricity during nighttime, and a PV system, which delivered electricity during day hours,
additionally charging the thermal storage with an electric heater. In contrast, the calculation
of the best configuration in a high direct normal irradiance (DNI) site such as South Africa
resulted in a system without an electric heater. For both locations, the electricity produced
with the CSP plant and thermal storage was more economic than the one that originated
from the PV system with an electric heater. Mata-Torres et al. [11] assessed the impact of
solar irradiation and plant location for a hybrid PV-CSP plant integrated with a multi-effect
distillation plant for simultaneous power generation and seawater desalination. A techno-
economic analysis was performed at different locations to determine the most suitable
sites for this kind of plant, showing that inland locations with a considerable increase in
DNI with respect to the coast (over 300 kWh/m2-year), distances from the sea of no more
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than 60 km, and altitudes up to 750–1000 m presented the most appropriate conditions.
Richter et al. [12] defined a predictive storage strategy for the optimal design of hybrid
PV-CSP plants with an immersion heater. It was proven that the strategy had a significant
impact on the output of the plant and the subsystem sizing. Lui at al. [13] published a study
about the optimization of hybrid PV-CSP-systems with ERH and BESS for a Chinese site. A
100 MW constant load was assumed for all systems. They showed LCOE over the loss of
power supply probability (LPSP), which is the remaining fraction of the electricity demand
that cannot be satisfied by the system. The lowest LCOE was found for the systems with
TES capacities of about 16–18 h. The combination of PV, ERH, and CSP can reduce costs
and lead to high fulfilment of the load curve.

Moreover, some hybrid plants are already under construction or operational. Phase 4
of MBR Solar Park in Dubai is under construction and will combine a 600 MW (three units
of 200 MW each) parabolic trough, 100 MW molten salt solar power tower, and 250 MW
photovoltaic plant [14]. Noor Midelt 1 in Morocco will have a total installed capacity of
800 MW and hybridize concentrated solar power and photovoltaic technologies with a 5 h
thermal storage, using electrical heaters to increase the storage temperature and convert
excess PV energy to heat [15]. Cerro Dominador was inaugurated in Chile in 2021 and has
a 110 MW central tower and a 100 MW photovoltaic field [16]. Additionally, four projects
that combine CSP and PV have been started in China. Each project will include 100 MW of
CSP and 900 MW of PV [17].

The literature review shows that hybrid CSP-PV power plants can offer cost-effective
solar power generation with high security of the supply and high solar coverage. A full
integration of both technologies, which hybridizes them on the system level or, in other
words, “inside the fence”, was studied in this paper. These plants have only one common
grid-access point and the plant operator is responsible for controlling the separate sub-
system outputs, their interactions, and their contribution to the grid power (and ancillary
services) supply. Electrical and thermal energy is enabled to flow between subsystems in
order to provide charging power to energy storage systems or for unidirectional supply
of auxiliary power. A fully integrated solar hybrid power plant benefits from multiple
synergies but also comes with more challenges due to the higher number of degrees of
freedom in the system design and operating strategy.

The combination of both systems would not lead to lower electricity generation costs
compared to standalone PV plants. However, the generation of solar power at times of the
day when the sun does not shine cannot be achieved by a PV plant without storage. In this
respect, the storage of energy in the heat storage tank should be viewed in comparison to an
alternative storage concept. Joint optimization of PV and CSP to a specific power generation
profile will therefore lead to electricity generation costs that will lie between those of pure
PV (without battery) and a pure CSP power plant. A shift in power generation from the
CSP power plant to the evening hours can result, for example, in this CSP power plant
having a smaller solar field than the pure CSP plant that also supplies electricity during the
day. In this case, the storage size and the power plant unit remain basically unchanged.
Consequently, savings are primarily made in the solar field, which may account for about
50% of the investment costs of the CSP power plant (this is given here only as an indicative
value, since the cost fraction of the solar field depends on the storage size).

The impact of boundary conditions on the optimum configurations was another funda-
mental aspect of this investigation. Different locations with different radiation and latitude
conditions were simulated. The most suitable plant types and configurations for the given
boundary conditions were considered. The hybrid systems analyzed were the parabolic
trough collectors in combination with a PV plant and the central receiver system also in
combination with a PV plant. These systems were optimized and compared with other
technologies such as pure CSP plants, PV with battery storage and photovoltaic system
plus an electric resistance heater, thermal energy storage, and power block (PV+ERH+PB).
This optimization was performed not only to achieve the lowest solar electricity costs for
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the systems but also to increase the proportion of electricity delivered to the grid during
night hours.

The deeper integration of technologies to increase synergies, the representation of
results considering the nighttime electricity fraction instead of the capacity factor, and the
greater number of locations used for the calculation differentiate this work from previ-
ous publications.

A final report of the project [18] was also written and includes additional analyses
such as the influence of the demand curve profile and systematic sensitivity analyses. More
detailed information and explanations of the results are also included.

2. Technologies and Plant Concepts

Different plant concepts using CSP or PV technology were considered for this study.

• Pure CSP plants (Figure 1): Standalone parabolic trough and tower power plants (as
“classical CSP” references):

- There is no PV system.
- Two tank molten-salt thermal energy storage (TES).
- The CSP power block (steam turbine) runs during the day and night.
- Cost-effective electricity during nighttime.

  
(a) (b) 

Figure 1. Pure concentrated solar power (CSP) plants: (a) Parabolic trough (PT); (b) Central receiver
tower (CRT).

• PV-CSP hybrid power plants (Figure 2): Parabolic trough and central receiver tower:

- PV injects electricity into the grid during the day.
- The power block generates electricity at night using heat from the TES.
- Parabolic trough: ERH is connected in series to the CSP field and works as a

booster for the parabolic trough cycle, increasing the TES inlet temperature and
thus improving the PB efficiency and increasing the TES energy capacity. PV
power is firstly used to cover the auxiliary consumption of the solar field and,
secondly, to power ERH to increase the molten salt temperature from the nominal
outlet temperature of the solar field (385 ◦C) to the hot tank nominal temperature
(565 ◦C), and, finally, excess electricity is delivered to the grid. The TES upper heat
transfer fluid (HFT) temperature is equal to the central receiver plant temperature
levels (565 ◦C). The steam generator is always operated with hot salt in this
variant. The direct use of thermal oil to generate steam was not considered as
both the steam cycle efficiency and TES capacity would be significantly reduced,
with consequent impacts on the plant economics.

- Tower: PV power is used in the first place to cover the auxiliary requirements of
the solar field (pumps, heliostat tracking, PB auxiliaries) and then delivered to the
grid. If there is excess electricity, it is used for heating up the molten salt from the
cold tank temperature to the hot tank temperature. ERH is connected in parallel
to the CSP field. The use of ERH as a booster is not considered for tower systems,
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since they heat the molten salt directly and can easily bring it to its maximum
temperature, which is determined by the physical limits of the molten salt.

 
 

(a) (b) 

Figure 2. Hybrid photovoltaic (PV)-CSP power plants: (a) Hybrid parabolic trough; (b) Hybrid tower.

• PV systems (Figure 3): PV with battery and PV with an electric heater and power block:

- There is no CSP field.
- PV with battery: PV injects electricity into the grid during the day and the excess

power is stored in the battery, which generates electricity during the night. Low-
cost electricity can be used with flexibility and BESS provides highly efficient and
flexible electricity storage.

- PV with ERH, TES, and PB: Nighttime electricity is prioritized. PV power is used
in the first place to cover the auxiliary demand of the PB and TES. Then, it is used
by an ERH to charge the TES during the day. Excess PV power is injected into the
grid during the day. PB generates electricity at night from the TES.

- A standalone PV system was also calculated as a reference system.

 

 
(a) (b) 

Figure 3. PV systems: (a) Photovoltaic system with a battery energy storage system (PV-BESS);
(b) Photovoltaic system plus an electric resistance heater, thermal energy storage, and power block
(PV+ERH+PB).

Some additional technical assumptions were made for the components and are shown
in Table 1:
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Table 1. Technical assumptions.

Technology Technical Assumptions

Parabolic Trough

Heat transfer fluid (HTF): Therminol VP-1
Nominal field outlet temperature: 395 ◦C
Nominal field inlet temperature: 310 ◦C

Degradation: 0.4% per year

Central receiver tower

HTF: Solar Salt (60% NaNO3, 40% KNO3)
Nominal tower outlet temperature: 565 ◦C
Nominal tower inlet temperature: 300 ◦C

Degradation: 0.4% per year

Thermal energy storage (TES)

Storage Medium: Solar Salt (60% NaNO3, 40% KNO3)
Nominal hot temperature: 565 ◦C (380 ◦C for standalone PT)
Nominal cold temperature: 300 ◦C (287 ◦C for standalone PT)

Thermal loss: 1% per hour

PV

Bifacial-monocrystalline PV modules
Single-Axis Tracking Systems

DC/AC ratio: 1.3
PV panels nominal efficiency: 19%

PV inverter nominal efficiency: 98.6%
Degradation: 0.4% per year

Assumption: Optimized standalone PV configuration will also lead to highest
benefits in integrated hybrid plants. A representative system with one inverter was

designed and in the hybrid plants, many of these systems were used to reach the
required nominal power.

Power2 Heat technology: ERH HTF: Solar Salt (60% NaNO3, 40% KNO3)
Conversion efficiency: 99%

Battery energy storage system (BESS)

Technology: Lithium-Ion Nickel Manganese Cobalt
Round-trip efficiency: 85% related to heating, ventilation and air conditioning,

self-discharge, battery management system, power conversion system efficiency, etc.
Lifetime (Warranty duration): 15 years (BESS has to be completely replaced after 15
years, operations and maintenance (O&M) cost assumption includes a share to build

up an O&M budget for the replacement)
Degradation: ≈2% of nominal capacity per year (lost BESS capacity has to be
restored by adding additional batteries on a regular basis to keep up the BESS

functionality, O& M cost includes a share to compensate degradation)

Power block (PB) Gross efficiency: 46.5%

3. Materials and Methods

The software greenius was used for the simulations with an hourly time step resolution
for typical years. DLR developed greenius several years ago as a software tool for the
annual yield calculation and economic evaluation of renewable energy systems, with an
emphasis on CSP plants. An official version is available for free from the DLR website [19]
in addition to a manual with further details about the models used. For the evaluation
of the results, the LCOE and the nighttime fraction of electricity were used. The LCOE is
not sufficient for evaluating and comparing hybrid power plants. With LCOE as the only
criteria, a standalone PV plant would be the least-cost solution, but it would just provide
electricity during sunshine hours, providing no dispatchability. Hybrid solar power plants
are instead capable of providing solar electricity even after sunset, often at elevated costs,
and the aim of this project was to find cost-optimized combinations. Therefore, at least a
second parameter had to be fixed to make the systems comparable on the same basis. This
parameter was the nighttime electricity fraction.

Blended LCOE was used for the evaluation of the results. This is made of the tariff
for direct feed-in and the tariff for electricity generated from the storage. Equation (1)

328



Energies 2022, 15, 7103

shows how it was calculated. Equation (2) shows, on the other hand, the formula for the
nighttime electricity:

LCOE =
Total Investment Costs+∑

tges
t=1

Annual Running Costst
(1+r)t

∑
tges
t=1

Annual Electricity Solart×(1−d)t−1

(1+r)t

, (1)

where r is the interest rate, t is the year within the period of use (1, 2, . . . tges), tges is the
period of use (system lifetime in years) [a], and d is the yearly degradation rate:

Night time electricity fraction =
annual night electricity production
total annual electricity production

(2)

A parameter variation in greenius was used to identify the system configurations with
the least LCOE. The steps and limits of this variation are shown in Table 2. The configu-
rations with the lowest LCOE for each storage size were selected as the representation of
the results.

Table 2. Steps and limits of the parameter variation.

Technology PV Field Size [MW] Storage Net Capacity [h]
CSP Field Nominal

Power [MW]
ERH Nominal
Power [MW]

Standalone tower - 3–12 (3 h step) 400–1150 (50 MW step) -

Standalone trough - 3–12 (3 h step) 650–1850 (100 MW step) -

Hybrid tower 150–300 (25 MW step) 3–12 (3 h step) 200–600 (50 MW step) 0–400 (variable step)

Hybrid trough 150–650 (50 MW step) 3–12 (3 h step) 20–196 (22 MW step) 45–405 (variable step)

PV with battery 150–525 (25 MW step) 3–12 (3 h step) - -

PV with ERH and PB 150–750 (50 MW step) 3–12 (3 h step) - 5–600 (variable step)

The costs of each component used for the simulations were assumed by DLR and
Dornier Suntrace GmbH, based on project experience, market analysis, and published
information, and are shown in Table 3 for 2021 and 2030. The CSP costs were taken
from [20] and BESS costs from [21] and [22]. According to an analysis conducted by DLR,
the costs of the parabolic trough (PT) and central receiver tower (CRT) are expected to
decrease by 12% between 2021 and 2030. The BESS cost is expected to decrease by only 20%
for power and 23% for the capacity due to strong competition with the automotive sector,
limited raw material availability, and high demand. The ERH cost values were assumed
from DLR projects, with a 10 percent cost reduction expected from 2021 to 2030. The cost of
the PV system was determined by Dornier Suntrace GmbH project experience and current
market scenarios, and it is expected to fall by only 23% between 2021 and 2030. The storage
costs for both TES and BESS refer to the net capacity. The costs for electricity supplied by
the grid were adjusted for each site using the prices from [23]. The land costs were set to
zero because of their negligible influence on the LCOE (assuming low-cost desert sites).
Engineering, procurement, and construction (EPC) surcharges were assumed to be different
for each subsystem because of the different maturity levels of the technologies and were
related to the capital expenditure (CAPEX). Increased operation and maintenance costs for
BESS were used to account for the replacement or addition of batteries in order to enable
the lifetime of 25 years assumed for all systems. For all systems, a 5% debt interest rate
was assumed.
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Table 3. Cost assumptions.

Technology Component Value 2021 Value 2030 Unit

PT

Solar field 202 178 $/m2

Thermal storage 38 33 $/kWhth
Power block 930 860 $/kWel

EPC 0.2 0.2 of CAPEX
O&M 0.015 0.015 of CAPEX

CRT

Heliostat field 127 112 $/m2

Tower 88000 77440 $/m
Receiver 122 107 $/kWth

Thermal storage 26 23 $/kWhth
Power block 966 863 $/kWel

EPC 0.2 0.2 of CAPEX
O&M 0.015 0.015 of CAPEX

BESS

Cost per power 245 196 $/kWel
Cost per energy capacity 246 189 $/kWhel

EPC 0.235 0.235 of CAPEX
O&M 0.045 0.045 of CAPEX

ERH
Cost per kW 100 90 $/kW

EPC 0.2 0.2 of CAPEX
O&M 0.01 0.01 of CAPEX

PV system

Inverter 53 41 $/kWac
PV field 454 350 $/kWdc

EPC 0.1 0.1 of CAPEX
O&M 0.005 0.005 of CAPEX

The grid injection limit was fixed at 150 MWel for all the systems (power block and
battery net power) to allow the comparability of all concepts. In this way, it was also
possible to avoid difficulties in the design of the PV plant. This limit might be caused by an
upper limit of the grid connection of the solar power plant as well. It was necessary to set
the nominal gross output of the CSP power block to 160 MWel because this plant should
be able to deliver the required net power of 150 MWel to the grid and cover the auxiliary
demand of the plant even under hot ambient conditions. A constant load curve for the
whole day (“baseload”) was assumed. This means that the required load at night was also
150 MW for each system. The power block and CSP solar field auxiliary requirements
were modeled as being dependent on the ambient temperature. Stand-by auxiliaries (solar
fields, PV, BESS) were considered with fixed values. Grid connection, substations, and
transmission lines were not included in the project scope to allow the comparison of plants
independently of their location.

The techno-economic evaluation was performed for different locations to consider
different boundary conditions (e.g., DNI and global horizontal irradiance (GHI) values)
and latitudes. The widest possible variety of locations was sought. Depending on the
characteristic values of the sites, some locations are more suitable for CSP plants or for
PV plants. Seven sites were used, for which high-quality meteorological datasets were
available. Unfortunately, it was not possible to find sites with almost identical parameters
but differing in only one parameter. Table 4 shows the main parameters of the selected sites.

The definition of the night hours was carried out for each month and location sep-
arately. An hour was considered to be nighttime if the PV output of a sunny day in the
middle of the month (days with clear sky conditions and an almost ideal DNI curve) did
not reach 25% of its nominal value for that hour. A time resolution of one hour was adopted
for the meteorological datasets.
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Table 4. Main parameters of the evaluated sites.

Site
Annual DNI (TMY)

[kWh/m2]
Annual GHI (TMY)

[kWh/m2]
Average Temperature [◦C] Latitude [◦N]

Riyadh (Saudi Arabia) 2275 2236 26 24.9
De Aar (South Africa) 2712 2040 17.5 −30.7

PSA (Spain) 2207 1860 16.6 37.1
Diego de Almagro (Chile) 3477 2449 15.8 −26.3

Ouarzazate (Morocco) 2518 2123 18.8 30.9
Daggett (USA) 2723 2090 19.7 34.9

Dunhuang (China) 2158 1755 10.6 40.2

4. Results and Discussion

The results of the simulations were compared for each technology and site. This
paper only shows the technology comparison diagram for Riyadh (Figure 4). Figures 5–9
compare the results of each site for every technology (standalone tower, hybrid tower,
hybrid parabolic trough, PV with battery, and PV plus ERH, TES, and PB).

Figure 4. Lowest levelized cost of electricity (LCOE) configurations in Riyadh.

Figure 5. Comparison of locations: standalone tower.
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Figure 6. Comparison of locations: tower hybrid.

Figure 7. Comparison of locations: trough hybrid.

Figure 8. Comparison of locations: PV battery.
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Figure 9. Comparison of locations: PV+ERH+PB.

Figure 4 shows the LCOE values versus the nighttime electricity fraction of the optimal
configurations for different storage sizes of different topologies in Riyadh. Each point
stands for an LCOE-optimized configuration for a certain storage capacity (3, 6, 9, and
12 h duration of discharge at the full power block output). Cases without storage are not
displayed with one exception, which is the standalone PV system as a reference.

The top lines show the results for pure CSP systems. These plants have the highest
LCOE since they do not benefit from the low electricity cost of PV. They are shown as a
reference and their LCOE is higher than that of the hybrid systems. The LCOE decreases
with increasing nighttime electricity fraction, which is caused by the cheap TES and better
utilization of the PB (which is kept at a constant nominal power but reaches more operating
hours with the increasing TES size).

The higher storage cost of BESS compared to TES results in a different dependency of
LCOE with the increasing nighttime electricity fraction. PV with a battery is the technology
that provides the lowest LCOE for nighttime fractions below 20–25% (approximately 4–5 h
of storage capacity). However, from the 20–25% nighttime fraction upwards, the costs start
to increase and this difference grows linearly as the storage size increases. For a storage
size of 12 h, the LCOE is similar to standalone CSP plants. Hybrid PV-CSP systems, in
contrast, show less dependency of LCOE on the nighttime electricity fraction and they are
almost constant as shown in Figure 4.

Hybrid plants show a significant decrease in costs compared to standalone CSP plants.
LCOE remains relatively constant regardless of the nighttime fraction (storage capacity).
There is better utilization of the TES as it increases in size, but there is also an increase in
the dumping and component costs. Both hybrid plants show almost the same LCOE, with
a small advantage of the parabolic trough hybrid system for a low storage capacity and a
small advantage of hybrid tower systems for a higher storage capacity.

Another interesting question is whether a system using PV, ERH, TES, and PB could
be cheaper than a hybrid PV-CSP plant and how much nighttime electricity it can offer.
Figure 4 shows that the LCOE values and night fractions of the PV+ERH+PB system are
higher than those in hybrid plants. Note that the operating strategy of this kind of system
prioritizes TES charging over direct grid injection. This operating strategy was used for
direct comparison since, as in the case of hybrid systems, storage charging is prioritized. It
can be seen that for a three-hour storage, the night share tends towards zero because the
small storage capacity does not justify the cost of the ERH. The model considers fixed PB
and TES costs even without any ERH. The optimized three-hour storage system would have
storage and PB that would not be used at all. It would basically be a standalone PV plant
but with a shared LCOE as a fixed PB and TES cost item is included. This changes for higher
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storage capacities, where the electric heater and storage tank would be used. Although
the LCOE is higher than that for hybrid systems, the nighttime electricity fractions are
much higher for large storage capacities. This is also of great importance since not only is
reducing costs one of the objectives of the plant but also being able to provide a greater
amount of electricity during the night.

Table 5 shows the main parameters of the optimized systems with 6 h of storage. The
parabolic hybrid plant has the smallest CSP field. This is due to the greater flexibility in
the design of this plant. The hybrid tower plant has a minimum CSP field design size of
200 MW, which represents the lower field size limit considered in the parametric study. Due
to the significantly lower daytime electricity costs with PV, the slightly lower night costs
with PV and ERH, and the relatively small storage size, a larger PV field is advantageous.
For this reason, in the parabolic trough hybrid power plant, there is a significant difference
in the size between the module area of the PV and the aperture area of the CSP fields.
The PV field of the hybrid parabolic trough is also larger than the field of the PV battery
system. The hybrid trough additionally uses PV electricity to charge the TES and due to the
lower efficiency of the PB (compared to the battery system), a larger PV field is required.
This optimized design is very sensitive to the cost assumptions. Slightly lower CSP costs
would change this figure. The thermal capacity of the storage tank for the standalone
parabolic trough powerplant is higher than that for the hybrid plants since the PB has a
lower efficiency due to the lower temperature level and therefore requires more energy to
deliver 150 MWel for 6 h.

Table 5. Parameters of the six-hour optimized configurations.

Technology Trough Tower Hybrid Trough Hybrid Tower PV-BESS PV+ERH+PB

Storage capacity (h) 6 6 6 6 6 6

TES capacity (MWhth) 2494 2066 2066 2066 - 2066

BESS capacity (MWhel) - - - - 900 -

CSP field aperture (km2) 1.5 1.6 0.14 0.3 - -

CSP field nominal output (MWth) 978 850 86 200 - -

PV field module area (km2) - - 2.4 1.9 2.1 3.1

PV field nominal output (MWac) - - 350 275 300 450

ERH nominal power (MWel) - - 160 100 - 200

PB nominal output (MWel) 160 160 160 160 - 160

Total land area (km2) 5.8 11.0 7.4 7.0 5.9 8.9

LCOE ($/kWh) 0.0982 0.0993 0.0619 0.0627 0.0680 0.0684

Nighttime fraction 0.305 0.278 0.256 0.267 0.284 0.374

Table 6 shows the parameters of the optimized systems with 12 h of storage. The sizes
of the components are considerably increased to cover greater nighttime demand, allowing,
at the same time, a higher load coverage during the daytime. The optimization of the
hybrid tower prioritizes an increase in the PV field because of the lower heat production
costs with PV and ERH. The ERH works in parallel, and does not require the CSP field to
increase. In the case of parabolic trough hybrid plants, there is a greater increase in the CSP
field aperture for higher storage capacities because the booster system requires an increase
in both fields (PV and CSP) due to the fixed ratio of heat provided by each system. For
the non-hybrid plants, the size of their main components is increased to make use of the
additional storage capacity. The nominal power of the tower reaches 1150 MW, which is
the upper limit available in greenius for the simulation.
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Table 6. Parameters of the twelve-hour optimized configurations.

Technology Trough Tower Hybrid Trough Hybrid Tower PV-BESS PV+ERH+PB

Storage capacity (h) 12 12 12 12 12 12

TES capacity (MWhth) 4989 4132 4132 4132 - 4132

BESS capacity (MWhel) - - - - 1800 -

CSP field aperture (km2) 2.1 2.2 0.24 0.3 - -

CSP field nominal output (MWth) 1304 1150 152 200 - -

PV field module area (km2) - - 3.1 3.3 3.1 4.8

PV field nominal output (MWac) - - 450 475 450 700

ERH nominal power (MWel) - - 290 300 - 400

PB nominal output (MWel) 160 160 160 160 - 160

Total land area (km2) 7.7 19.1 9.7 10.9 8.9 13.8

LCOE ($/kWh) 0.0949 0.0932 0.0651 0.0640 0.0898 0.0720

Nighttime fraction 0.0482 0.460 0.405 0.436 0.473 0.563

There is a large difference in the land area of the standalone tower and the parabolic
trough plant. Tower plants have a greater land use factor, and it increases with the increase
in the system size. Heliostats far away from the central tower require a larger separation
from their neighbors to limit shading of each other. This shows how the total land area of
the tower plant increases significantly for plants with larger storage sizes. This considerable
land use difference does not occur for hybrid plants because the CSP field of the hybrid
tower is not as large as that of standalone tower plants. PV with ERH and PB also shows a
significantly larger land use because of the greater PV capacity required. Land area costs
were not included in the calculation.

Figure 5 shows LCOEs for the standalone solar tower plants at each site. The order in
which the curves are placed corresponds to the magnitude of the annual DNI sums. The site
with the lowest DNI is represented by the upper line and the site with the highest radiation
by the lowest line. PSA has a higher LCOE than expected considering its DNI sum. This is
due to the higher latitude of this site, which reduces the solar field performance in winter
to a greater extent. Having a similar DNI to Riyadh, the worse distribution of radiation
during the year for PSA implies a higher LCOE due to the lower efficiency of the CSP field.
There is also a slightly higher than expected LCOE for De Aar for the CSP technologies.
This is mainly due to the intercept heat, which must be dumped to protect the receiver.
DNI exceeds 1000 W/m2 in De Aar for several hours during the year, which causes greater
dumping, increasing the LCOE. This explains why, despite having an annual DNI similar to
Daggett, the LCOE is higher. The results at Diego de Almagro are outstanding, despite the
dumping, for exceeding the maximum absorbable radiation for many hours. On the other
hand, the LCOEs at Dunhuang and PSA exceed the LCOEs of the other sites by almost two
cents. Most sites have values between 8 and 10 cents per kWh. There are no significant
differences in the nighttime fraction, except for Diego de Almagro.

The positions in which the hybrid tower curves are arranged is shown in Figure 6
and can also be explained by the annual DNI and GHI sums, with the first still being very
important even though the PV fields provide the majority of energy. The LCOE advantage
for Diego de Almagro is not as big as for the standalone tower, but it is still significant. The
hybridization causes a significant overall decrease in the costs compared to the standalone
CSP systems.

The same dependence on solar resources can be observed for trough hybrid plants
in Figure 7. There is a slight cost increase as the storage capacity increases because of the
higher component costs and dumping. It should also be noted that the nighttime fraction
is higher for Riyadh and Diego de Almagro due to the greater proximity to the equator.
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Parabolic troughs suffer from low sun angles and sites close to the equator show smaller
differences in the sun angles between summer and winter. Furthermore, the day length is
also rather constant compared to sites with higher latitudes. This is an advantage as storage
charging and discharging is more equally balanced over the year. More pronounced seasons
with variable day lengths are not ideal, leading to storage and ERH over dimensioning for
winter days. Moreover, there is an additional clear correlation of the nighttime electricity
fraction and the solar resource. The plant with 12 h of thermal storage at Dunhuang only
shows a nighttime fraction of 0.33 while the plant with the same storage size at Diego the
Almagro shows a nighttime fraction of 0.43. For all sites, LCOE is below 8 cents per kWh.
Due to the larger PV field, GHI increases its influence compared to the DNI. PSA clearly
shows lower LCOE values than Dunhuang because of the higher GHI. Riyadh, the site with
the second highest GHI, also displays a clear improvement, with this technology showing
lower LCOE than Ouarzazate and De Aar for large storage capacities.

Figure 8 shows a similar trend for PV-BESS. This trend is dependent on the solar
irradiation too. Similar values are observed for the De Aar, Riyadh, Ouarzazate, and
Daggett sites.

The PV+ERH+PB systems (Figure 9) show some similar effects to the PV-BESS systems.
The higher impact of GHI causes a proportionally lower LCOE and higher nighttime elec-
tricity fraction in Riyadh in relation to the other technologies because PV is less susceptible
to low DNI as long as GHI stays high. Daggett shows lower LCOEs compared to Riyadh
and Ouarzazate, although GHI is lower.

From the results, it can be concluded that Riyadh is particularly suited for PV technol-
ogy and De Aar and Daggett are better suited for the introduction of CSP technologies. The
design of the plant is thus highly dependent on the site, resulting in different optimums
for each case. The results show that DNI and GHI are the determinant factors but not the
only ones.

A financial sensitivity analysis of the electric heater cost was performed to reliably
determine its impact on the LCOE. Figure 10 shows the results of varying the price of
the heater from 278 (solid line) to 140 (dashed line) and 70 $/kW (dotted line). This cost
reduction implies a decrease in LCOE in the order of 1 cent per kWh for the PV+EH+PB
system. A similar order of magnitude is observed for the hybrid parabolic power plant.
This cost reduction would also mean a significant shift to the left of the cut-off point with
the battery PV system. All this proves the significant influence of this cost on the final
techno-economic analysis and the final design of the hybrid power plants.

An interesting aspect to consider (though hard to determine) are cost projections for
the future. There was active discussion about the cost values to be taken in the simulations
for 2030. The costs of the components are continuously evolving depending on numerous
factors and there is uncertainty in estimating their future values. The PV and BESS markets
are currently (2022) in a crisis that has multiple causes, with a general raw material shortage,
high demands for renewable energy technologies, and shortages in logistic capacities being
only a few examples. The projection of costs for 2030 therefore has to be balanced between
conservative cost assumptions reflecting the current crisis and allowing some optimism for
market growth and potential cost reduction that can be expected as a result. The presented
results are based on cost assumptions that are balanced between both extremes considering
cost development forecasts from before the crisis and current medium-term price increases
specifically for PV and BESS components. Table 3 shows the assumed costs. A general
decrease in LCOE can be seen in Figure 11 for all technologies by 2030. It is interesting to
note how the cut-off point of PV-BESS plants with hybrid plants shifts from the 4.5–5 h of
storage expected in 2021 to approximately 6 h or more observed for 2030. For PV+ERH+PB
systems, the distance to hybrid plants is becoming smaller due to the overall greater cost
decrease expected for PV compared to the CSP components.

With regards to other publications, the results are overall comparable. As in [7], PV-
BESS provides the lowest LCOE for storage capacities lower than 4 h and this break-even
point will shift to larger storage capacities if battery costs decrease significantly. Hybrid
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plants’ electricity costs are lower than those of standalone CSP plants as described in [6,8].
The outstanding performance of hybrid PV-CSP plants was calculated for high DNI sites in
Chile in this paper, as reported in previous articles [3,6,9].

Figure 10. Variation in the ERH costs at Riyadh.

Figure 11. Projections for Riyadh 2030.

5. Conclusions

PV-CSP hybrid power plants were optimized by parameter variation and compared to
standalone CSP plants, PV-battery plants, and PV plants with an electric heater, thermal
storage, and power block. Hybrid plants show a significant cost decrease compared to
pure CSP plants because of lower PV electricity costs. Hybrid PV-CSP plants show lower
LCOE than PV-BESS for nighttime electricity fractions above 20–25% (corresponding to an
approximately 4–5 h storage capacity) and different dependencies of LCOE for increasing
nighttime electricity fraction (or storage capacity). Hybrid plants show a relatively constant
LCOE for increasing storage capacities, but PV-BESS system costs grow significantly due to
the higher storage costs. Heat production costs by CSP and by PV plus an electric heater
are comparable and very sensitive to cost assumptions. The LCOE values for the PV system
with an electric heater, thermal storage, and power block are higher than for hybrid systems
but nighttime fractions are significantly higher as well, which is considered to be a really
important factor in the design and optimization of the plant. Hybrid plants present the
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lowest LCOE values for nighttime electricity fractions above 20–25% and PV with a battery
for lower fractions.

Close coupling and real integration offer additional benefits for hybrid plants. Parabolic
trough systems using an ERH as a booster (in series to the solar field) show comparable
LCOE and nighttime electricity fractions to molten salt solar tower systems using an ERH
in parallel to the solar receiver.

To investigate the impact of latitude and irradiance, the systems were simulated and
optimized for seven different sites. Considering nighttime fractions above 25%, sites with
high direct normal irradiation are more suitable for higher CSP field shares in hybrid plants
whereas sites with low direct normal irradiation are more suitable for higher PV field shares
in hybrid plants. This trend was seen for all sites.

Costs projections for 2030 were made and the LCOE calculations were repeated for all
technologies. A cost decrease in the next years may shift the break-even point of hybrid
plants and PV-battery towards higher nighttime electricity fractions of around 25–30%
(about 6 h storage capacity). This will depend on the actual decrease rates. PV with thermal
storage and, particularly, with batteries may benefit to a greater extent than systems with
CSP due to the higher cost reduction projected for their components.
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Abstract: Evaluation of the Concentrating Solar Power capacity factor is critical to support decision
making on possible regional energy investments. For such evaluations, the System Advisor Model
is used to perform capacity factor assessments. Among the required data, information concerning
direct normal irradiance is fundamental. In this context, the Engerer model is used to estimate direct
normal irradiance hourly values out of global horizontal irradiance ground measurements and other
observed meteorological variables. Model parameters were calibrated for direct normal irradiance
measurements in Évora (Southern Portugal), being then applied to a network of 90 stations, part of
the Portuguese Meteorological Service. From the modelled direct normal irradiance, and for stations
that comprise 20 years of data, typical meteorological years were determined. Finally, to identify
locations of interest for possible installations of Concentrating Solar Power systems, annual direct
normal irradiance availabilities and the respective capacity factor, for a predefined power plant
using the System Advisor Model, were produced. Results show annual direct normal irradiance
availabilities and capacity factors of up to ~2310 kWh/m2 and ~36.2% in Castro Marim and in Faro,
respectively. Moreover, this study supports energy policies that would promote Concentrating Solar
Power investments in Southern Portugal (Alentejo and Algarve regions) and eastern centre Portugal
(Beira Interior region), which have capacity factors above 30%.

Keywords: global horizontal irradiance; Engerer model; typical meteorological year; direct normal
irradiance mapping; Concentrating Solar Power plant production capacity

1. Introduction

Electricity production from solar power plants is increasingly seen as one of the alterna-
tives to conventional energy production systems. Photovoltaic (PV) systems’ contributions
to electric power generation have been growing exponentially [1]. Simultaneously, invest-
ments towards Concentrating Solar Power (CSP) plants have been increasing in regions
where solar resources are suitable for such technology [1]. Although CSP has had a slower
growth than PV, it has been widely used [2], with its global installed capacity expected to
increase in the near future.

For installation of solar power systems, solar resource characterization is essential.
Its assessment consists in solar irradiation availability (kWh/m2) estimation at a given
location considering a long time period [3]. Thus, a long-term database of solar irradiance
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(W/m2) is essential to establish: (i) a correct design for an efficient energy conversion; (ii)
estimate electricity production; (iii) guarantee the bankability of CSP plants [1,4].

Acquisition of solar irradiance values at the surface can be performed with state-of-
the-art instrumentation. For instance, Global Horizontal Irradiance (GHI) is generally
measured with pyranometers. In contrast, measurements of Direct Normal Irradiance
(DNI) require more equipment, including a sun tracker system where pyrheliometers are
assembled. This makes the equipment more costly and regular maintenance necessary [5].
Such limitations constitute a problem for solar system implementation worldwide, not
being restricted to the present study region (Portugal). Nonetheless, DNI can be estimated
from measured GHI by remote sensed data or using separation models (semi-physical and
empirical) for the respective solar components [6,7]. It is worth noting that satellite data
accuracy can be affected by clouds and other atmospheric parameters, leading to frequent
occurrence of missing data [8]. Since solar concentration systems are highly dependent on
DNI, its accurate determination is fundamental [6,9], particularly at sites with significant
solar resources in order to maximize solar harvesting. To solve DNI data scarcity, during the
last 5 decades, research activity has grown regarding DNI availability estimation from GHI
data. In parallel, there has been an increased number of meteorological stations capable
of measuring GHI and DNI simultaneously, but most of these are recent (e.g., in Southern
Portugal the stations have only roughly 7 years of operation). Therefore, DNI estimations
lack statistical significance, which requires at least 15 years of information to have reliable
availability estimates [10]. As opposed to these short time series, long-term time series do
exist, although these mostly concern GHI.

In depth discussion of DNI estimation from GHI measurements can be found in [6,11].
In particular, in the work of Gueymard and Ruiz-Arias [6], a benchmark test comprising
140 models was performed, in which DNI values from GHI measurements were estimated.
Amongst all presented models, the ones that produced the best scores were: the Engerer [12],
Perez [13], and Hollands [14] models. Gueymard and Ruiz-Arias [6] tested and validated
the Engerer model (Engerer2, henceforth), using high-quality 1 min data of GHI and DNI
at 54 research-class stations distributed in seven continents, which were then grouped into
in four distinct climate zones: arid, temperate, tropical, and high-albedo. In that study,
the best results were found through Engerer2, since it showed consistent DNI estimations
for almost all types of climates; it was called a “quasi-universal” 1 min separation model.
According to Gueymard and Ruiz-Arias [6] and Starke [15], the success of Engerer2 is due
to the fact that it was derived from 1 min data, hence allowing to predict fast transient
phenomena, such as cloud enhancement. In the study by Kim et al. [1], Engerer2 was
used as a deterministic prediction model to estimate DNI for the Korean peninsula at three
ground stations (namely in Seoul, Buan, and Jeju), being then validated with observational
data. Bright and Engerer [16] used Engerer2 to estimate DNI at different time resolutions
(at 1, 5, 10, and 30 min), and also at 1 h and 1-day frequencies, which were under five main
Köppen–Geiger climate classifications (polar, cold, temperate, arid, and equatorial). The
authors used a deterministic clear-sky model to make the original model easy to use, where
the clear-sky values were determined using the REST2 model [17]. Results showed good
performances carried out by the model for most time resolutions (with the exception of
the daily outputs), and for most climate types (except polar). Recently, Dazhi Yang [18]
conducted a comprehensive and comparative evaluation of 10 recent separation models,
namely, Engerer2 and Engerer4 [12], Starke1 and Starke2 [15], Starke3 [19], Abreu [20],
Paulescu [21], Every1 and Every2 [22], and Yang4 [23]. Yang claims that the Yang4 model
has the best overall performance, and therefore should replace Engerer2 as the new quasi-
universal model [18]. Nevertheless, considering that Engerer2 has been validated in
numerous studies, this model is chosen to be used as the basis model of the present work
to estimate DNI from GHI, as it presents good scores along with a simple implementation
methodology. It is also worth noting that Engerer2 is also considered due to its deterministic
nature, and can be simply implemented worldwide.
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The proposed methodology has the potential to be applied in high solar radiation
regions of the globe. This study is centred on Portugal due to the exceptional conditions
that the country offers for solar power harvesting. Moreover, it is expected to have an
important role in solar energy projects in Europe. Mainland Portugal is seen as one
of the top candidates to receive such investments [24]. An increase of installed solar
power between ~8.1 and 9.9 GW is expected by 2030, corresponding to about 22–27% of
the national annual electricity generation [8]. The present work provides a contribution
to improve energy management of solar power systems, by developing reliable DNI
availability maps for mainland Portugal. To achieve the proposed objective, a 20-year
time series of meteorological data is used (including GHI, air temperature, relative air
humidity, wind speed, atmospheric pressure, and precipitation), being measured through
90 ground stations, scattered across the country, as part of the Instituto Português do Mar
e da Atmosfera (IPMA—the Portuguese national meteorological service) network. From
the available data, DNI estimations based on Engerer2 [12] are performed for all stations.
For the modelled DNI time series, data post-processing is performed, using multivariable
regression coefficients to determine new and more accurate datasets. Engerer2 parameters
and regression coefficients are then calibrated using DNI data measurements in Évora
(reference station) along with other meteorological datasets. The post-processing model
is based on the Multivariate Regression Model (MRM) implemented by Lopes et al. [25],
which allows to adjust DNI predictions, provided by the European Centre for Medium-
Range Weather Forecasts (ECMWF), to ground observations. Additionally, calculation of
typical meteorological years (TMY) is performed with the aim of providing representative
data of a given region considering a longer period, which is a key step for elaboration of
projects of such dimensions [26–28]. To achieve a better assessment regarding CSP plant
performance, investors need to have reliable and realistic climate and soiling [29] data to
guarantee project viability. Therefore, TMY calculation is very useful, as it carries weather
information for an entire year, consisting of representative months of regional climate over
a long period of time [27,28]. The method described by Hall et al. [28], examines nine
meteorological parameters such as daily means, maximum and minimum values of air
and dew point temperatures, daily means and maximum values of wind speed, and daily
values of GHI. The method is applied to compute the TMY for mainland Portugal, and,
consequently, the mapping of annual DNI availabilities. Finally, the analysis is then focused
on capacity factor (CF) mapping performed across the country with the goal of identifying
the most suitable locations for the installation of CSP plants. CF outputs can be used as
a comparative measure of the amount of energy produced by a power plant during one
year to the energy that would be produced if the power plant was operated at nominal
power during the same period [30]. The CF has the advantage of revealing the production
capacity of a given power plant, regardless of its size. Moreover, to compute CF values,
a freely available power plant model is used, namely the System Advisor Model (SAM),
from the National Renewable Energy Laboratory, [31]. With the SAM, the user is able to set
up a predefined power station, with a very detailed configuration that allows the simulated
power to be close to actual operational plants, such as the Andasol3 power plant [32].

The presented work aims to fill the existing gap between solar assessment research
and decision making on possible CSP plants by developing a simple and self-contained
methodology that can translate common meteorological time series into a figure of merit of
CSP plants that can be decisive for their implementation; CF was selected as figure of merit.
To the authors’ best knowledge, this is the first time that such a methodology has been
developed, and it has enabled the earliest estimation of CF values for mainland Portugal.
This procedure has led to the identification of three regions that possess high potential
for CSP implementations: Alentejo and Algarve (Southern Portugal), and Beira Interior
(Eastern Central Portugal). Furthermore, the most important aspect of this methodology
is that it can be applied in a simple way to other regions in the world that possess high
potential for CSP. Therefore, this work is considered as a contribution to the implementation
of state-of-the-art power plants not only for Portugal, but for the world.
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Considering the aforementioned aspects, this manuscript is organized as follows:
in Section 2, the work methodology is presented; Section 3, focuses on the results and
respective discussion; in Section 4, some implications at a decision making level are drawn
for Portugal; lastly, Section 5 summarizes the main conclusions; additional information is
added in and Appendices A and B.

2. Methodology

2.1. Measurements

A 20-year period of GHI time series is considered in this work (from 2000 to 2019),
being continuously measured over 90 weather stations from the IPMA network, scattered
across mainland Portugal (Figure 1), providing coverage of the entire country. Regarding
the 90 stations shown in Figure 1, 17 are considered main stations (blue squares), while the
remaining stations are used as secondary stations (red circles) and the reference station from
Instituto de Ciências da Terra (ICT—Institute for Earth Sciences) (green diamond), located
in Évora city, is also presented. Main stations are those at which hourly observations are
made, or at least three times per day, while at secondary stations, at least one observation is
performed per day [33]. More details concerning all stations used can be found in Table A1
(Appendix A).

Measurements of GHI were performed in 1 h intervals using state-of-the-art instru-
mentation, with Kipp&Zonen instrumentation, The Netherlands (www.kippzonen.com/,
accessed on 2 October 2022), namely the CM11 and Hukseflux LP02 pyranometers, with
the CM11 model being used in the majority of IPMA’s stations. Both pyranometers are
secondary standard instruments according to the International Organization of Standard-
ization (ISO) 9060:1990 [34]. However, there is no detailed information regarding their
calibration and maintenance, due to the large number of stations and their spatial distribu-
tion. Thus, in some cases, measurements may be affected by lack of calibration, malfunction,
or, more commonly, soiling effect [35,36]. GHI and Diffuse Horizontal Irradiance (DHI)
measurements at the reference station in the ICT observatory (University of Évora) were
performed with pyranometers (model CMP11), secondary class instrument [34]. DHI was
measured using a pyranometer with a shading ball that blocks the beam radiation. For
DNI measurements, pyrheliometers were used, particularly with the model CHP1, a World
Meteorological Organization (WMO) first class instrument with an estimated uncertainty
on a daily basis of <1% [37]. The instruments used were mounted on a SOLYS2 Sun-Tracker
(Kipp&Zonen) [25].

Regarding other meteorological variables measured at IPMA’s stations, the air tem-
perature and relative air humidity were recorded at a height of 1.5 m, from which the
corresponding hourly averages are used for the analysis; while wind speed is recorded
at a height of 10 m, in which the averages of the last 10 min of each hour were used [38].
Air temperature and relative humidity measurements were made with the Vaisala HMP45
sensor, whereas wind speed was measured with the Vaisala WAA 15A anemometer [39].
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Figure 1. Geographical location of the 90 IPMA ground stations used for GHI measurements in
mainland Portugal, considering a 20-year period (from 2000 to 2019). Blue squares represent the
main stations, red circles the secondary stations, and the green diamond is the reference station from
Instituto de Ciências da Terra (ICT), located in Évora city.

2.2. Data Pre-Processing

To use reliable data, a prior quality control procedure was performed for all the
available measuring stations from IPMA’s network, as well as the ICT station. All data
points that do not follow the proposed filters (filters for DNI and DHI were only applied to
data from the ICT reference station, in which these variables were available), as described
in [6], were rejected:

1. Z < 85◦;
2. GHI > 0, DHI > 0, DNI ≥ 0;
3. DNI < 1100 + 0.03 × Elev;
4. DNI < E0n;
5. DHI < 0.95 × E0n × cos1.2 Z + 50;
6. GHI < 1.50 × E0n × cos1.2 Z + 100;
7. DHI/GHI < 1.05 for GHI > 50 and Z < 75◦;
8. DHI/GHI < 1.10 for GHI > 50 and Z > 75◦.
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In these conditions, “Elev” is the elevation of each station (Table A1), and “E0n” is the
irradiance at the top of the atmosphere. Irradiance values below a solar zenith angle (Z) of
85◦ are considered in this analysis, thus eliminating situations of low irradiance that are not
relevant for solar applications, as well as situations where the model has reduced precision
(condition 1), mainly due to the high zenith angles: cos (Z) ≈ 0. Only positive values of
GHI, DHI, and DNI are used (condition 2). DNI values below a certain reference value
accounting for station elevation (condition 3) are considered [6]. GHI, DHI, and DNI values
below the threshold regarding maximum limits of the baseline surface radiation network
(BSRN) [40] (conditions 4, 5, and 6) are also used. Both “Z” and “E0n” were calculated based
on the formula proposed by [41], i.e., Equations (2.12) and (2.77), respectively. Following
the application of proposed filters on the observed ICT data, the remaining data (which
correspond to about 99.32% of the total data) were used to calibrate the corresponding
Engerer model parameters, as discussed further on.

2.3. Engerer Model Application

The Engerer2 [12] is a deterministic prediction model, in which the diffuse fraction
(K) can be calculated using five predictors, namely: GHI clearness index (kt), apparent
solar time (AST), zenith angle (Z), variability index (ke), and the deviation (Δktc) between
the observed value of kt at the surface, and the one obtained under a clear sky (ktc). The
following relation between predictors allows one to obtain K:

K =
DHI
GHI

, (1)

K = C +
1 − C

1 + exp(β0 + β1 × kt + β2 × AST + β3 × Z + β4 × Δktc)
+ β5 × ke, (2)

where C is the value of lower asymptote and βn (n = 0, . . . , 5) is the nth Engerer coefficient,
whereas Δktc is given by:

Δktc = kt − ktc, (3)

In which ktc is calculated as follows:

ktc =
GHIcs

E0n × cos(Z)
. (4)

Here, GHIcs is the global horizontal irradiance under clear-sky conditions, and in this
study it is defined deterministically as [16]:

GHIcs = DNIcs × cos(Z) + c × DNIcs, (5)

where DNIcs is the direct normal irradiance under clear-sky conditions, defined as [16]:

DNIcs = A × exp
[ −k

cos(Z)

]
, (6)

in which the coefficients A, k, and c depend on days of the year (d). These coefficients are
calculated as follows:

A = 1160 + 75 sin
[

360(d−275)
365

]
,

k = 0.174 + 0.035 sin
[

360(d−100)
365

]
,

c = 0.095 + 0.04 sin
[

360(d−275)
365

]
.

(7)

The term ke is the portion of K attributed in the case of cloud enhancement, defined as:

ke = max
(

0; 1 − GHIcs

GHI

)
. (8)
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Since Engerer2 is made for 1 min temporal resolution, and the fact that GHI data
from IPMA’s network are measured at 1 h resolution, this work makes use of the Engerer2
model configured for hourly irradiance values of GHI. As previously mentioned, Bright
and Engerer [16] evaluated the performance of the Engerer2 model over various time scales,
revealing good results for hourly data.

2.4. Data Post-Processing

To reduce the difference between the modelled and observed DNI, post-processing is
performed for the modeled data. In this context, a multivariate regression model (MRM)
is used to adjust hourly modelled DNI to the observations. The MRM model [25] uses
an interactive stepwise function, with an adjusted r-squared criterion, to improve DNI
predictions. The method allows to perform all possible combinations between predictors,
until the best fitting option is found. In this work, a third-degree polynomial was used to
calibrate regression coefficients for three years of measured DNI. The predictors used are
the following: modelled DNI (DNIMOD

i ), GHI (GHIOBS
i ), clear-sky GHI (GHICS

i ) and DNI
(DNICS

i ), air temperature (TaOBS
i ), air relative humidity (RHOBS

i ), wind speed (WSOBS
i ),

atmospheric pressure (POBS
i ), and precipitation (PrecOBS

i ). Thus, a function is used to adjust
the modelled DNI (DNIADJ

i ) at hour i according to:

DNIADJ
i = F

(
DNIMOD

i , GHIOBS
i , GHICS

i , DNICS
i , TaOBS

i , RHOBS
i , WSOBS

i , POBS
i , PrecOBS

i

)
(9)

where F is adjusted to reduce the error between the DNIADJ
i and the observed DNI

(DNIOBS
i ) values. The function F is then applied to all stations under study.

Finally, the post-processing DNI outputs are filtered for: (i) values greater than 1042
W/m2 (i.e., the maximum value observed at Évora station), which are replaced by the
corresponding clear-sky DNI value at that moment; (ii) negative values, which are replaced
by values of modelled DNIs prior to the post-processing. It is worth noting that the
parameters calibrated with the observed DNI data in Évora will be used to post-process
the modelled DNI in all stations of the IPMA’s network.

2.5. Data Gap Filling

Due to equipment malfunction, data gaps in time series are common, particularly for
the case of solar radiation measurements. Therefore, gap filling methods are often used,
such as the one followed here, in reference to works [3,42]. For data gaps of one or two
hours of missing GHI values in a day, missing values are filled by linear interpolation
from the non-missing values. For missing periods of three and more hours in a day, a
geographical interpolation is performed. The algorithm starts to select the four closest
neighbouring stations (k) of the station to which data gaps will be filled (j), and determines
the long-term linear regression coefficients (slope and interception point) between this
station and the neighbouring ones, as follows:

GHIj = mjk × GHIk + bjk, k = 1 . . . 4, (10)

With this set of four relations, hourly data gaps in station j are filled by the median of
the four hourly values of the measured values on the k stations, GHIk, on the corresponding
hours of the missing data in GHIj. To obtain reliable data from the linear regression
coefficients, outliers are rejected from the correlation by applying the following restrictions:
GHIj > mjk × GHIk + bjk + 2σ+

jk and GHIj < mjk × GHIk + bjk − 2σ−
jk . The parameters

σ+
jk and σ−

jk are the standard deviations calculated from differences for every hour l, as
given by:

δjk(l) = GHIj(l)−
[
mjk × GHIk(l) + bjk

]
, (11)
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where δ+jk means positive differences and δ−jk negative differences, through the following
relation [3]:

σ±
jk =

√√√√∑l

∣∣∣δ±jk (l)∣∣∣2
N − 1

, (12)

where N is the number of hours with mutually available data for stations j and k.
After removing the outliers, new values of mjk and bjk are then calculated for the

neighbouring stations, while the GHIj is calculated through Equation (10). For instance, for
the station located at Évora, the four closest neighbouring stations are Viana do Alentejo
(~26.6 km), Reguengos (~36.6 km), Estremoz (~48.7 km), and Avis (~50.9 km), where the
values of m were approximately 1.13, 1.10, 0.98, and 1.12 W/m2, and the values of b were
3.27, 6.27, 9.00, and 11.69 W/m2 for the respective stations. The fact that m ∼ 1 means
that the data in the different stations have a similar trend, while b < 12 W/m2 means that
a small deviation exists. This demonstrates the suitability of the adopted interpolation
method. Similar results are observed for the other stations of the IPMA’s network.

It is noted that regarding the TMY calculation, gap filling was only performed for
months that had gaps smaller than five days. Therefore, months with more than five days
of missing data were not considered for analysis.

2.6. Typical Meteorological Year Calculation

According to the method proposed in Hall [28], a TMY can be calculated by con-
catenating twelve typical meteorological months (TMM). The selection of the TMM of
each calendar month is calculated based on Finkelstein–Schafer (FS) daily values [43].
Selection is made by comparing cumulative frequency distribution functions (CDFs) of
each parameter: mean, maximum and minimum daily value of air temperature, relative
humidity, maximum and mean daily values of the wind speed, and daily global horizontal
solar irradiation availability, for every month of every year to their long-term distribution.
Comprehensive details for this method can be found in [28]. Following these aspects,
characteristic annual GHI and DNI availabilities (kWh/m2/year) are calculated from the
summation of hourly irradiance values of TMY regarding each station.

2.7. The Power Plant Model

The power plant simulator, i.e., the SAM, is a freely available financial and performance
model designed to facilitate decision making in renewable energy system projects. The
model not only allows to make performance predictions, but also energy cost estimates
that these systems require [31]. The SAM is used here to simulate a power plant and to
estimate its production capacity from meteorological data belonging to IPMA’s network.
Since there are no DNI measurements in this network, DNI was estimated as previously
explained. TMY is elaborated from that meteorological data and SAM simulations are
performed using the TMY calculated for each station under study.

In this work, a case study is considered focusing an operational CSP facility with
similar configurations to Andasol3, based on the model previously developed on [30,44].
The Andasol3 is a commercial power plant that uses a linear focus parabolic trough system
that runs with thermal oil as heat transfer fluid and has 7.5 h indirect molten salt storage
capacity at full load. Its solar field aperture area is 510,120 m2, with a nominal capacity of
50 MWe and an expected power generation of 175 GWh/year. Further information on the
configuration of the power plant can be found in [32].

3. Results and Discussion

3.1. DNI Validation and Calibration

To validate and calibrate the parameters from the Engerer2 and MRM models, four
years of DNI measurements, ranging from 2016 to 2019, were used together with ground
measurements performed at the ICT station. The Engerer2 parameters are determined
from a non-linear regression model, where the model is fitted, with the corresponding
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parameters determined from an iterative procedure. The proposed validation consists in
determining the parameters considering three years of measured GHI, which are then used
to estimate DNI for the fourth year and compared with DNI observations for that year. The
MRM parameters are also calibrated with three years of modelled DNI, clear-sky GHI and
DNI, as well as observed GHI, Ta, RH, WS, P, and Prec. It is important to underline the
fact that the modelled DNI is part of the predictors, allowing to improve the MRM. The
post-processing method reduces the overestimation of the model when GHI values are
strongly composed by DHI (that should correspond to very low DNI values of almost zero)
and when GHI observations provide values above 1000 W/m2, in which cases the Engerer2
model has difficulties in estimating DNI accurately. The MRM parameters are used to
post-process the estimated DNI for the fourth year, and thus to compare with measured
DNI for the same year. For instance, DNIs from 2016, 2017, and 2019 are used to calibrate
the model (adjusting the model and MRM parameters to observations), while DNI from
2018 is used to validate the model estimations against the observations of that year. A
similar procedure will be carried out for the remaining years.

To compare model estimations against observations, a statistical analysis was per-
formed using conventional metrics, such as the root mean square error (RMSE), the mean
bias error (MBE), and the mean absolute error (MAE), as follows:

RMSE =
√

MSE =

√
1
n
× ∑n

j=1

[
I(j)− Î(j)

]2, (13)

MBE =
1
n
× ∑n

j=1

[
I(j)− Î(j)

]
, (14)

MAE =
1
n
× ∑n

j=1

∣∣I(j)− Î(j)
∣∣, (15)

where I(j) and Î(j) are the observed and modelled value at hour j, respectively, while n is
the number of assessed pairs.

In Table 1, a statistical summary between model outputs and observations is provided.
The acronyms MOD1 and MOD2 represent the analysis performed without and with
the MRM post-processing method, respectively. Regarding the correlation coefficient (r)
and the coefficient of determination (R2), very small differences are observed when using
MOD2 in comparison to MOD1, reaching an improvement of 1 and 2%, respectively, in
2018. MOD2 shows a decrease of 18% in 2016 to 25% in 2018 in relation to MOD1, with
respect to RMSE values. Regarding the MBE values, there is a decrease of more than 60
and 97% in 2016 and 2019, respectively, when MOD2 is used instead of MOD1. There is an
improvement of over 20% in 2018 when using MOD2 instead of MOD1, regarding MAE
values. These error metric values show that MOD2 presents best scores in comparison to
MOD1, which makes it useful for the estimation of DNI.

Table 1. Statistical and descriptive analysis summary for the model towards the measurements
using standard error metrics for four consecutive years of hourly data: correlation coefficient (r),
coefficient of determination (R2), root mean square error (RMSE), mean bias error (MBE), and
mean absolute error (MAE). MOD1 and MOD2 represent the analysis without and with the MRM
model, respectively.

2016 2017 2018 2019

Error metrics MOD1 MOD2 MOD1 MOD2 MOD1 MOD2 MOD1 MOD2
r (—) 0.97 0.98 0.97 0.98 0.97 0.98 0.97 0.98

R2 (—) 0.94 0.95 0.95 0.96 0.94 0.96 0.95 0.96
RMSE (W/m2) 92.93 76.33 83.45 66.02 93.73 70.45 87.39 66.06
MBE (W/m2) −39.36 −15.41 −31.63 −3.45 −36.06 −2.58 −36.69 0.96
MAE (W/m2) 61.15 50.24 55.26 47.07 59.88 47.85 55.62 44.71
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In Figure 2, a comparative analysis between modelled DNI (with MOD2) and obser-
vations is shown. Overall, results show good agreement between modelled and observed
values. Within the range between 800 and 1000 W/m2 of observed DNI, the model tends to
underestimate observations. This range of values represents the clear-sky period and clean
atmosphere, in which the model has its limitations, since a deterministic clear-sky model
is being used instead of one that considers the actual aerosol load. In such circumstances,
the observed GHI will be higher than the modelled GHIcs, making ke different from zero
and increasing K, which results in lower DNI. It is also observed that for DNI values lower
than ~30 W/m2, the model overestimates observations, reaching values of ~730 W/m2, i.e.,
about 24 times higher. This behaviour is commonly found under cloudy conditions, where
measured DNI is significantly lower than the model estimates, due to, for instance, the
passing of clouds. Under these conditions DNI is reduced to almost zero, while the decrease
is not so significant for GHI, because of the increase in DHI (Figure 2d shows a point circled
in red as an example). As a result, if GHI measurements under these conditions are used to
estimate DNI, such estimations will have the tendency to be higher than the observed ones.
Further explanation is provided along with case studies in what follows.

The typical daily behaviour for observed DNI and GHI, along with the modelled DNI
for 2017 (considered here as a case study), is shown in Figure 3. Four different types of
conditions are represented: (a) clear sky, (b) cloudy sky, (c) cloud passage, and (d) several
cloud passages. In Figure 3a, it is possible to validate what has been previously reported, i.e.,
concerning the model behaviour in clear-sky conditions. An underestimation concerning
the observations is found, especially near solar noon. In fact, the work conducted in [42]
detailed similar behaviour, in which the use of climatologic aerosol values in numerical
weather prediction models instead of actual aerosol observations plays an important role.
Consequently, for days with a clear and very clean atmosphere, observed DNI will be
higher than the one resulting from the model. In the present study, this should stem from
the fact that a determinist GHI is being considered for clear sky (GHIcs), which does not
consider actual aerosol loads. The use of deterministic GHI for clear sky is justified by the
simplicity and self-containment of the proposed model, enabling an easy application to
other regions. In Figure 3b, it can be observed that under cloudy conditions, the model
tends to overestimate observations. Similar overestimations are frequently observed in
DNI modelling, being extensively discussed in [42]. These values result from the fact that
clouds tend to affect more significantly the DNI than the GHI (where DNI reduction is
being partially compensated by the DHI increase). Thus, when GHI is used to estimate
DNI, the estimation is higher than the actual measured values. This aspect can be observed
in Figure 3b for a cloudy day, where at 11 UTC, the observed DNI is ~50 W/m2, while
the modelled DNI exceeds ~150 W/m2. This means that the modelled value is ~3 times
higher than the observed in such circumstances. In Figure 3c, the slight increase in the
modelled DNI is due to a fast cloud passing that causes the observed DNI to decrease. For
the GHI, this effect is not clearly observed since the increase in DHI offsets the GHI value.
In Figure 3d, when there are many cloud passages, the model tends to overestimate the
observations as depicted by the high values of GHI. Despite these limitations, the modelled
DNI follows the observations relatively well.

Moreover, as previously stated, good correlations between DNI measurements and
the model exist for all testing years. Figure 4 shows the probability distribution functions
(PDFs) for observed and modelled DNIs, which depict a very similar behaviour. For DNI
values in the range between ~920 and ~1000 W/m2, the model tends to underestimate the
observations. For DNI values in the range between ~800 and ~900 W/m2, the model is
prone to overestimating the observations, in part due to clouds that affect the observed
DNI more than the modelled one, as previously explained. This effect causes the modelled
diffuse fraction (K) to decrease while, consequently, the modelled DNI increases more
significantly than the observed one. Despite these differences, results show how good the
performance of the model is concerning estimating DNI from GHI, thus proving that the
adopted method is a reliable source of quality data.
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(a) (b) 

  
(c) (d) 

Figure 2. Modelled and observed hourly DNI for: (a) 2016, (b) 2017, (c) 2018, and (d) 2019.
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(c) (d) 

Figure 3. Representation of hourly observed and modelled DNI and observed GHI data: (a) clear
sky; (b) cloudy sky; (c) cloud passing; (d) several clouds passing. Red square represents model DNI,
green circle the observed GHI, and blue asterisk the observed DNI.

In Table 2, a statistical summary between measurements and model is provided.
Results show that the modelled mean values are higher than the observed ones for all years.
Regarding the standard deviation, modelled values are smaller than for observations. The
DNI annual availability calculated through the model is greater than the observed one
for most testing years, except 2019. The highest differences are ~2.93% for 2016, while a
minimum of ~0.23% is found for 2019. Regarding the obtained MAE values, on average,
the model overestimates or underestimates the observation by ~50.24, 47.07, 47.85, and
44.71 W/m2, for 2016, 2017, 2018, and 2019, respectively. On the one hand, these values
show the limitations of the adopted model, while on the other hand, in terms of annual
availability, these differences are minimal. It is thus expected that the model can provide
satisfactory values of direct irradiance availabilities at Évora, and, expectably, at other
regions within Portugal.
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Figure 4. Probability density functions (PDFs) for hourly observed (blue line) and modelled (red line)
DNI considering four years (2016 to 2019).

Table 2. Statistical and descriptive analysis summary for hourly measurements and MOD2 using
standard error metrics for four consecutive years (2016–2019) of hourly data: mean, median, standard
deviation (σ), DNI availability (Eb), and relative difference of DNI availability (ΔEb).

2016 2017 2018 2019

Error metrics Obs. MOD2 Obs. MOD2 Obs. MOD2 Obs. MOD2
Mean (W/m2) 512.91 528.32 549.79 553.24 462.58 465.16 531.38 530.42

Median (W/m2) 585.44 608.17 640.62 651.76 490.28 492.01 608.71 618.10
σ (W/m2) 340.88 340.48 336.46 324.92 341.51 332.86 345.34 337.18

Eb (kWh/m2/year) 2074.36 2135.19 2220.84 2234.65 1862.85 1871.18 2149.16 2144.13
ΔEb (%) 2.93 0.62 0.45 0.23

3.2. DNI Estimation

As shown in previous results, 2016 is considered an outlier. Therefore, 3 years (2017,
2018, and 2019) of simultaneous DNI and GHI measurements for Évora are used to perform
the calibration of the Engerer2 model parameters. The model parameters, presented in
Table 3, show the obtained values in this analysis, as well as the ones obtained from the
literature (used for comparison reasons). Despite the differences between obtained and
referenced values, which result from the different climatic zones, the parameters lie within
reasonable agreement, being thus considered as a validation for the adjusted parameters. It
is worth noting that, according to Bright and Engerer [16], no meaningful conclusions can be
drawn based on the nature of the parameters alone, as there are some uncertainties related
to the (i) clear-sky model and (ii) ke, which also does not accurately describe situations like
cloud enhancement, but rather the relationship of the clear-sky GHI and the measured GHI.

The calibrated parameters can be used to estimate DNI time series in all stations from
IPMA’s network, since mainland Portugal’s climate can be divided into hot dry summers
(Csa), cool dry summers (Csb), and a rainy winter throughout the country, according to the
Köppen classification [45].
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Table 3. Model parameters that result from three years (2017 to 2019) of data measured at the ICT
station, in Évora city.

Parameters Predictor Present Study Literature

C - −0.0861 −0.0097
β0 - −3.7884 −5.0317
β1 kt 6.8001 8.5084
β2 AST 0.0050 0.0132
β3 Z −0.0003 0.0074
β4 Δktc −1.9639 −3.0329
β5 ke 0.0543 0.5640

Finally, post-processing of DNI time series is performed using the MRM parameters
calibrated with 3 years (2017, 2018, and 2019) of modelled DNI, GHI, and DNI under
clear-sky conditions, and observed GHI, Ta, RH, WS, P, and Prec, according to Equation (9).
Table A2 in Appendix B shows all significant and possible relations between predictors
and predictand (terms), the weight (estimates) that each relation has in the respective
adjustment, the standard error (SE) obtained, the t-statistics (tStat), and the p-value (p Value),
for DNI hourly adjustment. The coefficients x1, x2, x3, . . . , x8 represent, respectively,
modelled DNI (x1), observed GHI (x2), GHI (x3), and DNI under clear-sky conditions
(x4), and the observed meteorological variables: Ta (x5), RH (x6), WS (x7), and P (x8).
Precipitation revealed negligible weight as predictor.

3.3. TMY Calculation

For the TMY calculation, days with more than 2 h of gaps, and months with more than
5 days of gaps, were rejected. As previously mentioned (Section 2.4), hourly data from
the four nearest stations are used to fill the missing periods using the median of data at
the same hour for those stations. It is worth noting that the stations of Viana do Castelo,
Leiria/Barosa, and Amareleja 2, were removed from the analysis, since these did not have 5
full years of data, thus not having statistical significance. To minimize data loss, the density
of the measuring network is such that stations near the ones removed from the analysis can
be used as representative of that specific region.

In Figure 5b, the comparison between the PDFs for three years (from 2017 to 2019) of
measured (in purple) and modelled DNI (in red and green), and the one calculated from
TMY data (in blue), is shown. The PDFs of modelled DNI at the ICT station (in red) and
at the IPMA station at Évora (in green) are shown to provide an easy interpretation of
the results. For comparison reasons, the PDFs of the GHI observed at the ICT and IPMA
stations are plotted along with the GHI found with the TMY (Figure 5a). Between DNI
values of ~750 to 950 W/m2, the PDF for observed data is higher than that the one from
the model (calculated from TMY). It is noticeable that there was the same behaviour in
the PDF plotted with the IPMA’s DNI data calculated for 2017 to 2019 against the PDF
obtained from the DNI observed at the ICT station during the same period. This means
that values in this range are found more frequently for observations than the model data
from IPMA. This is somehow the inverse behaviour to that found in Figure 4. For DNI
values above 950 W/m2, the PDFs of the model from IPMA data are higher than the PDF
from observation. Again, there is an opposite behaviour to that seen in Figure 4, which
leads to the conclusion that these values are directly related to the values of GHI observed
at the IPMA station in Évora, as can be seen in Figure 5a.
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(a) (b) 

Figure 5. Probability Density Functions (PDFs) for 3 years (2017–2019) and for TMY: (a) GHI observed
at ICT, IPMA stations and calculated from TMY, using IPMA data; (b) DNI observed and modelled at
ICT station, DNI modelled at IPMA stations and calculated from TMY, using IPMA data.

3.4. IPMA’s Main Stations: DNI Availabilities and CF Estimations

Considering IPMA’s main stations, the results of DNI availability (estimated from
TMY) are presented in Table 4, where stations are ordered by location, i.e., from the
southernmost station to the northernmost one. Additional details regarding all IPMA
network stations will be discussed in the next subsection (Section 3.5). By analysing
the data presented in Table 4, it is possible to notice that the highest annual DNI and
GHI availabilities are verified at Faro and Sagres stations (coastal Southern Portugal)
with 2280.66 and 1988.94 kWh/m2/year, respectively. In contrast, the smallest DNI
and GHI availability values were obtained at Penhas Douradas (interior central East-
ern Portugal) and Cabo Carvoeiro (coastal central Western Portugal), with 1521.87 and
1625.36 kWh/m2/year, respectively.

At Faro, DNI availabilities of ~2280.66 kWh/m2/year are obtained, while observed GHI
availabilities are found to be ~1963.54 kWh/m2/year. At Sines, the modelled DNI availabil-
ity is ~2024.39 kWh/m2/year, where GHI availability values are ~1854.89 kWh/m2/year. In
Cavaco et al. [8], DNI average availability was calculated for Sines from 4 years of measured
data, having obtained a value of ~2081 kWh/m2/year. This represents a relative difference
of ~2.72%. At Évora, an availability value of ~2030.14 kWh/m2/year was obtained for the
modelled DNI and ~1808.25 kWh/m2/year for observed GHI. Considering an average
DNI availability for the 4 years of measured data used in the model validation, a value
of ~2076.80 kWh/m2/year is found. The difference in annual availability of measured
and modelled DNI is ~2.25%, which shows good agreement between the two. Stations
at Lisboa/Geofísico and Lisboa/Gago Coutinho (~5.6 km apart) show DNI availabilities
of ~1888.81 and 1985.18 kWh/m2/year, respectively, while respective GHI availabilities
are found to be ~1755.44 and 1788.31 kWh/m2/year. An average availability of DNI and
GHI from 5 years of ground-based measurements at Lisboa/LNEG was found to be ~1918
and 1715 kWh/m2/year, respectively, as shown in Cavaco et al. [8]. The Lisboa/LNEG
station is located ~4.4 km from Lisboa/Gago Coutinho station, where differences in DNI
and GHI availability between these stations are about ~3.50 and 4.27%, respectively. The
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high DNI availability value at the Lisboa/Gago Coutinho station is directly related to
the high GHI availability value obtained at this station, comparing with the values mea-
sured at Lisboa/LNEG. It can be concluded that for the main IPMA stations located in
the southern region of Portugal, the modelled DNI availabilities are in good agreement
with those presented in Cavaco et al. [8] from observed data. Considering DNI availabil-
ity obtained in Cabo Carvoeiro, located in interior central western Portugal, a value of
~1521.87 kWh/m2/year is found for the model. The value obtained by the model is rela-
tively low, considering that the availability of GHI measured is ~1625.36 kWh/m2/year. It
should be mentioned that GHI measurements at this station started in August 2002, with an
interruption during February 2006. In this case, measurements were restarted in November
2007, where measured values were shown to be relatively higher. Furthermore, Santa Cruz
(a secondary station) is ~26 km from Cabo Carvoeiro, where DNI and GHI availabilities
of ~1889.36 and ~1703.69 kWh/m2/year can be found, respectively. The disagreement
between values for Cabo Carvoeiro and Santa Cruz may point to a poor DNI estimation
at Cabo Carvoeiro, which may result from a poor source of quality data for GHI, thus
contributing to a lower performance of the model output. At Castelo Branco, the DNI and
GHI availabilities are ~2078.07 and ~1769.59 kWh/m2/year, respectively. Castelo Branco is
a station located in the interior in the central eastern region of Portugal. Penhas Douradas
station has DNI and GHI availability values of ~1467.85 and 1672.30 kWh/m2/year, respec-
tively. The Aldeia Souto (secondary) station is located about 16 km east of Penhas Douradas,
where it is possible to observe DNI and GHI availabilities of ~1825 and 1648 kWh/m2/year,
respectively. The Covilhã (secondary) station is located about 18 km south of Penhas
Douradas, where availabilities of ~2091 and 1739 kWh/m2/year for DNI and GHI are
found, respectively. This seems to point to the fact that DNI estimations for Penhas
Douradas station are anomalously low for that region. Still, this station is part of the Serra
da Estrela natural park, and can be affected by local weather effects like the formation of
clouds. At Porto, the DNI availability obtained with the model is ~1624.47 kWh/m2/year
and the GHI availability is ~1603.49 kWh/m2/year. At Porto/S. gens, a secondary station
that is at a distance of about 6 km from Porto station, the DNI and GHI availability is found
to be ~1630.00 and ~1543.47 kWh/m2/year. Both values are consistent and reveal lower
levels of solar radiation in this region (i.e., in the northern part of the country and on the
coast). Finally, at Bragança, the DNI and GHI availabilities are found to be ~1847.01 and
~1648.14 kWh/m2/year, respectively.

Table 4. Estimated DNI availability, GHI availability, and capacity factor (CF), from IPMA data
(IPMA main stations).

Station Names Eb (kWh/m2/year) Eg (kWh/m2/year) CF (%)

Sagres 2245.30 1988.94 35.2
Faro 2280.66 1963.54 36.2
Sines 2024.39 1854.89 31.9
Beja 2145.45 1878.65 31.8

Évora 2030.14 1808.25 30.3
Lisboa/Geofísico 1888.81 1755.44 29.1

Lisboa/Gago Coutinho 1985.18 1788.31 30.1
Portalegre 1875.37 1698.47 27.4

Cabo Carvoeiro 1521.87 1625.36 22.8
Castelo Branco 2078.07 1769.59 31.2

Coimbra 1809.43 1645.21 25.7
Penhas Douradas 1467.85 1672.30 19.4

Viseu 1786.90 1622.90 26.1
Porto 1624.47 1603.49 24.2

Vila Real 1603.01 1561.46 23.6
Bragança 1847.01 1648.14 28.3
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In Table 4, CF values (estimated from the SAM) for the main IPMA stations are pre-
sented. CF values higher than 30% are considered as benchmark values for the installation
of CSP plants in a region of interest. Such a benchmark comes naturally from the fact that
stations with higher CF have higher production capabilities, making them more suitable
for bankable CSP projects. In this regard, the Faro station, which is a station located in a
coastal area in the southeastern region of the country, depicts a CF of ~36.2%. This is the
highest value for Portugal, making it a region of particular interest for the implementation
of CSP power plants. Moreover, Sines is located in the southwestern coastal region, with a
CF value of ~31.9%. Regarding the CF value at Évora, ~30.3% is obtained. CF values of
~29.1 and 30.1% are obtained at Lisboa/Geofísico and Lisboa/Gago Coutinho, respectively.
Both these stations are in the southwestern region of Portugal. CF values of ~22.8% are
found at Cabo Carvoeiro. This low value results from the low DNI availabilities estimated
for this region, as previously mentioned. As a matter of fact, the CF value from Santa Cruz
station (~28%), being located about 26 km away from Cabo Carvoeiro, tends to indicate
that the value for Cabo Carvoeiro is anomalously low. At Castelo Branco, a CF of ~31.2% is
obtained, while in Penhas Douradas station the CF is found to be ~19.4%, which is directly
related to the low value of DNI availability, as previously discussed. Stations like Aldeia
Souto and Covilhã, located ~16 and 18 km away from Penhas Douradas, have CF values of
~26.9 and 30.6%, respectively. The CF values calculated at Porto and Porto/S. gens were
~24.2 and 23.7%, respectively, while Bragança (located in the northeastern region) shows a
CF of ~28.3%.

3.5. PMA Network: Assessment of Solar Availability

In Table A1 of Appendix A, a summary can be found for the DNI and GHI availabilities,
and for the CF, found for all the stations within the IPMA network. Regarding DNI and GHI
availabilities, it is possible to find DNI values between ~1263 kWh/m2/year at Montalegre
in the interior northwestern, and ~2310 kWh/m2/year at Castro Marim in the interior
southeastern. Regarding GHI availabilities, the values range between ~1383 kWh/m2/year
at Montalegre in the interior northwestern area, and ~1989 kWh/m2/year at Sagres in the
coastal southwestern area, the southernmost station of the IPMA network. In fact, there
is a clear tendency for the increase of DNI and GHI from north to south and from west to
east, as further discussed.

In Figure 6a, a GHI availability map is shown, being calculated from the TMY
with the observed values. Considering observed GHI availability, the southern region
of Portugal depicts higher values. These range from ~1725 kWh/m2/year in Viana do
Alentejo to ~1989 kWh/m2/year in Sagres. In the eastern region, values range between
~1650 and 1780 kWh/m2/year. In the north and west, values range between ~1383 and
1700 kWh/m2/year. Similar ranges of GHI availability values can be found in ref. [46].
For the case of DNI availability maps with values estimated from IPMA data, presented
in Figure 6b, in the southern region with the most sun exposure, values range between
~1800 and 2310 kWh/m2/year. More to the eastern side, in the Beira Interior region, values
range between ~1400 and 2100 kWh/m2/year. Regarding the northern area, values range
between ~1200 and 1847 kWh/m2/year. In the western area, values of annual DNI avail-
ability ranging between ~1400 and ~1900 kWh/m2/year can be found. These large ranges
of values for the estimated DNI availability within the same region are a consequence of
observed GHI spatial variation, which may be affected by local meteorological conditions
of the areas where the stations are located or by errors that may result from measuring
inaccuracies. It is worth noting the DNI availability values above 2000 kWh/m2/year in
the interior central eastern region of Portugal (Beira Interior region). Beira Interior has
very particular climatic nuances, with cold to very cold winters and moderate to very hot
summers [47].
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(a) (b) 

Figure 6. Availability maps (kWh/m2/year) calculated from the TMY (%) estimated from IPMA
stations: (a) GHI, (b) DNI.

3.6. IPMA Network: Production Capacity of CSP Plants

In this work, a case study is considered focusing an operational CSP facility with
a similar configuration to Andasol3. Figure 7 shows the Andasol3 solar power plant.
Finally, regarding the obtained CF, illustrated in Figure 8, values range between ~17.8%, at
Montalegre in the northwest, and 36.2%, at Faro. There is a general increase from north
to the south and from west to east in Portugal, following the previously shown DNI and
GHI availability values, as expected. Chaves station is 29 km from Montalegre and a CF
value of 23.2% was found. The low CF value in Montalegre is directly related to the local
GHI measurement. It is also worth mentioning that the CF value in Penhas Douradas,
19.4%, is low compared to other stations in the Beira Interior region (e.g., Covilhã, 30.6%).
Anomalies have already been identified in the GHI measurements at Penhas Douradas and
this is reflected in the DNI estimation and, consequently, in the CF value. The regions of
Beira Interior (that includes the Castelo Branco and Covilhã stations), Alentejo (a region
on the South of Portugal that encompasses Portalegre, Sines, Évora and Beja stations), and
Algarve (southernmost region that comprises Sagres and Faro), which had already been
highlighted by its DNI availability values, shows high CF levels, reaching values higher
than 30%.
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Figure 7. Andasol3 power plant located in Aldeire (Granada, Spain). All rights reserved to ©
Google Earth.

Figure 8. Capacity factor (CF) map for continental Portugal calculated from the TMY meteorological
data obtained through the IPMA stations.
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4. Implications for Decision Making

It is worth noting that Portugal has a national plan for energy and climate (Roteiro para
a Neutralidade Carbono—RNC2050, as proposed through the European Commission [48])
towards carbon neutrality until 2050. The plan sets an ambitious target that aims at a
strong implementation of renewable energies in the energy sector to reach an energy mix
with almost exclusively renewables. According to this document, CSP should act as an
anchor for the irregularity of wind and PV, the latter only being produced during the day.
This is because cheap storage is achievable for CSP technologies, allowing the storage
to be sized in such way as to produce energy for almost 24 h a day. Additionally, CSP
can be hybridized with PV such that PV produces energy during the day with no storage
and CSP stores energy during the day for night use. Furthermore, in the Portuguese
energy sector, one of the largest contributions of renewables comes from hydroelectric
plants, 23% of the total 59% in 2021 [49], which is lower during summer months and will
tend to decrease if the tendency for a reduction in precipitation is confirmed in the future.
Thus, the implementation of CSP technology in Portugal, as shown in this study, can be
complementary to other renewable sources, providing its contribution to reach important
objectives of the RNC2050. The present work provides concrete indications for regions
of great interest for the installation of CSP systems, such as Beira Interior, Alentejo, and
Algarve. This contribution is based on the availability values of DNI, and CF, presented in
this analysis. It is planned that a more in-depth study, to be carried out in the future, will
enable the introduction of other factors, such as proximity to the electric grid, road access,
and soiling, that influence the feasibility of the project.

In such a context, according to the report published by National Energy Grids (Redes
Energéticas Nacionais—REN), in 2021 the power consumption of Portugal was ~49.5 TWh,
from which 59% was produced by renewable energy [49]. This means that, to reach the
goals of RNC2050, the remaining 41% of energy must be produced by renewable sources
before 2050. Thus, to have an idea of how CSP could contribute to that objective, let us
assume a hypothetical scenario that all this energy is produced from CSP plants installed
in the most suitable region of Portugal; according to CF values, that is Faro; this means
that approximately 128 plants like Andasol3 would have to be deployed in this region,
occupying an area of ~65.3 km2. In fact, the actual number of CSP plants in Spain is roughly
51, this means that the hypothetical scenario would have 2.51 times more CSP power
plants than the number of plants already operating in Spain now. This reveals that such a
scenario for a 100% renewable energy mix, may be difficult to reach, but it is not definitely
unreachable, especially if new technologies like direct molten-salt CSP plants [30,50] reach
the market development with higher efficiencies at lower level energy costs.

5. Conclusions

In this work, an evaluation concerning the production capacity of CSP plants is carried
out by estimating CF values. The CF assessment is performed using the SAM software,
which requires as input meteorological variables. The main one being DNI, which was
modelled from a GHI, measured in a national meteorological network, using the Engerer2
model and MRM, both evaluated and calibrated for a benchmark station located at Évora
(Southern Portugal). Additionally, DNI availability maps based on the regional TMY were
also produced at different ground stations. The TMY were further used in simulations of an
Andasol3-like power plant. From such simulations, CF values were obtained. In summary,
the main conclusions of this work can be stated as follows:

• DNI values modelled from GHI with the use of Engerer2 show very good agreement
with the observations;

• GHI and DNI annual availabilities estimated for the IPMA network show very good
accordance with previous values found in the literature;

• Annual DNI availabilities and CFs were found to be as high as ~2310 kWh/m2 and
~36.2% in Castro Marim and in Faro cities in Algarve, respectively.
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• DNI availability and CF mapping showed the existence of three preferential regions
for CSP installation: two in Southern Portugal—Alentejo and Algarve regions; and
one in eastern central Portugal—Beira Interior region);

A more detailed regional study is planned, which should include the information of
other factors, such as proximity to the electric grid, road access, and soiling. Finally, it is
important to highlight that the method used in this work is not restricted to Portugal, and
can be applied, as a tool to support decision making at similar regions worldwide that have
a high potential for CSP.
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Nomenclature

βn Coefficients of Engerer model
ΔEb Relative difference of DNI availability [%]
Δktc Deviation between the observed value of kt at surface and the one obtained

under clear sky [dimensionless]
σ standard deviation
AST Apparent solar time [h]
C Lower asymptote [dimensionless]
CF Capacity factor [%]
DHI Diffuse Horizontal Irradiance [W/m2]
DNI Direct Normal Irradiance [W/m2]
DNIcs Direct Normal Irradiance at clear-sky [W/m2]
GHI Global Horizontal Irradiance [W/m2]
GHIcs Global Horizontal Irradiance at clear-sky [W/m2]
DNIADJ

i adjusted modelled DNI [W/m2]
Eb DNI availability [kWh/m2/year]
Eg GHI availability [kWh/m2/year]
Elev Elevation of each station [m]
E0n Irradiance at the top of the atmosphere
K diffuse fraction [dimensionless]
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ke portion of K attributed in case of cloud enhancement [dimensionless]
kt Clearness index [dimensionless]
ktc Clearness index at clear-sky [dimensionless]
MAE Mean Absolute Error [W/m2]
MBE Mean Bias Error [W/m2]
P Atmospheric pressure [hPa]
Prec Precipitation [mm]
r correlation coefficient [dimensionless]
R2 coefficient of determination [dimensionless]
RH Relative Humidity [%]
RMSE Root Mean Square Error [W/m2]
Ta Ambient Temperature [◦C]
WS Wind Speed [m/s]
Z Zenith angle [◦]
CDF Cumulative Frequency Distribution Function
CSP Concentrating Solar Power
FS Finkelstein-Schafer statistic
IPMA Instituto Português do Mar e da Atmosfera
MRM Multivariate Regression Model
SAM System Advisor model
TMM Typical Meteorological Month
TMY Typical Meteorological Year

Appendix A

Table A1. List of all IPMA stations (latitude, longitude, elevation, years of available data, annual DNI
and GHI availabilities, capacity factor, and annual power generation).

Station Names Latitude
(◦N)

Longitude
(◦W)

Elevation
(m)

Period of
Data (Years)

Eb

(kWh/m2/year)

Eg

(kWh/m2/year)
CF (%)

Annual
Power

Generation
(GWh/year)

Cabo Carvoeiro/Farol 39.36 −9.41 32.00 9.01 1521.87 1625.36 22.8 99.79
Sagres/Quartel da

Marinha
37.01 −8.95 22.85 10.02 2245.30 1988.94 35.2 154.35

Lisboa/Geofísico 38.72 −9.15 77.00 13.30 1888.81 1755.44 29.1 127.50
Sines/Monte Chãos 37.95 −8.84 103.00 19.72 2024.39 1854.89 31.9 139.87

Viana do
Castelo/Meadela

41.71 −8.80 16.00 4.79 - - - -

Porto/Pedras Rubras 41.23 −8.68 69.00 17.63 1624.47 1603.49 24.2 105.95
Coimbra/Aeródromo 40.16 −8.47 171.00 17.01 1809.43 1645.21 25.7 112.64

Faro/Aeroporto 37.02 −7.97 5.00 16.96 2280.66 1963.54 36.2 158.71
Évora/Aeródromo 38.54 −7.89 247.56 13.21 2030.14 1808.25 30.3 132.53
Viseu/Aeródromo 40.71 −7.90 644.37 13.97 1786.90 1622.90 26.1 114.49

Beja 38.03 −7.87 246.00 17.02 2145.45 1878.65 31.8 139.48
Vila Real/Aeródromo 41.27 −7.72 561.00 19.92 1603.01 1561.46 23.6 103.28

Penhas
Douradas/Observatório

40.41 −7.56 1380.00 14.80 1467.85 1672.30 19.4 84.98

Castelo Branco 39.84 −7.48 386.00 11.83 2078.07 1769.59 31.2 136.84
Portalegre 39.29 −7.42 597.00 17.07 1875.37 1698.47 27.4 120.20
Bragança 41.80 −6.74 690.00 17.57 1847.01 1648.14 28.3 123.87

Lisboa/Gago Coutinho 38.77 −9.13 103.88 17.14 1985.18 1788.31 30.1 131.73
Odemira/S.Teotónio 37.55 −8.73 120.54 15.92 2051.54 1825.73 32.4 141.95

Vila Nova de
Cerveira/Aeródromo

41.97 −8.68 34.00 15.30 1618.96 1532.58 23 100.88

Monção/Valinha 42.07 −8.38 80.00 15.14 1555.61 1466.69 20.6 90.43
Lamas de Mouro 42.04 −8.20 880.00 15.12 1553.14 1464.82 22.5 98.48

Montalegre 41.82 −7.79 1005.00 15.78 1262.83 1383.36 17.8 77.85
Ponte de Lima/Escola

Agrícola
41.76 −8.57 40.00 17.20 1538.06 1518.47 22.1 97.01

Chaves/Aeródromo 41.73 −7.47 360.00 17.97 1627.84 1568.18 23.2 101.46
Cabril/S. Lourenço 41.71 −8.03 585.00 6.70 1460.30 1458.28 19.9 87.27

Braga/Merelim 41.58 −8.45 68.35 16.30 1725.64 1571.64 25.1 109.81
Cabeceiras de Basto 41.49 −7.98 350.00 16.99 1549.57 1521.93 22.3 97.81

Mirandela 41.51 −7.19 250.00 13.33 1704.56 1597.46 25.3 110.66
Macedo de

Cavaleiros/Izeda-Morais
41.57 −6.79 702.00 13.51 1991.53 1679.19 29 126.92

Miranda do Douro 41.50 −6.27 693.00 12.72 1992.55 1709.17 29.2 127.86

362



Energies 2022, 15, 7693

Table A1. Cont.

Station Names Latitude
(◦N)

Longitude
(◦W)

Elevation
(m)

Period of
Data (Years)

Eb

(kWh/m2/year)

Eg

(kWh/m2/year)
CF (%)

Annual
Power

Generation
(GWh/year)

Mogadouro 41.34 −6.73 644.00 17.08 1973.36 1685.47 29.3 128.30
Carrazêda de Ansiães 41.24 −7.30 715.00 16.97 1665.29 1574.04 26 113.84

Porto/S.Gens 41.18 −8.64 89.19 6.81 1630.00 1543.47 23.7 103.68
Moncorvo 41.19 −7.02 600.00 17.04 1889.45 1662.77 27.8 121.68

Pinhão 41.17 −7.55 130.00 9.92 1508.15 1535.83 22 96.52
Luzim 41.15 −8.25 287.17 9.39 1510.18 1492.18 22.3 97.71

Moimenta da Beira 40.99 −7.60 715.00 16.80 1776.39 1633.02 25.7 112.72
Trancoso/Bandarra 40.78 −7.35 840.00 15.89 1931.57 1692.99 28.6 125.06

Arouca 40.93 −8.26 270.00 5.88 1775.57 1612.02 25.5 111.64
Figueira de Castelo
Rodrigo/V.Torpim

40.83 −6.94 635.00 16.23 1843.46 1653.39 27.5 120.40

Guarda 40.53 −7.28 1020.00 16.13 2111.23 1734.55 31.1 136.01
Nelas 40.52 −7.86 425.00 16.07 1745.60 1580.33 25.3 110.88

Pampilhosa da Serra 40.15 −7.93 835.59 13.55 1918.11 1664.43 27.5 120.49
Covilhã 40.26 −7.48 482.00 14.41 2090.86 1738.84 30.6 133.96

Aldeia Souto/Quinta
Lageosa

40.35 −7.39 468.00 7.93 1824.67 1647.52 26.9 117.68

Lousã/Aeródromo 40.14 −8.24 193.77 11.85 1608.49 1555.31 23.4 102.40
Aveiro/Universidade 40.64 −8.66 5.00 17.79 1607.61 1586.50 23.7 103.92

Dunas de Mira 40.45 −8.76 14.00 7.57 1510.74 1535.10 21.3 93.42
Anadia/Estação

Vitivinícola da Bairrada
40.44 −8.44 45.00 17.48 1399.34 1487.32 21.4 93.54

Coimbra/Bencanta 40.21 −8.46 35.00 10.22 1691.03 1593.23 24.7 108.26
Figueira da Foz/Vila

Verde
40.14 −8.81 4.00 16.50 1963.77 1717.17 28.8 126.00

Ansião 39.90 −8.41 396.24 15.01 1721.54 1612.64 24 105.13
Leiria/Aeródromo 39.78 −8.82 45.00 11.38 1573.39 1567.91 23.2 101.81

Leiria/Barosa 39.75 −8.83 24.00 4.14 - - - -
São Pedro de Moel 39.76 −9.03 40.00 9.15 1917.07 1675.57 27.3 119.62
Tomar/Vale Donas 39.59 −8.37 75.42 15.94 1860.74 1710.12 27.4 119.81
Alcobaça/Estação

Fruticultura Vieira
Natividade

39.55 −8.97 38.00 16.66 1781.07 1669.28 26.5 116.08

Rio Maior/ETAR 39.31 −8.92 52.83 14.55 1692.12 1648.63 25.1 110.04
Santarém 39.20 −8.74 71.91 17.04 1522.67 1554.56 22.9 100.17

Torres Vedras/Dois
Portos

39.04 −9.18 110.00 16.05 1924.50 1726.04 28.3 123.76

Coruche/Estação de
Regadio (INIA)

38.94 −8.51 18.75 16.15 2115.38 1825.18 31.2 136.68

Santa Cruz/Aeródromo 39.13 −9.38 40.71 8.81 1889.36 1703.69 28 122.52
Cabo da Roca 38.78 −9.50 141.23 6.68 1893.25 1695.90 26.4 115.59

Lisboa/Tapada da Ajuda 38.71 −9.18 69.96 8.90 1861.28 1722.95 27.9 122.40
Cabo Raso/Farol 38.71 −9.49 7.88 9.63 2218.63 1847.57 34.1 149.16

Barreiro/Lavradio 38.67 −9.05 6.00 16.04 1604.73 1649.61 23.4 102.37
Pegões 38.65 −8.64 64.00 6.80 2044.33 1810.87 28.9 126.75

Setúbal/Estação de
Fruticultura

38.55 −8.89 35.00 16.06 1963.72 1769.06 29.9 130.77

Almada/Praia da Rainha 38.62 −9.21 5.51 16.63 1885.80 1743.98 28.6 125.25
Alcácer do

Sal—Barrosinha
38.36 −8.48 29.00 16.49 1999.84 1801.29 30.5 133.69

Alvalade 37.95 −8.39 46.97 15.37 1838.25 1740.06 27.7 121.47
Zambujeira 37.58 −8.74 67.00 9.79 1901.81 1769.89 29.9 131.05

Aljezur 37.33 −8.80 11.95 13.79 1931.27 1787.92 30.3 132.60
Foía 37.31 −8.60 895.30 8.67 2213.31 1809.38 32.8 143.55

Sabugal/Martim Rei 40.34 −7.04 858.00 14.39 2067.15 1749.23 30.6 133.82
Zebreira 39.85 −7.07 374.00 15.48 1963.11 1742.58 29.8 130.43

Proença-a-Nova/Moitas 39.73 −7.87 379.00 14.73 2069.83 1751.58 31.1 136.19
Alvega 39.46 −8.03 51.05 15.87 1836.80 1693.62 27.6 120.75

Avis/Benavila 39.11 −7.88 152.25 16.30 1986.54 1753.16 30.6 133.97
Mora 38.94 −8.16 129.45 6.41 1730.08 1670.45 24.3 106.43

Elvas/Est.
Melhoramento Plantas

38.89 −7.14 209.97 16.71 2127.34 1815.76 32.7 143.33

Estremoz/Techocas 38.86 −7.51 366.00 16.31 2198.18 1845.04 33.6 147.34
Reguengos/S.Pedro do

Corval
38.48 −7.47 265.17 9.39 1905.44 1744.70 29 126.94

Viana do Alentejo 38.33 −8.05 202.00 8.66 1890.40 1724.96 29.9 130.93
Amareleja 38.21 −7.21 192.00 9.45 1996.22 1798.38 29.8 130.74
Amareleja2 38.20 −7.23 180.00 4.58 - - - -

Mértola/Vale Formoso 37.76 −7.55 190.00 15.54 2044.28 1802.03 30.9 135.48
Castro Verde/Neves

Corvo
37.58 −7.97 225.00 17.13 1882.23 1779.48 29.4 128.73

Castro Marim/Reserva
Nacional do Sapal

37.23 −7.43 4.83 16.57 2310.08 1912.79 35.6 155.96

Portimão/Aeródromo 37.15 −8.58 2.00 16.19 2196.05 1882.81 34.1 149.24
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Appendix B

Table A2. Hourly multivariate regression metrics obtained with the stepwise function considering a
third-degree polynomial adjustment of DNI (MRM) for four years (from 2017 to 2019).

DNI Adjusted

Terms Estimates SE tStat p Value

(Intercept) 0 0 - -
x1 −4.28 2.72 −1.57 0.11
x2 25.26 6.68 3.78 1.55 × 10−4

x3 6.11 5.01 1.22 0.22
x4 1.37 0.66 2.07 0.04
x5 −16.78 40.65 −0.41 0.68
x6 −10.35 7.46 −1.39 0.17
x7 −5.80 6.18 −0.94 0.35
x8 0.13 0.15 0.81 0.42

x1 × x2 −1.16 × 10−3 5.53 × 10−3 −0.21 0.83
x1 × x3 6.62 × 10−3 2.11 × 10−3 3.13 1.74 × 10−3

x1 × x4 1.08 × 10−3 6.29 × 10−4 1.72 0.09
x1 × x5 0.08 0.10 0.79 0.43
x1 × x6 −5.37 × 10−3 4.36 × 10−3 −1.23 0.22
x1 × x7 −0.02 7.71 × 10−3 −2.51 0.01
x1 × x8 4.16 × 10−3 2.65 × 10−3 1.57 0.12
x2 × x3 −0.01 9.91 × 10−3 −1.43 0.15
x2 × x4 −9.85 × 10−3 2.15 × 10−3 −4.59 4.47 × 10−6

x2 × x5 −0.65691 0.134572 −4.88 1.07 × 10−6

x2 × x6 0.03 0.01 2.41 0.01
x2 × x7 0.04 0.01 3.28 1.05 × 10−3

x2 × x8 −0.02 6.43 × 10−3 −3.49 4.88 × 10−4

x3 × x4 7.81 × 10−3 2.50 × 10−3 3.13 1.78 × 10−3

x3 × x5 −0.01 0.02 −0.52 0.61
x3 × x6 −0.12 0.03 −4.46 8.20 × 10−6

x3 × x7 −0.01 0.01 −0.87 0.38
x3 × x8 −6.17 × 10−3 4.75 × 10−3 −1.30 0.19
x4 × x5 0.01 0.01 0.96 0.34
x4 × x6 0.01 6.33 × 10−3 2.38 0.02
x4 × x7 4.52 × 10−03 0.01 0.41 0.68
x5 × x6 0.18 0.06 3.26 1.10 × 10−3

x5 × x7 0.50 0.23 2.20 0.03
x5 × x8 4.00 × 10−3 0.04 0.10 0.92
x6 × x8 −2.91 × 10−3 6.98 × 10−3 −0.42 0.68

x1
2 −5.81 × 10−3 3.11 × 10−3 −1.87 0.06

x2
2 4.90 × 10−3 3.23 × 10−3 1.52 0.13

x3
2 −1.84 × 10−3 6.33 × 10−3 −0.29 0.77

x4
2 −5.21 × 10−3 1.08 × 10−3 −4.81 1.55 × 10−6

x6
2 0.15 0.03 4.70 2.66 × 10−6

x7
2 0.87 0.64 1.35 0.18

x1 × x2 × x3 7.32 × 10−5 8.25 × 10−6 8.87 8.44 × 10−19

x1 × x2 × x4 −9.92 × 10−6 1.97 × 10−6 −5.03 5.00 × 10−7

x1 × x2 × x5 1.39 × 10−4 3.91 × 10−5 3.57 3.63 × 10−4

x1 × x2 × x6 1.49 × 10−5 1.10 × 10−5 1.36 0.17
x1 × x2 × x7 −8.68 × 10−5 4.48 × 10−5 −1.94 0.05
x1 × x2 × x8 −8.43 × 10−6 4.68 × 10−6 −1.80 0.07
x1 × x3 × x4 −7.57 × 10−7 2.60 × 10−6 −0.29 0.77
x1 × x3 × x5 −1.64 × 10−5 3.42 × 10−5 −0.48 0.63
x1 × x3 × x6 1.77 × 10−5 1.03 × 10−5 1.73 0.08
x1 × x3 × x7 8.08 × 10−5 4.91 × 10−5 1.64 0.10
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Table A2. Cont.

DNI Adjusted

Terms Estimates SE tStat p Value

x1 × x4 × x5 −3.81 × 10−5 1.19 × 10−5 −3.20 0.00
x1 × x4 × x6 −4.69 × 10−6 3.70 × 10−6 −1.27 0.20
x1 × x4 × x7 −2.97 × 10−5 1.53 × 10−5 −1.94 0.05
x1 × x5 × x6 1.63 × 10−4 5.95 × 10−5 2.74 0.01
x1 × x5 × x8 −6.10 × 10−5 1.02 × 10−4 −0.60 0.55
x2 × x3 × x4 −7.39 × 10−6 4.34 × 10−6 −1.70 0.09
x2 × x3 × x5 0.000125 5.71 × 10−5 2.19 0.03
x2 × x3 × x6 5.08 × 10−5 1.48 × 10−5 3.42 0.00
x2 × x3 × x8 1.16 × 10−5 9.08 × 10−6 1.27 0.20
x2 × x4 × x6 −2.23 × 10−5 9.92 × 10−6 −2.25 0.02
x2 × x5 × x6 −2.89 × 10−4 1.69 × 10−4 −1.71 0.09
x2 × x5 × x7 2.92 × 10−4 5.27 × 10−4 0.55 0.58
x2 × x5 × x8 6.50 × 10−4 1.31 × 10−4 4.95 7.59 × 10−7

x3 × x4 × x5 −3.13 × 10−5 2.83 × 10−5 −1.10 0.27
x3 × x4 × x6 1.12 × 10−5 1.10 × 10−5 1.02 0.31
x3 × x5 × x6 4.54 × 10−4 1.49 × 10−4 3.03 0.00
x3 × x5 × x7 −1.57 × 10−4 6.05 × 10−4 −0.26 0.80
x3 × x6 × x8 9.31 × 10−5 2.44 × 10−5 3.82 0.00
x4 × x5 × x6 −4.07 × 10−4 8.32 × 10−5 −4.90 9.80 × 10−7

x4 × x5 × x7 −1.38 × 10−3 4.91 × 10−4 −2.82 4.81 × 10−3

x12 × x2 2.47 × 10−5 2.21 × 10−6 11.19 6.57 × 10−29

x1
2 × x3 −1.24 × 10−5 2.28 × 10−6 −5.43 5.64 × 10−8

x1
2 × x4 8.43 × 10−7 4.61 × 10−7 1.83 0.07

x1
2 × x5 −4.44 × 10−5 9.31 × 10−6 −4.77 1.89 × 10−6

x1
2 × x6 −6.60 × 10−6 2.75 × 10−6 −2.40 0.02

x1
2 × x7 2.02 × 10−5 1.34 × 10−5 1.50 0.13

x1
2 × x8 8.80 × 10−6 2.99 × 10−6 2.94 3.25 × 10−3

x1 × x2
2 −5.43 × 10−5 4.34 × 10−6 −12.50 1.31 × 10−35

x1 × x3
2 −2.90 × 10−5 4.64 × 10−6 −6.25 4.25 × 10−10

x1 × x4
2 1.12 × 10−6 5.84 × 10−7 1.92 0.05

x1 × x6
2 3.51 × 10−5 1.92 × 10−5 1.83 0.07

x2
2 × x3 −2.15 × 10−5 3.10 × 10−6 −6.95 3.92 × 10−12

x2
2 × x4 1.20 × 10−5 3.46 × 10−6 3.46 5.42 × 10−4

x2
2 × x5 −1.55 × 10−4 4.62 × 10−5 −3.36 7.86 × 10−4

x2
2 × x6 −5.26 × 10−5 1.19 × 10−5 −4.43 9.60 × 10−6

x2 × x3
2 6.95 × 10−6 1.78 × 10−6 3.90 9.58 × 10−5

x2 × x4
2 7.50 × 10−6 1.94 × 10−6 3.86 1.14 × 10−4

x2 × x6
2 −0.00018 5.10 × 10−5 −3.44 5.89 × 10−4

x3
2 × x4 8.26 × 10−6 2.04 × 10−6 4.06 4.95 × 10−5

x3
2 × x5 −1.78 × 10−5 2.31 × 10−5 −0.77 0.44

x3
2 × x6 −1.39 × 10−5 6.21 × 10−6 −2.24 0.03

x3
2 × x8 −5.75 × 10−7 6.09 × 10−6 −0.09 0.92

x3 × x4
2 −1.03 × 10−5 2.17 × 10−6 −4.76 1.99 × 10−6

x3 × x6
2 1.40 × 10−4 4.45 × 10−5 3.14 1.69 × 10−3

x4
2 × x5 3.18 × 10−5 1.75 × 10−5 1.82 0.07

x4
2 × x6 2.43 × 10−6 5.02 × 10−6 0.49 0.63

x4 × x6
2 −7.78 × 10−5 2.58 × 10−5 −3.01 2.59 × 10−3

x4 × x7
2 1.37 × 10−3 6.21 × 10−4 2.21 0.03

x5 × x6
2 −3.16 × 10−4 3.72 × 10−4 −0.85 0.39

x1
3 −3.94 × 10−6 2.91 × 10−7 −13.53 2.04 × 10−41

x2
3 1.63 × 10−5 1.92 × 10−6 8.51 2.02 × 10−17

x3
3 −2.07 × 10−6 6.28 × 10−7 −3.30 9.78 × 10−4

x4
3 4.02 × 10−6 6.93 × 10−7 5.80 6.80 × 10−9

x6
3 −0.00059 0.000122 −4.87 1.15 × 10−6

x7
3 −0.09 0.03 −2.81 5.00 × 10−3
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Abstract: Photovoltaic (PV) energy source generation is becoming more and more common with a
higher penetration level in the smart grid because of PV energy’s falling production costs. PV energy
is intermittent and uncertain due to its dependence on irradiance. To overcome these drawbacks, and
to guarantee better smart grid energy management, we need to deal with PV power prediction. The
work presented in this paper concerns the study of the performance of the fuzzy MPPT approach
to extract a maximum of power from solar panels, associated with PV power estimation based on
short time scale irradiance forecasting. It is particularly applied to a case study of a tropical insular
region, considering extreme climatic variability. To validate our study with real solar data, measured
and predicted irradiance profiles are used to feed the PV system, based on solar forecasting in a
tropical insular context. For that, a spatio-temporal autoregressive model (STVAR) is applied. The
measurements are collected at three sites located on Guadeloupe island. The high variability of the
tropical irradiance profile allows us to test the robustness and stability of the used MPPT algorithms.
Solar forecasting associated with the fuzzy MPPT technique allows us to estimate in advance the
produced PV power, which is essential for optimal energy management in the case of smart energy
production systems. Simulation of the proposed solution is validated under Matlab/Simulink
software. The results clearly demonstrate that the proposed solution provides good PV power
prediction and better optimization performance: a fast, dynamic response and stable static power
output, even when irradiation is rapidly changing.

Keywords: boost converter; MPPT fuzzy; output PV power estimation; PV system; solar forecasting;
STVAR model; tropical insular region

1. Introduction

Solar energy prevision helps to reduce grid imbalance charges and avoid penalties.
Thus, the forecast for the operation of solar power plants gives visibility as to the resources
that will be available in the coming minutes, hours, and days. Integrating forecasting into
the production process helps operators to limit the uncertainty associated with photovoltaic
energy production. As a result, this allows a massive and secure injection of solar energy
into the grid.

In a tropical insular context, for which the costs of supplying electricity are higher
than those of the rest of the world, the challenges induced by a massive development of
electrical renewable energies for supply–demand balance and network stability are indeed
particularly important [1]. Wind and solar energy are the most promising renewable energy
resources because of their potential and availability. In the last decades, PV systems have
become more and more common in electricity generation due to their: price reduction,
efficiency, and increased life. In addition, they provide clean and sustainable energy.
The overall output power of different PV systems can vary under dynamic irradiance
fluctuations [2].
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Nowadays, the rapid growth of the penetration of renewable energy sources into
distribution grids brings new challenges to overcome: stability, cost system operation,
and congestion management. An effective weather forecasting based on a great spatial
resolution, and the integration of artificial intelligence, contribute to obtaining an improved
state estimation of the power system and avoid it reaching a dangerous state [3,4].

The privileged location of the tropical insular regions, which have particularly favor-
able climatic conditions with more than 1400 h of insolation per year, is a major advantage
for photovoltaic solar production. On the other hand, these regions are characterized by
high variability of observed irradiance [5]. This high variability is the consequence of a solar
microclimate’s diversity due to its complex topography in a small space (mountainous/low
orography, land/sea contrasts) and frequent cloud formation in the tropical zone [6–9].
In [5,9–11], the types of days and the fluctuating nature of solar radiation from Guadeloupe
island (the island of our measurements sites) are highlighted, exhibiting regimes of variabil-
ity. Moreover, these islands are not electrically interconnected, which makes their network
fragile, and it requires a threshold for the power instantly consumed from intermittent
renewable energies (solar and wind) to be set.

In the literature, several metrics have been defined for the variability quantification of
irradiance. A few metrics can be quoted such as the variability index (VI) [12], which is a
ratio including measured irradiance, clear sky irradiance signal, the number of consecutive
observations, and the averaging interval of the time series. In [12], the author showed
a classification of sites and periods of time when variability is significant. In [13], the
intra-hour variability score (IHVS) [13] captures several key variability characteristics into
a single metric for irradiance, or PV output power, data. It is shown that this metric
facilitates the comparison of the variability of PV systems of different sizes, with different
configurations, across different climates. In [14], the daily aggregate ramp rate (DARR)
represents the sum of all absolute increment values during a given hour or day. This metric
made it possible to characterize variability due to geographical dispersion by simulating a
step-by-step increase in the plant size at the same location. In [15], the variability score (VS)
is based on increments in temporally averaged data, with averaging time scale, expressed in
a percentage. In [16], the nominal variability is defined as the ramp rate’s variance of clear
sky index. This metric can clearly distinguish two extremum cases of insolation conditions,
namely, perfectly clear conditions (i.e., no variability) and heavily overcast conditions.
In [17], the variability score VS, defined as the maximum value of ramp rate magnitude
(RR0) times ramp rate probability, has been performed on the same measurements site
under our study to categorize typical days as a function of their variability [11]. The study
showed that 58% of ramp rates are higher than 50 W·m−2 concerning the intermittent
cloudy sky days at 5 min time scales, and the type of days presenting the higher magnitude
of ramp rate and higher VS values. Thirty percent of such days occurred in the year 2012.
Moreover, the results revealed that VS increased over Δt.

In this challenging context, the forecasting technique needs to have robustness and
predictive efficiency allowing high variability to be forecast at short time scales. The
high variability of irradiance leads to increased grid variability and uncertainty for grid-
connected solar photovoltaics (PV) as penetration increases. The development of an efficient
forecasting model contributes to better management by power system operators and/or
PV plant owners.

In the recent literature, the spatial and temporal characteristics of irradiance are con-
sidered by introducing the information observed at several neighboring locations. The
spatio-temporal techniques have already shown an improvement in the forecast’s qual-
ity [18–20] for several environmental processes: in wind velocity fields such as in [21] where
neural and geostatistical techniques were developed to obtain the wind speed maps, or
in [22] using a VAR (vector autoregressive) model to forecast wind speed and atmospheric
concentration of carbon monoxide by integrating spatio-temporal parameters from spatially
sparse sites. In [23], the authors developed Taylor kriging technics also applied to wind
speed forecasting and improving the predictive performance compared to the ARIMA (au-
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toregressive integrated moving average) model, and other techniques for modeling wind
speed such as space–time covariance models were described and applied in [24]. In the
solar forecasting area, several spatio-temporal tools have been developed such as kriging
approaches: cross-validation with spatial kriging integrating parameters of cloud motion
in [25] resulting in a detailed map of solar radiation, or space–time kriging to forecast
irradiance at arbitrary spatial locations, such as in [26] with a variance–covariance structure
explored and defined, in [27] integrating shrinkage parameters, or in [28] to forecast very
short-term irradiance at unobserved locations. Moreover, other approaches have been de-
veloped in the literature such as lasso-based variable selection [29], spatio-temporal ARMA
(autoregressive moving average) such as (STARMA) models ([30,31], or spatio-temporal
vector autoregressive (STVAR) models [6,27] providing future irradiance based on a linear
combination of past observations at the most relevant neighboring locations.

PV power production is considered a nonlinear probabilistic process because it is
affected by the variation in:

• many weather parameters such as solar irradiance, temperature, wind, etc.;
• the PV cells nonlinear model;
• the DC-DC converter model;
• outages of the grid and possible islanding conditions of the PV parks;
• other operation conditions.

The output power of the PV system changes with time and depends on the variability
of meteorological factors. Accurate PV power forecasting contributes to improving the
stability, security, and reliability of grid operation, as well as scheduling and grid energy
management [32]. It also affects power quality, voltage surges, reverse power flows, etc.
PV power forecasting can be performed for different forecast time horizons, from very
short time scales (minutes) to long time scales (days). The choice of forecast time horizon
depends mainly on applications [33]. PV power forecasting for the short-term horizon is
used, for example, in PV power ramp rate estimation [34]. Fast irradiance fluctuations
affect the quality and reliability of PV power. PV power forecasting for the long-term
horizon is used, for example, in energy management optimization in microgrids [35].

PV power forecasting methods can be classified into two categories: direct and indirect
methods [36]. Direct methods consist of applying physical, statistical, artificial intelligence,
or hybrid models to PV measurements. They propose several techniques and models.
Among them are: Physical models, obtained from the modeling of solar radiation dynamics
in the atmosphere using physics laws, which is more efficient in long-term prediction [37].
Statistical approaches that use historical data samples and give better performance in short-
term prediction [38]. Artificial intelligence approaches, also known as machine learning
approaches. They use different architectures of artificial neural network (ANN) and fuzzy
techniques. They are based on basic operations of training and testing. Their advantage
is that they deal with complex nonlinear features effectively, and their main drawback is
the requirement for a large quantity of data during the training stage [39]. Deep learning
structures are more popular nowadays [40]. Hybrid approaches, which are a combination
of two or more approaches that give more accuracy in PV power forecasting in different
cases [41].

Indirect methods consist of fragmenting the power prediction problem into two
stages: forecasting weather parameters and introducing them in commercial PV simulation
software to forecast the PV power generation. Solar forecasting was conducted for different
time scale horizons and using different forecasting methods cited above.

Concerning PV power short-term horizon forecasting applications, other approaches
are proposed in the literature to estimate the expected power of a PV system from a ramp
rate characterization. An analysis of variability is therefore investigated, such as in [42],
exhibiting the frequency of a given fluctuation from output PV power for a certain day by
an analytic model, and [43] who demonstrated the smoothing of rapid ramps observed
in a location point by large PV plants, which was strengthened in [16] by the result of the
aggregation of multiple PV plants. In [14], a quantitative metric called the daily aggregate
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ramp rate (DARR) was proposed to quantify, categorize, and compare daily variability
from power output, across multiple sites. In [16], models were developed exhibiting a
capacity to extrapolate the resulting variability on an ensemble of power plants, and, in [34],
a method was proposed to estimate the largest expected PV power ramp rates (RR).

The works in the literature clearly show the purposes of power forecasting, namely,
the development of strategies to mitigate the impact of solar variability on electric power
grids, the optimization of the design and size of PV power plants, and, consequently, a
maximization of their effectiveness and minimization of costs by using the curve fitted to
the largest RR ratios, irradiance, and cloud shadow velocities dataset. In [44], the authors
propose the implementation of an optimized solar PV utilization using a low-cost hardware
platform to improve efficiency, and for better saving of the grid energy. The proposed
solution is based on an online intelligent algorithm.

As a reminder, in a photovoltaic system, the maximum power point (MPP) corresponds
to the point of tangency between the characteristic points of the photovoltaic generator for
a certain value of solar radiation [45]. The role of the MPPT is to precisely detect at every
moment this point of maximum energy efficiency. The performance of an MPPT controller
depends on how quickly it reaches the point of maximum power, how it oscillates around
that point, and how robust it is in the face of abrupt atmospheric changes. Several power
point maximum (PPM) tracking algorithms have been cited in the literature over the last
few years [46–48]. These algorithms can be mainly classified as conventional, metaheuristic,
artificial intelligence, nonlinear, and hybrid algorithms.

Conventional MPPT techniques such as Perturb and Observe (P&O) [49], Incremental
Conductance (IC) [50], and Hill Climbing (HC) [51] give good results under uniform
irradiance conditions. However, this performance is not guaranteed during transitional
regimes. Other works are based on metaheuristic approaches such as particle swarm
optimization (PSO) [52] and genetic algorithms (GA) [53]. Their performance depends on
selected design parameters and initial conditions. MPPT techniques based on artificial
intelligence such as fuzzy logic (FL) [54] and neural networks (NN) [55] have become
more and more popular. They have the advantage of working even with imprecise input
values and they do not need a high precision mathematical model. In addition, they can
deal with nonlinearities. In recent years, many MPPT techniques based on nonlinear
control have been proposed. Among them are sliding mode [56] and backstepping [57].
These approaches are known for their robustness and stability using Lyapunov functions.
Hybrid MPPT techniques are a combination of two or more of the MPPT techniques cited
before [58].

Fuzzy logic was developed by Zadeh in 1965 from his theory of fuzzy subsets [59].
It allows us to imitate human reasoning by using the different collected data in linguistic
forms. One of the main interests of the use of fuzzy logic consists of being able to pass,
simply through the intermediary of linguistic rules, the expertise that one may have of the
process towards the controller. It is thus possible to transform the expert’s knowledge into
simple rules that the controller can implement. The ease of implementing solutions for
complex problems is then associated with robustness for uncertainties and the possibility
of integrating the expert’s knowledge.

In MPP optimization problems of PV systems, it is recognized that classical meth-
ods [49–51] are widely used due to their simple structure and the fact that they require
fewer measured parameters, but their speed of convergence is variable. In addition, the
system will constantly oscillate around the MPP. These oscillations can be minimized by
reducing the value of the increment step. However, a small increment value can slow down
the search for the MPP. This drawback allowed us to find in permanence a compromise
between precision and speed. In addition, it is an unsuitable method for rapidly changing
weather conditions. Conversely, fuzzy MPPT controllers are well adapted to this type
of problem and behave well in various atmospheric conditions. They converge quickly,
although they can work with imprecise inputs, and do not require a well-known mathemat-
ical model [54,60,61]. Moreover, fuzzy control is known for its robustness and its adaptive
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nature, giving it high performance with respect to parameter variation and disturbances of
the system.

In these works, a structure with several steps is defined to feed our PV production
system, firstly performing irradiance forecasting from a STVAR model. The model was
developed in [4] and showed good predictive performance for time scales from 5 min to
1 h. This spatio-temporal autoregressive model (STVAR) was applied for a very short time
scale, 1 min ahead for the first time. From these forecasting model results, a predicted
irradiance profile was built. This profile is composed of selected values, spread over one-
year prediction data. It shows an important magnitude of irradiance fluctuations. A robust
fuzzy MPPT optimization algorithm was applied for a PV system with a capacity of 3 kW
peak to overcome this constraint and to estimate the output produced PV power. The
fuzzy logic approach has the advantage of improving the transitional regime and reducing
fluctuations in the static state whatever changes in the climate there are.

The main novelty of this article is the description and validation of an efficient indirect
PV power forecasting method based on short time scale irradiance spatio-temporal fore-
casting and the MPPT approach. Thus, this work consisted of connecting the contributions
of these two fields of research (statistical forecasting irradiance and the MPPT approach).
This investigation highlights the results of their combination. The proposed method was
applied in a challenging environment, a tropical insular context known by its high solar
variability, using in situ real measured solar data. The proposed PV power forecasting
method was validated and its performance was very close to that of irradiance forecasting.
Efficiency, accuracy, and robustness were studied by simulations for the four seasonal days
representing the fast variability of the tropical climate over one year. These results are
advantageous to the design and component sizing of PV power plants.

This work is organized as follows. Section 2 (Proposed System Configuration) de-
scribes the global structure of the proposed PV system, and its different components: solar
PV generator, DC-DC boost converter, and load. In the Section 3 (Solar Forecasting and
Control of the Proposed System), the first part describes the used solar forecasting model.
After sampling processing, measured and predicted irradiance profiles are given. The
second part presents the MPPT fuzzy optimization algorithm. Section 4 (Results and Dis-
cussion) shows simulation results obtained for the proposed solution. Finally, the different
contributions given in this paper are summarized in the Section 5 (Conclusions).

2. Proposed System Configuration

2.1. Global Structure Design

A block diagram of the proposed control system is shown in Figure 1. The global
structure of the studied PV plant is mainly composed of a PV generator (GPV), DC-DC
boost converter, and load.

 

Figure 1. Global structure diagram for PV system.

The description of the proposed structure is as follows:
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From solar measurements collected at three sites on Guadeloupe island for a year, and
using the STVAR prediction model, we obtained prediction results for a short time scale.

Solar measurements and forecasting data are used to feed our PV production system.
For the configuration of our PV system, we propose the use of a DC-DC boost converter,
controlled by an MPPT fuzzy LOGIC algorithm to extract the maximum power from the
photovoltaic panels.

The objective of this combination is to have an indirect estimate of the power produced
by our PV system.

The following sections describe each part of the proposed structure illustrated in
Figure 1.

2.2. Solar PV Generator

For more simplicity, photovoltaic cells can be represented using the single-diode model
as shown in Figure 2.

 

Figure 2. Single-diode model of the PV cell without a shunt resistor.

The series resistance is the internal resistance of the cell, whereby the shunt resistance
represents the leakage current of the junction, being generally very large (equivalent to an
open circuit), it can be neglected on the equivalent diagram.

The PV cell electrical characteristics are given by the following equations

I = Iph − ID (1)

Iph = Iph(T1)× [1 + K0 × (T − T1)] (2)

Iph(T1) = Icc(T1)×
(

G
G0

)
(3)

K0 =
Icc(T2)− Icc(T1)

T2 − T1
(4)

ID = Is(e
(

VD
VT

) − 1) (5)

VT =
nKT

q
(6)

VD = V + Rs I (7)

Rs = − dV
dIVco

− 1
XV

(8)

XV =
Is(T1)

VT(T1)
.e

Vco(T1)
VT (T1) (9)

Is = Is(T1) ∗
(

T
T1

)3/n

e(
−q.Vg

n.K )( 1
T − 1

T1
) (10)
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e
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Vco(T1)
VT (T1)

) − 1
(11)
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where I, Iph, ID, Icc, and IS are, respectively, PV cell output current, photocurrent, diode
current, short-circuit current, and saturation current in A. Reference temperature (T1 =
25 ◦C = 298 ◦K), T: absolute surface temperature, G0: reference irradiance (G0 = 1000 W/m2),
K0: current variation coefficient, q: elementary electron charge, K: Boltzmann’s constant,
n: diode ideality factor. VT: thermodynamic potential, VD: voltage across the diode, V:
voltage at the cell terminals, Rs: resistance series, Vco: the open circuit voltage.

For solar cell, the equation between current and voltage then becomes

I = Iph − Is

(
e(

q(V+Rs I)
nKT ) − 1

)
(12)

The PV generator represents a 3 kW PV module composed of 10 PV modules of 300 Wp
(type SunPower SPR-300E-WHT-D) connected in series, and provide 547 V as the output
voltage at the maximum power point. The PV panel parameters are given in Appendix A.

2.3. DC-DC Boost Converter

To reduce the number of PV panels used, we chose a boost converter to increase the
output voltage of a DC voltage. It ensures the impedance matching between the PV panels
and the load. It is composed of the inductor (Lo), input capacitor (Ci), output capacitor (Co),
MOSFET transistor switch, and power diode (D). 1 and 2 are terminals for load connection.
Figure 3 shows the circuit diagram of the boost converter.

 
2

1

g
m

D
S

Mosfet

m
a

k

Figure 3. Boost converter circuit.

Equations of the DC-DC converter are given by

Ci =
∂Vg

∂t
= Ig − IL0 (13)

L0
∂IL0

∂t
= Vg − (1 − D)Vm (14)

L0
∂IL0

∂t
= Vg − (1 − D)Vm (15)

where Im is the output current of the boost converter (A), Ig is the output current of the PV
panels (A), Vm is the output voltage of the boost converter (V), Vg is the output voltage of
the PV panels, ILO is the inductor current (A).

The switching state is also governed by a signal of period T and duty cycle D.

3. Solar Forecasting and Control of the Proposed System

3.1. Forecasting Model and Preprocessing of Datasets
3.1.1. Study Context and Experimental Datasets

Experimental measurements were collected on Guadeloupe island; therefore, an
insular context located in a tropical climate.
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This context favors very frequent cloud formations driven by the diversity of local
topography on a small space (orographic clouds) and by synoptic systems due to land/sea
contrast [7,8]. This meteorological context leads to the diversity and complexity of solar
microclimates. Consequently, the irradiance observed is characterized by high spatial and
temporal variability, particularly at short time scales [7,8,62–64]. In this complex context,
solar radiation forecasting is challenging, particularly at very short time scales.

The global horizontal irradiance (GHI) was measured at 1 Hz with a pyranometer
CM22 from Kipp and Zonen pyranometer (type SP Lite) whose response time is less than a
second. The sensor accuracy given by the manufacturer is 3%. For this study we used an
averaged database at 1 min of the global horizontal irradiance (GHI) measured for a period
starting in January 2012 and ending in December 2012. The measurements were collected
at site Petit-canal Gros-cap, along the cliffs (16◦38 N, 61◦49 W). The forecasting time
series at Petit-canal was obtained by the STVAR model using past irradiance observations
at the three measurement sites (see Figure 4). Figure 5 displays a five-day irradiance
sequence showing high temporal variability. To perform the statistical forecasting model,
the temporal trend of the irradiance time series must be removed. Classically, in solar
areas, clear sky irradiance is used. This parameter removes the temporal trend of irradiance
mainly due to the solar geometry effects by a ratio between the measured irradiance and
theoretical clear sky irradiance for the considered 1 min/location.

 

Figure 4. Guadeloupe archipelago and geographical location of three measurement sites: Petit-canal
(location of predicted GHI time series selected for our study (black circle)), Fouillole, La Désirade.

3.1.2. Definition of the Forecasting Model: Spatio-Temporal Autoregressive
Model—STVAR

The proposed model STVAR (spatio-temporal vector autoregressive) consists of fore-
casting GHI at a considered location (reference site) by a weighted linear combination of
past observations at this location and neighboring locations (spatial predictors) at p lags,
plus an error or innovations term, whereas the temporal VAR models uses a linear combi-
nation of past observations of n variables representing different parameters but located at
one site. A spatio-temporal VAR (p) process is defined as follows:
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Figure 5. Sequence of five days at 1 min time scale times series of measured ground irradiance GHI.

Consider spatio-temporal variable Z(si, t) representing the observations of a stochastic
process indexed in R2 × R. Each observation is made at location si and at time t. The
considered predictive VAR (vector autoregressive) model (see [22]) is given by

Zt =
p

∑
i=1

Ri(Zt−i) + εt (16)

where p is the order corresponding to the time lag; Zt = (Z(s1, t), Z(s2, t), . . . , Z(sN, t))’
are the spatio-temporal data, εt is white noise, and Ri is an N × N unknown parameter
matrix. The N rows of these matrices correspond to the N locations at which time series
are observed.

Estimation of the parameters in Equation (16) is obtained with least squares. For more
details on the methodology (see Chap. 14 [64]).

If all lagged time series values associated with all measurement sites had to be inte-
grated into the modeling process as input data, the computational process would not be
optimized. For more efficiency, a process of the selection of optimal temporal input data (p
lags optimal of past observations) and spatial input data (more relevant neighboring sites
variable) was developed. This procedure is based on the calculation of the information crite-
rion BIC (Bayesian information criterion) for sequential integration of each spatio-temporal
explanatory variable. The relevant spatio-temporal input data are selected by minimization
of BIC [6,22]. This procedure is built according to the method proposed in [6,22]. For more
details on the modeling process see [6,9].

This process of spatio-temporal input selection was performed on a training dataset.
The first month of the dataset was used as a model training dataset and the rest of the year
as a test dataset.

STVAR model showed a good predictive performance for a time scale from 5 min
to 1 h [6,9]. In this work, this model was performed at 1 min time scale regarding our
study context.

3.2. Fuzzy MPPT Algorithm

The studied system is made up of nonlinear elements that need complex and heavy
models (photovoltaic panels, electronic power system, etc.). However, most nonlinear
control approaches require the availability of a mathematical model of the system. The
assured performance is directly related to the accuracy of the model used. That is why we
chose to use a fuzzy controller.

To obtain MPP from PV panels, the MPPT algorithm was developed using the fuzzy
logic technique [54]. The principle of the MPPT algorithm is to find the maximum point of
the curve P(V). For that, we have to bring the error E between dP/dV and its optimal value
to zero. When E is positive, the value of P increases, and, conversely, when E is negative,
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the value of P decreases. For that, a fuzzy logic (FL) controller is used. The classical fuzzy
controller diagram is shown in the Figure 6:

 

Figure 6. Fuzzy controller general structure.

E: error between dP/dV and its optimal value, CE: error variation of E, dD: duty cycle
increment. SE, SCE: input gains, SdD: output gain.

1. Fuzzification and defuzzification transforms real input variables into fuzzy ones and
the reverse. E and CE are inputs of the FL controller, and dD is the output. It represents
the variable step of the duty cycle to control the DC-DC converter. The Figure 7 shows
the membership functions for E, CE, and dD.

  

 

Figure 7. Membership functions of E, CE, and dD.

Among the different forms of membership functions (trapezoid, Gaussian, and tri-
angular, etc.), the symmetrical triangular form is considered the most appropriate for its
simplicity. The use of the nonuniform distributions of fuzzy sets is more suitable for con-
trolling the nonlinear behavior of the PV system. In this study, the symmetrical triangular
shape was selected and the boundaries were considered as: [−10, 10] for (E and CE), and
[−0.012, 0.012] for dD, respectively.

2. Inference is performed using the Mamdani method. Seven linguistic variables are
expressed as (NB: negative big), (NM: negative medium), (NS: negative small), (Z:
zero), (PS: positive small), (PM: positive medium), (PB: positive big). Table 1 shows
the applied rules that ensure the relationship between the inputs and the output of the
FL controller. The symmetric rule base is usually used for constant growth systems.
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Table 1. Fuzzy rules.

E

ΔE
NB NM NS Z PS PM PB

NB NB NB NB NB NM NS Z

NM NB NB NB NM NS Z PS

NS NB NB NM NS Z PS PM

Z NB NM NS Z PS PM PB

PS NM NS Z PS PM PB PB

PM NS Z PS PM PB PB PB

PB Z PS PM PB PB PB PB

The flowchart of the fuzzy controller is shown in the Figure 8.

 

Figure 8. Fuzzy MPPT technique flowchart.

4. Results and Discussion

4.1. Solar Forecasting Results: Datasets Used for the Simulation

Irradiance in a tropical insular context presents particularly high intraday variability
with days that can be clustered as a function of irradiance conditions [10,63,65].

The proposed structure in Figure 1 contains two dynamic systems, operating with
two different time scales. The MPPT PV system is very fast (sampling time equal 10−4 s)
compared with the solar forecasting system (sampling time equal 1 min). For that, the data
selection operation is necessary.

A sequence of 11 values was selected with a high magnitude of fluctuations to assess
the robustness of the system process. Hence, values of the sequence were chosen according
to the high amplitude of fluctuations between two points; that is to say between time t
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and t + 1 (1 min). To represent a sequence representative of the high variabilities occurring
over the year, a sequence was chosen on a day belonging to a month of a season. One
season includes 3 months. Four seasons are considered in an intertropical climate: one dry
and sunny season, one rainy and cyclonic season, and two intermediate seasons [8,62,65].
Therefore, four different observations and forecasting days were selected to extract the
fluctuation with high amplitude (Figures 9–12). The built sequence is represented in
Figure 13. One value was artificially (not consecutive value) chosen to simulate a plateau
(see Figure 13, index point of time t7 and t8 are not consecutive).

 

Figure 9. (a) Observed signal and predicted signal by STVAR model for a day (5 March). The black
dotted-line is the selected part for the zoom. (b) Zoom of the part in a black dotted-line ellipse in (a).

 

Figure 10. (a) Observed signal and predicted signal by STVAR model for a day (11 May). The black
dotted-line is the selected part for the zoom. (b) Zoom of the part in a black dotted-line ellipse in (a).
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Figure 11. (a) Observed signal and predicted signal by STVAR model for a day (29 August). The
black dotted-line is the selected part for the zoom. (b) Zoom of the part in a black dotted-line ellipse
in (a).

Figure 12. (a) Observed signal and predicted signal by STVAR model for a day (16 December). The
black dotted-line is the selected part for the zoom. (b) Zoom of the part in a black dotted-line ellipse
in (a).

Figure 13. Sampling of observed and predicted fluctuations irradiance sequence.

There is a time lag between the observations sequence and forecast sequence, which
is a particularity of the autoregressive models. This particularity can be observed in
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Figures 9b, 10b, 11b and 12b. To build the sequence represented by Figure 13 we removed
this time lag.

The values corresponding to time ti with i from 1 to 3 in the sequence in Figure 9 are
indicated.

The values corresponding to time ti with i from 4 to 5 in the sequence in Figure 10
are indicated.

The values corresponding to time ti with i varying from 6 to 7 in the sequence in
Figure 11 are indicated.

Table 2 gives the solar forecasting performance obtained for 1 min ahead with the
STVAR model concerning the four selected days. Model performance is usually assessed
by the following statistical metrics: relative Root Mean Squared Error (rRMSE), relative
Mean Absolute Error (rMAE), and relative Mean Bias Error (rMBE). Relative error metrics
were normalized to the mean observed irradiance data for the considered period.

rRMSE =

√
1
N

N
∑

i=1
(
�
G − G)2

mean(G)
× 100% (17)

where Ĝ is the forecasted values and G the observed values.

rMAE =

1
N

N
∑

i=1

∣∣Ĝ − G
∣∣

mean(G)
× 100% (18)

rMBE =

1
N

N
∑

i=1

�
G − G

mean(G)
× 100% (19)

Table 2. Solar forecasting performance for seasonal days.

Day1 (5 March) Day2 (11 May) Day3 (29 August) Day4 (16 December)

rMAE (%) 11.32 10.82 6.86 13.13

rMBE (%) −1.65 0.19 −0.03 −2.99

rRMSE (%) 19.99 19.01 14.36 21.80

The values corresponding to time ti with i from 9 to 12 in the sequence in Figure 12
are indicated.

4.2. MPPT Fuzzy Logic Controller Performance

Diagram blocks of the fuzzy logic controller are presented in Figure 14:

Figure 14. Diagram blocks of MPPT fuzzy logic controller.

Simulation results are given to check the PV MPPT fuzzy logic performance. The
comparison in terms of robustness, rapidity, accuracy, and stability of the proposed con-

382



Energies 2022, 15, 8671

troller with the conventional P&O one was tested for a real measured data irradiance
profile presented in Figure 15, including sudden changes, which is presented in the solar
forecasting section. The temperature was taken as constant and equal at 25 ◦C.

 

Figure 15. Measured irradiance profile.

Figure 16 shows the dynamic performance of PV voltage, PV current, and output PV
power for the two controllers (fuzzy and P&O) under a variable irradiance profile.

  
(a) 

  
(b) 

  
(c) 

Figure 16. Comparative MPPT PV system performance (fuzzy vs. P&O) for two time scales.
(a) Output voltage, (b) PV current, (c) output PV power.
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It can be seen that, despite the multiple changes in solar data, the two controllers can
follow the change in irradiance to reach the MPP.

The comparison between the two MPPT techniques can be made for performance
during the transient and steady state. For that, responses are presented for two time scales.

Regarding responses with a short simulation time of 0.15 s, we notice:

• The dynamic response of the P&O controller exhibits unwanted ripples, which are a
dangerous drawback for PV systems. In addition, this dynamic response is a pseudo-
oscillatory time response with an overshoot equal to 11.87%.

• Compared to P&O, the fuzzy controller converges and reaches the steady state faster
with a response time ten times shorter (0.008 s against 0.08 s). We can clearly observe
the superiority of the fuzzy controller response in terms of stability and accuracy with
respect to the P&O one, which is less stable with ripples and oscillation, and less
accurate with a slight permanent steady-state error.

Simulation results demonstrate very clearly that the proposed scheme (fuzzy MPPT
controller) exhibits a fast and accurate dynamic response and stable steady-state output
power against a rapid change in the irradiance profile.

4.3. Output PV Power Prediction

The PV power generation plant of 3 kW controlled by the MPPT fuzzy logic technique
was fed with the measured and predicted solar data results given in Section 4.1. The solar
measurements were collected from the Petit-canal site in Guadeloupe. Predicted solar data
were obtained using the STVAR model for a very short time scale of 1 min ahead. Four
seasonal days, representing the fast variability of a tropical climate over 10 h of sunshine
every day, were selected. The produced output power of the PV system was calculated
using measured and predicted data in the cases of the four seasonal days.

In order to evaluate the accuracy and efficiency of the PV power prediction, rRMSE,
rMAE, and rMBE were calculated for the four seasonal days. The results are given in
Table 3.

Table 3. PV power prediction performance for seasonal days.

Day 1 Day 2 Day 3 Day 4

rMAE (%) 11.58 11.09 6.99 13.70

rMBE (%) −1.60 0.19 −0.03 −3.14

rRMSE (%) 20.43 19.46 14.65 22.60

From the simulation results given in Figure 17 and Table 3 for the same four days in
Section 4.1 belonging to different seasons, we notice that:

• Output PV power variability calculated from predicted data in the cases of the four
days is close to that calculated from the measured one, which demonstrates the
efficiency of the proposed method.

• The influence of intraday variability on the predictive performance of the model is
also observed. The highest errors are obtained for day 4 corresponding to the day
presenting the highest intraday variability (rRMSE = 22.60%, rMAE = 13.70%), whereas
the lowest errors are obtained for day 3 presenting the lowest intraday variability and
with less pronounced variation (rRMSE = 14.65%, rMAE = 6.99%). Consequently, the
results are an illustration of the predictive performance model as a function of the
irradiance conditions as seen in the results in the literature [7,9,66].

• According to the rMBE results, the model tends to underestimate the observed values
(negative values of rMBE).
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(a) (b) 

 
(c) (d) 

Figure 17. Output PV power prediction over 4 season days (1 min ahead). (a) Day1 (5 March);
(b) Day2 (11 May); (c) Day3 (29 August); (d) Day4 (16 December).

Consequently, by comparison of the solar irradiance prediction previously mentioned
in Figures 9–12 and Table 2 with the indirect output power prediction given in Figure 17
and Table 3, the output PV power model has the same predictive performance trend as the
irradiance forecasting model (STVAR).

skill − score = (1 − RMSEmodel
RMSEpersistence

)× 100 (20)

Skill-score is an error metric that compares the model performance with a reference
model described by Equation (20). According to [67], the skill parameter (skill-score)
proposed is a comparison with the proposed model and the persistence model. Persistence
forecasts, as the name implies, are defined as having the output PV power that persists
for the next time step. It is a naive model often used as a reference forecasting model.
Table 4 presents the results of the skill-score for the same 4 days as in Table 3. A positive
skill-score significates that the proposed model has a better predictive performance than
the persistence model. A negative skill-score shows that the proposed model has a lower
predictive performance than the persistence model.

Table 4. PV power prediction skill-score performance for seasonal days.

Day1 (5 March) Day2 (11 May) Day3 (29 August) Day4 (16 December)

rRMSE (%)
Persistence model

21.33 20.24 15.50 22.87

Skill-score (%) 4.22 3.85 6.71 1.18
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Consequently, Table 4 exhibits a better predictive performance of our forecasting
technic than the persistence model whatever the seasonal day. This metric error is also able
to compare if our approach could be useful to other researchers.

5. Conclusions

The existence of a sudden and rapid change in the meteorological conditions, especially
in a tropical context, led us to propose through the present work a robust and reliable
solution based on real measured and predicted irradiance data. The proposed work deals
with an indirect PV power production prediction of a PV power generation plant for a
short time scale. The PV power generation plant is composed of 10 solar panels (3 kW) and
a DC-DC boost converter. The PV power prediction approach is based on a combination
of solar forecasting results and a fuzzy MPPT technique. Solar measurements data were
collected on Guadeloupe Island.

Solar forecasting using the STVAR model, applied for the first time at 1 min time
scales, allowed us to obtain a representative irradiance profile to test the efficiency of the
proposed MPPT PV solution. The latter is designed to face two challenges: maximum
power extraction from the PV generator, and output PV power prediction. The fuzzy
MPPT technique ensures a better optimization performance presenting good robustness
with respect to extreme climatic conditions. The output PV power prediction performance
depends on the used solar prediction method, the MPPT PV technique, and irradiance
profile variability. The same predictive performance trend of the output PV power model as
the irradiance forecasting model (STVAR) is an expected result due to the structure of the PV
system. Indeed, the structure combines the irradiance forecasting model and the forecasting
PV output model. The strength and limits of the irradiance forecasting model (STVAR
model) are consequently imposed on the final results (output PV forecasting); hence, the
importance of an appropriate choice of forecasting irradiance model. The investigation
of a new global structure diagram for a PV system integrating two approaches (statistical
forecasting irradiance and an MPPT approach) showed the strengths and limitations of
this system. In a subsequent investigation, we will test another forecasting model that has
already shown good predictive performance in the literature, at this very short time scale
(1 min). Operationally, such an approach would mesh with operational industry-targeted
forecast services.
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Appendix A

We chose model SunPower SPR-300E-WHT-D. This panel is composed of 96 cells
series-connected (ns = 96).

• These data represent the typical performance of the panel SPR-300E, which is measured
with output, and no additional equipment effect is included such as the diodes and
the cables. The data are based on the measures under the standard conditions SRC
(Standard Reporting Conditions, knowledge also: STC or Standard Test Conditions),
which set:

• an Irradiance of 1 kW/m2 (1 sun) to a spectrum AM 1.5;
• a temperature of the cell of 25 ◦C.
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Table A1. Photovoltaic panel parameters.

Maximal power Pm 300 W

Voltage for maximal power Vpm 54.7 V

Current for maximal power Ipm 5.49 A

Current of short circuit Isc 5.87 A

Voltage of open circuit Voc 64 V

Temperature coefficient of Isc Tsc (0.061738) %/◦C

Temperature coefficient of Voc Toc (−0.2727) %/◦C
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Abstract: The technological installations’ characteristics are possible to improve by equipping fans
with a frequency-controlled electric drive. However, it can lead to an electromagnetic compatibility
problem in the electrical supply system. This problem becomes worse if a large number of fans
are included in the technological installation and the electric drives are powered from a substation
connected to a limited power source. As an example, in this article we investigate the power supply
system of a gas cooling unit with variable-frequency electric drives for fans. The electric drives’
operating mode dependences characterizing the non-sinusoidal voltages and currents of the power
source are obtained with the help of simulation modeling in the MATLAB environment with the
Simulink expansion package. The typical substation circuit usage for the power supply of a group of
fans with a frequency-controlled drive does not meet the requirements of IEEE Standard 519-2014.
We can solve the problem of electromagnetic compatibility by changing the substation topology and
organizing DC busbars and replacing frequency converters with inverters. We proposed forming
DC busbars using 12-pulse rectifiers powered by transformers with two secondary windings with
different connection schemes. The simulation results confirmed that the proposed substation topology
provides the voltage and current harmonics level on the substation power busbars in accordance with
the IEEE Standard 519-2014 requirements over the entire frequency range of the fans’ motor control.

Keywords: gas cooling plant; power supply system; frequency variable drive; power quality;
harmonic compensation

1. Introduction

There is a wide range of technological installations including groups of fans. For
example, cooling towers cool recycled water at thermal power plants, oil refineries, and
petrochemical and other industrial enterprises [1]. A large number of fans contain gas
cooling plants (GCPs), providing the required temperature regime of the main gas transport.
The main structural element of the GCP is the air-cooling unit (ACU). Electrically driven
fans pump air through their heat-exchange sections [2]. GACs, where fans are placed under
heat-exchange sections and are driven by multipole asynchronous motors, have become
widespread. Figure 1 shows the GCP, which consists of 6 GACs, type 2AVG-75. These
GACs have two VASO-16-14-24 electric motors in their composition with fans on the shaft.
The rated power of the motor is 37 kW; rotation speed of the fans wheels is about 250 rpm.

A GCP can include 24 or more electrically driven fans. The total power consumed by a
single gas cooling plant alone amounts to hundreds of kilowatts. Therefore, a considerable
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amount of electricity is used to cool the gas. Power consumption for gas cooling after com-
pression can reach 50–70% of total power consumption for gas transportation depending
on climatic conditions [3]. Thus, gas cooling cost reduction is an actual problem, which can
be solved in the following interrelated directions:

− Improving the aerodynamic characteristics of fans;
− Improving the design of heat exchange sections;
− Improving the algorithms and technical means of fan motor control.

GCP is a complex multidimensional system that implements the energy transfer
functions in a distributed heat exchanger. The dependence of the gas temperature at the
GCP outlet in the general case is:

Tout = Ψ
(
Tin, Ggas, Θair, Gair, RΘ

)
, (1)

where

Tin, Ggas —temperature and mass flow rate of gas at the GCP inlet, respectively;
Θair, Gair—temperature and mass flow rate of air through the GCP heat exchange sections;
RΘ—thermal resistance, characterizing the pollution level of the heat exchange surface.

The gas flow rate and temperature after compression, as well as the pollution level of
the heat exchanger surfaces, are slow-moving disturbing influences. Outdoor temperature
variations (daily and seasonal) are rapidly changing disturbing factors. It follows from (1)
that the required gas temperature Tout at the GCP outlet can be provided by changing the
cooling air mass flow rate Gair, which is determined by the sum of the cooling air mass
flow rates created by simultaneously operating M fans:

Gair =
M

∑
k=1

Gair.k. (2)

In this case, the fan performance depends on the rotational speed nk of the fan impeller,
the blade angles αk, and the air temperature Θair.

The simplest GCP control algorithm involves controlling the mass flow rate (2) by
changing the number M of fans running simultaneously. A typical power supply scheme for
such a control algorithm is shown in Figure 2. Two 6(10)/0.4 kV transformers are installed
at the substation to ensure the required reliability of power supply. The voltages from the
secondary windings of the transformers are fed through circuit breakers QF1, QF2 to the
corresponding busbar sections, which can be connected through a sectional switch QF3.

  
(a) (b) 

Figure 1. Gas cooling plant (a) and VASO-16-14-24 electric motor with a fan on shaft (b).
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Figure 2. Typical power supply scheme for gas cooling plant.

Electric motors M1.1...M1.N and M2.1...M2.N are powered via cables laid on tres-
tle bridges and are connected to 0.4 kV section buses via circuit breakers QF1.1...QF1.N,
QF2.1...QF2.N and contactors K1.1...K1.N, K2.1...K2.N. Capacitors C1.1...C1.N and C2.1...C2.N
are connected in parallel to the stator windings to compensate the reactive power of electric
motors. Centralized reactive power compensation on busbar sections is also possible.

The discrete motor control algorithm has significant disadvantages. Due to the design
features of the GAC, when the fan is running, part of the air blows back through the
adjacent fan that is not running if the flow is sufficiently strong to ensure rotating in the
opposite direction. Air recirculation has a major impact on the energy efficiency of the gas
cooling process, increasing electrical energy losses and reducing overall plant efficiency. In
addition, the subsequent direct start of the fan motor rotating in antiphase causes electrical
and mechanical shock loads, much higher than the nominal allowed for the motor-fan
system. Serious loads on the fan components create a short-term power outage, as a result
of which the fan shuts down and restarts after the power supply is restored.

A special feature of the GCP (Figure 1) is the use of multipole asynchronous motors
with a power factor of 0.65 to 0.68 in nominal mode. The starting current ratio of such
motors is 4.5 to 5. The high inertia of the rotating masses leads to a slow start. A large
amount of electrical energy is used to change the mechatronic system kinetic energy. The
simultaneous activation of several fans, e.g., after a power outage, is impossible because
the power source is overloaded and the protection is triggered.

Methods and technical solutions to reduce starting currents are well known for induc-
tion motors with a small number of pole pairs [4,5]. However, they do not have a positive
effect for multipole induction motors. Experiments with the soft starter showed that the
engine would first start accelerating and then “hang” at an intermediate speed. In spite of
the long time, the engine did not go to the set mode. It has been suggested this happens
due to the low value of the multipole motor power factor at the starting mode.
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Figure 3 shows graphs of changes in apparent power S and its active P and reactive Q
components during start-up of an induction motor with a fan on the shaft [6]. Rated motor
power is 37 kW, number of pole pairs is 12. Diameter of fan wheel is 5 m.

 

Figure 3. Changes of the active, reactive, and apparent power in the starting motor process.

Reactive power is several times higher than active power at the stages of induction
motor magnetic field formation and rotor speed increases. Therefore, the solution to the
problem is to use a device that performs controlled compensation of motor reactive power
at the starting mode [7].

GCPs, where temperature mode is changed by fans’ frequency control, provide more
efficient use of electric power [8–10]. Hereinafter, we will use the term frequency-controlled
gas cooling plant (FCGCP).

In general, fan impellers can rotate at different frequencies. However, experimental
results have shown the turbulence of the cooling “wind field” must be removed in order to
increase the efficiency of heat transfer processes in GCP sections. This requires all GCP fans
to rotate at the same frequency, which is generated by the control system. The principle of
gas temperature control is explained in the graphs in Figure 4 [11].

  
(a) (b) 

Figure 4. Dependencies of GCP outlet gas temperature on motor control frequency and ambient
temperature: (a) at different GCP inlet gas temperatures; (b) at different mass flow rates of the cooled gas.
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Let us assume the gas temperature Tout at the GCP outlet corresponded to the set value.
Then, if the process parameters (Tin, Ggas) remain unchanged, the ambient air temperature
Θair increases. This leads to an increase in the gas temperature Tout at the GCP outlet. The
graphs in Figure 4 show that in order to restore the required gas temperature value, it
is necessary to increase the frequency f of the voltage applied to the stator windings of
electric motors. Thus, to stabilize the temperature Tout at the GCP output, the increments
of the disturbing influences ΔTin, ΔGgas, ΔΘair and the regulating influence Δf must have
opposite signs.

The power supply scheme of GCP with a frequency-controlled electric drive of fans is
shown in Figure 5. Frequency converters (FCs) FC1.1...FC1.N, FC2.1...FC2.N are connected
to 0.4 kV busbar sections through switching devices QF1.1...QF1.N, QF2.1...QF2.N and line
chokes L1.1...L1.N, L2.1...L2.N to control GCP fan motors.

 

Figure 5. Power supply scheme for gas cooling plant with frequency variable drive of fans.

Connecting a large number of FCs to the substation busbars causes a powerful con-
sumption of non-sinusoidal current. This is explained by the fact that modern frequency
converters for motor control are made according to the scheme: rectifier—smoothing
filter—autonomous voltage inverter on IGBT-modules. Capacitors are used as a smoothing
filter, so the FC input current has a pulsed character with the dominance of the 5th and
7th harmonics [12,13].

Thus, there is a problem of electromagnetic compatibility (EMC) of the FCGCP substa-
tion for power supply with power sources and other electrical consumers of the compressor
station. The problem of EMC gets worse if the compressor station power supply is coming
from an autonomous power source, particularly from a gas turbine power plant [14].

The power source overloads occur when the motors start, causing voltage dips while
using the discrete fan control method. With frequency variable fans, the GCP drive con-
sumes a non-sinusoidal current whose magnitude and harmonic composition depend on
the operating mode of the plant. The power quality indicators, characterizing the voltage
form, go beyond the limits (set by the regulations, for example, Standard 519-2014 [15]) at a
certain parameter ratio of power sources and GCP electric drives.

Given the relevance of the problem, the aim of this research is to develop a technical
solution, the use of which can reduce the negative impact of the substation with a load in
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the form of a group of frequency-variable drives on the power source. To reach this aim, it
is necessary to investigate the situation in detail with the application of typical solutions.
The investigation tool is an adequate model, which for different operating modes of electric
drives allows us to obtain data on the spectral composition of voltages and currents at the
substation power buses. Next, based on the results obtained and the world experience in
the field of EMC in power supply systems with a frequency-variable drive, it is necessary to
propose a technical solution that allows us to reduce the harmonics of voltages and currents
to values that are defined by regulatory documents. In this case, the required result should
be achieved with minimal financial costs at the stages of implementation and operation,
while maintaining other indicators, including reliability.

The problem of harmonic compensation in power supply systems with non-linear
electric consumers, including variable-frequency drives, has been studied in a large
number of papers. One way of solving the EMC problem involves the use of passive
filters. Solution options are described in detail in [16–18]. For the studied object, the
passive filters can be connected to the 0.4 kV buses of the substation. However, there is a
risk of resonance phenomena.

Active harmonic filters (AHFs) allow for solving EMC problems more effectively [19–22].
When reconstructing a GCP that is in operation, this option may be appropriate, since the
installation of the AHF does not require complex construction and installation work. The
disadvantage of this solution is the high cost of AHF.

When FCGCP is designed for a new facility, it makes sense to use FCs that use
active rectifiers on fully controlled power switches [23,24]. However, this solution also
significantly increases the cost of the substation’s electrical equipment.

Multipulse rectifiers are a good solution for creating converters with a reduced distort-
ing effect on the power supply system [25–29]. The operating principle of such rectifiers
assumes the presence of multi-winding transformers. For this reason, multipulse rectifier
circuits are appropriate when it is necessary to change the value of the supply voltage. The
FCGCP power supply system requires a reduction of the 6(10) kV line voltage to the value
necessary to operate the electric drives. Therefore, the multipulse rectification option can
achieve a positive effect.

This paper is structured as follows. Section 2 outlines the approach to modeling the
power supply system for a group of frequency variable drives and presents the results of a
study on the influence of a typical FCGP on the power source. In Section 3, a new substation
topology for FCGP power supply is proposed and the simulation results confirming the
positive effect of this solution are provided. Section 4 discusses the results obtained and
provides future directions for the work. Finally, the conclusion is provided in Section 5.

2. Impact of the Typical FCGCP on the Power Supply System

2.1. Basic Theoretical Provisions

The mechanism of line voltage distortion can be explained by the scheme in Figure 6.
One phase of the power source is represented as an equivalent bipolar with EMF e(t),
inductance L0 and resistance R0. A load as a GCP power supply substation is connected to
the power source, which consumes current i(t) from the grid.

 

Figure 6. Calculation diagram for one phase of the FCGCP power supply system.
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The following equation can be written for the instantaneous voltage value v(t):

v(t) = e(t)− vR(t)− vL(t) , (3)

where vR(t) = R0·i(t), vL(t) = L0· di(t)
dy –voltage drop on the resistance and inductance.

If the EMF of the power source e(t) and the load current i(t) are sinusoidal, as in the
case of discrete GCP fan control, then the voltage v(t) is also sinusoidal. The effective
value of this voltage differs from the effective value of EMF by the voltage drop across the
elements R0 and L0 connected in series.

When the GCP is equipped with a frequency-controlled fan drive, a non-sinusoidal
current i(t) is consumed from the power source. Current flowing through the elements
R0 and L0 creates non-sinusoidal voltage drops on them. Therefore, even in the case of a
sinusoidal EMF according to expression (3), the voltage v(t) will be non-sinusoidal. The
distortion of the voltage curve v(t) depends on the relationship between the power supply
and the load [30].

Equation (3) in complex form for the n-th harmonic of the line voltage is:

Vn = En − (R0 + jnω1L0)·In = En − Zn· In ; n = 1, 2, 3, . . . (4)

where En, Vn, In—the harmonic complexes of EMF, voltage, and current with the numbers
n; Zn—the resistance complex of the power source at the n-th harmonic.

If the EMF e(t) is sinusoidal, then Equation (4) for all harmonics with numbers n ≥ 2
takes the form:

Vn = −(R0 + jnω1L0)·In = −Zn· In . (5)

Thus, the effective value of the n-th harmonic of the power source voltage for this
situation is determined by the equation:

Vn = Zn · In. (6)

The GCP with variable-frequency-drive fans is a dynamically changing system; its
power source effect depends on many factors. Therefore, it is necessary to determine the
conditions under which the influence of the FCGCP on the power supply system becomes
critical, and make a decision how to solve the problem. This requires information about
the harmonic composition of the current consumed by the GCP from the power source in
various operation modes.

It is advisable to choose a solution to the problem of EMC in the power supply system
of FCGCP based on the IEEE Standard 519-2014 [15]. This document does not regulate
only non-sinusoidal voltage values. Compared to other standards, it regulates the current
distortion limits of powerful consumers.

According to IEEE 519-2014, total harmonic distortion (THD) of voltage on power systems
rated 1 kV through 69 kV is limited to 5%, with each individual harmonic limited to 3%.

Voltage THD is calculated by the formula:

THD =

√
U2

2 + U2
3 + U2

4 + U2
5 + . . .

U1
·100%. (7)

Current distortion limits are ranked in relation to ISC/IL ratio on point of common
coupling (PCC), where ISC–maximum short-circuit current at PCC, IL–maximum demand
load current (fundamental frequency component) at the PCC under normal load operating
conditions. Current distortion limits for power supply systems rated 120 V through 69 kV
are provided in Table 1. All values should be in percent of the maximum demand current,
IL. Therefore, even harmonics are limited to 25% of the odd harmonic limits above.
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Table 1. Maximum harmonic current in percent of IL.

Individual Harmonic Order (Odd Harmonics)

ISC/IL 3 ≤ n < 11 11 ≤ n < 17 17 ≤ n < 23 23 ≤ n < 35 35 ≤ n < 50 TDD

<20 4.0 2.0 1.5 0.6 0.3 5.0

20 < 50 7.0 3.5 2.5 1.0 0.5 8.0

50 < 100 10.0 4.5 4.0 1.5 0.7 12.0

100 < 1000 12.0 5.5 5.0 2.0 1.0 15.0

>1000 15.0 7.0 6.0 2.5 1.4 20.0

The IEEE 519-2014 standard for current also regulates the total demand distortion
(TDD), which is calculated by the formula:

TDD =

√
I2
2 + I2

3 + I2
4 + I2

5 + . . .

IL
·100%. (8)

The row in Table 1, which shows the values of individual harmonics when ISC/IL < 20,
is of major interest for the studied object. The situation ISC/IL = 20 corresponds to the
practically important case, when one of the inputs of the substation for FCGCP power
supply is connected to a transformer 110/6(10) power of 10 MVA. In these cases, EMC
problems in the power supply system become visible. When the FCGCP is powered by
off-line sources, the ISC/IL ratio becomes even smaller.

2.2. Modeling the FCGCP Power Supply System

We need a model that reflects the electric drive features as a power-source load to
study power-quality issues in the power supply system of a compressor station when GCP
is equipped with a frequency-controlled electric drive of fans.

The calculation diagram for one section of the substation busbars, supplying power to
the FCGCP, is shown in Figure 7.

 
Figure 7. Calculation scheme for one busbar section.

For example, N electric drives are connected to the 0.4 kV busbar section, and each
of them consumes a vector of non-sinusoidal currents I2k. The secondary current of
transformer T will be equal to the sum of these currents:

I2 =
N

∑
k=1

I2k. (9)

The voltage on the secondary side of the transformer is characterized by the vector
V2. Its components, according to (3)–(5), have a non-sinusoidal shape. A vector of non-
sinusoidal currents I1 is drawn from the power supply; as a result, the components of the
vector V1 also have a non-sinusoidal shape.
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Each of the N drives can be represented by an equivalent scheme, which is shown in
Figure 8. In this scheme: Lsk, Rsk—inductance and resistance of the line choke, respectively,
which can be installed at the input of the k-th FC to ensure EMC standards; Ck, Ldk, Rdk—
capacitance, inductance and resistance of the smoothing choke at the rectifier output,
respectively; Rinv.k is the equivalent input resistance of the inverter on the k-th FC.

 

Figure 8. Calculation scheme of the variable-frequency drive.

The inverter presentation as the equivalent input resistance Rinv.k is valid because
the purpose of the electrical complex modeling is to analyze the influence of canonical
harmonics in the spectrum of current consumed by the FC on the electricity quality on the
substation buses. The spectrum of harmonics caused by the IGBT module switching is
shifted to the high-frequency region. The analysis of this spectrum requires a model that
takes into account the parasitic inductances and capacitances of the elements.

The inverter consumes power, which can be found using the equation:

Pk = η−1P0.k·( f / f0)
3 (10)

where P0.k, η are the rated power and efficiency of the electric motor connected to the
inverter, respectively; f0, f —nominal and current value of the motor control frequency.

The power that is dissipated on the equivalent resistance:

Pk =
V2

dk
Rinv.k

. (11)

From (8) and (9) we obtain the value of the equivalent resistance of the k-th inverter:

Rinv.k =
η·V2

dk

P0.k·( f / f0)
3 . (12)

Figure 9 shows a simulation model scheme to study electromagnetic processes in
one section of a typical GCP power supply system, consisting of 12 gas air-coolers with a
frequency-controlled fan drive of 37 kW each. The power of the 10/0.4 kV transformer was
1000 kVA, short-circuit voltage—5.5%.

Figure 9. Schematic of the simulation model of a typical power supply system.
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A Three-Phase Source unit represents the substation power supply. The Three-Phase
Transformer unit simulates a transformer 10/0.4 kV. Simulation models’ parameters are
shown in Tables A1 and A2.

The schematic of the VFD subsystem is shown in Figure 10. The subsystem consists
of a rectifier (Diode Bridge block), line reactors at the rectifier input (Line Reactors block),
and a smoothing filter (LD, C blocks). Resistor R, the value of which is calculated by
Formula (12), represents the inverter. The motor efficiency was assumed to be 0.915.

Figure 10. VFD subsystem scheme.

The line chokes inductances were 24 μH. The inductance and capacitance of the
smoothing filter were 120 μH and 1000 μF, respectively.

Virtual oscilloscopes Scope 1 and Scope 2 display voltage and current curves. Blocks
M1 and M2 (Three-Phase VI Measurements) generate the corresponding signals.

Simulations were performed for a three-phase power source with a voltage of 10 kV
and a frequency of 50 Hz, the parameters of which were varied to obtain results for a
range of values ISC/IL ≤ 20. The control frequency of the fan motors varied from 15 to
50 Hz. The lower limit of the control frequency was adopted based on the conditions
to avoid vibration and motors overheating. For each set of parameters f, ISC/IL virtual
oscillograms of phase voltage in PCC and input current in the substation were obtained.
Using the built-in MATLAB tool FFT Analysis, the harmonic composition of these curves
was investigated.

Figures 11–14 show simulation results for ISC/IL = 3.2; 5; 8 and 20.
The graphs in Figure 11 characterize the non-sinusoidal voltage values in the PCC.

They show that harmonics with numbers 5 and 7 appear and increase in the voltage curve
spectrum as the fan motor control frequency increases. When ISC/IL = 8; 20 THD is in
the acceptable range. If ISC/IL = 3.2; 5, then at certain frequencies of motor control THD
exceeds the value of 5%. Voltage harmonics with numbers 7 and above at all ISC/IL values
are less than 3%. The 5th harmonic reaches this value at f = 47 Hz for ISC/IL = 5 and
at f = 42 Hz for ISC/IL = 3.2.

The graphs in Figure 12 show that the greatest contribution to the distortion of the
current curve shape is made by the 5th and 7th harmonics. The relative values of these
harmonics actually exceed the permissible value of 4% in the entire range of motor control
frequency variation at all ISC/IL ratios.

The maximum voltage waveform distortion in PCC is observed at motor control
frequency f = 50 Hz and ISC/IL = 3.2. The substation voltage and input current curves for
this set of parameters are shown in Figure 13. The voltage spectrum is shown in Figure 14.

Analysis of the simulation results shows that a radical way to reduce the negative
impact of the FCGCP on the power supply system is to minimize the 5th and 7th harmonics
in the consumed current. The following section offers a solution to this problem.
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(a) (b) 

 
(c) (d) 

Figure 11. Dependence of voltage THD and voltage harmonics in PCC on motor control frequency in
the scheme in Figure 5.

(a) (b) 

 
(c) (d) 

Figure 12. Dependence of current TDD and current harmonics on motor control frequency in the
scheme in Figure 5.
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(a) 

 
(b) 

Figure 13. Voltage (a) and current (b) curves in the scheme in Figure 5 at motor control frequency
50 Hz and ISC/IL = 3.2.

Figure 14. The voltage spectrum in the scheme in Figure 5 at motor control frequency 50 Hz
and ISC/IL =3.2.

3. Novel Substation Topology for Power Supply to the FCGCP

3.1. Proposed Technical Solution

Different options can be considered depending on whether the GCP is an existing
facility undergoing renovation or is in the design phase. In any case, the comparison of
variants should be made on the condition that the substations have the same spectrum of
currents consumed for all FCGCP operation modes.

An effective solution to the EMC problem can be provided by a fundamental change in
the substation architecture for FCGCP power supply by organizing DC buses and changing
the frequency converters to inverters. As shown in Figure 15, this section consists of
transformer and rectifier units [27], which include three-winding transformers T1, T2,
and rectifiers AC/DC1.1, AC/DC1.2 and AC/DC2.1, AC/DC2.2. The transformers have
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one secondary winding in a star connection and one in a delta connection. The outputs
of rectifiers are connected to DC busbar through chokes Ld1 and Ld2, which not only
smooth the output voltage ripples, but also serve to eliminate equalizing currents. These
currents arise because the output voltage ripples of rectifiers AC/DC1.1 and AC/DC1.2 of
one module (AC/DC2.1 and AC/DC2.2 of the other module) are shifted relative to each
other by π/6.

 

Figure 15. Power supply scheme with three-winding transformers and DC busbars.

DC/AC1.1...DC/AC1.N and DC/AC2.1...DC/AC2.N inverters receive power from
the DC link and control the electric motors of M1.1...M1.N, M2.1...M2.N fans. It is necessary
to note an important feature of the power supply scheme with the united DC link. Here
are the DC-operated switching devices. These are QF1.1...QF1.N and QF2.1...QF2.N circuit
breakers for connecting AC/DC1.1...AC/DC1.N and AC/DC2.1...AC/DC2.N inverters
to the DC bus. The QF4 and QF5 switchgear, which connect the transformer and rectifier
units to the DC bus, as well as the QF3 section switch, also operate on direct current.

Since the secondary winding voltages of transformers T1, T2 are shifted in phase with
respect to each other by an angle equal to π/6, when the secondary winding currents are
equal, the 5th and 7th harmonics of magnetic flux are compensated. As a result, these
harmonics are also compensated in the primary winding currents of the transformers. The
spectrum of currents begins with the 11th harmonic.

3.2. Simulation of the Proposed Electrical Complex

A simulation model in MATLAB with Simulink extension package was developed to
study the electrical complex. A simulation model scheme for one busbar section is shown
in Figure 16.
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Figure 16. Simulation model scheme of a single busbar section of an electrical complex with an
integrated DC link.

A Three-Phase Source unit represents the substation power supply. The Three-Phase
Transformer (Three Windings) block is used to simulate a transformer with two secondary
windings. Simulation models’ parameters are shown in Tables A1 and A3.

Diode Bridge units model rectifiers. Line Reactors represent the line chokes at the
input of the rectifiers. An RC unit as a parallel-connected resistor and capacitor represents
the inverters connected to the DC bus. The value of the equivalent resistance R depends
on the number of simultaneously working inverters and their load. The formula for its
calculation can be obtained using the power balance.

Each of the inverters on the DC bus consumes power, which can be found by Formula (10).
Therefore, the total power consumed by a group of N inverters will be determined by
the formula:

Pd.in =
N

∑
k=1

Pk =
N

∑
k=1

η−1P0.k( f / f0)
3. (13)

If all N drives have the same power, then taking into account (8) and (9) we acquire
an expression for calculating the equivalent load resistance R on the DC bus, which is
necessary to know in the simulation:

R =
η·V2

dk

N·P0.k·( f / f0)
3 . (14)

The Formula (14) shows that the equivalent load resistance on the DC bus decreases
when the number of simultaneously connected inverters increases, and increases when the
control frequency of the electric motors decreases.

The capacitor capacity, written in the setup window of the RC block of the simulation
model in Figure 16, depends on the number of simultaneously working inverters. Therefore,
if any inverter is connected to the DC bus, the corresponding filter capacitor is connected.

To calculate the equivalent resistance according to Formula (14), the following con-
ditions are taken: number of variable-frequency drives N = 12, rated power of each drive
P0 = 37 kW.
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A three-phase bridge rectifier forms the DC bus voltage. Therefore, this formula can
be used to calculate it:

Vd =
3
√

2
π

V2 (15)

where V2 is the effective value of voltage on the secondary windings of the transformer.
A 1000 μF filter capacitor is connected in parallel to each inverter, and therefore the

total capacitor capacity in the model circuit is 12 × 1000 = 12000 μF. The inductance of
smoothing reactors LD1 and LD2 is assumed to be 100 μH.

The results of the simulation are shown in Figures 17–20. The control frequency range
of the fan motors and the power source parameters were the same as in the circuit analysis
in Figure 5.

  
(a) (b) 

  
(c) (d) 

Figure 17. Dependence of THD and voltage harmonics in PCC on motor control frequency in the
scheme in Figure 15.
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(a) (b) 

  
(c) (d) 

Figure 18. Dependence of TDD and current harmonics on motor control frequency in the scheme
in Figure 15.

 
(a) 

 
(b) 

Figure 19. Voltage (a) and current (b) curves in the scheme in Figure 15 at motor control frequency
50 Hz and ISC/IL = 3.
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Figure 20. The voltage spectrum in the scheme in Figure 15 at motor control frequency 50 Hz
and ISC/IL = 3.2.

The graphs in Figure 17 show that for all values of the ISC/IL ratio and motor control
frequencies, the voltages THD and individual harmonics are in the range established by
IEEE Standard 519-2014.

The current TDD (Figure 18) slightly exceeds the allowable value of 5% while control-
ling motors with frequencies of 45 Hz and above. Exceeding the 11th and 13th harmonics
limit of 2% is seen at control frequencies of 35 Hz and above. In this case, the harmonic
number 11 requires attention, and therefore, when increasing the control frequency to
50 Hz, this harmonic value ranges from 4.57 to 5.78%. The current harmonics with numbers
23 and 25 have no significant effect on the distortion of the voltage curve in the PCC.

Substation voltage and input current curves at motor control frequency f = 50 Hz and
ISC/IL = 3.2 ratio are shown in Figure 19. The spectral content of the voltage is shown
in Figure 20.

4. Discussion

The results of modeling are the basis for making a decision on the option to ensure
EMC in the power supply system of a group of fans with a frequency-controlled drive. As
mentioned above, the option is determined by the current situation.

If GCP fans are equipped with a frequency-variable drive on a running plant,
installation of active filters or the use of frequency converters with active rectifiers is
an effective solution. Both options require large capital expenditures, but they can start
working quickly enough.

The option of changing the architecture of the substation to supply power to the
FCGCP by organizing DC buses, replacing FC with inverters and using transformers with
two secondary windings is much cheaper. The substation cost increase is only due to
the increased cost of transformers and the need to purchase and install rectifiers with
equalizing reactors. Some increase in the cost of the substation will occur due to the use
of DC switching equipment. The disadvantages of this option include a large amount
of construction and installation work, and the replacement of transformers’ and recti-
fiers’ installation. Therefore, this option has certain advantages when designing new gas
transmission facilities.

Further direction of research involves modeling and study of transients during start-up
of electric motors and changes in their operation mode.

5. Conclusions

The negative impact reduction on the power supply system of a group of fans with
a variable-frequency drive is an urgent task. Its solution makes it possible to ensure the
required quality of electricity. The article studies the effect of a frequency-controlled gas
cooling plant on a power-limited source and proposes a solution to reduce it. The authors
propose changing the architecture of the substation for FCGCP power supply by organizing
DC buses, replacing the FC with inverters, and using transformers with two secondary
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windings with different connection schemes. The advantage of this option is the following:
While supplying the substation from an autonomous power source, at which the output
voltage frequency is subjected to changes, the proposed option in any situation provides
full compensation of harmonics with numbers 5, 7, 17, and 19 in the current consumption
curve. These positive properties of the proposed solution can be applied most effectively in
the design and construction of new gas transmission facilities.
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Abbreviations

The following abbreviations are used in this manuscript:

Abbreviations

ACU Air-cooling unit
AHF Active harmonic filter
EMC Electromagnetic compatibility
EMF Electromotive force
FC Frequency converter
FCGCP Frequency-controlled gas cooling plant
FFT Fast Fourier transformation
GCP Gas cooling plant
IGBT Insulated Gate Bipolar Transistors
PCC Point of common coupling
TDD Total demand distortion
THD Total harmonic distortion
VFD Variable-frequency drive
Nomenclature

P Active power
Q Reactive power
S Apparent power
Tin Temperature of gas at the GCP inlet
Ggas Mass flow rate of gas at the GCP inlet
Θair Temperature of air through the GCP heat exchange sections
Gair Mass flow rate of air through the GCP heat exchange sections
RΘ Thermal resistance
Tout Gas temperature at the GCP outlet
e(t) Electromotive force
v(t) Voltage on the load
vR(t) Voltage on the resistance
vL(t) Voltage on the inductance
i(t) Current consumed from the grid
V1 Grid voltages vector
I1 Grid currents vector
V2 Busbar 0.4 kV voltage vector
I2 Secondary currents vector
f0 Nominal value of the motor control frequency
f Current value of the motor control frequency
P0.k Rated power of the electric motor
Pk Electric motor power at control frequency f
η Efficiency of the electric motor
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V2 RMS voltage on the transformer secondary winding
Vd DC busbar voltage
Pd.in Power consumed by a group of N inverters
Rinv.k Value of the equivalent resistance of the k-th inverter
Lsk Inductance of the line choke
Rsk Resistance of the line choke
Ck Capacitance of the smoothing choke at the rectifier output
Ldk Inductance of the smoothing choke at the rectifier output
Rdk Resistance of the smoothing choke at the rectifier output

Appendix A

Table A1 shows the simulation model parameters for the energy source in Figures 9 and 16.
Tables A2 and A3 show the simulation model parameters for the transformers in
Figures 9 and 16, respectively.

Table A1. Simulation model parameters for the Three-Phase Source block.

Parameter Value Unit

Phase-to-phase rated voltage 10 kV

Frequency 50 Hz

Source resistance 0.2 . . . 1.33 Ω

Source inductance (3 . . . 18.75) × 10–3 H

Table A2. Simulation model parameters for the Three-Phase Transformer block in Figure 9.

Parameter Value Unit

Rated power 1000 kVA

Frequency 50 Hz

Winding 1 parameters

Phase-to-phase rated voltage 10 kV

Winding resistance 1.05 Ω

Leakage inductance 17.5 × 10−3 H

Winding 2 parameters

Phase-to-phase rated voltage 0.4 kV

Winding resistance 0.004 Ω

Leakage inductance 28 × 10−6 H

Magnetization parameters

Resistance 16 × 103 Ω

Inductance 22.5 H

Table A3. Simulation model parameters for the Three-Phase Transformer block in Figure 16.

Parameter Value Unit

Rated power 1000 kVA

Frequency 50 Hz

Winding 1 parameters

Phase-to-phase rated voltage 10 kV

Winding resistance 1.05 Ω
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Table A3. Cont.

Parameter Value Unit

Leakage inductance 17.5 × 10−3 H

Winding 2 parameters

Phase-to-phase rated voltage 0.4 kV

Winding resistance 0.012 Ω

Leakage inductance 84 × 10−6 H

Winding 3 parameters

Phase-to-phase rated voltage 0.4 kV

Winding resistance 0.004 Ω

Leakage inductance 28 × 10−6 H

Magnetization parameters

Resistance 16 × 103 Ω

Inductance 22.5 H
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Abstract: The energy sector is nowadays facing new challenges, mainly in the form of a massive
shifting towards renewable energy sources as an alternative to fossil fuels and a diffusion of the
distributed generation paradigm, which involves the application of small-scale energy generation
systems. In this scenario, systems adopting one or more renewable energy sources and capable
of producing several forms of energy along with some useful substances, such as fresh water and
hydrogen, are a particularly interesting solution. A hybrid polygeneration system based on renewable
energy sources can overcome operation problems regarding energy systems where only one energy
source is used (solar, wind, biomass) and allows one to use an all-in-one integrated systems in order
to match the different loads of a utility. From the point of view of scientific literature, medium-
and large-scale systems are the most investigated; nevertheless, more and more attention has also
started to be given to small-scale layouts and applications. The growing diffusion of distributed
generation applications along with the interest in multipurpose energy systems based on renewables
and capable of matching different energy demands create the necessity of developing an overview
on the topic of small-scale hybrid and polygeneration systems. Therefore, this paper provides a
comprehensive review of the technology, operation, performance, and economical aspects of hybrid
and polygeneration renewable energy systems in small-scale applications. In particular, the review
presents the technologies used for energy generation from renewables and the ones that may be
adopted for energy storage. A significant focus is also given to the adoption of renewable energy
sources in hybrid and polygeneration systems, designs/modeling approaches and tools, and main
methodologies of assessment. The review shows that investigations on the proposed topic have
significant potential for expansion from the point of view of system configuration, hybridization,
and applications.

Keywords: solar; wind; biomass; energy storage; energy system; renewables; polygeneration; hybrid;
systems analysis

1. Introduction

Among the greatest challenges of the modern world, the goal of reducing greenhouse
gas emissions produced by anthropogenic activity stands out the most. One of the tasks set
for all countries in the world is to achieve zero-carbon energy generation by 2050 [1]. For
many years, international and national organizations have been persuading the private
and public sector to switch to renewable energy sources (RES), increase the efficiency of
energy generation from conventional sources, or phase them out altogether. Unfortunately,
this is a very difficult goal to achieve.

Getting energy from unconventional sources is not only a modern idea. Large hy-
droelectric power plants have been popular around the world since the beginning of the
last century [2], and the conversion of wind energy into mechanical power, for example,
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in windmills, has been known for hundreds of years [3]. Today, solar power plants and
wind farms are commonplace, and the first part of the 21st century has seen a big focus
on distributed energy [4]. Nowadays, many homes are equipped with small photovoltaic
power plants or wind turbines, and this fact is primarily influenced by development and
ongoing RES application and research. One of the main directions of development is to
increase the efficiency of energy generation or search for new solutions. In particular, this
can involve the conversion of renewable energy itself [5,6] or individual components of the
installation [7–9]. Despite its great popularity, energy generation from renewable sources is
characterized by several disadvantages compared to conventional sources [10]. The most
significant of these are the instability of operation [11] and the economic unprofitability of
individual solutions [12].

The efficiency of most ways of producing energy from RES is closely related to weather
conditions. As a result, the exact duration of their operation cannot be accurately predicted,
as occurs in the case of photovoltaic plants [13,14], where during operation, a peak in
energy production is observed during the sunny hours, while there is almost null or no
generation in the evenings or at night. In addition, it is necessary to take into account the
period of the year and the weather of each day. These facts would translate into significant
limits and disadvantages if the energy mixes of entire countries were based mainly on
PV. We live in a time when even a temporary blackout would cause huge disservices to
systems and property damage or could lead to dangerous situations that put lives and
health at risk. However, there are various ways to solve this problem. The first is to
introduce a technology characterized by stable operation into the power system based on
RES. This could be, for example, a system based on biomass combustion [15] or nuclear
power [16]. The second way can be to secure against a possible drop in production by
creating a system [17] based on different RES technologies, whose projected production
hours during the day are complementary. This way can also be further improved by using
energy storage technologies [18,19]. Despite such possibilities, adapting such a system to
the national power grid is not an easy operation from the technical and grid management
points of view. However, thanks to recent technological advances and research, they are
finding very high potential in the application of distributed energy.

A system that produces energy from at least two different renewable sources is called
a hybrid renewable energy system (HRES) [20–22]. It can be based on the simultaneous
generation of useful energy from solar, wind, hydro, or geothermal energy sources. A
biomass energy conversion system can also be used for this purpose. Obviously, energy
taken from storage can be considered a source of renewable energy as well, once the storage
component has been charged using RES. As mentioned earlier, HRES has a number of
advantages including the most important one, which is the stabilization of the operation
of the entire system. An example is a photovoltaic (PV) system operating simultaneously
with a wind turbine [23,24].

When using renewable energy sources in distributed power generation, it is very
important to match the system to the user’s needs. To show that, two parameters should be
highlighted: the self-consumption rate [25] and the ratio of energy demand coverage [26].
As for the first parameter, it should be understood as the ratio of energy directly used by the
user to the total energy produced from RES. The values of this indicator depend on several
parameters, including the location of the installation, the energy demand of the user, the
output of the system itself, or weather conditions. An example would be a photovoltaic
system installed on a typical single-family house. For example, a value of this indicator at
25% means that of all the energy produced by the PV, only 25% was used directly by the
user, while the rest was wasted or supplied to the electric grid. The second parameter can
be calculated as the ratio of energy extracted from RES to the total demand for this type
of energy. These values are usually given for a longer period of time. For example, if user
has an annual demand for electricity equal to 5000 kWh and a photovoltaic installation
from which is possible to self-consume 2000 kWh directly, this means that energy demand
coverage in this case will be 40%.
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An ideal HRES system should be characterized by 100% self-consumption and 100%
energy demand coverage. This would result in zero losses of generated energy and a
negligible risk of running out of energy, only due to the failure of system components.
Unfortunately, this ideal scenario is practically impossible to achieve due to the technical
constraints of the devices, variability of user demand, and economic limits of the potential
investments. The focus, however, should be on analyses showing the possibilities of better
and better systems, which are as close as possible to the ideal ones.

When generating one type of energy, there is always some loss in the system. This
can be seen in the case of electricity generation with a biomass or coal boiler Rankine cycle
system. In this case, energy is lost through a pipe, mainly due to the dissipation of heat
by the condenser. In the early 19th century, it was realized that after leaving the turbine,
water still has a lot of useful energy that can be recovered [27]. It can be used, for example,
to heat domestic hot water. A plant that simultaneously generates electricity and useful
heat is called a combined heat and power (CHP) plant, and the process itself is called
cogeneration [28–30]. Simultaneous generation of two types of energy is very economical
and increases the efficiency of the entire plant compared to a separated production of
energies. Chill generators in the form of sorption chillers can also be included in CHP
systems [31,32]. In this case, the process that allows the simultaneous generation of three
types of energy is called trigeneration. Furthermore, when the generation of energy is also
coupled with the production of useful by-products, we are referring to polygeneration [33–35].
Passing from cogeneration to polygeneration, it is possible to observe that the grade of
energy utilization significantly increases, and this may also have significant effects on the
effectiveness of the energy systems adopted.

Each of the aforementioned methods of increasing the efficiency of plant operation can
be used in distributed power generation. Maximization of energy yield and achievement
of the highest possible efficiency rates are essential aspects of small hybrid RES-based
polygeneration systems. Currently, great attention is paid to the optimization of such
systems. It is necessary to select energy sources appropriately, and if necessary, to select
energy storage technologies. The most important features of such a system should be
maximum autonomy and efficiency, and thus cost-effectiveness. It is the second feature
that is usually the biggest problem to be solved.

The present review aims to provide a comprehensive overview of recent advances
regarding small-scale hybrid renewable energy systems. In particular, the review is focused
on the technical aspects of the different energy generation and storage technologies, their
use in HRES, and approaches and tools used in the design of integrated HRES. The review
is organized as follows. Firstly, the available technologies for the production of energy are
presented, and after that, the possibilities of energy storage are introduced. The review
continues with a description of the different configurations of HRES technologies and
concludes with the presentation of methods to investigate HRES. In the end, some general
conclusions regarding small-scale HRES are given in order to summarize the review.

2. Available Renewable Energy Technologies

Several technologies are used to generate energy in HRES depending on the type
of energy to be generated—electrical or thermal—or on the availability of renewable
energy sources to be used by the system. The presented technologies are the ones that are
conventionally used in HRES to produce energy from the specific renewable energy source
and are commercially available on the market. The technologies are:

- photovoltaic modules;
- solar collectors;
- wind turbines;
- water turbines;
- biomass units;
- heat pumps.
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2.1. Photovoltaic Systems

When considering the world’s energy production in 2021 from renewable energy
sources, photovoltaic installations rank third in terms of installed capacity [36]. Recent
reports show that this value has increased sevenfold between 2010 and 2020 indicating
very dynamic growth and suggesting ever-increasing installed capacity in the future. The
very high popularity and affordability of this technology are contributing to its continuous
development and thus increasing its efficiency. Photovoltaic installations are very often
used as a key energy source in small HRES [37]. The basic solution is to use standard first-
generation modules and place them on the available surfaces of the utility being powered.
When planning even the most basic photovoltaic installation, it is important to keep in mind
several factors that affect its operation. This directly includes the geographic location of the
facility being powered, and thus the angle of the modules from the floor [13]. The efficiency
of an installation located in Scandinavian countries will be different from one in the vicinity
of the equator. The difference is primarily due to the different values of average horizontal
irradiation in these locations, but also the average annual air temperature. The higher it
is, the lower the efficiency of PV cells [38]. This problem is being addressed by the latest
research on module cooling systems to enhance their performance. Praveenkumar et al. [39]
showed that it is possible to integrate a PV module with a heat pipe. The research indicated
that this decreased the module’s surface temperature by an average of 6.72 ◦C on a sunny
day. The temperature reduction resulted in an increase in cell efficiency of about 2.98%
over the comparison module. A different approach was followed by Sornek et al. [40] in
designing a system to cool a PV module by spraying its surface with water. Their research
showed that this procedure allowed an increase in the maximum instantaneous power of
the modules by about 10% compared to the comparative system.

A PV system can be placed not only on the roof or ground—a very popular approach
in Asia [41] is floating PV systems. This solution not only saves space for the installation by
using a body of water but also increases energy production by cooling the PV panels [42].
Studies [43] show that a floating installation has a lower average surface temperature
of the modules by 2–4% compared to an installation placed on the ground. In addition,
the authors pointed out that this method of installation reduces the intensity of water
evaporation in the water tank used. In recent years, an increasing emphasis on research on
photovoltaic cells of the second, third, or fourth generation can be observed [44]. However,
from the point of view of commercial applications, they are characterized in most cases by
lower efficiency than first-generation solutions except for multijunction cells, the cost of
which prevents their cost-effective use for most small-scale polygeneration systems.

Attention should also be paid to technology using focused solar radiation. Using
mirrors or lenses, it is possible to increase the efficiency of electricity production from a
photovoltaic cell. This technology is called concentrated photovoltaics (CPV). However,
a review of this technology [45] indicates that this solution is not valid for receiving only
electricity, due to the occurrence of excessive temperatures. It is advisable to additionally
dissipate effectively or use the heat produced.

When considering the operation of a statistical PV system, the largest energy yield
losses are associated with the shading or fouling of individual PV cells [46]. This is due to
the characteristics of connecting modules in series with each other in a classical solution.
This results in small values of current with voltage increase, which positively affects the
safety of the installation and limits the ohmic losses on the solar cables. In order to make
the entire photovoltaic circuit operate at uniform current parameters, a DC/DC voltage
converter is present at each PV installation. It is designed to track the maximum power
point of the circuit and adjust the installation voltage to achieve it. This component is called
a maximum power point tracker (MPPT). With this configuration, partial shading of the
installation or even of a few cells of one module negatively affects the performance of the
entire installation. To cope with this problem, more and more research is being dedicated
to the proper configuration of MPPT control. There are many options for tracking the
point of maximum power [47,48], including: traditional—based on direct measurements
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of voltage and current; mathematical modeling—showing the locations of the point of
maximum power; and intelligent algorithms—allowing the creation of a neural network
that is taught to look for the right parameters to obtain the best results. Photovoltaic
installations have plenty of advantages that demonstrate their versatility of use in small-
scale polygeneration systems. These include, first and foremost, the relative stability of
operation under conditions of adequate insolation and low price.

2.2. Solar Collectors

The abovementioned photovoltaic modules are not the only way to use solar energy.
Thermal solar collectors are also used for this purpose. The most common are classic
flat-plate collectors, which have a layer that absorbs solar energy and a piping in which
the working medium is heated. The heat is then transferred usually to a domestic water
circuit. In addition to flat-plate collectors, tubular vacuum variants, which use heat pipes
that allow the heating medium to move, are also popular. The adoption of a vacuum allows
the absorber surface to be well insulated, resulting in less heat loss to the environment.

It is possible to integrate a solar collector with a photovoltaic module, creating a
photovoltaic–thermal (PV/T) hybrid system [49], which allows not only the supply of
electricity but also heat. The hybrid cogeneration approach to energy production increases
the efficiency of the entire system. However, this solution requires suitable climatic condi-
tions for profitable operation. Tracking the performance of existing installations [50] shows
that, depending on the latitude, the thermal or photovoltaic part of the hybrid module has
better performance. In addition, using such a system to heat water provides temperatures
ranging from 40 ◦C to 60 ◦C, which typically limits the possibilities of its use in relatively
low-temperature applications [51].

In the case of photovoltaic cells, the concentration of solar radiation is associated
with large losses due to excessive temperature. For solar power systems, however, the
possibility of achieving relatively high temperatures is key. Several types of collectors using
concentrated solar radiation can be distinguished [52]: compound parabolic collectors [53],
trough parabolic collectors [54], parabolic dishes [55,56], Fresnel lenses [57], and power
towers [58]. Each of these differs in a number of factors, but comparisons should mainly be
made on the basis of operating temperature, from which the appropriate solution can be
selected to meet needs. Collectors operating on concentrated solar radiation are not often
used with small-scale systems, so can be observed as large-scale solar farms.

In order to improve the performance of a collector system, there is a lot of research
involving the proper adjustment of the water circulation system. This can be carried out
in a direct way, i.e., the heating medium in the collector is water, which when heated
flows directly into the building pipelines. The second option is a system in which a
separate heating medium is present, flowing in a separate circuit near the collector and
transferring energy to a second circuit with domestic water. The movement of the medium
is typically assisted by circulating pumps and is rarely achieved by natural convection,
taking advantage of the difference in fluid density at different temperatures. Optimization
of the system can also involve selecting the most efficient heating medium [59,60] or locating
heat storage. In most solar collector systems, tanks can be observed inside the building;
however, especially on a small scale, external tanks sometimes integrated into the collector
itself are popular. In countries with high temperatures, this can allow additional reheating
of the water in such a tank [61].

Collector systems can serve as the main source of hot water in a hybrid system, but
they are increasingly encountered at the same time as auxiliaries, which are mainly intended
to reheat the circulating medium to improve the performance of the entire system [62].
These are not the most popular methods of obtaining thermal energy; however, under the
right environmental circumstances, they can be a very good source of energy for small-scale
polygeneration systems or as the main source of heat in large-scale systems [63].
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2.3. Wind Turbines

Wind energy is the second-largest RES in the world [64]. Wind turbines are mainly
used to generate energy from this source, and when considering this technology, the first
classification points to turbines with vertical (VAWT) and horizontal (HAWT) axes of
rotation. The first group can be divided into two basic types [65]. The first is the thrust
type [66], which includes the Savonius rotor [5] and Sistan rotor [67], where blades are
usually bowl-shaped. The rotation of turbines of this type is caused directly by the force
of wind pressure. They are characterized by the lowest rotational speed and therefore
the lowest power yield. The second type consists of turbines based on lift force, which
requires the use of blades in the shape of airfoils, and this group can include the Darrieus
turbine [68] or H-rotor [69]. They are characterized by a higher rotational speed, which is
able to match or even exceed turbines with a horizontal rotation axis. Unfortunately, the
big problem of this solution is the relatively high wind speed required to start operation.
Nevertheless, it is possible to combine both types to reduce its value [70]. Due to their
design, VAWTs always generate negative torque, which reduces their efficiency. One way
to deal with negative torques is to use augmentation methods, which allow changing the
direction, to a certain extent, of the wind flowing through the turbine [71].

The scientific literature indicates that it is possible to improve the efficiency of turbines
with a vertical axis of rotation using elements that increase wind speed [65]. These could be
a deflector plane or a diffuser using the Venturi effect. Also very promising are the results of
studies of the usage of methods such as air currents near buildings [72] or suitably shaped
terrain [73]. These methods allow wind turbines to be placed in urban centers or next to
individual homes, demonstrating the possibilities of their usage in distributed energy. The
possibilities are supported by the fact that VAWTs take up less space than HAWTs.

As concerns VAWT design details, Qiang Gao et al. [74] showed a novel approach to
controlling the blade arrangement in a Darrieus turbine, which can also positively affect
its operation. In the case of lift-based types, it is very important to choose the right shape
of airfoils for the blades [75], which is also a vital aspect of designing turbines with a
horizontal axis of rotation [74].

Because of their higher efficiency, HAWTs are the most popular among commercial
applications. A significant number of wind farms are based on this technology. In addition
to dimensions, they can differ in the number of rotor blades. The best choice turns out
to be a three-blade turbine. It allows very high efficiency while minimizing noise and
manufacturing costs. Considering a different number of blades, the performance of the
turbines is close [76], with the single-blade rotor, which by shifting the center of gravity
falls into a strong vibration, the most distant. As with VAWTs, the operation of this type of
turbine can be improved with the use of diffusers, but one of the most prosperous ideas is
to equip the rotors with systems designed to adjust the rotor blade arrangement according
to wind parameters [77]. Changing the angle of attack is also important for safety reasons,
such as in situations where the turbine must be stopped.

Both groups of wind turbines (VAWTs and HAWTs) can be installed on land or water.
The second way may allow them to work better due to the absence of any obstacles and
high wind speeds. For this purpose, turbines with a horizontal axis of rotation are best
suited, as they can withstand higher overloads. There are studies [78] testifying to the
possibility of creating floating wind farms. This would allow the use of waters too deep to
place a foundation and could also minimize costs.

For all types of turbines, it is very important to choose the right material to create their
blades. It must be light enough, but also strong enough to achieve the best performance.
Most often composite materials (carbon and glass fibers) are used. However, this is one
of the biggest problems for wind turbines because these materials are difficult to recycle.
Initial research shows the possibility of using used rotor blades to make composite plates,
which can be used to make structural components for bridges or buildings. Researchers [79]
have shown that proper processing allows even higher strength than analogous plates
created for this purpose.
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2.4. Water Turbines

The use of the potential or kinetic energy of water to produce energy is the main RES
worldwide [36]. From the point of view of technologies, the types of hydropower plants
adopted are dammed [80] and pumped storage [81]. The first type involves restricting the
flow of a river by damming the water, creating an artificial basin, and at the same time
increasing the possibility of utilizing the high head to produce electricity. For this purpose,
Francis [82] or Pelton [83] water turbines are used, depending on the available head of the
water. The second type uses mainly the potential energy of water.

Hydropower plants may be used as a type of energy storage. In fact, when there is
a peak of power production on the electrical grid coupled with a relatively low price of
electrical energy, i.e., excess energy is produced and the energy is cheap, water from the
lower reservoir can be pumped into the upper one, while when there is a peak of demand
of energy in the grid and the price is relatively high, the water can be released into the
lower reservoir, giving back the energy stored.

These types of turbines are rarely used for small hydropower plants [84]. For this
purpose, a large proportion of other means of energy production, consisting of flow or
tidal power plants, can be used. The first of these are located in rivers, where they use the
kinetic energy of water to produce mechanical energy and then electricity. Historically,
river mill wheels were used for these purposes. As of today, the best universal system
cannot be directly selected. Depending on the case, it could be, for example, an Archimedes
screw [85] or a Kaplan turbine [86]. Properly fitting a small hydropower plant into a given
landscape is a very difficult task. One should keep in mind the relatively negative impact of
such an installation on the environment. The construction of such a power plant can cause
problems in fish migration, disturb the biological balance of the river or pollute the water
itself. However, studies indicate that if a number of guidelines are followed and particular
attention is paid to the development of the plant, these problems can be minimized [87,88].

2.5. Biomass Technologies

In the era of transitioning away from conventional energy sources, there is an increased
search for zero-carbon alternatives. One possible method of clean energy generation is
the combustion of biomass. Biomass can be defined as any organic substance of biological
origin (vegetable or animal) available in the world. When using biomass processing
technology, the most chosen biomasses are municipal waste, agricultural waste, vegetables,
and energy crops [89], as well as wood in unprocessed form or pellet form. In addition,
these biomass types can be converted into biogas or biofuels, which can have much better
energy conversion parameters compared to the raw/origin material [90].

In addition to the type of fuel, different ways of burning biomass can be distinguished,
depending on the scale of customer needs. For high-capacity units, fluidized beds [91]
and grate boilers [92] are commonly used devices. The former has the highest efficiency,
which derives from the characteristics of the combustion itself. Fuel is pulverized in the
combustion chamber to form a slurry, with sand or ash particles adopted as inert material.
For residential customers, the most popular way to obtain heat from biomass is by a
fireplace. The installation can be adapted to transfer energy around the building, as well as
to heat domestic water by burning wood in the fireplace [93,94].

Commercial biomass boilers are based on the use of wood or pellets, while in the case
of using straw, batch boilers are often used. These boilers can be characterized by very high
output (up to 1 MW), but there are also smaller units for a single household.

Multistage biomass combustion shows promising results [95]. This consists of drying,
pyrolysis, oxidation, and reduction stages. By converting solid fuel into a gaseous state,
higher efficiencies are achieved throughout the process. Recent studies indicate that despite
the inclusion of biomass as a renewable energy source, emphasis should be placed on
the development of cogeneration technologies that allow obtaining not only heat but also
electricity or cooling from combustion [96].
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Biomass combustion is one of the most popular methods of heat generation in dis-
tributed renewable energy applications. Households without access to district heating or
the natural gas infrastructure most often use units that burn wood or pellets. It is worth
noting that suitably adapted systems can be used to generate electricity. The heat generated
by a biomass combustion unit is transferred to a substance that changes the state of matter
or, in general, to the working fluid of a power cycle. It then drives a steam or gas turbine,
which, connected by a shaft to a generator, produces electricity. However, this way of
biomass use can be more efficient when it is coupled with a combined heat and power
(CHP) approach. In such a CHP system, components that take off excess heat allow one to
supply thermal energy to the user. Such a solution works well in large central CHP plants,
but also in distributed power generation [97].

2.6. Heat Pumps

Currently, there are relatively few methods of heating buildings that are not connected
to a district heating network. Focusing on the use of renewable energy sources, in addition
to the solar or biomass conversion systems already discussed, heat pumps are becoming
increasingly popular. The use of these devices, particularly in the distributed energy sector,
is considered a critical method for decarbonizing heat production worldwide [98].

Their operation is based on extracting energy from a low-temperature source to a
higher-temperature source. The whole process must be assisted by supplying external
energy, such as electricity. Heat transfer is carried out by means of a working medium
consisting typically of an organic fluid, which must have appropriate operating thermo-
dynamic parameters depending on the temperature of the lower source [99]. The most
important of these is the boiling point. The medium is supposed to receive heat in the
evaporator, from a medium with a relatively low temperature.

The lower heat source can be a variety of different media. Often, it is the air surround-
ing the building [100]. Pump systems developed for this purpose have fans that allow heat
transfer from the air to the working medium. The great popularity of this solution is directly
due to its relative versatility. An air heat pump can be installed on a building in a variety
of climatic conditions. The most stable operation of these devices is observed for ambient
temperatures in the range of −3 ◦C–10 ◦C [101]; however, after appropriate adjustment of
the operation of the units, optimal operation is observed even at temperatures down to
−30 ◦C [102].

The lower source of the heat pump can also be the ground. Direct energy extraction
from globally available deposits is often uneconomical and requires specific conditions [103].
Most often, small geothermal deposits have too low a temperature to heat domestic water
and supply heating directly or generate electricity. This energy stored in the ground
can easily be used in heat pump systems. The main advantage of these solutions is the
relatively stable temperature of the lower source, which translates into better heating
efficiency. Ground-source heat pump applications can be divided into two types: vertical
or horizontal heat exchangers. The first [104] are based on drilling a borehole reaching
typically from 30 to 100 m deep or more. This procedure is designed to ensure a lower heat
source with the highest possible constant temperature. With depth, the temperature of the
ground tends to be more constant over the year; however, at the same time the investment
costs associated not only with digging the borehole itself but also with the circulating pump
with the required head increase. As regards the horizontal ground heat exchangers, they
involve laying a ground collector with a large area at a depth of 50–120 cm [105], making
them more susceptible to ground temperature variation at shallow depths.

In addition to extracting energy from the ground, heat pumps can also extract thermal
energy from surface water [106] or groundwater [107] on a similar basis to ground pumps.

Also worth mentioning are the possibilities of integrating heat pumps with solar [108]
or photovoltaic [109] systems. In the first case, solar collectors can act as a lower heat
source, reducing the temperature difference between the evaporator and condenser, and
increasing the efficiency ratio of the system. A photovoltaic system very often goes hand in
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hand with heat pumps, since the electricity produced by PV can easily be used to power a
circulating pump.

The use of electric compressor heat pumps is not the only way to transfer heat energy
from a medium with a lower temperature to a higher one. It is also possible to distinguish
systems that base their functionality on the process of absorption [110] or adsorption [111].
Unlike compressor pumps, these require the application of energy in the form of heat to
the system. The main part of the absorption-based system is the circulation of usually a
solution of water and lithium bromide (LiBr) salt. It is also possible to use other substances
with similar sorption characteristics. During the operation of the system, when heat is
supplied to the mixture, the absorbent material separates from the water and becomes the
energy carrier. After giving up the heat, it reunites with water, and the process repeats
itself. If it comes to adsorption processes, a mixture of two substances is not observed in
it. Water in this process is deposited on the adsorbent material, often silica gel [112]. In
this activity, the system gives up heat, and conversely, in the case of heating the sorbent,
water is released. This type of heat pump requires an external heat source, most often a
gas burner or hot water in traditional applications or thermal energy from renewables. For
the latter, it is possible to use a number of heat sources, such as solar collectors [113] or a
biomass burning unit [114].

The described heat pump systems are assumed to have the process of heating domestic
water or indoor air. However, it is possible to change the operation mode of the device
from heating to cooling, shifting the role of the condenser to one of an evaporator, and
vice versa, by means of a valve system. This allows you to receive energy from the utility.
Apart from reversible vapor compressor heat pumps, a common application consists of the
use of the previously mentioned sorption heat pumps as a chiller. This is a very common
approach in hybrid renewable polygeneration systems in order to produce cooling through
the use of heat.

In order to give a good idea of the approaches taken by the authors of the various works
to improve the performance of the cited technologies, Table 1 was created. It describes how
the researchers dealt with the problems of the various RES technologies and shows what
results they obtained.

Table 1 shows that there are many ways to improve the operation of RES technologies.
However, it is worth mentioning that not all the methods shown above carry only positive
aspects. An example is the idea of concentrated PV cells [21]. This idea, despite the
theoretical increase in efficiency, also translates into a significant increase in the surface
temperature of the cell, which results in a decrease in efficiency. Similarly, the idea of
creating hybrid PV/T [26] modules can be problematic. The issue with this solution is the
requirement of specific weather conditions to take full advantage of this system, which
directly translates into its cost-effectiveness. An analogy can be made with the creation of
diffusers for wind turbines [41], which can increase their efficiency, but depending on the
situation, may or may not be useful. The problem here may be the space utilized by this
component. Instead of a diffuser, the turbine itself could have larger dimensions, which
would translate into better performance.

The ideas described above show that in most cases, there is not a universal way to
improve the performance of RES technology, since several ways require specific conditions.
This shows how much emphasis should be given to the proper selection of components of
a classic or hybrid installation.

2.7. RES Technologies in Literature

Selected examples of systems based on renewable energy sources from the literature
were collected and are summarized in Table 2. In order to denote the climate zone of the
specified location, a symbol has been added next to the location of a given solution. The
choice of symbols was guided by Köppen’s classification [115]. In the present paper, it was
decided to use the first level of classification, which was described on the basis of average
annual precipitation, average monthly precipitation, and average monthly temperature.
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The adopted classification includes the tropical humid (A), dry (B), mild midlatitude (C),
severe midlatitude (D), polar (E), and highland (H) climate zones. It is important to note
that this classification is also adopted for other tables in the paper.

Table 1. Summary of methods on improving the performance of the listed technologies.

Technology Problem Solution Result Reference

PV

PV module surface
temperature too high

Integration with a system
that uses excess heat

Decreased cell temperature,
increased cell efficiency [39]

Integration with a system
spraying surface

with water

Decreased cell temperature,
increased cell efficiency [40]

PV module efficiency or
annual irradiation too low

Focusing solar irradiation
with lens or mirrors

Increased efficiency, very
high surface temperature [45]

High influence of shading
on efficiency of PV module

New approaches in
MPPT optimization

Lowered sensitivity of PV
modules to changing
external conditions

[48]

Solar thermal

Possible higher efficiency of
whole system

Creation of hybrid
PV/T module

Increased system efficiency,
relatively low temperature

of heated water
[49]

Possible higher
collector efficiency

Focusing solar irradiation
with lens or mirrors

Increased temperature and
efficiency of collector [52]

VAWT

Negative torques of WT
while operating

Integration with an
augmentation system Increased WT efficiency but

waste of space which could
be used for bigger rotor

[71]

Possible higher
WT efficiency

Integration with wind
accelerating construction

(diffuser, building)
[65]

Relatively high needed
starting wind velocity

Introduction of system
controlling arrangement

of blades
Increased WT efficiency [77]

HAWT

Requiring large tracts of
land, high sensitivity of
wind conditions to land
shapes, hard to place on

deep waters

Building floating
wind farms

Increased efficiency,
space saving [78]

WT Hard to recycle components Usage WT elements for
other purposes

Positive impact
on environment [79]

Water turbine Difficult to implement as a
small system

Possible places (near
rivers) in-depth analysis,
creation of guideline for

such investments

Possibility of creating
modern small hydropower
plants in a greater number

of locations

[87]

Biomass Possible higher efficiency of
the system

Introduction of
multistage combustion Increased efficiency

of system

[95]

Introduction of
CHP components [97]

Heat pumps Possibility of lower source
temperatures being too low

Introduction of different
working media Improved system reliability [102]

422



Energies 2022, 15, 9152

T
a

b
le

2
.

Se
le

ct
ed

re
se

ar
ch

on
sm

al
l-

sc
al

e
R

ES
sy

st
em

s.

T
e
ch

n
o

lo
g

y
P

o
w

e
r

In
st

a
ll

e
d

E
n

e
rg

y
D

e
m

a
n

d
L

o
ca

ti
o

n
E

n
e
rg

y
S

to
ra

g
e

E
v

a
lu

a
ti

o
n

M
e
th

o
d

E
co

n
o

m
ic

R
e
v

ie
w

E
x
p

e
ri

m
e
n

t
R

e
fe

re
n

ce
In

d
ic

a
to

r
V

a
lu

e

PV

5.
6

kW
5.

7
M

W
h/

ye
ar

Lu
bl

in
,P

ol
an

d
(D

)
N

o
PV

SY
ST

R
O

I
8.

9
y

N
o

[1
16

]
48

kW
38

3
M

W
h/

ye
ar

Lu
bl

in
,P

ol
an

d
(D

)
N

o
PV

SY
ST

R
O

I
5.

7
y

N
o

36
kW

-
Sv

er
dl

ov
sk

,R
us

si
a

(D
)

N
o

PV
SY

ST
-

-
N

o
[1

17
]

27
0

W
15

9.
42

kW
h/

m
2 /y

ea
r

K
um

as
i,

G
ha

na
(A

)
Ye

s
TR

N
SY

S
LC

O
E

Ye
s

[1
18

]

13
.5

kW
93

.8
kW

h/
m

on
th

Be
iji

ng
,C

hi
na

(C
)

Ye
s

En
er

gy
ba

la
nc

e
eq

ua
ti

on
s

LC
R

0.
95

N
o

[1
19

]

W
T

3
kW

36
00

kW
h

(h
ea

t
de

m
an

d)
Ed

in
bu

rg
h,

Sc
ot

la
nd

(C
)

Ye
s

D
es

ig
nB

ui
ld

er
,

TR
N

SY
S

C
om

pr
eh

en
si

ve
sc

or
e

0.
40

7–
0.

59
4

N
o

[1
20

]
5

kW
36

00
kW

h
(h

ea
t

de
m

an
d)

Ed
in

bu
rg

h,
Sc

ot
la

nd
(C

)
Ye

s
D

es
ig

nB
ui

ld
er

,
TR

N
SY

S
C

om
pr

eh
en

si
ve

sc
or

e
0.

47
3–

0.
63

8
N

o

10
kW

36
00

kW
h

(h
ea

t
de

m
an

d)
Ed

in
bu

rg
h,

Sc
ot

la
nd

(C
)

Ye
s

D
es

ig
nB

ui
ld

er
,

TR
N

SY
S

C
om

pr
eh

en
si

ve
sc

or
e

0.
45

5–
0.

52
4

N
o

1
kW

-
Fo

rl
ì,

It
al

y
(C

)
N

o
M

at
he

m
at

ic
al

an
al

ys
is

—
W

ei
bu

ll
LC

O
E

0.
61

€/
kW

h
Ye

s
[1

21
]

3
kW

23
30

kW
h

A
nk

ar
a,

Tu
rk

ey
(B

)
N

o
M

A
TL

A
B—

W
ei

bu
ll

-
-

N
o

[1
22

]

H
yd

ro
ki

ne
tic

Tu
rb

in
es

5
kW

10
,7

15
kW

h
Ba

to
n

R
ou

ge
,U

SA
(C

)
N

o
C

FD
R

O
I

4–
5

ye
ar

s
N

o

[1
23

]
5

kW
26

20
kW

h
It

ac
oa

ti
ar

a,
Br

az
il

(A
)

N
o

C
FD

R
O

I
6–

7
ye

ar
s

N
o

3
kW

10
,7

15
kW

h
Ba

to
n

R
ou

ge
,U

SA
(C

)
N

o
C

FD
R

O
I

7–
8

ye
ar

s
N

o

3
kW

26
20

kW
h

It
ac

oa
ti

ar
a,

Br
az

il
(A

)
N

o
C

FD
R

O
I

15
–1

6
ye

ar
s

N
o

423



Energies 2022, 15, 9152

When considering photovoltaic (PV) technologies, studies showing the operation of
such systems in various locations around the world were collected. In this regard, it is a
fairly universal technology. However, it should be noted that in locations characterized by
low average irradiation, it will be less effective. Cieślak [116] pointed out that in the case of
creating a basic system without an energy storage system, it is more cost-effective to install
one that does not cover all the energy demand. In this case, an off-grid system would not
be reasonable. The authors in [117] proposed a system with a solar tracer. They pointed
out that such a solution is more efficient than a classic system facing in one direction. In
addition, Agyekum et al. [118] analyzed the effect of high temperature on the energy loss
of the system. The paper was based on a comparison of the economics and efficiency of
PV and PVT systems in Ghana. The results indicated that a stand-alone PV system had
higher cost-effectiveness than a stand-alone hybrid system. It is worth mentioning that
this situation becomes reversed when energy storage is added to the system. Li et al. [119]
proposed an off-grid PV system with energy storage. The authors compared different
system configurations and identified the most cost-effective approach. It consisted of 66%
building demand energy storage and 1.4 energy penetration of the PV system.

When analyzing stand-alone PV systems, the authors of publications are most often
supported by software based on meteorological data and basic PV models (PVsyst) [116,117].
Such methodology allows one to analyze the performance of the systems depending on the
geographic location and to analyze the efficiency of the system operation accounting for
several design factors. In the case of a more complicated polygeneration system [118], one
should turn to more complex software (such as TRNSYS).

Most of the works available in the literature include an economic analysis. The
most commonly used indicators are return on investment (ROI) [116] or levelized cost
of electricity (LCOE) [118]. These approaches allow an assessment of the profitability of
proposed solutions.

Wind turbines (WTs) seemingly can perform well in a wider range of locations around
the world. However, it should be noted that stand-alone wind turbines are not the most
cost-effective solution in most cases. A suggestion from numerous studies is to create a
hybrid system incorporating other systems in addition to the turbine. The authors of [120]
indicated that a cost-effective approach would be to add an energy storage system to WT
installation. The purpose of this system was to power a heat pump to cover the entire
heat demand of the building. The authors undertook a comparison of such systems with
different WT capacities and battery capacities at different locations in Scotland. Based on
the comprehensive score method, they compared the investigated options. The results
presented indicated that such systems could not qualify as the most profitable. However,
the authors suggested that their use in Scotland would be possible with the assumption of
subsidies from the government. The authors of [121] came to interesting conclusions. The
study was based on a comparison between the actual production of a wind turbine and
an estimated value based on weather data. The study showed the difference between the
two situations and allowed for their economic analysis. The authors noted that the studied
installation was not characterized by high profitability, and they concluded the analysis
under the assumption of better wind conditions allowed satisfactory results. In general,
the work showed that stand-alone wind systems are usually not economically efficient and
that they could play a greater role in hybrid systems.

Location is very important for wind power plants. Bilir et al. [122] undertook an
analysis of the feasibility of an area in the vicinity of Ankara, Turkey for WT siting. The
study indicated that the area does not have sufficient wind for large-capacity wind turbines,
so the authors chose an alternative solution of three smaller WTs. The results showed
that such an installation can produce enough energy to cover the electricity needs of small
housing. It is worth noting that no energy storage system was assumed in this case, and
thus most of the energy yield would be lost or transferred to the grid.

Distributed hydropower is also worth mentioning. Puertas-Frías et al. [123] indicates
that it is possible to use medium- and high-flow rivers for this purpose. Two locations were
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selected for analysis: Baton Rouge, USA on the Mississippi River, and Itacoatiara, Brazil on
the Amazon River. The first step in the study was to select a suitable hydroturbine for the
task of power production. A number of different profiles were considered to create a rotor
with a horizontal axis of rotation. The selected parameters then made it possible to calculate
their efficiency and also the cost-effectiveness of this solution. The systems studied were
intended to be on-grid, and this fact showed that the economic viability of the investment
is directly affected by a country’s policy regarding support for renewable energy sources.
Without possible additional subsidies, the installation would not be profitable. ROI was
used for the economic analysis, and the whole simulation was carried out in CFD software.

It is worth noting that in the modern literature, it is difficult to find works based on
the analysis of a small system entirely based on biomass. Common knowledge shows that
while heating a household with biomass is profitable, in terms of electricity generation, it
should go hand in hand with the production of other types of energy [124].

As devices characterized by relatively high electricity consumption, heat pumps
should be used in tandem with systems that obtain energy from renewable sources. The
use of grid energy in most cases is not among the most economical treatments [125].

2.8. Summary

Considering all the RES technologies mentioned above, it is hard to point out uncondi-
tionally the best one. Each has many advantages as well as disadvantages. However, it is
possible to notice certain trends when it comes to the popularity of using a given system
in scientific studies and also in practice. Biomass-based technologies can be considered
the most popular. Although the data presented in Section 2.7 show that systems based
exclusively on these technologies are no longer being developed to any great extent, it
should be remembered that they are among one of the most popular sources of energy in
the thermal sector in distributed and central [126] power generation. This is supported
primarily by the fact that these technologies have existed for decades while the massive
use of other RES is relatively new. These systems, in distributed power generation, are
characterized by relatively low investment and operating costs. However, it should be
noted that solar systems, which are becoming increasingly popular despite their relatively
high investment costs, are a cheaper solution with a longer operating period [127]. It is
worth noting that these days, there is a very strong emphasis on replacing fossil fuels. One
of the solutions is the creation of biogas plants and biomass-based combined heat and
power plants, thus covering the electricity and heat needs of small towns and villages [128].
The idea is to simultaneously produce energy and use the excess organic matter available
in such agglomerations.

Solar energy systems seem to take second place in terms of popularity. This is sup-
ported primarily by a certain versatility of this solution, the low complexity of basic
installations, or the very large government support worldwide [129]. However, they have
major drawbacks related to the stability of operation, which is also characteristic of wind
energy-based technologies [130]. For this reason, the authors of several studies suggest the
development of hybrid systems or the use of energy storage to improve the efficiency of
the entire system when using this technology.

Hydropower technologies account for a significant share of the RES mix in the world.
However, these are large run-of-river, dam or pumped storage power plants. The use of
water power in small systems is not a very difficult undertaking in terms of technology.
However, it requires specific conditions, in particular the presence of flowing watercourses
and the possibility to use natural or artificial basins. This fact translates into their lower
accessibility and low popularity.

Heat pumps are considered the future of the thermal sector. However, it is worth not-
ing that for their operation they require the application of electricity, the price of which has
been rising rapidly in recent years (2020–2022) [98]. This fact translates into an obligatory
parallel use of renewable energy sources with heat pump systems in order for such an
investment to be profitable.
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The technologies presented in Section 2 were brought together to show the feasibility
of their use in small-scale hybrid polygeneration RES-based systems. It should be noted
that the authors here were not looking for novel approaches that may work only in a narrow
range of solutions, but were guided by research showing improvements in their properties
in the abovementioned systems. It is very important, especially from an economic perspec-
tive, to use well-studied, reliable ways to improve efficiency in such systems. However,
this does not mean that there is no room for innovative approaches. An example is the
previously described approach [39,40] showing ways to extract heat from PV cells. Such or
similar technologies, however, need to be properly optimized and improved to find their
place in small-scale hybrid polygeneration RES-based systems.

3. Storage Technologies

To respond the climate change and minimize its impact, energy storage technologies
have become a priority in many countries around the world [131]. This has led to a major
increase in the number of technologies using renewable energy sources [132].

The disadvantage of this direction of development is the presence of devices charac-
terized by intermittent power generation, which leads to a decrease in system reliability
and feasibility. This situation requires the use of compensation elements to avoid potential
power shortages or store surpluses [133]. An energy storage unit is exactly this type of
compensation element. However, storage technologies are met with some skepticism due
to the high initial cost of the system and the associated transformation losses [134]. Recently,
a significant price drop was observed for some energy storage technologies, e.g., lithium
ion batteries [135], but the price of a novel manufacturing methods may offset any cost
savings until economies of scale take over. This is the difficulty in bringing new technology
to market; however, suitable energy storage has a significant role in improving the energy
efficiency of renewable-based systems, which leads to savings [136].

Energy storage methods can be divided according to a number of criteria. The most
important of them are presented in the following subchapters. Due to the variety of values
describing the characteristic sizes of each energy storage, the most important ones are listed
in Table 3.

Table 3. Technical characteristics of the systems.

Storage Type
Energy

Efficiency
Volumetric

Energy Density
Lifetime Storage Period Cost

Small-Scale
Applicability

[-] [%] [kWh/m3] [year or cycles] [time] Euro/kWh [-]

Thermal Energy Storage

Sensible storage 50–90 93 10–30 years days/months 0.1–10 +

Latent storage 75–90 50–3210 10–20 years hours/months 10–50 ?

Thermochemical storage 75–100 200–500 15–30 years hours/days 8–100 +

Electrical Energy Storage

Supercapacitors 90–95 1.5–15 Wh/kg 1 million seconds/
minutes 300–2000 +

SMES 90–95 0.5–10 >1 million minutes/
hours 13 k–76 k -

Electrochemical Energy Storage

Lead–acid batteries 74–95 50–80 203–1500 days/
months 100–830 +

Lithium batteries 90–97 200–500 3500–20,000 days/
months 500–2000 +

Nickel batteries 71 60–150 350–2000 days 450–1800 +

Sodium sulfur batteries 75–85 156–255 2500–8250 days/
months 280–700 +/-
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Table 3. Cont.

Storage Type
Energy

Efficiency
Volumetric

Energy Density
Lifetime Storage Period Cost

Small-Scale
Applicability

Redox flow batteries 60–80 16–60 7000–15,000 days/
months 110–1000 ?

Chemical Energy Storage

Methane 49–79 1200 -

Hydrogen 54–84 400 - days/
months 2–15 +

Mechanical Energy Storage

Solid media (flywheel) 85–95% 80–200 10,000–100,000 hours 650–2625 +

Liquid media (PHES) 65–87% 0.01–0.12 - days/
months 500–1700 -

Gaseous media (CAES) 30–50% 0.04–10 20–40 years days 2–140 -

References [137–142]

“-” no, “+” yes, “?” experiential applications.

3.1. Thermal Energy Storage

Thermal energy storage (TES) allows excess heat energy to be stored and used after
hours, days or months. It can be stored on a scale from a single process to a region [143].
Depending on the temperature range of the storage medium, we can distinguish between
low-temperature storage (up to 120 ◦C), medium-temperature storage (120–500 ◦C), and
high-temperature storage (>500 ◦C) [137]. TES storage systems are commonly integrated
with concentrated solar power (CSP) plants: 80% of power plants rely on this type of
energy storage, increasing efficiency by smoothening out fluctuations in energy demand
throughout the day [144]. CSPs use all three basic types of TES: sensible, latent and
thermochemical. The classification of main thermal energy storage technologies is presented
in Figure 1.

 
Figure 1. The main classification of thermal energy storage technologies.

3.1.1. Sensible Heat Storage (SHS)

In this method, thermal energy is stored in a material, leading to a change in its
temperature. The change in the temperature of a body and its heat capacity is used to carry
out the charging and discharging processes [145]. The amount of heat stored depends on
the temperature difference between the initial and final states of the substance, its mass,
and specific heat. Water is most commonly used as the storage medium [146], although a
water–glycol mixture, concrete, and rock are also used [146]. The technology is most often
integrated with heat pumps, solar thermal systems [147] and heating systems as buffer
storage [148]. Compared to latent or thermochemical thermal, sensible thermal storage has
a lower energy density when we consider a limited temperature range. However, sensitive
thermal storage technology is standardized and has a much lower price than other types of
storage [149].

Commonly used components for SHS are packed-bed storage tanks (PBSS), which
store thermal energy by heating and cooling the solids with a heat transfer fluid (usual
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air) flowing through the beds [150]. The most widely cited advantages of these storage
media are a broad operating temperature range, reduced corrosion, and low cost of storage
material [151]. Detailed studies for different solids and their parameters to evaluate the
thermal performance of a sensible heat storage bed with air as the heat transfer fluid have
been discussed by A. Elouali et al. [152].

For long-term storage, underground heat storage is used [153]. This method has
been considered by Recep Yumrutaş et al. [154]. They presented a mathematical analysis
to determine the long-term performance of solar-assisted home heating systems using
a heat pump and underground thermal energy storage (UTES). The temperature of the
TES reservoir increases with the years, resulting in a reduction in the annual requirement
for heat pump operation. After the fifth year of operation, the annual periodic operating
conditions have been reached. A TES reservoir is a viable energy storage solution, as long
as it is located sufficiently deep underground. Researchers noted that the efficiency of
mentioned systems increases with the volume of the reservoir.

An interesting new technique with promising results in the test phase is the combina-
tion of sensible and latent heat storage [155]. In [156], the authors proposed an installation
including the storage of thermal energy in quartz, with part of the energy stored in phase-
change material (PCM). A simulation-based analysis showed that the implementation
of energy recycling from the compressor and heat storage led to an increase in system
efficiency from 34.4% to 60.6%.

SHS can be also a valid solution for extreme conditions. G. Hailu et al. [157] presented
an installation for a building designed for net zero energy. The house additionally uses high-
performance building techniques, e.g., Arctic walls combined with photovoltaic panels,
collectors and sand-bed storage. The work shows that thermal storage systems made of
readily available materials (e.g., sand) can be a cost-effective way of storing energy.

3.1.2. Latent Heat Storage (LHS)

Latent heat storage systems adopt the phenomenon of energy storage during phase
change. Materials that enable LHS storage are known as phase-change materials (PCMs). The
primary field of application is residential and industrial heating and air conditioning [158].

Storage of large amounts of energy with small temperature differences is the main
advantage of storage systems using PCMs. Because adding energy to the system does not
increase the temperature difference with the environment, exergy losses are lower than
with SHS [159]. However, this system is technically difficult to implement due to leakage
that occurs during the phase transition with conventional phase-change materials [61].
PCM must be characterized by high specific heat, thermal conductivity, and density. The
material should also have a melting point in a suitable temperature range [160]. All of the
properties mentioned are associated with an increase in the price of the system.

There is a group of materials suitable for phase-change heat storage [161]. The criteria
they must meet and examples of substances are given in Table 4. The following table is
based on information from [162,163].

The evaporation process, despite its high enthalpy, involves a volume change that is
difficult to control [164]. For this reason, it is rarely used. Materials such as salt hydrate
and paraffin have found practical use in LHS systems [165]. Despite its high storage
density and good thermal properties, salt hydrate is characterized by inconsistent melting.
This results in a decrease in capacity with the number of cycles [166]. A solution to this
problem has been investigated by Tyagi et al. [167]. In their work, they observed that
the intensity of phase separation increased at lower mass flow rates. They showed that
measurements on smaller samples help to verify that the PCM composition is not degraded
due to incongruent melting. Paraffins, on the other hand, allow their melting temperature
to be controlled by changing the length of the alkane chain [168]. They present high melt
compatibility and cyclic stability, and they are environmentally safe and noncorrosive.
Problems with their use are their flammability and high price [169].
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Table 4. Latent heat storage materials.

Substance Examples

Class Material
Melting

Point [◦C]
Density
[kg/m3]

Thermal
Conductivity

[W/m·K]

Latent Heat of
Fusion [kJ/kg]

Organic Paraffin wax 64 916 (solid, 33.6 ◦C)
769 (liquid, 65 ◦C)

0.346 (solid, 33.6 ◦C)
0.167 (liquid, 63.5 ◦C) 173.6

Fatty acids Palmitic acid 64 850 (at 65 ◦C) 0.162 (at 68.4 ◦C) 185.4

Salt hydrate CaCl2·6H2O 29 1562 (at 32 ◦C)
1802 (at 24 ◦C)

0.540 (at 38.7 ◦C)
1.008 (at 23 ◦C) 190.8

Metallics Bi-in eutectic 72 - - 25.0

Desirable characteristics

Thermal Properties Physical Properties Kinetic Properties Chemical Properties Economics

Melting temperature in
desired operating range

Small vapor pressure at
operating temperatures

Little or no super-cooling
during freezing Chemical stability Abundant

High latent heat of fusion
per unit volume

Small volume variation on
phase change

High nucleation rate to
avoid supercooling

Complete reversible
freezing/melting cycle

Large-scale
availabilities

High specific heat High density Adequate rate of
crystallization

Compatibility with
container materials Effective cost

High thermal conductivity
of both phases

No toxic, flammable, or
explosive material

An interesting study was conducted by Johansen et al. [170]. They presented the
results of a study of a solar system combined with a sodium acetate trihydrate (SAT) heat
storage tank used to heat up a water tank. During a 6-month test period, the SAT was
heated 53 times by the solar collectors above 80 ◦C. During the test period, it supplied 135
kWh of heat to the water buffer tank. The research shows the core concepts of supercooling
and the discharge of heat from the PCM. Additionally, in [171], Englmairab et al. introduced
a numerical simulation of the previously mentioned system [170]. Validation results of the
component models showed a high degree of similarity to the measured data. Numerical
simulation was used to optimize components of a system, which showed very promising
results. A full charge of a single 200 L PCM unit and a 2.8 m3 water tank enabled the supply
of heat for 18 days in January. As a result, the building’s heating needs can be covered by
almost 100% renewable energy sources.

At present, the search for phase-change materials focuses on finding materials with
high enthalpy at different temperatures [172]. For conventional solid–liquid phase-change
materials, solutions are being explored to eliminate phase-change leakage. To solve this
problem, Yao Menga et al. proposed the use of a composite [173], while Ali Usman et al. have
seen an opportunity for the development of solid–solid phase-transition materials [174].

3.1.3. Thermochemical Heat Storage (THS)

This type uses reaction energy from reversible chemical processes or physical surface
reactions. The absence of thermal losses is a consequence of storing energy in the form
of reaction energy rather than heat [175]. Despite their particularly high energy density
and technically possible long energy storage times [176], these systems are rarely used
for economic reasons [177]. THS systems can be divided into three categories: chemically
reversable processes, adsorption storage systems and absorption storage systems [178]. For
chemically reversable processes, the thermodynamic equilibrium temperature is decisive.
Discharge of the system occurs at a temperature lower than the equilibrium temperature.
Charging, on the other hand, occurs at a lower temperature.

K. Kant et al. [179] presented a study of long-term energy storage via an absorption
process for heating buildings. The heat storage was based on an aqueous solution of
LiBr (lithium bromide). The authors designed and built a prototype, which they tested
under static and dynamic operating conditions compatible with domestic solar and heating
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systems. The tests showed that the absorption process could allow the house to be heated.
However, the absorber design used by the authors prevented heat recovery in the charging–
discharge processes. They thus suggested using a two-piece absorber or a pool absorber.

The authors of [180] pointed out that despite the potential high energy storage density
and low losses, poor heat and mass transport significantly hinders the commercialization
and implementation of THS systems. Above all, the development of this technology
requires fundamental innovation in the development and discovery of new materials.

3.1.4. Thermal Energy Storage: Summary

The main difference between the three mentioned types of TES is the range of operating
temperatures. Most SHS storage systems have the broadest operating temperature range,
as the temperature increases through the whole charging process, in some cases reaching
500 ◦C and above. However, high temperatures cause energy loss due to limitation on
insulation and heat creep of materials. When only a limited range of operating temperatures
is possible, this type of TES has on average lower energy density compared to other types of
TES. On the other hand, LHS and THS storages avoid the downsides of high temperatures
by containing the energy in state change and chemical processes subsequently. LHS has the
potential of a very long-lasting energy storage, as long as it is kept at constant temperature
in order to avoid spontaneous phase change. From a practical point of view, the melting
phase is the most commonly used. The evaporation process, despite its high enthalpy,
involves a volume change that is difficult to control.

From an economical point of view, SHS systems use the cheapest and most easily
available energy storage medium and are also safe. Media used in LHS must meet specific
criteria and come with their drawbacks. Similarly, THS systems require media that can
improve their heat and mass transport, which would make them more economically viable.

In terms of applicability, SHS systems are widely used, starting with household buffers
with a few kWh capacity through seasonal storage systems up to district heating with
capacity in the range of GWh. On the contrary, SHS and THS systems are generally
integrated in niche applications, such as thermal management in dishwashers or air-
conditioning of a room.

3.2. Electrical Energy Storage

The major advantage of direct electrical energy storage is the absence of energy
conversion, which translates directly into reduced losses. However, due to its high costs
and very low energy density, this solution is currently not widely used [149]. Classification
of technologies for direct electrical storage is presented in Figure 2.

 
Figure 2. The main classification of electrical energy storage technologies.
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3.2.1. Supercapacitors

A supercapacitor is a capacitor of high capacity, frequently much higher than other
types of capacitors used in electronic devices, but with lower voltage limits. In terms of en-
ergy storage, they are transitional devices between electrolytic capacitors and rechargeable
batteries [181], storing even 100 times more energy per volume than standard capaci-
tors [182]. Additionally, supercapacitors can charge and discharge with higher power than
any type of battery, and can repeat this cycle many more times. However, they are not
suitable for long-term energy storage due to their tendency to self-discharge.

Due to their nature, supercapacitors are a frequent choice in applications that require
fast energy absorption or delivery. This capability is required to match demand and control
the ramping up or down of the energy supplied by renewable technologies. Shifting cloud
cover, rapid change in wind direction, or changing power loads results in large real-time
variation in power surplus or deficit. Supercapacitors can absorb these surpluses or supply
energy during energy deficits, in turn smoothening the power output of renewable energy
sources [183].

However, in small-scale applications, minute-by-minute variation in energy generation
has a much smaller amplitude and is less impactful on energy installation. This way,
supercapacitors are currently applied only in large-scale renewable energy plants [184].

3.2.2. Superconducting Electromagnetic Energy Storage (SMES) Systems

Superconducting magnetic energy storage (SMES) systems use cryogenically cooled
superconducting coil. Direct current flowing through the coil creates a magnetic field, which
is used for the purposes of storing energy [185]. Typically, an SMES system is composed of
three parts: a superconducting coil, power conditioning system, and cryogenically cooled
isolated refrigerator. All of them are stationary components, making them extremely stable.
Once the superconducting coil is charged, the current will not decay and the magnetic
energy can be stored almost indefinitely. The stored energy can be retrieved by discharging
the coil.

Originally, SMES was developed for large-scale load leveling; however, with its rapid-
discharge capabilities, it has been deployed on electric power systems for pulsed-power
and system-stability applications [186]. Another advantage of SMES is the ability to almost
instantly shift between charging and discharging the storage. Furthermore, similarly to
supercapacitors, SMES systems can be used in conjunction with renewable energy sources
in order to smoothen its energy output. The most important advantage of SMES is that the
time delay during charge and discharge is quite short.

Padimiti et al. [187] researched the applicability of SMES technology as a power quality
device and for damping power system oscillations. The conclusion was that the system is
capable of rapid discharge of large amounts of energy, which is a necessary factor in the
improvement of the dynamic performance of the power system.

The potential application of SMES systems on a small scale is limited by their large
economic costs of implementation coupled with the high prices of superconductors. Addi-
tionally, keeping cryogenic conditions in an SMES system is a power-consuming process
justifiable only on a large scale.

3.2.3. Electrical Energy Storage: Summary

Storage systems based on supercapacitors and SMES have much in common. They
can absorb a large amount of electrical energy in a very short time and discharge it equally
fast. Additionally, their charging process can be repeated multiple times. Both systems are
applied in situations where a quick switch between absorbing and discharging of electrical
energy is required, i.e., renewable power plants.

However, supercapacitors are not suitable for holding charge over long periods of time,
while SMES systems can contain their charge almost indefinitely as long as they are kept in
suitable conditions. Compared to supercapacitors, SMES systems require much larger and
more advanced infrastructure, which greatly increases their cost of implementation.
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3.3. Electrochemical Energy Storage Systems

Electrochemical energy storage has high efficiency, a fast response rate, and a relatively
low price [149]. These systems use electrodes connected by an ion-conducting electrolyte
phase, and chemical reactions are used to transfer the electrical charge. The battery param-
eter most often taken for comparison is the capacity, which represents the ability of the
battery to store an electrical charge. The possible technologies of electrochemical energy
storage are classified in Figure 3.

 
Figure 3. General classification of the electrochemical energy storage system.

3.3.1. Lead–Acid Batteries

A lead–acid battery consists of a negative electrode made of porous lead that facilitates
the formation and dissolution of lead. The positive electrode consists of lead oxide. Both
are immersed in an electrolytic solution of sulfuric acid and water. The technology of the
production of lead–acid batteries is very mature, which lowers their price, making them
a popular and economical choice. Due to their long lifetime, they are frequently used in
renewable energy systems. On the other hand, they have relatively low energy density,
only moderate efficiency, and high maintenance requirements.

The efficiency of this type of battery is assumed to be between 90% and 97% and
depends on its application [187]. These batteries are particularly well suited as a backup
power source when used in conjunction with a solar installation that is not continuously
used. An example of such a system is the solar boat design proposed by Ahmad Nasiru-
dina et al. [188]. However, even in this field, lead–acid batteries are being replaced by
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lithium ion batteries, which will be the storage systems of the future for electric yachts, as
predicted in [189].

The ability of a lead–acid battery to operate over a wide temperature range is an
undoubted advantage. However, changes in its parameters must always be monitored,
as the state of charge of the battery depends on the season. In summer, the state of
charge is close to 100% and its value decreases in winter. The minimum charge level is
controlled by an automatic system that disconnects the battery at the minimum discharge
voltage [190]. Otherwise, the battery may be completely discharged, which negatively
impacts its condition [149]. At higher discharge currents in lead–acid batteries, there is an
undesirable polarization effect. This effect requires special methods for determining the
state of charge [191].

Another advantage of lead–acid batteries is a well-developed method of disposal,
which significantly reduces their negative environmental impact [192], and systems using
them have the potential to become emission-free. Amutha et al. [193] analyzed the perfor-
mance of seven different off-grid systems using lead–acid batteries for different types of
loads. The study considered seven combinations of components, such as a wind turbine,
solar system, hydroelectric power plant, and diesel generator. The result of the simulation
using the HOMER software showed that the battery improved the performance of the
renewable energy system and enabled zero-carbon solutions.

Although these batteries are already applied in many fields, they are gradually being
replaced by lithium ion batteries, which often prove to be a cheaper and longer-lasting
solution. Abraham Alem Kebedeet et al. [194] compared the efficiency of a grid-connected
photovoltaic system (PVGCS) integrated with a lithium ion battery and a lead–acid battery,
respectively. In order to analyze the efficiency of both systems, the connection of the battery
to the PVGCS was modeled using HOMER-Pro software. The analyses showed that the
lithium ion battery had better discharge characteristics, providing a longer service life. This
techno-economic study based on realistic load profiles and resource data showed that the
cost of energy for a system with a lithium ion battery was EUR 0.02/kWh lower compared
to a lead–acid battery. The study showed that lithium ion batteries are the preferred choice
for a PVGCS system over lead–acid batteries.

3.3.2. Lithium Batteries

Lithium ion battery technology is distinguished by the possibility to use commercially
available storages with relatively high energy concentration and to adopt them in a wide
range of applications [195]. Due to the process of gradual expansion of their use from
the portable electronics sector to the power grid sector, they are in a phase of continuous
development [196].

The positive electrode of these batteries is made up of lithiated metal oxide, the
anode consists of layered graphite, and the electrolyte is lithium salts dissolved in organic
carbonates [197]. The way in which the reactions occur allows three basic classifications of
lithium technologies to be defined: lithium ion, lithium sulfur and lithium air [198].

Currently, the simple association with lithium ion batteries is the automotive industry.
Electric cars can also function as energy storage. Cars equipped with the vehicle-to-home
(V2H) function can be charged and then return the energy when it is needed. This requires
special two-way chargers for electric cars, by means of which energy storage in the car can
be the answer to the summer overproduction of electricity. An example of such a system
can be found in the work of García-Vázquez et al. [199]. The authors investigated a hybrid
renewable energy system including V2H energy storage. However, under the restrictions
described by the authors, the addition of the V2H only slightly reduced the necessary
capacity of energy storage. The feasibility of using EVs as a support storage system is
greatly dependent on the driver’s profile and the daily trip range of the vehicle.

The energy storage in the car, despite its large capacity, is not able to replace traditional
stationary energy storage. The problem is that the greatest production of electricity from a
photovoltaic installation often occurs during people’s working hours. Nevertheless, using
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an electric car for energy storage increases the self-consumption of energy produced by PV,
speeding up the return on investment for both PV and the electric car [200].

Ghassan Zubi et al. [201] investigated the deployment of lithium ion battery potential
considering technical and economic aspects. It was found that despite the relatively high
initial cost, the lithium ion battery is competitive in the cost of energy storage and the
ongoing cost reduction will promote the accelerated use of lithium ion batteries in this
application. The researchers pointed out that a more favorable environment for reducing
the barriers to deployment would be created through appropriately selected incentive
strategies and schemes.

Large-scale lithium batteries may find application in microgeneration systems. Dar-
covich et al. [202] evaluated the performance of large-scale batteries working with a mi-
crogeneration system. In addition, they compared two novel cathode materials—Li-NCA
and LiMnO—and conventional LiMn2O4. The use of the new materials resulted in a 30%
increase in battery life compared to conventional materials. This occurred because of the
higher capacity of the batteries, which caused them to operate through a smaller part of
their capacity range, resulting in a lower net load on the battery materials.

3.3.3. Nickel Batteries

There are four main groups of rechargeable batteries that are based on nickel: nickel–
cadmium battery (NiCd), nickel–iron battery (NiFe), nickel–metal hydride (NiMH), and
nickel–hydrogen battery (NiH2).

NiCd and NiFe batteries use nickel oxide hydroxide as one of the electrodes. NiCd
batteries use metallic cadmium as the other electrode; however, as it is toxic, it was banned
for most uses by European Union directives in 2002 and 2011 [203]. On the other hand, NiFe
batteries are still in use as they are very robust and tolerant of abuse such as overcharge,
overdischarge, and short-circuiting [204]. They have a very long life span even in harsh
conditions and they are often used as a backup in situations when they are continuously
charged. Despite those advantages, nickel–iron batteries are considered unsuitable for
electrical storage systems due to their low efficiency. Additional disadvantageous factors
are self-discharge effect and easily corrodible iron anode [205].

NiMH batteries replaced the NiCd cell, as its negative electrodes are made of a
hydrogen-absorbing alloy instead of cadmium. Additionally, the capacity of the NiMH
batteries is triple that of NiCd batteries of the same size. NiMH batteries also offer higher
energy densities, though still lower than ones offered by lithium ion batteries [206].

Nirmal-Kumar et al. performed a comparison of NiCd, NiMH, lead–acid and lithium
ion batteries in small-scale energy storage systems [207]. They used HOMEr software to
simulate the behavior of the considered batteries in a system with a photovoltaic energy
source. The conclusion was that the NiMH batteries had the best electrical performance,
slightly better than NiCd. On the other hand, lead–acid batteries had the lowest initial cost,
making them a very popular choice. However, the authors predicted the rising popularity
of lithium ion batteries in small-scale storage systems, as their price is dropping with
advancing technology. Also, the results of the simulations show that they have the lowest
annual operating cost.

3.3.4. Sodium–Sulfur Batteries

In sodium–sulfur batteries, molten sodium acts as a negative electrode and molten
sulfur is used as a negative electrode. They are separated by a solid electrolyte made of
ceramic sodium alumina [208]. Sodium ions travelling between the cathode and anode are
the driving force of the battery. However, the travelling ion can disrupt the crystalline struc-
ture of the battery, over time leading to fracture and reduced battery life [209]. This is one of
the fundamental problems blocking the commercialization of these batteries. Nevertheless,
they are still often considered an alternative to lithium ion batteries due to their safety,
material availability and lower toxicity [208]. Interesting results in improvement of sodium–
sulfur cells were obtained by et al. Jiaru He [210]. They created an electrolyte that prevents
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the dissolution of sulfur and thus solves transport problems. This provided a longer battery
life, demonstrating stable performance for more than 300 charge and discharge cycles.
Currently, research is also focused on developing suitable anode materials [211].

Sodium–sulfur (NaS) batteries are classified as high-temperature batteries. However,
the high operating temperature results in a low self-discharge rate of the battery, but with
long periods of inactivity, this causes the battery to discharge rapidly. These batteries also
require heating during long idle phases. Due to their high operating temperature oscillating
around 300 ◦C, they are used in large-scale installations. They have been introduced on
a utility scale in Japan, where they support the electricity transmission and distribution
system [212]. A large-scale energy storage unit using NaS technology has been built at the
BASF site located in Antwerp [213]. The unit has power of 950 kW and reaches a capacity
of 5.8 MWh.

It is possible that room-temperature sodium–sulfur (RT NaS) batteries could be used
for small-scale solutions in the future. These are intended to address the safety and
corrosion problems of their high-temperature predecessors [214]. However, they are in
an ongoing phase of development. In this context, Peng Chen et al. [215] presented the
direction of development of these energy storages. In their review, they paid particular
attention to aspects of separator and cathode modification, ways to protect the metal anode,
and electrolyte optimization.

3.3.5. Redox Flow Batteries

The redox battery is the most common type of flow battery. They adopt a reduction
and oxidation reaction to trigger the movement of electrons, which are discharged through
an external circuit. Due to the reversibility of the redox reaction after discharge, it is possible
to change the oxidation state of the reactants again and reuse them. Redox batteries can also
be quickly recharged by replacing used electrolytes with new ones [216]. On the market,
they are used for peak load balancing. An example of this type of application is a Japanese
power utility, Kansai Electric Power Corporation, using a vanadium redox flow battery
(VRB) for this purpose [217]. The vanadium battery is currently the most advanced type
of flow battery. This is due to its stability, which allows it to perform many discharge and
charge cycles without undesirable reactions occurring. However, the low energy density
of stored energy and the price of vanadium encourage the development of other types of
redox batteries [218].

Tao Zou et al. [219] constructed a vanadium redox flow battery energy storage system
with necessary perpetual components to study the operation conditions of the redox flow
batteries. They concluded that in order to maintain the stability of the stack and improve
the service life of the system, it should operate under an appropriate current. The efficiency
of their system can reach 61.0% while working at the 74 A current level.

On a larger scale, Jefimowski et al. presented the concept of VRB batteries acting as
stationary energy storage for optimal energy and cost performance of microgrids. In the
studied case, they achieved a reduction in daily energy consumption of 1.77 MWh and a
reduction in peak power of 581 kW [220].

Further possible applications of the redox flow batteries depend on ongoing research,
which aims to improve the material properties of the electrodes and electrolyte [219].

3.3.6. Electrochemical Energy Storage: Summary

Electrochemical storage systems have been developing for a very long time and they
are one of the most common types of electrical energy storage. Lithium batteries especially
have become increasingly popular in recent years, as their energy density is greater than
both acid and nickel batteries. However, lithium batteries are on average more expensive.
Additionally, they are less safe than nickel batteries and prone to burning if short-circuited.
Nickel batteries also last longer in harsh conditions and are less prone to damage through
abusive treatment such as overdischarging and overcharging.
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It is important to consider the environmental aspect of batteries, as the materials used
in acid, nickel, and lithium batteries have a negative environmental impact in terms of
both obtaining the materials and utilization of the batteries. Sodium–sulfur batteries were
developed as an alternative, as the materials are widely available, and the battery itself is
safer and less toxic.

3.4. Chemical Energy Storage

The chemicals used in this type of storage system have a higher energy density and
a longer discharge time than battery technologies [221]. Thus, the diversity of their use
arises. They can be used as raw materials for the chemical industry, for direct electricity
generation, and in the transport sector as a substitute fuel instead of fossil fuel. Synthetic
fuels produced from renewable energy can complement or supplement batteries in the
transport sector [222]. The concept of converting electricity into a chemical energy carrier
is called power to gas (PtG). The essence of PtG technology is to produce a gas (hydrogen
or methane) [223]. The types of chemical energy storage are shown in Figure 4.

 
Figure 4. The main classification of chemical energy storage systems.

3.4.1. Methane

Methane is an alternative to hydrogen energy storage. Production occurs through
the methanation process of CO or CO2. In the context of PtG applications, methanation
of CO2 is more common [224]. Methane is an interesting concept from the point of view
of energy transformation because of its similarity to natural gas, which means that it
is compatible with existing infrastructure and combustion systems [225]. With a goal
to demonstrate the readiness for integration into existing energy networks, the EU has
undertaken a four-year project called STORE&GO [226]. The project demonstrated three
separate large-scale test sites showing wide climatic variation: southern Italy (200 kW),
Switzerland (700 kW), and northern Germany (1 MW). Applied methanation technologies
were millistructured catalytic methanation using CO2 from the atmosphere, biological
methanation at wastewater treatment plants, and methanation through isothermal catalytic
honeycomb wall reactors, respectively. Obtained methane was stored in existing local
infrastructure, and transported by different location-dependent methods from long-distance
transport grids to regional LNG distribution networks via cryogenic trucks. The project
was completed in 2020 and the results proved that methanation methods work well under
realistic conditions, with the process achieving 76% overall efficiency in Switzerland.
Therefore, PtG competes well with both power-to-hydrogen and all-electric applications.

An integration of PtG in small-scale energy systems is still under development. Lig-
ang Wang et al. [227] presented a solid oxide electrolyzer (SOEC) as a promising small-
scale power-to-methane system. The work focused on increasing the efficiency of the
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system with additional heat integration. Similarly, Biswas et al. [225] also tried to compen-
sate high electrical energy demand of electrolysis with the utilization of waste heat from
exothermic methanation reactions. Additionally, they researched the capacity of a SOEC to
co-electrolyze both steam and carbon dioxide as opposed to only water.

However, the downsides of the presented type of methane synthesis method in the
context of small-scale applications are the specific high-temperature working conditions and
complex infrastructure [228]. Newly developed materials and advancements in methane
synthesis methods are required to implement methane PtG storage into small-scale systems.

3.4.2. Hydrogen

Hydrogen appears in many studies as the fuel of the future. However, one problem is
the efficiency of hydrogen extraction. Due to the molecular structure of fossil fuels, they
are the most commonly used for hydrogen production. Among these, we can distinguish
oil, natural gas, and coal [229]. From the point of view of the processes, steam methane
reforming (SMR) currently accounts for the largest share of global hydrogen production due
to economic aspects. Conversely, only 4% of the hydrogen in global production is obtained
by electrolysis from water. The electrolysis process can also serve as a form of energy
storage. In the electrolysis process, electrical energy can be converted into hydrogen, and
the hydrogen stored can then be re-electrified. The efficiency of this process is low—around
50% [230].

Due to the low energy density of hydrogen in standard conditions, it is difficult to store.
For storage, it is compressed to high pressure or cooled to the condensation temperature.
Both methods, therefore, require additional energy inputs and suitable structures for safe
and permanent storage.

Low-pressure hydrogen storage is available through a chemical reaction involving
a hydrogen-absorbing alloy, which results in the formation of a metal hydride. Metal
hydrides offer a higher volumetric energy density than liquid hydrogen [231]. Metal alloys
(based on, e.g., magnesium, aluminum) adsorb hydrogen in their structure, causing the
gas molecules to be closely packed [232]. This solution is not without drawbacks, such
as weight, price, and slow filling process [233]. The available studies mainly focus on
improving heat transfer efficiency. An example is the study by Larpruenrudee et al. [234],
in which the authors designed and optimized a semicylindrical coil for hydrogen storage.
The results show that by using the proposed system, the hydrogen absorption time can be
reduced by 59% compared to a spiral heat exchanger.

On the other hand, the review in [235] of hydride materials outlined that of all complex
hydrides, alanate-based systems are the most frequently investigated. In particular, NaAlH4
was highlighted to be suitable for mobile applications. However, for sectors requiring
higher capacities, such as transport, two borohydrides have been distinguished: NaBH4
and LiBH4.

Puranen et al. [236] analyzed an off-grid system including energy storage in the form
of batteries (short term) and hydrogen (long term). They used data from an existing
installation in Finland connecting a 21 kWp photovoltaic (PV) field and a heat pump-based
heating system with a single household. The simulation results showed that neither the
battery nor the hydrogen energy storage system alone was sufficient to maintain year-round
off-grid operation under northern climate conditions.

3.4.3. Chemical Energy Storage: Summary

Both hydrogen and methane can be obtained, among other means, by utilizing elec-
trical energy. This gaseous carrier can then be stored and transported. This is where the
two gases differ, as hydrogen has much smaller and lighter molecules, which increases
the potential of unwanted leakage. Additionally, hydrogen has around a third the energy
density of methane for the same storage pressure and temperature conditions. However,
hydrogen, unlike methane burns, without carbon emissions, which may increase the num-
ber of possible application locations. In terms of applicability, both hydrogen and methane
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present the advantage of being used in present gas installations, meaning they can be easily
integrated into the existing power networks.

3.5. Mechanical Energy Storage (MES)

Mechanical energy storage systems take advantage of kinetic or gravitational forces to
store produced energy. This energy is stored in storage media, and those systems can be
divided based on state. The challenging part in the categorization of those systems is that
in some cases, storage media changes state in the process and frequently exchanges heat.
This is especially true for some types of gaseous and liquid media storage. Those systems
are also classified as thermomechanical systems (TMS). The main types of MES systems are
presented in the scheme reported in Figure 5.

 
Figure 5. Main classification of mechanical energy storage systems.

3.5.1. Solid Media

Flywheel is one of the oldest known energy storage systems, as this principle was first
applied in the potter’s wheel [236]. In its simplest form, a flywheel consists of a suspended,
rotating mass that stores the energy in the form of kinetic energy of the rotational mo-
tion [237]. Moment of inertia the angular velocity of a flywheel can be modified to adjust
the storage system to the given application.

A flywheel can act as an electrical energy storage system when coupled with a re-
versible electric motor. This is a common case, in which surplus electrical energy powers
the motor that is connected to the shaft of the flywheel, in turn increasing its angular
velocity. The process can be reversed, as the electric motor can act as a generator that
gradually turns the flywheel’s kinetic energy into electrical power. Such configuration
of a flywheel is commonly found in commercial energy storage systems, one of which
was analyzed by Okou et al. [238] in their analysis of small-scale flywheel energy storage
technology. In their work, they compared a lead–acid battery and a flywheel as a means of
energy storage in rural areas of Uganda. It was presented that over a 10-year period, the
application of flywheel storage systems lowered the energy costs by 15%, mainly because
of the high maintenance costs of the batteries. The authors also highlighted that the use of
an electromechanical flywheel storage system would mitigate the environmental problems
associated with lead–acid battery disposal.

Other types of storage systems using solid media are gravity energy storage (GES) and
buoyance energy storage (BES). Both of them rely on the relative positioning of a static load
in a potential energy field [221]. The energy storage capacity of the system is proportional
to the weight and the distance it can travel between its maximum and minimum elevation.

In the category of mechanical energy storage, pumped hydroenergy systems (PHES)
and flywheels are overwhelmingly more popular and commercially implemented storage
systems than others. However, GES and BES systems are still being developed as they do
not lose any of their stored energy over time, in contrast to flywheels, whose energy is
drained by friction.
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Ruoso et al. [239] created a simulation model of a gravitational potential energy storage
system (GES). The modeled system was compact, and it consisted of a 12 m height shaft
with a diameter of 4 m. A 5 m tall piston was being moved along the shaft, increasing its
potential energy during the charging period and releasing it on demand. This system has a
capacity of 11 kWh, an efficiency of about 90%, and a lifetime of 50 years. The developed
model presented a promising solution for small-scale storage applications.

3.5.2. Gaseous Media

Compressed air energy storage (CAES) systems use surplus energy to compress air
or other gases and inject it into reservoir. It commonly utilizes a depleted underground
natural gas reservoir. The compressed air can expand and power an electrical generator
during peak periods when the energy is needed most [240]. During the process of gas
compression, excess heat is generated, and in the basic CAES system it is dumped into
the atmosphere, thus requiring a second injection of heat before the re-expansion of the
gas [241]. However, advanced adiabatic CAES stores the excess heat produced during the
compression of the gas and reuses it to heat the gas at the expansion.

An interesting investigation regarding CAES has been performed: Cheayb et al. [242]
performed a validated simulation of a small-scale CAES with additional trigeneration
in their experimental setup. Although the validation provided results very close to the
experiment, they also revealed the very low efficiency of a small-scale CAES system. In their
setup, the amount of stored energy was equal to 12.1 kWh, and they obtained only 0.5 kWh
during discharge. They concluded that further research and mechanical improvements to
the system are required to make it a feasible option as a small-scale storage system.

3.5.3. Liquid Media

Liquid air energy storage (LAES) or cryogenic energy storage (CES) works similarly
to a CAES system, but the major difference is that the air is liquefied and it is stored in a
reservoir. During charging of storage, electricity is used to cool air until it liquefies and then
stores the liquid air in a reservoir. When the system is discharged, previously liquefied air is
brought back to a gaseous state, heated by the exposure to ambient air or waste heat. Once
decompressed, the expanding gas is used to power a turbine and generate electricity. LAES
systems are a mature solution that uses off the shelf components that have a lifetime of over
30 years, thus resulting in low technology risk. LAES systems have similar performance
characteristics to pumped hydro and can utilize low-grade waste heat. The sizes of such
systems extend from around 5 MW to 100+ MW and are very well suited to long duration
applications. It is worth mentioning that due to this exchange of heat of the storage media,
LAES systems are also categorized as thermomechanical systems (TMS), although the
majority of LAES systems currently operational are large-scale installations. Researchers
at the Birmingham Centre for Energy Storage [243] designed a micronetwork LAES. The
novel part of their approach consisted of the utilization of excess heat produced by LAES,
especially when working in the low-pressure range. This way, the overall efficiency of
the system was optimized. The resulting hybrid LAES system had a maximum efficiency
of around 76% and allowed one to reduce the annual energy consumption by 12.1 MWh
compared to the stand-alone LAES. Researchers claim that the new findings suggest that
small-scale LAES systems have great potential for applications in local decentralized micro
energy networks.
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3.5.4. Mechanical Energy Storage: Summary

From the mechanical energy storage systems, pumped hydro is the most used, es-
pecially in large-scale applications. However, pumped hydro typically requires natural
basins in suitable geological conditions, while LAES systems present similar performance
over a broader spectrum of possible locations. Currently, the performance of CAES sys-
tems lags behind LAES and pumped hydro and requires further development to become
economically competitive.

An additional advantage of potential energy storage systems such as GES, BES, and
pumped hydro is that they do not lose any of their charge over time, in contrast to the
flywheel, which loses its charge over time relatively quickly.

Solid media storage systems mostly consist of simple mechanical components, which
makes them economically appealing; however, as those are moving mechanical components,
they require frequent maintenance, which must be considered.

3.6. Storage Technologies: Summary

Table 5 collects multiple researches concerning the topic of energy storage systems in
small-scale renewable energy applications. They are focused on small-scale solutions, with
the energy input in the range of 10–20 kWh. Each of them presents a different approach to
storing energy, and they are briefly discussed below.

The presented examples of small-scale storage systems show that there is no system
without its drawbacks, but under certain conditions, they become a beneficial part of a
renewable energy system. Incorporation of the energy storage system permits utilization of
the surplus energy produced by most renewable energy sources, and this helps to further
reduce emissions and decrease the cost of electrical energy. The type of energy storage
system is chosen based on multiple factors, with the most significant being storage period,
energy conversion, and charge/discharge rate. With a variety of possible solutions, there is
a suitable energy storage system for most of the applications.

4. Use of RES Technologies in Polygeneration Hybrid Systems

The described renewable energy and storage technologies are very well suited for use
in polygeneration systems. Many studies are being conducted to properly optimize such
systems and appropriately adapt the available technologies to consumer needs. Table 6
shows the collected work demonstrating the feasibility of using various RES in small-scale
polygeneration systems.
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When considering Table 6, the first thing to note is the choice of the location of
the systems investigated in the literature. Popular choices of authors are countries with
relatively high average annual temperatures, such as India, Spain and Italy. Very few works
propose hybrid polygeneration systems in rather cold climates. Countries in northern
Europe are a case in point [250]. This fact points directly to problems related to the
economic viability of such hybrid system projects. Among all the possibilities, one of the
most popular choices for the main source is solar energy. This translates into a relatively
low yield of such plants in locations with low values of average annual irradiation. A
solar-based installation could very easily become uneconomical compared to conventional
solutions under such weather conditions [254]. The single articles whose authors undertook
the creation of a polygeneration system in relatively cold climates were mostly based on
biomass-burning CHP systems [255].

Photovoltaic technologies are developing rapidly. Recent discoveries include per-
ovskites [256] or other thin-film technologies [257], which at the current stage of research
do not have the highest efficiency ratings [258]. The highest efficiencies are enjoyed by mul-
tijunction cells [259], but despite this fact, the most common approaches consist of standard,
monocrystalline/polycrystalline, photovoltaic modules. As an example, Murthy et al. [244]
suggested creating a photovoltaic field to provide electricity and heat in an Indian village.
It is worth noting that the system involved the generation of electricity from PV, in parallel
with the generation of hydrogen, which was then used to produce electricity and heat using
fuel cells when needed. The authors undertook a performance comparison of the proposed
system using different energy storage methods. The article is based on the creation of an
installation characterized by the minimum amount of energy returned to the country’s
power grid, as well as maximum coverage of user demand. The authors pointed out
that in this case the best solution is to use lithium ion batteries and hydrogen storage in
parallel. The work gives a good indication of how important these technologies are in
polygeneration systems. The operation of photovoltaic systems is closely tied to the day
and night cycle and seasons, which translates into large energy shortages during periods of
low sunshine and large energy surpluses in the opposite situations.

A very popular solution, especially in Mediterranean countries, are hybrid PVT sys-
tems. The literature indicates that with the help of such panels, a well-chosen RES-based
system can be used to produce electricity, domestic heat and cooling, as well as to heat
and desalinate water [245]. The authors proposed using the excess electricity generated
to desalinate seawater using the reverse osmosis (RO) phenomenon [260]. Thanks to this
procedure, the loss of generated energy is minimized, and thus the economy of the solution
increases. RO and other methods of seawater desalination find their use in a large part
of modern small polygeneration system concepts [113,114,246,249]. Systems that generate
different types of energy while producing fresh water can be a solution to a number of prob-
lems of the modern world dealing with fresh water availability. A very popular approach
is the adoption of a system based on biomass combustion, where a boiler can be used as the
main or additional source of energy. Optimization of a system using mainly solar energy
with the presence of an additional biomass boiler was carried out by Calise et al. [246]
The paper included a description of the proposed polygeneration system based on CPVT
to produce electricity, cooling and utility heat, as well as heat and desalinate water. The
authors presented the possibility of optimizing such a system by adjusting the size of the
collector field, the number of multieffect distillation (MED) units, the flow rate of chilled
water and the heat storage capacity. Economic and exergy analyses were carried out. The
first indicated that the solution involving large number of collector systems was highly
profitable for the economical point of view, but this fact was contradicted by the conclusions
of the second analysis, which revealed a very low utilization rate of the exergy supplied
to the system under bigger collector areas. This work indicates that the design of similar
systems should be guided by various efficiency indicators of the whole process.

Wind turbines as single energy sources are not very common in polygeneration
systems. Due to their unstable operation, even in hybrid systems, the best efficacy of
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power generation is achieved by systems equipped with energy storage. The authors
of [114] showed the possibility of creating a complex polygeneration system incorporating
a wooden-chip fueled CHP boiler, a wind turbine, and a photovoltaic system. As for the
system reported in [245], it has a seawater desalination unit based on the process of reverse
osmosis. The authors also included an additional LPG boiler to support the system in case
of energy shortages. However, dynamic simulation indicated that it must only be turned
on in a minimal amount of time during the year. The proposed polygeneration system
showed high operating efficiency and a variable simple payback period (SPB) between 5.67
and 12.2 years depending on the selected reference scenario. The system is an example
of well-chosen components of a hybrid plant, which allowed one to achieve stability of
operation and cost-effectiveness of the proposed solution. The importance of thermal and
electrical energy storage should be highlighted here, as well as the seawater desalination
system, which allowed the use of excess electrical energy, minimizing losses. A very similar
solution was described in [247] showing similar use of renewable energy sources (WT,
PV, biomass). It is worth noting that the authors carried out system optimizations using
different approaches. Two strategies were based on covering the total electricity or heating
demand and last one consisted of following modified base load. These optimization ap-
proaches made it possible to conduct an economic analysis in each case and identify the
best operation strategy of the system.

Apart from systems using hybrid PVT solutions, it should be mentioned that standard
solar thermal systems can also be suitable in individual cases. In [248], it is shown that
a sufficiently large collector system, working together with a biomass boiler, may be
characterized by high cost-effectiveness. It is worth noting that the simulation showed that
during the winter period, almost all the heating demand is covered by the boiler, while the
summer operation of the system, including the generation of cooling, is ensured practically
entirely by solar energy. The authors calculated a SPB of 3.71 years, indicating the system is
feasible. However, it should be borne in mind that the proposed system was located in a
place with a relatively high average annual insolation. This is an additional fact showing the
location-dependent versatility of solar systems. The system proposed in [250] is interesting
since it assumes the use of a biomass boiler, PV and WT. in a polygeneration system located
in the northern part of Poland. This is a region characterized by relatively low values
of average annual solar radiation with respect to southern Europe locations. The author
optimized the system by considering four different scenarios for biomass source. Due to
the location of the system, the main source of thermal energy and electricity was a biomass
boiler coupled with a simple steam Rankine cycle. However, it is worth noting that energy
from the wind turbine and the photovoltaic system accounted for 11.1% and 35.1% of the
total electricity produced, respectively. This shows that despite the relatively scarce solar
energy availability for PV, the region has good prerequisites for wind turbine operation.
When designing similar installations, one should keep in mind to maximize the potential
of a given location in the world when it comes to energy generation from renewables.

A large part of the systems presented above included some form of energy storage.
The most common was a basic hot-water tank, considered as an indispensable element of a
standard heating system. Typically, the design and optimization of thermal storages consists
only in volume changes, while other forms of improvement, as use of advanced thermal
storages (thermochemical, phase-change materials, etc.) are rarely used. Furthermore,
individual authors undertake the use of cold storage technology, but this is still not among
the popular solutions.

As for electrical energy storage, the use of lithium ion or lead–acid batteries can be seen
most often in individual papers. This shows that the authors of the works follow proven
and well-known solutions when designing polygeneration systems, and new technologies,
which are described extensively in Chapter 3, are often overlooked. The reason consists in
the fact that such technologies themselves are not very common and sufficiently researched
for the application in energy systems, or it would not be cost-effective to use them on a
small scale. However, it is worth noting that more and more installations are observed
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using hydrogen generation and storage. Fuel cells, once considered a novel approach, are
becoming more common, even in commercial applications [261].

Currently in the literature, one can find numerous different proposals for small hybrid
polygeneration systems. These are primarily systems based on biomass CHP boilers, as they
are characterized by stable operation and are not highly location-dependent. It is worth
noting that the use of other technologies, such as PV, PVT or wind turbine installations,
carries many limitations related to the geolocation of the entire system. The creation of
a hybrid installation is typically characterized by higher efficiency than a single system
acquiring energy from one RES. The best locations, where RES-based installations are
showing the highest efficiency, are coastal regions characterized by high windiness and
relatively high average annual temperature. In this framework, it is worth mentioning that
the economy of the systems can be increased with the use of possible means of receiving or
storing the excess of generated energy. Recent studies presented in this section indicate
that these aspects are intrinsic of modern polygeneration systems.

5. Approaches and Tools in the Design of Integrated Energy Systems

The aim of an integrated energy system is to maximize efficiency and minimize
losses [262]. Therefore, sizing the individual components of such a system involves increas-
ing the number of variables and parameters that need to be considered in the design.

Supporting the design process with energy simulations allows one to eliminate the
number of errors in the output system and to assess the impact of many variables on its
performance. In addition, the occurrence of diverse challenges that have a significant
impact on the energy sector, such as combating climate change, economic recession or
ensuring energy security [263], results in a significant expansion of aspects to be considered
during energy planning. Energy system models are of particular relevance in planning the
energy transition and studying its impacts on the energy sector and applications [264].

5.1. Approaches in Modeling of Hybrid Renewable Energy Systems

Energy systems operate in a variable mode by adjusting their operating point to a
given energy demand. Renewable energy sources contribute to the computational com-
plexity of such systems due to intermittent energy production and uncertainty in resource
availability [265]. The need to understand and predict the performance of the various com-
ponents of the energy system drives the development of various models. Many approaches
to system modeling can be found in the literature, depending on the objective. They
are usually classified into three groups—computational, mathematical, and physical—as
shown in Figure 6, prepared based on [266], showing the classification for energy models
depending on the modeling approach. All these approaches are characterized by varying
capabilities in describing the occurring phenomena.

In agent-based models (ABM), the system is modeled as a collection of autonomous
decision-making units called agents. The agents’ decisions and evaluations are made based
on a set of rules [267]. This approach is most commonly used to forecast electricity prices
and also to simulate quantitative trends in customer behavior [268]. However, this is
not the only field of application for this approach. Klein et al. [269] presented an agent-
based modeling process used in energy systems analysis and energy scenario studies.
They present the ability to integrate different algorithms and modeling approaches as a
particular advantage.

Knowledge-based models consist of domain-specific knowledge bases and an infer-
ence engine that derives new knowledge based on specific rules and a user interface [270].
The approach discussed above was used by Abbey et al. [271] for power planning of a
two-stage energy storage system applied to wind systems. Their research showed that the
proposed approach can serve as a design procedure for the controller and for the sizing of
a short-term storage device.
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Figure 6. Classification of energy system models according to modeling approach.

Neural networks, unlike the knowledge-based models discussed above, do not have
explicit rules. They consist of collections of cells that process input and output information.
Their training is done by adjusting the connection weights between these nodes [272].
This technique has been used for maximum power point tracking (MPPT) of photovoltaic
generators [273], biomass energy prediction [274] or wind energy resource assessment
with a forecasting procedure [275]. In a review carried out by Thiaw et al. [276], the
MPPT controller design process for photovoltaic generators was presented to improve their
efficiency. They also presented a possibility of assessing the available and recoverable wind
energy potential of a site, by finding a suitable wind distribution based on a neural model.

With mathematical models, a distinction is usually made between statistical (empirical)
and mechanistic (theoretical) methods. The mechanistic approach is based on a mathe-
matical description of a phenomenon or process. The nature of the phenomenon may be
chemical, biological or mechanical. It can be used to predict process loads when analyzing
components for renewable energy systems, e.g., wind turbine hubs [277].

Modeling and simulation techniques can encompass testing, configuration activities
and the development and adaptation processes of the system under study. They also pro-
vide a useful tool to support the decision-making process. A simulation is a result of testing
a model, which is an abstract representation of the real system [278]. Several simulations
can be run with a single model to test alternative solutions. A suitable model should
represent a less complex version of the real system. For analysis and evaluation of energy
systems, the model should include a description of its properties or performance [279].
Tasking this information will describe the system design processes, its operational patterns
and changes in behavior and performance.

Optimization is a certain modeling approach in which there is a calculation of decision
variables that minimize or maximize the objective function under constraints [280]. These
decision variables are usually the design characteristics of the energy system. In contrast to
simulation, optimization mimics the evolution of a situation or system over time [281]. In
the literature, we can find many optimization techniques applicable to the dimensioning of
hybrid renewable energy systems. These approaches vary according to the optimization
objectives. The optimization is required for sizing, combinations, determining operation
strategies and scheduling of sources. A number of commercial software have proved useful
in sizing and optimizing HRES [282]. Examples of these are described in the following

446



Energies 2022, 15, 9152

subsections. Figure 7 shows the parameters that make up the corresponding optimization
process for hybrid renewable systems. The figure was developed based on [283].

 

Figure 7. The general optimization process for hybrid renewable systems (classifications developed
based on [283]).

With the iterative method, results are obtained by solving a series of calculation steps
starting from a certain starting value. The simulation is carried out until the desired criteria
are met [284]. In general, the iterative approach allows the model to be built step by step,
and at the same time, any defects in the system under consideration can be caught at early
stages [285]. It can also be used for large systems with a large number of components [286].
An example of such is the work written by Geleta et al. [287], where an iterative method
was used to select the number of wind turbines and photovoltaic panels for an autonomous
system intended to satisfy the desired specific load for a given area. The deterministic
method provides accurate weather forecast values for a specific location. On the other
hand, the probabilistic method suggests the probability of certain weather events [288].
Both methods work on the basis of weather data implemented from historical data.

5.2. Tools

In addition to the previously presented models used to analyze the behavior of the
various components of hybrid systems, simulation and optimization software also plays
an important role. Their areas of application can include system design, control strategies,
and both multiobjective and economic optimization [289]. This section describes the
most commonly used tools in a simulation of a hybrid energy system. Each of them has
different possibilities and applications [290,291]. There is software such as TRNSYS and
HOMER that can simulate entire complex energy systems, measuring their performance,
applicability and economics. With their flexibility, those tools can be used to accomplish
vast range of tasks, which are extended with a significant number of additional plugins
and incorporated software.

TRNSYS is a highly flexible and graphically based software used to simulate the
behavior of transient systems [292]. It has an open and modular structure that allows the
incorporation of other previously independent tools. TRNSYS is primarily used to simulate
entire energy systems i.e., local communities, off-grid systems or island power systems.
It can simulate all thermal and renewable energy generation systems, with the exception
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of nuclear, wave, tidal, and hydropower. In TRNSYS, the user can define a time step of a
simulation in the range from 0.01 s up to typically 1 h with a time span of multiple years.

HOMER-Pro is software designed for microgrid optimization, allowing the calculation
of both stand-alone and grid-connected systems. Systems include power sources such as
photovoltaics, wind turbines, biomass generators, combustion engines, microturbines and
hydro together with storage technologies and loads. Additionally, all economic factors can
be included in the process. The simulation can cover a period of one year with a minimum
time year of 1 min [293]. It also allows users to create their own dispatch strategy by
integrating the software with an algorithm created in MATLAB.

IHOGA/MHOGA are two versions of the Hybrid Optimization by Genetic Algo-
rithms (HOGA) software. IHOGA is dedicated to systems up to 5 MW, while MHOGA
covers everything above [294] Both versions can simulate systems including photovoltaic
generators, wind and hydroelectric turbines, auxiliary generators, energy storage as well as
components of hydrogen (electrolyzer, hydrogen tank and fuel cell). It includes optimized
control strategies that can be used for both off-grid systems and grid-connected systems.
The software includes multiperiod simulation, multiobjective optimization, sensitivity
analysis and probability analysis with time steps of up to 1 min.

The analysis of a hybrid energy system can be additionally supported by tools used
to simulate specific parts of the system or physical phenomena that influence the system.
When photovoltaics are considered, PVSOL software can be used to perform detailed
shading analysis with a 3D visualization including surrounding objects [295]. It can
simulate systems from small single-roof scale to large solar parks in combination with
appliances, battery systems and electric vehicles.

Where a wind turbine is a part of the hybrid energy system, QBLADE is a tool that
can be utilized. It can run highly detailed simulations of any wind turbine design, with
advanced physics models more than 20 times as fast as real time [296]. It is primarily
used for aero-servo-hydro-elastic design, prototyping, simulation, and certification of wind
turbines. Some of its many features are an aerodynamic model of a wind turbine, structural
multibody simulation, wind and wave generation, a hydrodynamic model for offshore
applications and controller integration.

Further analysis of the complex flow of air or water around turbines can be performed
in OpenFOAM. It has an extensive range of features, including fluid flows, chemical
reactions, heat transfer or solid mechanics [297]. Additional software that can be used
to support physical simulations of the parts of hybrid energy systems is ANSYS. It is a
software package that integrates a wide range of tools that can be used to simulate almost
any real phenomenon [298].

Lastly, MATLAB software can support the tools mentioned by providing integration
of user-defined functions, algorithms, or neural networks [299]. It can generate data
describing the behavior of required subcomponents of larger energy systems. Additionally,
it is useful in the post-processing of simulation data, providing additional user-defined
analysis and visualization.

5.3. Application Examples

For efficient utilization of renewable energy sources, the system’s feasibility needs to
be studied before implementation. This approach was applied by Hiendro et al. [300] that
presented a technological and economic feasibility analysis of a hybrid system composed of
photovoltaic, wind turbine and battery. In order to obtain optimal size determination and
cost minimization, HOMER software was used. Researchers found that the most important
components in the proposed system are the battery and the wind turbine. HOMER-Pro was
also used by Kebedeet et al. [194] in their work to compare the efficiency of a grid-connected
photovoltaic system (PVGCS) integrated with a lithium ion battery or a lead–acid battery.
Equivalent Circuit Model (ECM) was utilized in order to investigate the performance of
batteries. Batteries were included in HOMER-Pro techno-economic analysis considering
realistic commercial load profiles. The software allowed the researchers to conclude that
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in a typical application scenario, lithium ion batteries are recommended as they are more
profitable and reduce the overall cost of energy produced by the hybrid system.

In other research, Amutha et al. [193] used the HOMER software to estimate the
different types of load requirements in an off-grid hybrid energy system, for the installation
of optimal energy sources and battery energy storage. The possible extension of a grid in
order to connect to the system was evaluated. Obtained results indicated that the extension
of the grid is not economically viable with high initial and maintenance costs.

The use of TRNSYS software can be found in the work of Figaj et al. [114]. The research
described a hybrid polygeneration system with wind turbine, photovoltaic field, biomass-
fired Rankine cycle, thermal and electrical energy storage, absorption chiller and reverse
osmosis water desalination unit. Backup energy in the form of an LPG generator was also
included. The system was arranged to satisfy the needs of 10 households on Pantelleria
Island, Italy, in terms of electrical energy, heating, cooling and freshwater. The minimum
payback period for the investigated installation was 7 years for the reference scenario
considering the comparison of the proposed and reference system both connected to the
electric grid.

IHOGA was applied in multiple works of Carroquino et al. [301]. One of them is the
comparison of lead–acid and lithium ion batteries in the standalone photovoltaic system
in Spain. Ten simulations were performed in five different locations, half with a full PV
system configuration and the other half with a hybrid system. Optimization processes were
carried out in iHOGA software, which simulated the economic and technical operation
of the possible solutions of the system. Results regarding the economic comparison show
that in only three cases out of ten the optimum was obtained with lithium ion batteries.
In the remaining seven cases, lead–acid batteries were better from the point of view of
economic performance.

PVSOL was also used in the work of Sharma et al. [302] to design and simulate grid-
connected solar PV systems for campus hostels in India. The system designed in PVSOL
has a power of 234 kW and covers an area of approximately 1560 m2. Its economic analysis
was performed with the same software to determine the feasibility of the system. It was
concluded that the expected return on investment is 11 years.

Abdullah et al. [303] used ANSYS for numerical analysis of a hybrid PV thermal air
collector. Prior to simulation, a 3D geometric model of the PVT collector was created using
ANSYS Design Modeler considering real-world components, which were later used in
validating the experiment. A mesh of the mentioned model was created in ANSYS Meshing,
which was then imported into the simulation set-up in ANSYS Fluent. The fluid flow and
heat transfer characteristics of the PVT collector were determined using computational
fluid dynamics (CFD) simulation in mentioned Fluent module. The validation experiment
showed that the difference between the simulation and real-world data was not exceeding
2%. By means of simulation, a revised design of the PVT collector was proposed, with the
aim to increase its efficiency.

Using Simulink included in MATLAB, El-Hady et al. [304] modeled a photovoltaic and
wind turbine hybrid energy system that can supply a load of around 10 kW. The system
was tested under changing conditions of wind speed and insolation. Using MATLAB,
researchers prepared different load cases, including step changes in load level in order to
observe the response of the system.

Moreover, Matlab Simulink was used to simulate systems in the field of electric
vehicles. Srujana et al. [305] investigated the components of a battery-electric vehicle
framework, and performed a simulation in Simulink to obtain correct sizing. Additionally,
a study by Fotouhi et al. [306] presented the development of an estimation model of energy
consumption in an EV fleet management system. A usage model of a single EV was created
in Simulink and utilized in the analysis of the energy consumption and performance of the
entire fleet.

The software listed above is some of the most commonly used in the available literature
to investigate hybrid and polygeneration systems. However, there is also other software
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that can be used to assess the performance of energy systems. There are decision-making
programs enabling analysis of energy systems and projects such as RETScreen [307] and
EnergyPro [308]. Moreover, EnergyPLAN [309] software is used to simulate the operation
of large-scale or national energy systems rather than small-scale ones. Another program,
EnergyPlus [310] is also used for building energy simulations that may be coupled with sim-
ulation of energy systems. Depending on the type of system under investigation, one can
also conduct detailed analyses of individual system components. An example of such a tool
is Zemax, which finds its application in optical engineering [311]. Garcia et al. [312] used the
software to model parabolic ring array concentrators and calculate the solar flux. Similarly,
Tracepro is software for the design and analysis of lighting and optical systems [313]. It
was used in [314] to calculate the optical performance of a novel umbrella heliostat.

6. Review Indicators

The approaches and tools described in the previous chapter and used in the modeling
and analysis of hybrid and polygeneration systems are intrinsically connected to the
calculation of some indicators allowing one to evaluate the performance of chosen design
concepts. In fact, the investigation of combinations of technologies adopted in small-scale
hybrid and polygeneration systems is performed typically in terms of energy and economy.
The energy-related performance indexes are the ones characteristic of technical assessment
of energy systems, such as efficiency, energy yield, etc. However, the main aspect that
is considered in the investigation of hybrid and polygeneration systems is the economic
performance and feasibility. Indeed, such systems may be highly challenging in terms
of cost-effectiveness due to their complexity and novelty with respect to conventional
technologies. In order to address this challenge, in the scientific literature, there are
available several approaches for the investigation of economic performance.

The first approach is to calculate the levelized cost of energy (LCOE). This method
is intended to show how much, taking into account investment and maintenance costs,
it will cost to generate electricity with the help of the proposed solution. The lower the
value of the index, the more profitable the investment. This method is used primarily
when comparing different system concepts in the same location with the same energy
demand of the consumer. An example is in [118] where a comparison of the performance
of a classic PV module and a hybrid PVT was presented. This method was also used by
Sigarchian et al. [249], where different strategies were shown when optimizing a polygen-
eration system, and the LCOE value showed which approach was the best in terms of
cost-effectiveness. The calculation of LCOE is presented in Equation (1) [122]:

LCOE =
I0 + ∑n

t=1 COandM
0 (1 + e + rOandM)t/(1 + i)t

∑n
t=0 Eel,y/(1 + i)t (1)

where I0 corresponds to the initial investment cost, n is the time period considered in the
analysis, t is the time in years, COandM

0 is operation and maintenance costs of considered
system, e is yearly inflation rate, rOandM is operation and maintenance escalation rate, this
value directly shows any increases in maintenance costs during the operation of the system,
i is the discount rate, and Eel,y shows the total amount of electricity produced by the system
in a year.

As presented above, in order to calculate the LCOE, it is necessary to gather informa-
tion about the costs of the project, but also to predict the operating costs of the system itself.
This indicator relates only to the electricity generated, and thus is very rarely observed for
polygeneration installations, where the generation of other types of energy or by-products
would have to be evaluated by other calculations.

Another approach is to calculate the net present value (NPV) of an investment, and
consequently also the profit index (PI). The higher the PI value, the better the economic
efficiency of the investment. This method is more versatile and better suited for verifying
the profitability of hybrid polygeneration systems. NPV is the direct difference between
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the net investment earnings over a given period and the investment cost. The method of
calculating PI is presented in Equation (2):

PI =
NPV

I0
(2)

where I0 is the initial investment cost. This method is relatively versatile, since a range of
cash flows can be taken into account when calculating NPV. This can be shown from [246],
where cash flows are presented in the form of savings on CO2 tariffs and energy sales to
the country’s electricity grid and operating costs.

However, the calculation of NPV refers to investments, and therefore to possible
systems whose operation is characterized by direct profit. For systems in which the sale
of produced energy or other products is not the most important, it is possible to use the
net present cost (NPC) indicator [315]. The calculation of this indicator is similar to NPV;
however, mainly investment costs and the costs that go along with the operation of a given
system are taken into account. This can be illustrated by the example in [252]. The authors
took into account investment costs, costs of possible component replacements, operations
and maintenance costs, as well as fuel costs. In this case, there were sales of electricity.
When considering NPC values, the lowest value of this indicator will be characterized by
the most cost-effective solutions.

One of the most popular methods of assessing the economic viability of an investment
is the calculation of simple payback (SPB) period. Many authors of works on RES-based
hybrid polygeneration systems use this method for economic analysis [113,114,250,253].
This indicator shows after how many years the total return on investment costs of a given
system will be observed, which directly allows comparing different system concepts. The
calculation of SPB is shown in Equation (3):

SPB =
I0

In
(3)

where I0 is the initial investment cost, and In describes the net annual revenue. When using
this method, it should be kept in mind that its simplicity can directly affect the accuracy
of the results. During the calculation, the evolution of the value of money over time, and
therefore the possible variation in revenue over the year, is usually not taken into account.
Despite these limitations, the method is well suited for comparing the economic viability of
different solutions, primarily different variants of systems in the same location.

In addition to economic approaches, it is also worth mentioning other methods of
comparing the hybrid systems. One of them can be the levelized cover ratio (LCR), which
directly shows how much of the user’s energy demand is covered by the proposed system.
This method is used to optimize the system, but its highest indications do not necessarily
coincide with the best economical solution. The LCR calculation must involve an additional
economic evaluation of each of the compared solutions [251]. To calculate the LCR, it is
possible to use Equation (4):

LCR =
Euser − Eex

Euser
(4)

where Euser is the energy demand of the system user and Eex is the value of energy that
must be supplied from an external source, which can be an additional generator or the
country’s power grid. For polygeneration systems in particular, polygeneration indicators
are a popular method for evaluating a given concept. They allow us to illustrate what
positive aspects come from polygeneration in relation to separate generation. This method
was used by Picallo-Perez et al. [251], calculating the percentage of energy savings (PES).
This parameter can also be referred to the calculation of exergy efficiency. The authors
presented a thorough description of the entire calculation of these parameters in their work.
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7. Conclusions

Hybrid and polygeneration renewable energy systems have received particular at-
tention in the recent period from researchers, technicians, policymakers and stakeholders,
making them a possible means of achieving the goals of present-day energy systems and
distributed generation. In this context, the adoption of hybrid and polygeneration schemes
is possible on different scales, from big plants to small-scale applications at the level of a
single household. The adoption of renewable energy systems based on the use of multiple
energy sources may lead to significant advantages, such as the reduction of negative effects
of energy generation fluctuation, improved energy independence of the user, and signifi-
cant reduction of energy bills. These advantages can be even more if the adopted energy
system is not only limited to a monogeneration regime, but instead allows one to produce
more forms of energy along with other useful substances or final products. Investigations of
such systems are relatively common in the scientific literature for medium or large systems,
while for small-scale systems, as pointed put by this review, there is significant potential for
improvement of technical and scientific knowledge regarding the combination of energy
sources, adoption of different technologies and applications.

The development the investigations on hybrid and polygeneration systems powered
by renewables is related to several aspects of such systems, as the ones involving the
available technologies for energy generation and storage, use of renewable technologies and
the configurations of systems, and the methodology and tools adopted in the assessment of
energy and economic performance. In the present review, the authors focused on the latter
standpoints to outline the state of the art regarding the research of hybrid polygeneration
renewable energy systems. The main outcomes from this review are summarized as follows.

- From the point of view of energy generation technologies, the availability of com-
mercially ready devices is vast and mature, since it ranges between solar collector
and photovoltaic panels, wind and water turbines, biomass boilers and heat pumps.
Typically, investigations on a small scale rely on proven universal technologies since
the goal is to assess the performance of a specific system, rather than the investigation
of the performance of a novel and advanced component. As regards systems based on
only one technology, wind turbines and photovoltaic panels are the most common
solution, while systems based exclusively on biomass are scarcely investigated.

- All storage technologies in small-scale storage systems have their drawbacks, but
under appropriate conditions, they are an essential part of a renewable energy system.
Despite a wide availability of thermal and electrical energy storage technologies, the
systems are mainly based on common solutions, such as lead–acid or lithium ion
batteries or liquid storage tanks. Moreover, hydrogen systems are also a possibility for
storage of electrical energy in several applications available in literature. In general, the
type of energy storage system is chosen on the basis of several factors, such as level of
autonomy, efficiency, and energy charge and discharge rate. With a variety of possible
solutions, there is a suitable energy storage system for most of the applications.

- The systems investigated in the literature mainly focus on the combination of solar,
wind and biomass, for which the investigations are conducted to properly optimize
the configuration and appropriately adapt the available technologies to user needs.
Due to the massive adoption of solar energy in systems, locations with relatively
high average annual temperatures and solar availability are considered, while only
few works propose hybrid polygeneration systems in cold climates. There are also
examples based on biomass boilers, since they are characterized by stable operation
and are not affected by the weather conditions.

- The tools and methodologies for investigation of the performance of hybrid polygen-
eration systems based on renewables involved in almost all the cases the adoption
of an analytical/numerical approach. This is obviously connected to the relatively
high cost of development of pilot and experimental setups for small-scale applications.
Therefore, the investigations are performed by means of tools such as TRNSYS and
HOMER in order to select the individual components and design the configuration
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of whole systems. In this process, a significant number of variables and parameters
are considered, in the form of weather conditions, technical specification of devices,
control strategies and economic scenarios adopted for the analysis. In general, the
main goal used in such tools is to assess the operational characteristics of the sys-
tem, perform energy and economic analyses, and optimize the system by means of
selected criteria.

In the context of the present review, it possible to identify some pathways in the inves-
tigation of hybrid polygeneration renewable energy systems in small-scale applications, as
listed below:

- investigation of pairing of renewable energy sources other than the conventional
solar–wind one, and the integration of three or more renewable energy sources, as for
solar–wind–biomass systems;

- analysis of the possibilities of integration of advanced energy storages, as phase-
change materials, methane (methanation), compressed air storage, and thermochemi-
cal heat storage;

- investigation of suitable applications/users for hybrid and polygeneration systems
that are different from the ones typically selected as case studies, such as villages and
small communities.
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80. Hamidifar, H.; Akbari, F.; Rowiński, P.M. Assessment of Environmental Water Requirement Allocation in Anthropogenic Rivers
with a Hydropower Dam Using Hydrologically Based Methods—Case Study. Water 2022, 14, 893. [CrossRef]

81. Esquivel-Sancho, L.M.; Muñoz-Arias, M.; Phillips-Brenes, H.; Pereira-Arroyo, R. A Reversible Hydropump–Turbine System. Appl.
Sci. 2022, 12, 9086. [CrossRef]

82. Joy, J.; Raisee, M.; Cervantes, M.J. Hydraulic Performance of a Francis Turbine with a Variable Draft Tube Guide Vane System to
Mitigate Pressure Pulsations. Energies 2022, 15, 6542. [CrossRef]

83. Qasim, M.A.; Velkin, V.I.; Shcheklein, S.E.; Hanfesh, A.O.; Farge, T.Z.; Essa, F.A. A Numerical Analysis of Fluid Flow and Torque
for Hydropower Pelton Turbine Performance Using Computational Fluid Dynamics. Inventions 2022, 7, 22. [CrossRef]

84. Okot, D.K. Review of Small Hydropower Technology. Renew. Sustain. Energy Rev. 2013, 26, 515–520. [CrossRef]
85. Yoosefdoost, A.; Lubitz, W.D.; Dario, O.; Mejia, L. Design Guideline for Hydropower Plants Using One or Multiple Archimedes

Screws. Processes 2021, 9, 2128. [CrossRef]
86. Sinagra, M.; Picone, C.; Picone, P.; Aricò, C.; Tucciarelli, T.; Ramos, H.M. Low-Head Hydropower for Energy Recovery in

Wastewater Systems. Water 2022, 14, 1649. [CrossRef]
87. Rotilio, M.; Marchionni, C.; de Berardinis, P. The Small-Scale Hydropower Plants in Sites of Environmental Value: An Italian Case

Study. Sustainability 2017, 9, 2211. [CrossRef]
88. Bravo-Córdoba, F.J.; Torrens, J.; Fuentes-Pérez, J.F.; García-Vega, A.; Sanz-Ronda, F.J. Fishway Attraction Efficiency during

Upstream and Down-Stream Migration: Field Tests in a Small Hydropower Plant with Run-of-the-River Configuration. Biol. Life
Sci. Forum 2022, 13, 40.
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Abstract: With increased interests in affordable energy resources, a cleaner environment, and sus-
tainability, more objectives and operational obligations have been introduced to recent power plant
control systems. This paper presents a verified load frequency model predictive control (MPC) that
aims to satisfy the load demand of three practical generation technologies, which are wind energy
systems, clean coal supercritical (SC) power plants, and dual-fuel gas turbines (GTs). Simplified
state-space models for the two thermal units were constructed by concepts of subspace identification,
whereas the individual wind turbine integration was implicated by the Hammerstein–Wiener (HW)
model and then augmented from the output to simulate the effect of a wind farm, assuming similar
power harvesting from all turbines in the farm. A practical strategy of control was then suggested,
which was as follows: with a changing load demand, the available harvested wind energy must
be fully admitted to the network to cover part of the load demand with the free energy, and the
resultant load signal will then be instructed to the MPCs designed for the coal and gas units for the
coordination of generation. The load signal, after being penetrated by wind, has more transients and
faster changes, and needs a more sophisticated control in order to follow the load demand of the
flexible coal and gas units. Furthermore, as the level of wind penetration increases, the power system
frequency excursions are higher. The simulation results show an acceptable performance for linear
MPCs embedded to the GT and coal units, with around a 90 MW share of wind without exceeding
the safe restrictions of the plants and allowable reasonable frequency excursions. The complete
simulation framework can be used to facilitate wind energy penetration in such power systems and
train the operators and future engineers with subsequent power system frequency simulation studies.

Keywords: supercritical power plant; model predictive control; wind farm; gas turbines; load
frequency control; optimization

1. Introduction

1.1. Aims

The adequacy, security, and stability of power systems are major issues in energy
utilities and power engineering research, and have recently received much interest for
enhancing power system operations after the integration of considerable levels of renewable
energy (RE). The dominant RE technologies are well known to be wind and solar. Despite
the fact that solar and wind power capacities are the fastest growing RE technologies, with
rates of around 40% and 20%, respectively [1], solar energy is recognized to be easier to
model and predict than wind. On the other hand, with the research efforts conducted on
clean fossil technologies with the aims of improving energy efficiency and reducing CO2
emissions, the power system has been integrated with hybrid power generation devices
and auxiliaries that have different operational characteristics and, thus, have introduced
more challenging objectives to load frequency control (LFC) systems. The usual way to
deal with the load frequency control of a two-area power system or multiple generation
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systems is shown in Figure 1, which is a standard figure that is commonly found in many
textbooks for basic control actions carried out for the aim of generation control [2–4].

Figure 1. Conventional load frequency control model for two units.

However, it must be emphasized that more sophisticated models and control are
needed when the issue is further complicated by the presence of mixed technologies of
wind turbines, modern clean coal technologies, and dual-fuel gas turbines. The system is
made more realistic using the system identification of state-space models, which can then
be embedded with an appropriate MPC strategy in order to modernize the conventional
load frequency control.

The one that we suggest in this paper is based on verified state-space models of a real
600 MW supercritical (SC) cleaner power plant, a 250 MW Siemens Dual-Fuel gas turbine
GT, and a Hammerstein–Wiener model for a wind farm that is assumed to be composed
of 190 wind turbines (TWT-1.65). The data set for every energy resource mentioned was
gathered from previous research work of the corresponding author [5–7]. Furthermore,
every model has an individual MISO, structured to enhance the accuracy and produce more
realistic results. The proposed upgraded system in this paper is shown in Figure 2. The
new proposed system with the aforementioned resources would offer better environmental
insight while keeping the system secure and stable through a promising MPC strategy. The
Hammerstein–Wiener model in the figure was used to predict the harvested wind power
to satisfy part of the load demand signal, and the remaining load instructed the MPCs that
control the clean coal unit and gas unit to cover the remaining load with minimum fuel.
With this insight, the significance of the paper can be stated as follows:

• Facilitating a cleaner and environmentally friendly power system from verified models
and simulations of a hybrid power generation system.

• Realizing the importance of mixed generation technology in terms of system strength
and environmental effect.

• Investigating the effect of wind penetration on traditional power systems fed by coal
power plant and coal/gas stations.

• Determination of the most practically feasible level of wind energy penetration without
causing extensive negative effects on the frequency, which is necessary for all stability
classes (dynamic and steady-state stabilities).
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Figure 2. The proposed MPC-based LFC system for the multi-source power system.

1.2. Literature Review and Paper Contributions

The review of literature has focused on modelling and control of multi-source power
systems, which are naturally hybrid from the generation side. The review should then cover
different features and methodologies of modelling and power systems, with emphasis on
system dynamics and control. A wide range of publications were studied in order to have
a clear picture of the practical importance of the research area.

Mohamed et al. [8] have reviewed new trends for supercritical and ultra-supercritical
power plants with two main categories of models: physical models, and empirical models of
SC and USC power plants, which have been simulated using APROS®, APD®, FORTRAN,
SimuEngine, GSE, MATLAB®, and Thermolib. Because of the distinct advantages of each
method, both methods are unquestionably eligible for modelling SC and USC units. The
control system strategies have been also reviewed and the dominant control approach
was MPC.

Rehman [9] has presented a study that establishes a reliable coordination between
renewable resources in Hybrid Power Systems (HPSs). The most popular scheme has been
found to be the Wind-PV systems with and without storage. Wind-PV total capacity has
been varied from 1.6 to 120.0 kW, with an average size of 21.0 kW and an average COE of
0.458 US$/kWh. Simulation has been carried out by HOMER and HOMER Pro software
for the design and optimization of HPS, in addition to HOGA and MATLAB. The favoured
targets of hybrid power systems have been compiled during the survey. However, the
system is relatively small and may not be suitable for large-scale loads due to the low
energy density of renewables.

Li et al. [10] has implemented a model of a hydrogen storage wind and gas com-
plementary power generation system for energy management. A dynamic mathematical
model of a micro gas turbine has been combined with an aerodynamic model of a wind
turbine. The alkaline electrolyser model has developed the economic and environmen-
tal cost of the system as an objective function, and establishes the capacity optimization
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model of the wind–gas complementary power generation system. The results have been
compared with variable loads in a specific area during the northern winter and it has been
concluded that the wind–gas complementary system can boost energy use while lowering
wind curtailment.

Tsoutsanis [11] has implemented a generic model from MATLAB/SIMULINK for
hybrid power plants, consisting of 14 wind turbines and a gas turbine. The author has
investigated the performance and challenges of hybrid power plants, has studied different
scenarios, and has compared the dynamic response of a hybrid power plant and a double
gas turbine power plant for 10 h, which have shown improvements in terms of emissions
and fuel consumption.

Barelli et al. [12] have presented an MPC strategy and applied it to a hybrid system
that is structured by a solid oxide fuel cell (SOFC) and a recuperative GT for following a
typical daily load demand in microgrids. The simulation has been carried out in MATLAB®

and a Simulink environment, and has shown a promising system performance with high
average efficiency (approximately 54.5%) and load changes with quick response .

Di Gaeta et al. [13] have shown a dynamic model of a 100 kW commercial micro gas tur-
bine (MGT) fed with a mixture of standard and alternative fuels and the MGT emulated dy-
namics have been based on first order differential equations with different operating condi-
tions. Customized genetic algorithms (GAs) and non-linear east squares (NLS) direct search
methods have been used. The simulations have been carried out via the Dormand–Prince
integration solver with a time step of 0.25 s on a MATLAB/SIMULINK environment.

Bizon [14] has proposed proton exchange membrane fuel dell (FC) HPSs to study
optimization, switching function, and balance of DC power flow. The model has been
built and simulated using MATLAB/SIMULINK. The study has shown the classification of
seven FC HPSs with the batteries operated in charge-sustaining mode in order to notice
the decrease in size, maintenance, and lifetime. The best design in each category has been
chosen to focus on in the experiment, obtaining a 99.56% conversion of hydrogen.

Bensaber et al. [15] have proposed HPSs using PV, wind turbines, and batteries to
meet load demand and control the voltage and frequency. The challenges of the proposed
HPS in terms of controlling and managing the power flow have been discussed.

Avagianos et al. [16] have published a review of the solid-fuel flexible thermal power
plants, discussing the effect of the penetration of non-dispatchable power plants upon wind
and solar, for example, and analysing flexible operation requirements that influence their
economic viability: fast start-up process, low minimum load, and ramping.

Zhang et al. [17] have proposed a fuzzy model predictive controller (MPC) for wide-
range load tracking. The researchers have assembled an extended state observer for the
plant behaviour and the MPC with unknown disturbances. The research has been carried
out to simulate the extended state observer-based fuzzy model predictive control (ESOFMC)
on a 1000 MW ultra-supercritical (USC) boiler–turbine unit. The final results represent the
performance of load following over a wide range. However, despite the detailed considera-
tion of the USC controller, no renewable penetrations have been practically considered.

Annaluru [18] has studied the flexibility of the Indian power grid and its challenges
in terms of Renewable Energy (RE) with different variable generation (VG) penetration,
such as solar PV and wind. The author has studied the Indian grid’s net load curve, with
emphasis on three potential penetration levels for RE scenarios. Improving the plant
flexibility has been presented with three alternative solutions.

Qatamin et al. [7] have proposed System Identification (SI) techniques for prediction
of wind turbine output power using a generalized state-space model. The method uses
subspace methods mainly based on a numerical algorithm for subspace state space system
sdentification (N4SID) and prediction error method (PEM), with multi input single output
(MISO) to investigate the differences in computational capabilities. It has been noticed
that there is a considerable relation between model order and simulation accuracy, which
motivates the study of optimal order that achieves the maximum possible accuracy. A
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comparison between PEM and the N4SID has been carried out in terms of the accuracy,
complexity, and speed of simulation. However, the research lacks extension of LFC studies.

Ersdal et al. [19] have proposed a model predictive controller for automatic generator
control (AGC) of the Nordic power system, based on a simplified system model. The study
considers the limitations of different parts of the power system, such as tie-line power flow,
capacity, and rate of change in generation, which lead to more flexibility and coordination
between multiple inputs. The Kalman filter has been integrated with the MPC algorithm for
load frequency control with state estimation. The research finally has given a comparison
between MPC and the conventional (LFC/AGC) with proportional-integral (PI) controllers.

Shakibjoo et al. [20] have proposed a new load frequency control (LFC)/type-2 fuzzy
control (T2FLC) with multi-areas, thermal units, wind farms, demand response (DR), and a
battery energy storage system (BESS). The proposed linear model has been implemented
using MATLAB software with four simulation scenarios of the 10-machine New England
39-bus test system (NETS-39b) to obtain an approximately 20% improvement.

From the literature analysis, it has been deduced that the load frequency control still
needs further study that should be preferably closer to the practical sense, which can be
applicable—when normalized—for conventional centralized power systems or embedded
generation. The paper contributions can be then clarified as follows:

• A cleaner power system framework has been presented from verified simulators of
three different generating units, which has been built with the aim of satisfying system
stability and environmental requirements. These units are a clean coal supercritical
unit, a dual-fuel gas turbine unit, and a wind farm.

• A Hammerstein–Wiener Model has been built to predict the wind penetration level
according to weather data inputs. The typical example has given many levels of
approximately 90 MW penetration peak. On the other hand, the other two flexible
units are emulated with identified state-space models. The parameters of all models
have been identified and verified with real sets of data, unlike the previously pub-
lished literature of load frequency control studies that usually adopt standard transfer
functions and form a block diagram without enough attention to parameter calibration
to fit a real set of data.

• A simplified and practically feasible operation and control strategy has been suggested
for heavily loaded power systems: the wind farm output should be admitted to the
network from economic and environmental view-points, the remaining load signal,
heavily affected by the randomness of the wind, is instructed to the MPC controllers
of the flexible generators (coal and gas), and the wind farm is relieved from duty of
load frequency control because this obligation is completely carried out by the flexible
units and their associated controls, which in turn, reduces the storage technology
requirements of the wind turbines where that storage would be needed only in case of
curtailed or low load.

The paper has been organized as follows: Section 2 presents an overview on state-
space and HW identification algorithms; Section 3 shows the general mechanism of MPC
through its mathematical description with its application to the coal and gas units; Section 4
depicts the simulations of the verified models and of the control performance analysis; and
Section 5 concludes the research work and states the future suggestions.

2. An Overview of State-Space and Hammerstein-Wiener Systems’ Identification

2.1. Theory and Basic Mechanism for State-Space Subspace Identification

In system identification, an informative set of data must be available in advance to
setup the optimized parameters of a new model or calibration of existing model parameters.
Once the identification phase has been finished, the identified model should be checked via
a different data set in order to ensure the model validity and integrity [21]. In this paper,
every set of data has been split to have 50% of the samples for identification and the other
50% of data samples for verification. The approach of identification that has been adopted in
this paper is the subspace N4SID algorithm. The general following explanation is applicable
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to any subspace algorithm, which have been published in many references [22–24]. Using
the following linear, discrete time-invariant state-space model (SSM):

xk+1 = Axk + Buk + wk (1)

yk = Cxk + Duk + vk (2)

The assumed pair (C, A) is observable and the pair (A, B) is controllable. Where
xk ∈ Rn is the state vector, uk ∈ Rr is the input vector, yk ∈ Rm is the output vector, and
wk, vk are zero mean white Gaussian noise. The most used tool to be highlighted is the
singular value decomposition (SVD), which is used to produce the required state-space
matrices. However, some concepts and preliminaries must be first explained, as in the
following subsections.

2.1.1. Inputs and Outputs

Arranged inputs and outputs data as a Hankel matrix, shown in extended data vectors
and extended data matrices:

The extended data vectors, given a number L refers to known output vectors and a
number L + g refers to known input vectors, are given as:

yk|L
def
=

⎡
⎢⎢⎢⎣

yk
yk+1

...
yk+L−1

⎤
⎥⎥⎥⎦ ∈ RLm (3)

uk|L+g
def
=

⎡
⎢⎢⎢⎢⎢⎣

uk
uk+1

...
uk+L+g−2
uk+L+g−1

⎤
⎥⎥⎥⎥⎥⎦∈ R(L+g)m (4)

The extended data matrices define the following output data matrix with L block rows
and K columns:

Yk|L
def
=

⎡
⎢⎢⎢⎣

yk yk+1 yk+2 . . . yk+K−1
yk+1 yk+2 yk+3 . . . yk+K

...
...

...
. . .

...
yk+L−1 yk+L yk+L+1 . . . yk+L+K−2

⎤
⎥⎥⎥⎦ ∈ RLm×K (5)

This is the known data matrix of output variables, and the matrix:

Uk|L+g
def
=

⎡
⎢⎢⎢⎢⎢⎣

uk uk+1 uk+2 · · · uk+K−1
uk+1 uk+2 uk+3 · · · uk+K

...
...

...
. . .

...
uk+L+g−2 uk+L+g−1 uk+L+g · · · uk+L+K+g−3
uk+L+g−1 uk+L+g uk+L+g+1 · · · uk+L+K+g−2

⎤
⎥⎥⎥⎥⎥⎦∈ R(L+g)r×K (6)

is the known data matrix of input variables.
The reversed extended observability matrix (Oi) are defined as the following defini-

tions according to SSM, Equations (1) and (2). And the number of block rows is denoted by
subscript i.
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Oi
def
=

⎡
⎢⎢⎢⎣

C
CA

...
CAi−1

⎤
⎥⎥⎥⎦ ∈ Rim×n (7)

and a reversed extended controllability matrix (Cd
i ) for pair (A, B):

Cd
i

def
=
[
Ai−1B Ai−2B . . . B

] ∈ Rn×ir (8)

It is important to mention that there are many applications for observability and con-
trollability matrices, such as monitoring lithium-ion battery [25]. However, the application
here is somehow different as it focuses on building the matrices necessary for off-line
identification of linearized discrete time models of the flexible generating units, and the
decomposition of those matrices in the final stage of identification.

The triangular Toeplitz matrix (Hd
i ): The columns result from multiplying between

the extended observability matrix and the transposed extended controllability matrix.
This matrix contains the four matrices (C, A, B, D).
The triangular Toeplitz matrix (Hd

i ).

Hd
i

def
=

⎡
⎢⎢⎢⎣

D 0 · · · 0
CB D · · · 0

...
...

. . .
...

CAi−2B CAi−3B · · · D

⎤
⎥⎥⎥⎦ ∈ R

im×(i+g−1) (9)

The number of block rows is denoted by subscript i. The block columns are denoted
by i + g − 1.

The lower block stochastic triangular Toeplitz matrix Hs
i for the pair (C, A).

Define the Toeplitz matrix (Hs
i )

Hs
i

def
=

⎡
⎢⎢⎢⎣

0 0 · · · 0
C 0 · · · 0
...

...
. . .

...
CAi−2 CAi−3 · · · 0

⎤
⎥⎥⎥⎦ ∈ R

im×il (10)

Finally, Xi is the state vector is denoted as:

Xi =
[
xi xi+1 . . . xi+j−1

]
(11)

The main target here is to recover the hidden state xk and if this hidden state is
recovered, by using singular value decomposition (SVD), the Xi and the system order n
can be recovered and known.

The basic realization theory of subspace identification as a part of the deterministic
case is explained briefly in the next subsection.

2.1.2. Realization Theory

Realization theory is discussed by defining the impulse response model: A linear
state-space model xx+1 = Axk + Buk and yk = Cxk + Duk with the initial state x0. The
impulse response model can be given as:

yk = CAkx0 +
k

∑
i=1

CAk−iBui−1 + Duk (12)
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So the matrix at time instant k − i + 1 is as follows:

Hk−i+1 = CAk−iB ∈ R
ny×nu, (13)

The impulse response matrix at time is k − i + 1. Then, the output, yk, at time k is
defined in terms of impulse response matrices as following: H1 = CB, H2 = CAB, and so
on . . . ., Hk = CAk−1B.

The impulse responses Hi ∀ i = 1, . . . ., L+J., can be used to develop the Hankel
matrices that contain necessary information of the system matrices.

The Hankel matrices

H =

⎡
⎢⎢⎢⎢⎢⎢⎣

H1 H2 H3 . . . HJ
H2 H3 H4 . . . HJ+1

H3 H4 H5
. . . HJ+2

...
...

. . . . . .
...

HL+1 HL+2 . . . . . . HL+J

⎤
⎥⎥⎥⎥⎥⎥⎦ ∈ Rny(L+1)×nu.J (14)

the submatrices HA, HB, HC can be then extracted [22].

H1|L = Hn =

⎡
⎢⎢⎢⎢⎢⎢⎣

H1 H2 H3 . . . HJ
H2 H3 H4 . . . HJ+1

H3 H4 H5
. . . HJ+2

...
...

. . . . . .
...

HL+1 HL+2 . . . . . . HL+J−1

⎤
⎥⎥⎥⎥⎥⎥⎦ ∈ Rny.L ×nu.J (15)

H2|L = HA =

⎡
⎢⎢⎢⎢⎢⎢⎣

H2 H3 H3 . . . HJ+1
H3 H4 H4 . . . HJ+2

H4 H5 H5
. . . HJ+3

...
...

. . . . . .
...

HL+1 HL+2 . . . . . . HL+J

⎤
⎥⎥⎥⎥⎥⎥⎦ ∈ Rny.L ×nu.J (16)

HB =

⎡
⎢⎢⎢⎢⎢⎣

H1
H2
H3
...

HL

⎤
⎥⎥⎥⎥⎥⎦ ∈ Rny.L×nu (17)

HC =
[
H1 H2 H3 . . . HJ

] ∈ Rny×nu.J (18)

These matrices are closely related to the observability and the controllability matrices
(OL, CJ), respectively, which are given to facilitate of realization theory, where OL is the
observability matrix defined by:

OL =

⎡
⎢⎢⎢⎢⎢⎣

C
CA
CA2

...
CAL−1

⎤
⎥⎥⎥⎥⎥⎦ ∈ Rny.L ×nx (19)

and CJ is the controllability matrix defined by:

CJ = [B AB . . . AJ−1B] ∈ Rnx×nu.J (20)
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a suitable factorization of the Hankel matrix, Hn = H1|L, may be used to determine OL, CJ .
Then the system matrices to satisfy the following three matrix relations are chosen.

H1|L = HA = OL ACJ , HB = OLB, HC = CCJ (21)

Conclude the system matrices as follows [22]:

A =
(

OT
LOL

)−1
OT

L HACT
J

(
CJCT

J

)−1
(22)

B =
(

OT
LOL

)−1
OT

L HB (23)

C = HCCT
J

(
CJCT

J

)−1
(24)

The realization of the parameter of matrices is obtained from SVD.
In linear algebra, the singular value decomposition (SVD) is defined as follows [26],

in an analysis of real or complex matrices. Now we can apply SVD of the finite block to
Hankel matrix Hn.

H1|L = Hn = OLCJ = USVT = US1S2VT (25)

Results are directly obtained from the SVD when applying factorization of the Hankel
matrix into the product of the observability and controllability matrices. For example, the
internally balanced:

OL = US1, CJ = S2VT (26)

Then the system matrices are estimated as follows and defined as internally balanced:

A = S−T
1 UT HAVS−T

2

B = S−T
1 UT HB

C = HCVS−T
2

(27)

The different subspace identification algorithms are discussed originally in [23]. Since
we have used the subspace method as tool identification, any subspace algorithm can be
used to fulfil the modeling aims in the paper. N4SID has been selected to identify the
models of SCPP and GT. The next section discusses the basic theory of MPC.

2.2. The Hammerstein-Wiener Model

The Hammerstein–Wiener (HW) model is introduced here as nonlinear component
in multisource load frequency control schemes. The HW model in this paper is used to
predict the harvested wind power from the individual wind turbine given. The inputs
of temperature, air pressure, wind speed, pitch angle, and humidity, are admitted to an
input nonlinearity block, to a linear transfer function, then to the output nonlinearity block
to form the well-known Hammerstein–Wiener model. The rule of this component is to
accurately predict the wind share, although there is no reason to prevent it from being
used for control system design. However, the wind subsystem is left as open loop in the
proposed model for the aforementioned reasons in the paper contributions. Therefore,
several benefits of the Hammerstein–Wiener models are mentioned, such as achieving
higher accuracy by simplifying the control process by allowing for the checking of each
parameter separately. As stated earlier in the paper, the Hammerstein–Wiener model has
been built to ensure the integrity of the input parameters of the wind model, but this shall
not affect the linear MPC performance of the thermal units.

The Hammerstein–Wiener model is mostly used when the system output depends
nonlinearly on its inputs. The input–output relationship, in this case, could be decomposed
into two interconnected elements. The linear transfer function is used to represent the
system’s dynamics, and the nonlinear functions are used to capture nonlinearities for

473



Energies 2022, 15, 9210

the inputs and outputs of the linear system [27]. The standard block diagram of the
Hammerstein–Wiener model component is shown in Figure 3.

Figure 3. Generalized structure of HW model.

Where:

• ω(t) = f (u(t)) is a nonlinear function for transforming input data u(t).
• x(t) = T(.).w(t) and y(t) have the same dimensions, x(t) has a linear relation with

w(t); where w(t) and x(t) are the input and output of the linear block, respectively,
and are defined as internal variables.

• y(t) = h(x(t)) is a nonlinear function that maps the output of the linear block x(t).

Various scalar nonlinearity estimators are provided by MATLAB® through the system
identification toolbox. Hammerstein–Wiener models have nonlinearity estimators for
both input nonlinearity f and output nonlinearity h. The nonlinearity estimators could
be configured as a saturation, dead zone, unit gain, wavelet network, sigmoid network,
piecewise linear function, or other options. In this paper, the piecewise functions for
input and output nonlinearities are configured. Finally, an iterative search algorithm has
been used with appropriate settings to estimate the HW model of the wind turbine. The
individual turbine output is then augmented through a linear gain to formulate the effect
of a huge wind farm of 190 turbines.

3. The General Mechanism of Model Predictive Control and Its Application to the
Flexible Units

The model predictive control (MPC) is considered as one of the well-recognized control
technologies for industrial process applications, especially in thermal power generation
plants, used to calculate the predicted plant output after simulation and to control the
output of SCPP. There are two reasons to utilize these advanced control techniques. Firstly,
there are several variety control topologies in the MPC model. Secondly, there is the ability
to use wide operational constraints in the MPC model to ensure the safety and reliability of
the power plant [28].

The action of the MPC can be summarized as follows:

1. Predict the output trends.
2. Perform optimization to reduce the errors.
3. Calculate the control shifts or changes in inputs, then execute only the first sample of

control inputs.
4. Repeat these steps every sampling time.

In the section “Control Strategy Testing with MPC”, a validated state-space mathemat-
ical model was used for the 600-MW cleaner coal power plant and 250-MW gas turbine unit,
which represents the production of a supercritical coal-fired power plant and gas power
plant. The linear state-space model was identified as the control strategy. The discrete-time
state-space model could be used for prediction as follows [29]:

3.1. Prediction of State and Output Variables

The future control trajectory (predicted niput) is represented by:
Assume the initial condition u equal zero.

Δu(ki), Δu(ki + 1), . . . , Δu(ki + NC − 1). (28)
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The future state variables are represented by:

x(ki + 1| ki), x(ki + 2| ki), . . . , x(ki + m| ki),. . . , x
(
ki + Np

∣∣ ki
)

(29)

where ki > 0 is the sampling instant, NC is the control horizon, and Np is the prediction
horizon. Also referring to the length of the optimization, NC should be less than Np.
Prediction horizon is the length of time for the predicted future output, whereas the control
horizon represents the length of time for the optimized trajectory of the manipulated inputs.

The future state variables (means future output), based on the state-space model
(A, B, C), are represented as:

x(ki + 1| ki) = Ax(ki) + BΔu(ki)

x(ki + 2| ki) = Ax(ki + 1| ki) + BΔu(ki + 1)
= A2x(ki) + ABΔu(ki) + BΔu(ki + 1)

...
x
(
ki + Np

∣∣ ki
)
= ANp x(ki) + ANp−1BΔu(ki) + ANp−2BΔu(ki + 1)
+ . . . + ANp−NC BΔu(ki + NC − 1).

Predict output variables (power) from predicted state variables directly after assume
D = 0:

y(ki + 1| ki) = CAx(ki) + CBΔu(ki)

y(ki + 2| ki) = CA2x(ki) + CABΔu(ki) + CBΔu(ki + 1)
...

y
(
ki + Np

∣∣ ki
)
= CANp x(ki) + CANp−1BΔu(ki) + CANp−2BΔu(ki + 1)
+ . . . + CANp−NC BΔu(ki + NC − 1).

Then arrange input and output in vectors:

Y =
[
y(ki + 1| ki) y(ki + 2| ki)y(ki + 3| ki) . . . y

(
ki + Np

∣∣ ki
)]T (30)

U = [Δu(ki) Δu(ki + 1) Δu(ki + 2) . . . Δu(ki + NC − 1)]T (31)

Collect the two vectors Y and U together in a compact matrix form as:

Y = Fx(ki) + ϕΔU (32)

where:

F =

⎡
⎢⎢⎢⎢⎢⎣

CA
CA2

CA3

...
CANp

⎤
⎥⎥⎥⎥⎥⎦; ϕ =

⎛
⎜⎜⎜⎜⎜⎝

CB 0 0 · · · 0
CAB CB 0 · · · 0
CA2 CAB CB · · · 0

...
...

... · · · ...
CANp−1 B CANp−2 B CANp−3 B · · · CANp−Nc B

⎞
⎟⎟⎟⎟⎟⎠ (33)

3.2. Optimization of Control Signals

The very basic case is to find the first derivative of the cost function with respect to
ΔU and obtain the vector sequence ΔU as the future control law.

• Set data vector that contains the set-point:

RT
s = [1 1 . . . 1]r(ki) (34)

Define cost function J as following:

J = (Rs − Y)T(Rs − Y) + ΔUT RΔU (35)
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where R is a diagonal matrix and equal rw INc×Nc ; rw is used as a tuning parameter for
the MPC, and they mainly affect the performance of the controller and computation time
demands, the aim would be solely to make the error as small as possible.

• Find the optimal ΔU that will minimize J, write J as following:

J = (Rs − Fx(ki))
T(Rs − Fx(ki))− 2ΔUT ϕT(Rs − Fx(ki)) + ΔUT

(
ϕT ϕ + R

)
ΔU

• Take the first derivative of the J and to obtain the minimum J put condition ∂J
∂ΔU equal

to zero:
∂J

∂ΔU
= −2ϕT(Rs − Fx(ki)) + 2

(
ϕT ϕ + R

)
ΔU

• The optimal solution for the control signal:

ΔU =
(

ϕT ϕ + R
)−1

ϕT(Rs − Fx(ki)) (36)

Applying the aforementioned concepts to the hybrid system, the advancement in
control strategy with the MPC leads the system for the two generating units to be as shown
in Figure 4.

Figure 4. The advancement control strategy with MPC.

The inputs and outputs are adopted with regard to the available operational data and
previously published research that indicates those inputs are the most influential variables
on the plant performance and characteristics. There are many parameters that affect the
performance of the MPC. One of the most effective parameters is the prediction horizon
(Hp); in this model, the prediction horizon is reduced to 8 samples for the coal power plant
and 6 samples for the gas turbine (GT), which achieves the best performance results. The
load demand signal has been assumed to have a sudden increase followed by a sudden
decrease in load demand. The choice of these parameters values has to be decided on the
basis of many simulation scenarios [30].

The main objective of the advancement control strategy is to integrate 600-MW of
clean coal supercritical (SC) power plant and 250-MW of dual-fuel gas turbine (GT) units
into the grid to develop a feasible controller for the coal and gas unit for the load following
capability, with integration of considerable wind energy penetration. The global model
will be used to design predictive controllers for the clean coal supercritical (SC) power
plant and dual-fuel gas turbine (GT) units, which allow different levels of wind energy
penetration and cover the remaining amount of load that varies over a 12 h time window.
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In summary of this section, the MPC algorithm computes the plant inputs so that
the plant output follows the adopted reference signal. It utilizes an internal plant model
to forecast the future production, uses optimization so that the plant’s output tracks the
instructed reference, and calculates many steps in the optimum sequence. However, the
MPC applies the first sample and ignores the others. Then, the prediction horizon is shifted
forward one-time step, and the process of computation should be then repeated. The
following section discusses the simulation results for testing the applied MPC strategy.

4. Simulation Results

4.1. Modeling Identification Results

For successful control system implementation, verified models must be available at
earlier stage. This sub-section briefly reports the models’ features for the three resources
under study, which are the wind, the coal, and the gas power generators, respectively.
Because the wind resources embed higher variability than coal and gas, it is preferable
to be simulated by nonlinear system identification, whereas the coal and gas tend to be
more deterministic and could be simply described by linear system identification. Another
reason that supports this argument is that the classical MPC needs linear models to act
as an internal model for prediction of the MPC application of the coal and gas units. In
this paper, the wind generator should be integrated into the grid such that it freely injects
the harvested power to the network to cover the highest possible portion of the load with
free energy. Therefore, the LFC should be the duty of the coal and gas units to attain the
required balance. The designed MPCs have been applied to the coal and gas units for the
purpose of LFC [31,32].

Regarding the wind model, because the wind is left uncontrollable, any model struc-
ture, no matter how overcomplicated, could be chosen in order to capture the practical
dynamics with reasonable accuracy. The Hammerstein-Wiener (HW) model structure has
been selected for the prediction of the harvested power of the wind farm. The HW model
for the wind turbine generator system has been tuned and the parameters obtained are
mentioned in Table 1.

Table 1. The HW model description for the wind generator.

Input Nonlinearity Function:
Type and Features

The Transfer Function:
No, of Poles and Zeros

The Output Nonlinearity Function:
Type and Feature

Piecewise function with
30 break-points for all inputs.

Data No. of poles = 13
No. of zeros = 2
For all Functions

Piecewise function with 30 break-points
for all inputs.

The implemented models of the flexible generators are two multi-input single-output
(MISO) discrete state-space mathematical models. The first one is for SCPP and has four
inputs, U1, U2, U3, and U4: the air flow (AF), fuel flow (FF), feed water flow (FW), and
digital electro-hydraulic (DEH) governor reference, respectively. It has one output, y, the
SCPP output power. In addition, the SSM for GT has three inputs, Ug1, Ug2, and Ug3,
for the natural gas valve, the pilot valve, and the compression ratio, respectively, and one
output y, which is the GT output power. The parameters of the matrices A, B, C, and D
have been identified to be as follows:

The parameters of the matrices for clean coal SCPP are as follows:

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

−0.2513 1.182 −2.696 4.288 −5.5 5.681 −4.813 3.108

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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B =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.2286 0.324 −0.02447 −0.08589
−0.06089 0.06483 0.09362 0.006508
−0.01787 −0.3207 0.1021 0.02841
0.02413 0.3035 −0.05365 −0.02026
−0.03907 0.1484 −0.1002 0.004572
−0.01455 −0.2376 0.03089 0.01863
0.00596 0.2219 0.07073 −0.01692
−0.04258 0.2435 −0.01026 0.000967

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

C =
[
1 0 0 0 0 0 0 0

]
D =

[
0 0 0 0

]
Also, the parameters of the matrices for GT are as follows:

A =

⎡
⎢⎢⎣
−0.01395 −0.8446 0.4796 0.07193

0.6643 0.4801 0.1731 −0.0450
−0.06218 0.2890 0.4074 −0.8663
0.05671 0.07252 0.1488 0.4045

⎤
⎥⎥⎦

B =

⎡
⎢⎢⎣

0.2365 0.3046 −0.1499
0.2378 0.1942 −0.7624
−0.169 −0.03077 −0.4752
0.05271 0.04153 −0.1551

⎤
⎥⎥⎦

C =
[−10.8 −35.95 −25.41 15.54

]
D =

[
0 0 0

]
Figure 5 shows the performance of an identified model over 24 h of operation of the

individual wind turbine generator system. The HW model of the wind energy conversion
system follows the main dynamical trends of the real system, and the performance of the
model has been quantified to be 80.88% accurate. The system has been augmented to
be a typical wind farm by multiplying this output by the typical number of turbines in
wind farms.

Figure 5. Measured and simulated wind turbine generator output.

The linear models of the SCPP and GT have been identified using subspace identi-
fication that has been described in Section 2.1. The simulations have been depicted in
Figures 6 and 7. Fourth order models for both processes have reasonably represented
the actual behavior of the SCPP and GT, with an accuracy for each model of 92.19% and
82.31%, respectively.
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Figure 6. Measured and simulated SCPP output.

Figure 7. Measured and simulated GT output.

Every data set has been split to be 50% for identification and 50% for verification. The
model quality has been ensured for the three sets of data as shown above, in which the first
half of the samples are used for identification and the second half are used for verification.
However, one must make sure that the overall sample time is unique for the whole system,
as the gathered data samples differ from one system to another, which results in unifying
the sample time of 5 s for every sample in the LFC simulator.

4.2. Controller Decisions for a Practical Wind Penetration

The proposed control strategy for the 600-MW clean coal supercritical (SC) power
plant and 250-MW dual-fuel gas turbine (GT) units has been simulated to enhance the
efficiency and reduce the negative effects on the frequency. This necessary for all stability
classes (dynamic and steady-state stability) which allow different levels of wind energy
penetration and cover the remaining amount of load.

The reason for developing a linear MPC strategy for both a coal and gas power
plant, is to regulate them with focus on operational, safety and emissions constraints. In
addition, the aim was to design a feasible controller for the coal and gas unit for the load
following capability, with focus on prediction to obtain better results. Linear MPC provides
a reasonable computational demand compared to the other nonlinear MPC. For this reason,
the temperature, pressure, and humidity are not involved as model outputs. However,
temperature, air pressure, wind speed, pitch angle and humidity are ensured by developing
a Hammerstein–Wiener model, which is used as a safety detector for these five parameters.
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The model has been developed and simulated in MATLAB Simulink on a PC environ-
ment with the assumed demand signal changes in a step from 640 MW to 600 MW (see
Figure 8). Simulation results of Hammerstein–Wiener model for wind farm is reported and
shows the maximum output of around 90 MW as follows in Figure 9. The advancement
control strategy with MPC is simulated, and the results are reported in Figures below.

Figure 8. Load power demand.

Figure 9. Simulated output power of the wind farm for practical inputs.

The Hammerstein–Wiener model has been built to control five parameters as an input
to get single output with different penetration. This output is used as a reference for coal
and gas units. Figures 10 and 11, respectively, show that the manipulated inputs of the
plant, the air flow (AF), fuel flow (FF), feed water flow (FW), and digital electro-hydraulic
(DEH) governor signal are maintained within their constraints, are restricted by the 600 MW
SCPP. Figure 11 shows the output power at the maximum of approximately 440 MW.

As stated earlier in the paper, the Hammerstein–Wiener model has been built to ensure
the integrity of the input parameters of the wind model, but this shall not affect the linear
MPC performance of the thermal units for two reasons. Firstly, the linear MPC is preferable
in practice due to its simplicity and lower computational burdens. Secondly, because the
performance is tested on linear models for the thermal plants, for practical implementations,
any glitches can be compensated by the testing of the parameters and calibration. After a
wide range of experiments and trials, the parameters of the Hammerstein–Wiener models
have been determined and selected with the most satisfactory results.
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Figure 10. Normalized clean coal power plant control inputs to the SCPP.

Figure 11. Output power share of the clean coal SC power plant.

Figures 12 and 13, respectively, show the manipulated inputs and the output shared
by the GT plant, where the inputs are the pilot valve, natural gas valve (NGCTRL), and the
compression ratio (COMPPO), are maintained within their constraints, those restricted by
the 250-MW dual-fuel gas turbine (GT).

Figure 12. Normalized inputs to the GT.
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Figure 13. Output power share of the gas turbine.

The next three figures show the different scenarios of total generation. The total
generation for wind farm and clean thermal generation units is shown in Figure 14, the
total generation compared with load following capability shown in Figure 15, and the total
imbalance represented in Figure 16.

Figure 14. Total Generation.

Figure 15. Total Generation and Load Demand.
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Figure 16. Total Imbalance.

In order to enhance the efficiency and reduce the negative effects on the frequency,
Figure 17 shows the actual frequency, approximately equal 50 Hz.

Figure 17. Actual Frequency.

It can be deduced that the feasible penetration of the wind energy results in consid-
erable reductions in the fuel consumption of coal in the SCPP and the combined signals
of fuel oil and natural gas injected to the GT. The water consumption is also reduced in
the SCPP, with those indictors ensuring the economic viability of wind energy integration.
In addition, there are enhancements to the environmental conditions, especially when it
is combined with cleaner thermal units such as those proposed in this paper; these are
the modern SCPP cleaner coal power plant and the GT, as a part of the combined-cycle
energy-efficient unit. With a maximum penetration of approximately 90 MW, the total
production follows the total demand signal with acceptable imbalance of around 6% in
the load transition interval and 3% in the load steady interval. This can be investigated in
an alternative way, meaning the acceptable imbalance cannot be standardized because it
depends on some factors, such as the system strength or inertia, which is different from one
grid to another. Here, we have considered three second s inertia and nine second inertia
in order to show the effect of the domination of rotating machines in the power system in
general, whether for generating or motoring/condensing actions. The frequency excursions
for the worst-case inertia has been typically acceptable, and hence the model predictive
load frequency control is a promising technology for enhancing the power system behavior
in response to sudden load changes or load small disturbances.
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5. Conclusions

This paper presents a feasible control strategy for clean thermal generation units,
which are wind energy, clean coal SC power plant, and dual-fuel gas turbine (GT). This
study has been based on a Hammerstein–Wiener Model for wind plants, the theory of
subspace system identification, and MPC strategy for both coal and gas power plants. The
practical advantages of the proposed strategy, in terms of stable and efficient operation,
have been confirmed using validated simulations by analyzing the results of this study
with emphasis on efficiency, frequency, and output shared power, regulated by the MPC
algorithm. In addition, this study can be considered a general guideline for preliminary
research into a further improvement in power system frequency responses to different
levels of penetration from the wind plant [33].

In general, linear MPC is known to be preferred in the industry over non-linear,
because of appropriate results and reasonable computational burdens. However, there is
a subject that can be resolved in future research related to the computational burdens of
the nonlinear MPC, due to its theoretical complication in comparison with linear MPC, to
facilitate the application of nonlinear MPC in practical power plants. This can be achieved
by suggesting more advanced optimization techniques. However, to use linear MPC
in the future, the MPC algorithm can be modified with the extension of measured and
unmeasured disturbances, and the linear specific model can be augmented by noise terms
representing the practical noises that happen in power plants.

As a future recommendation, adaptive model predictive control could be a feasible
suggestion for further improvements. The explicit MPC is not recommended to be applied
to such studies as it exhibits longer computation time, which leads to an unsatisfactory on-
line performance. Therefore, an adaptive MPC or multiple MPC are highly recommended,
instead of the explicit MPC, to be a future point of research for further enhancements. In
terms of modeling, it is suggested that the state-space linearized models are replaced with
more accurate paradigms, such as nonlinear models, which are either derived from system
physics, nonlinear system identification, or machine learning modeling. Further closer
models to reality can be created through the inclusion of the tie lines between units, which
form the multisource interconnected power system.
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Abstract: Modern low-voltage distribution systems necessitate solar photovoltaic (PV) penetration.
One of the primary concerns with this grid-connected PV system is overloading due to reverse
power flow, which degrades the life of distribution transformers. This study investigates transformer
overload issues due to reverse power flow in a low-voltage network with high PV penetration. A
simulation model of a real urban electricity company in Ghana is investigated against various PV
penetration levels by load flows with ETAP software. The impact of reverse power flow on the
radial network transformer loadings is examined for high PV penetrations. Using the least squares
method, simulation results are modelled in Excel software. Transformer backflow limitations are
determined by correlating operating loads with PV penetration. At high PV penetration, the models
predict reverse power flow into the transformer. Interpolations from the correlation models show
transformer backflow operating limits of 78.04 kVA and 24.77% at the threshold of reverse power
flow. These limits correspond to a maximum PV penetration limit of 88.30%. In low-voltage networks
with high PV penetration; therefore, planners should consider transformer overload limits caused
by reverse power flow, which degrades transformer life. This helps select control schemes near
substation transformers to limit reverse power flow.

Keywords: solar photovoltaic; simulation data; reverse power flow; low-voltage network; substation
transformer; penetration levels; grid integration

1. Introduction

The expanding worldwide need for energy necessitates the leverage of renewable
energy technologies (RETs). Renewable energy technologies have the potential to become
the dominant form of future energy technology, given the ease with which they can be
deployed and the low cost at which they can be generated. They are also capable of
mitigating global warming and enhancing energy sustainability [1]. One of these RETs,
the photovoltaic (PV) solar system, is being widely used as a renewable energy source
worldwide [2–4]. As a result, PV grid integration has advanced as a renewable energy
technology that promises energy sufficiency and long-term sustainability. The benefits of
PV grid integration include voltage support, improved power quality, loss reduction, post-
ponement of new or upgraded transmission and distribution infrastructure, and increased
utility system resilience [5].

Despite these advantages, there are some concerns and constraints that limit the use
of PV in the grid. Some of these challenges include protective measures, problems with
reverse power flow, and hosting capacity [6,7]. Additionally, variability and intermittency
pose reliability challenges for PV grid integration [8]. These adverse challenges depend on
the level of PV penetration into the grid and the network load demand response [9]. For
instance, low-level PV penetration is known to benefit the distribution network by increas-
ing bus voltages, reducing losses, and extending the transformer’s usable life [10,11]. On
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the other hand, high-level penetration challenges include power losses and problems with
protection equipment [12,13]. Similarly, in high PV penetration networks, the development
of reverse power flow (RPF), which can cause transformer overload, has been reported to
increase network load, overvoltage, and losses [14–16].

The reverse power flow phenomenon occurs when the PV power generation in a
grid-connected network exceeds the local load demand [17]. This is an indication that
RPF is more likely to occur in network regions with lower peak loads. Likewise, the
overgeneration of PV solar production may lead to the appearance of RPFs in low-voltage
networks [7,18]. Reverse power flow in a low-voltage (LV) network can cause instability,
such as in the line sections and distribution transformers [19,20]. The overloading of the
distribution transformer is one consequence of a low-load, high-PV penetration network;
higher voltages are also seen at low-voltage (LV) and medium-voltage (MV) levels. [21,22].

In [22], the authors address the effect of thermal loads on transformer technical life, as
a result of an increase in PV penetration in an LV network.. Results revealed that significant
reversed power flow can increase insulation degradation and shorten the technical life of
a transformer. Similarly, reference [23] has demonstrated that, under reverse power flow,
an increase in winding temperature in the transformer results in an increase in winding
losses. The effect is insulation degradation that leads to a shortened lifetime and earlier
breakdown of the transformer, a result which is also supported by [24]. This conclusion
is supported by [25] who showed that increased excitation voltages due to RPF raise the
transformer magnetizing current. Therefore, core losses are increased by increased winding
temperature, which reduces the life of the transformer.

Reference [26] assesses how PV penetration levels impact utility transformers by alter-
ing the thermal stress to which the components are exposed. The authors demonstrated that
overload periods cause losses and have a significant impact on the lifespan of transformers.
They concluded that various simulation scenarios must be run to estimate the maximum
PV penetration depth that the utility transformer can withstand.

To avoid transformer loss of life due to overload from solar PV production, control
schemes can be implemented where the excess production is used to charge energy storage
systems. Such is the case in [27] where the authors propose a smart charging scheme to
coordinate electric vehicles (EVs) and battery energy storage systems (BESS) in the presence
of PV generation. The scheme is designed to prevent the overloading of transformers above
their nameplate capacities. Such a coordination scheme is shown to improve transformer
life expectancy.

Reference [28] addresses the transformer overload issue caused by RPF, by including
transformer constraints in their optimisation problem formulation to provide more accu-
rate solar PV allocation. Notably, battery energy storage systems (BESS) are utilised to
demonstrate how transformer overloads may be minimised in the presence of high solar
PV penetrations into the grid. Similarly, Ref. [29] employed the BESS scheme in their study
to prevent the progression of RPF in a real distribution network due to high PV penetration.
They demonstrated how excess energy resulting from high PV penetration is used to charge
energy storage systems (ESS) to upgrade the grid and enable network expansion. They
concluded that storage capacity systems should be built next to LV-MV transformers to
prevent overvoltage conditions and transformer overloads when RPF is present.

In their study of solar roof potential assessments, Ref. [16] used a deterministic ap-
proach to evaluate the maximum and minimum PV penetration levels in a medium voltage
feeder in Ulm, Germany. To evaluate the minimum penetration level, RPF is used as a
constraint for overloading the MV/LV transformers in the investigated feeders. The limi-
tation of this study is that the analysis is performed at the secondary MV/LV substation.
Reference [30] proposes smart transformers to control reverse power flow in the LV net-
work. This analysis is performed and verified using the control-hardware-in-loop (CHIL)
real-time simulation methodology. As a result, the proposed RPF limitation controller
reduces the power output from the solar PV to avoid RPF in the MV grid.
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Reference [25] demonstrates how RPF affects the performance of distribution trans-
formers. Using analytical techniques, the authors showed that distribution transformer
losses increase significantly during reverse power flow, resulting in a 25% reduction in
the transformer’s lifespan. Similarly, In the presence of varying levels of grid-connected
PV penetration, the main goal of [31] is to investigate the impact of ageing in overhead
distribution transformers caused by reverse power flow and the impact on utilities’ permit-
ted revenue. The methodology included a Monte Carlo simulation and depreciation rates,
which depend on transformer ageing. According to the findings, many transformers are
replaced after 40 per cent PV penetration because their degradation accelerates and their
operational lifespan shortens, reducing utility revenue. In other research, the impact of
high penetration PV on the ageing of distribution transformers in a PV grid network has
been thoroughly established [26,32–34].

Most of the investigated cases of high PV penetration mainly focus on feeder represen-
tative metrics due to reverse power flow [2,30,35]. For instance, in [16] an overall system
analysis due to PV penetration is carried out on the MV network. Certain studies also focus
on distribution transformer constraints and strategies used to determine maximum PV
penetration in the distribution system [28,36]. For instance, in [28] transformer constraints
are applied to ensure that they are not loaded beyond their power rating due to reverse
power flow caused by high PV impacts. However, these constraints are transformer power
rating-tied and do not address the issue of critical operating conditions for reverse power to
flow. To address this gap, we provide the needed insight into the backflow limits analysis
of the operating conditions of the transformer. These limits are reached before the reverse
flow can cause substantial overload on the transformer.

In addition, there are few studies on the assessments and impacts of PV penetration on
the national grid in Ghana [37–40]. These investigations are carried out on grid-connected
or isolated LV feeders on 33 kV/161 kV sub-transmission networks as case and feasibility
studies. None of these publications demonstrate the relationship between transformer
operating loads and PV penetration due to power flow dynamics in the distribution system.
The study will fill the aforementioned gaps by deploying the methodologies on a solar
PV-tied real urban ECG LV network. The motivation for the present study is to provide
utilities with insights into substation transformer operating limits beyond which reverse
power flows as a result of high solar PV penetration. The main objective of this study is
to predict the reverse power flow and transformer backflow limits in a radial LV network
under high solar PV penetration

Using the ETAP software, the study models and analyses the distribution network
to quantify the effects of reverse power flow on transformer loading, which results in
losses. In addition, the analysis establishes the maximum penetration depth at the margin
of RPF in the substation transformer. This is a utility-based study aimed at assessing
safety thresholds for substation transformers due to excessive PV installations in LV radial
networks. The study provides a one-case scenario of high constant solar production in the
presence of average real static loads in a radial LV network. The findings provided in this
study would serve as a recommendation for utilities to set safe margins to safeguard the
flow of reverse power into the substation transformer. This general framework is required
for establishing pre-defined threshold parameters to protect LV networks from RPF caused
by excessive solar PV installations.

The major contributions that will address the outlined gaps in the literature are
as follows:

Statistical models are developed for threshold analysis to predict:

• Transformer backflow limits due to high solar PV impacts;
• The maximum depth of penetration of solar PV at the margin of RPF in the

substation transformer.

The rest of the paper is organized as follows: The methodology is covered in
Section 2, which includes a case study network, as well as modelling and simulation.
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Section 3 contains the results and discussion, including the determination of transformer
backflow limits, and Section 4 contains the conclusion.

2. System Modelling and Power Flow Analysis

A mathematical analysis to consider the steady state output analysis of the inverter
grid current injection is considered in this section.

2.1. Equivalent Circuit of Inverter Grid Interphase

As seen in Figure 1, an equivalent inverter grid circuit is required to send active and
reactive current into the grid [41]. At the point of connection into the grid, a current filter is
used to mitigate harmonic current. Given the inverter voltage, Vinv, the vector sum of the
grid voltage, Vgrid, and the voltage across the filter, VL, can be obtained from Kirchoff’s
voltage law.

Vinv = Vgrid + VL (1)

Figure 1. Equivalent circuit of a PV grid interphase.

For active power transfer, at the point of connection, the condition in (2) must
be satisfied.

|Vinv| =
∣∣∣Vgrid

∣∣∣ (2)

In the power flow of the PV grid system, the output power of the PV power varies at
random with light intensity [42]. Assuming constant inverter output, it follows from [43]
that the active power injected into the grid, Pactive, is characterised by (3).

Pactive =
|Vinv|

∣∣∣Vgrid

∣∣∣sin δ

ωL
(3)

where δ is the angle between the inverter output voltage and the grid voltage, L is the
inductance of the coupling inductor, and ω is the grid frequency. By varying the phase angle
δ, the inverter’s active power flow into the grid can be controlled [41]. Additionally, grid-
connected inverters are current sources and can deliver voltage output by synchronising
with the grid voltage and frequency [44]. This condition is satisfied by (2). For maximum
power output, the inverter is designed to operate at a power factor of unity, with no reactive
power injection into the grid [44,45]. From Figure 1, the steady-state current injection into
the grid is obtained from the expression in (4):

Iinv =
|Vinv| −

∣∣∣Vgrid

∣∣∣
ωL

(4)

2.2. Solar PV Grid Load-Point Analysis

It is expected that the amount of solar energy produced in a grid system will fluctuate
during the day. Likewise, the load profiles of the grid system are dynamic. Therefore, the
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instantaneous real power dynamics, defined at any given time, t, at a local load point is
given in Equation (5):

Pnet power i(t) = Pload i(t)− PPV i (t) ∀ t (5)

where, Pnet power i(t) and Pload i(t) are the net active power at the ith bus and load active
power at the ith bus, respectively. Ppv i(t) is the active power of solar PV at the I th bus.
For multiple transformers, the total net active power, PT(t), in the following relation:

PT(t) = ∑N
i=1 Pnet power i(t) ∀ t (6)

It follows from (5) and (6), that when

∑N
i=1 Pload i(t) > ∑M

i=1 PPV i(t) ∀ t (7)

conventional current flows, leading to a positive value of PT(t), represent a power flow
from the transformer to the loads (7). However, in the case of (8), a negative value of PT(t)
represents a reverse flow of power into the substation transformer.

∑N
i=1 Pload i(t) < ∑M

i=1 PPV i(t) ∀ t (8)

In particular, when PT(t) = 0, a critical point is reached, beyond which there is a
reverse flow of power. This is the point where the transformer backflow limits can be
determined. A major challenge is that RPF is not concurrent across the different parts of
the network [46]. This means that different zones within the same grid may not experience
RPF within the same period. However, the net flow of power is what is seen by the
transformer. Neglecting energy losses on line components and inverters, the global net
power contributions to the grid are represented by (9):

PT(t) = ∑N
i=1 Pload i(t)− ∑M

i=1 PPV i(t) ∀ t (9)

Pmin ≤ ∑N
i=1 Pload i(t)− ∑M

i=1 PPV i(t) ≤ Pmax∀ t (10)

Equation (10) places power flow limits on the transformer, defined as the transformer
loading constraints, Pmin and Pmax. These limits protect the transformer from under-loading
and overloading conditions, respectively, thereby preventing reverse power flow due to
excess energy from solar PV, which can cause overloading in the transformer [29]. It should
be noted that these limits are pre-defined, depending on the loading patterns in the network.
However, the transformer loading constraint, Pmax, differs from the backflow limit due to
reverse power flow, PT(t). So, while PT(t) sets the limit at the margin of reverse power flow,
Pmax sets a limit beyond which the transformer is overloaded by reverse power flow due to
increased PV penetration.

There is no absolute definition for PV penetration level. Various definitions are
advanced from both the distribution system point of view and the bulk system point of
view [47]. In this study, the depth of penetration, D, is defined for the system loadings
connected to the substation transformer. Thus,

D =
Aggregated PV rating on feeder in kVA

Transformer full load kVA rating
(11)

In (11), the depth of penetration is seen to be a function of the transformer’s net active
power, expressed as

D = f (PT(t) > 0)∀ t (12)

Equation (12) indicates that as long as the net active power flow is always greater than
zero, no RPM will be established in the substation transformer for increasing levels of PV
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penetration. It follows from (12) that the maximum depth of penetration, Dmax, can be
obtained at the margin of RPF in the substation transformer, as follows:

Dmax = lim
PT(t)→0

D ∀ t (13)

It can be deduced from (13) that the maximum depth of penetration is obtained at the
threshold of the RPF when the theoretical total net active power flow into the substation
transformer is zero.

3. Materials and Methods

This is a utility-based study aimed at determining safety thresholds for substation
transformers due to excessive PV installations in LV radial networks. In this simulation-
based research design, a test model was developed with field data to represent a real LV
network. Next, a solar PV inverter system was designed as the distributed generator in
the LV network, which is powered by a single substation transformer. This study used the
power flow calculation tool in ETAP software to model and simulate the LV network using
field data [48]. In the base case, the network was simulated to determine the overload
operating conditions of the substation transformer. In the second scenario, the network was
reset to the normal loadings with the transformer operating without overload. Solar PV
units were deployed to the grid cumulatively, based on a dispersion rule and transformer
loading constraints. Simulation data were obtained at different levels of PV penetration
to build correlation models, using the Excel data analysis tool. These correlation models
were used to extrapolate transformer backflow limits. Figure 2 presents an overview of the
design process of the study.

 
Figure 2. Design framework for distribution transformer assessment due to the impact of reverse
power flow in a PV solar-photovoltaic-integrated low-voltage network.

3.1. Case Study Network

This research considers a real urban ECG LV residential network in the western region
of Ghana as a case study grid. The investigated network has a radial configuration and
is connected to the medium voltage (MV) grid through a three-phase four-wire system
with a 315 kVA, 11/0.415 kV, Delta-Y connected transformer (known as C96). The primary
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feeder lines of 50 mm2 aluminium bare conductor size are LV lines. For a pole height of
about 8 m, the maximum span is about 50 m. Spur lines of the same material are sized
25 mm2. The network has one feeder and numerous laterals, most of which are single
phases. It is characterised by poor bus voltages, registering as low as 208 V at the load
points, typically because of load growth issues and an increase in load demand by existing
customers. The usual practice used to improve these voltages requires the zoning of the LV
network, stringing new lines to the customer vicinity, and injecting new transformers to
upgrade the network. The above challenges justify the proposed introduction of solar PV
to improve the voltage profile on the network.

To determine the peak load on the 11 kV C10 feeder, we used data from the load
monitoring exercise carried out by ECG in 2019 on the C96 distribution transformer. The
peak current obtained from the load current monitoring was 223 A. The total maximum
operating load on the transformer is obtained as follows:

Total kVA on C96 transformer =

√
3 IlVl

1000
=

√
3 × 223 × 415

1000
(14)

Therefore, transformer full load kVA rating is 160.29 kVA, which is used to determine
the depth of penetration for the solar PV rating according to (11).

3.2. Modelling of System Components

The existing LV network was modelled to exhibit the characteristics of the real network.
Power flow components such as LV lines, loads, and transformers are modelled in the Etap
environment using field data collected during load monitoring.

3.2.1. The 11 kV Source Feeder

A network usually begins from a source. This source is usually represented by the bus
of a distribution substation. In a typical case, a substation transformer steps down 33 kV
into an 11 kV source. From this source, the main feeder is run through the network. The
source impedance is the equivalent impedance of the transformer, transmission lines, and
generators supplying the 11 kV bus. The equivalent source used in this research is defined
by the base power, source equivalent impedance, short-circuit power, etc.

3.2.2. Network Loads

Individual loads are attached to the bus bars and modelled as lumped loads consisting
of three and single-phase loads with a total system load of 158.95 kVA. These residential
loads were modelled as constant impedance, since they consist mostly of heating devices
and lighting bulbs. Based on the results from the load monitoring exercise on ECG net-
works, loads on service poles were lumped as load points and shared unequally across the
phases. These loads are modelled as lumped three-phase static loads with rated average
loads of 1.5 kW.

The required data used for the modelling and simulation of the loads and 11 kV feeder
source are presented in Table 1.
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Table 1. Data of a typical residential customer and an 11 kV source representing the primary
substation used in the simulation.

Parameter Value

Load

Section Id Lump 76
Load type Constant kVA = 80% constant Z = 20%
Nominal voltage 230 V/415 V
Typical Connected load 1.5 kW
Configuration Delta
Power factor 0.85
Customer type Residential
Load factor 0.9
Load distribution lumped load, unbalanced

11 kV Feeder Source

Nominal voltage 11.5 kV
Operating voltage 11 kV
Base Power 100 MVA
Short-circuit rating 31.8 MVA (three-phase)
Source Configuration Wye

3.2.3. Substation Transformer

The transformer is modelled to exhibit the characteristics of the field substation trans-
former. Load monitoring was carried out on transformer legs to obtain the average maxi-
mum system loadings. In the Etap software, the two-winding transformer is modelled as
11 kV/0.415 kV with a rating of 315 kVA. Other modelling parameters are shown in Table 2.

Table 2. Data on overhead line showing conductor type and nominal data on windings of distribution
transformer for the LV network.

Parameter Value

Overhead Line

Equivalent Impedance Positive sequence
Zero sequence, 21 ohms

Conductor Type LV, 50 mm2 ACSR
Maximum Span LV, 50 m
Nominal Ampacity LV, 209 A
Maximum Temperature 75 ◦C

Distribution
Transformer Windings

Section Id C96
Frequency 50 Hz
Type Three-phase core
Nominal Rating 315 kVA
Primary Voltage 11 kVline
Secondary Voltage 0.415 kVline

Sequence Impedance Z1 = 4%, Z0 = 4%
X1/R1 = 1.5%, X0/R0 = 1.5%

Configuration Primary, delta
Secondary, star

Phase Shift Dyn11

3.2.4. Overhead Lines

In the model, the overhead lines are the primary feeder lines. The phase conductors
are modelled as ACSR (aluminium conductor steel reinforced)-type with an ampacity of
209 A at a maximum operating temperature of 75 degrees Celsius. These LV lines have a
maximum span of 50 m. Other modelling parameters are shown in Table 2. Table 3 gives
the convergence criteria for the simulation.
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Table 3. Data for load flow simulation convergence criteria.

Convergence Criteria Parameter Value

Calculation Method Adaptive Newton–Raphson

Convergence Parameters 0.0001 tolerance
99 iterations

Calculation Options Assume line transposition
Include line charging

3.2.5. Solar PV Dispersion Criteria

A three-phase solar PV inverter system was designed as an integral part of a solar PV
system. The inverter was sized for constant output power and unity power factor using the
LV network system loadings and ETAP software simulation data. The inverter size was
based on network system loadings and simulation data provided by ETAP software. In the
ETAP solar PV interface, the selection of Photowatt power plants for the grid-connected
large-scale system was appropriate for the design. In this study, harmonics were not
considered in the inverter design. The simulation data used for the solar PV design are
shown in Tables 4 and 5.

Table 4. Solar PV parameters used for modelling PV panel obtained from ETAP software.

PV Panel

Manufacturer Photowatt
Model PW6-110
Type Multi-crystalline
Size 110
Number of cells 36
Maximum Vdc 1000
Power factor 1
Watt/Panel 110.3
Number in series 20
Number in Parallel 10
Irradiance/W/m2 1000
Ta (Ambient temperature)/degree Celsius 30
Tc (Cell temperature)/degree Celsius 5
MPP (Maximum power point)/kW 21.69
Amps, dc 64.2

Table 5. Data for three-phase inverter unit for solar PV system obtained from ETAP software.

DC Rating

kW 22.06
V 343.6
FLA (Full load Ampere) 64.2
%Efficiency 90.34

AC rating

kVA 19.93
kV 0.415
FLA 27.73
%PF 100
Imax 150%

To maximise the depth of penetration based on network constraints, solar PV units
have been installed in distribution networks using a variety of strategies [49–52]. In contrast
with the customer-based randomised PV allocation, the utility-based PV allocation is well
defined. This study adopts the latter approach, which is done systematically for future
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planning and to regulate customer allocation for injection into the network. In this study,
the selection criteria for the next solar PV unit allocation involves prioritising the busbar
with the worst voltage profile. Where the worst voltage bus is defined as any bus with
under-voltage conditions below 0.95 per unit.

The following were the steps taken to allocate distributed solar PVs at the busbars on
the modelled LV network.

3.2.6. Algorithm for Solar PV Dispersion in LV Network

1. Start;
2. Run a load flow calculation for the LV network without a solar PV unit;
3. Identify and place a solar PV unit at the load bus with the worst voltage profile;
4. Run a load flow calculation for the network;
5. Repeat steps 2 and 3 until transformer loadings (kW) register negative values;
6. End.

The PV penetration involves adding new PV generators at locations to the base case
model by increasing the size of the potential PV generators until reverse current flows in
the transformer. The simulation results obtained were used to set up correlation models
using the least square method in Excel software [53]. The models for operating loads and
PV penetration were analysed to determine transformer backflow limits.

4. Results and Discussions

Several studies [25,28,46] have investigated power backflow limits for grid upgrades
in distribution networks. What is not so clear in the literature is the transformer-based
backflow limits due to high-level solar PV grid penetration. The simulation results obtained
in this study explain the relationship between transformer operating loads and solar PV
depth of penetration due to power flow dynamics in the distribution system. The estab-
lished casework also determined the maximum depth of penetration and the operational
locations of the PV systems in the grid. These findings are significant because, as long as
the distribution of loads and PV installations are known, restricting transformer backflows
to pre-defined limits could prevent over-voltages in the network feeder [54].

Additionally, reverse power flow may violate voltage and line capacity margins as a
result of excessive PV deployments in LV networks. This could be avoided by establishing
pre-defined transformer backflow limits, above which surplus photovoltaic energy is
exported back to energy storage devices [28].

The modelled network in Figure 3 shows the positions of the solar PV units dispersed
in the LV network. They are incrementally placed at successive load points where the
worst voltages are recorded after each iteration. Table 6 is a summary of the results of the
simulations on the LV network.

The transformer kVA loading base case is 169 kVA without PV penetration for the
period (Table 6). An initial PV penetration of 12% represents a 19.93 kVA inverter output.
Additional inverter constant operating conditions are 147.3 kVA, 121.6 kW, and 2.75 kVA
(losses) and 7.73 A. At this initial condition of no PV penetration, the worst bus voltage
after the initial simulation is registered at location A6/10, as shown in Table 6. Therefore,
the next solar PV injection is situated at A6/10, and the simulation is run to determine
the next operating conditions of the distribution transformer. It is anticipated that any
excess generation is fed back into the grid upstream of the transformer when the injected
PV production exceeds the load requirement, as suggested in (8).
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Figure 3. ETAP one-line diagram for a section of the PV-solar-integrated real urban ECG network.

Table 6. Summary of simulation results of PV-solar-integrated real urban ECG network.
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19.93 A13 12 147.3 121.6 2.75 7.73
39.86 D7/4 25 128.6 101.1 2.08 6.75
59.79 D8/3 37 109.5 79.55 1.53 5.75
79.72 C12 50 92.73 59.04 1.08 4.87
99.65 A7/4 62 81.76 39.57 0.86 4.29
119.58 D6/4 75 78.31 21.08 0.72 4.11
139.51 C6/3 87 79.14 2.13 0.81 4.15
159.44 A1/4 99 81.3 −16.42 0.86 4.27
179.37 - 112 87.5 −35.51 0.94 4.59

4.1. Analysis of Transformer Operating Loads

Simulation results from the ECG network were used to create statistical models and
graphs to show how PV penetration and transformer operating parameters are correlated.
The analysis of these models is presented.

4.1.1. Transformer kVA Loading

As the PV penetration increases, the transformer operating load (kVA) decreases.
In this case, capacity is freed at the transformer due to solar production in the network.
Further PV penetration results in reversed power flow, leading to current reversal into
the substation transformer. Figure 4 is the characteristic graph showing the transformer
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decreasing operating kVA loading with an increase in PV penetration. The turning point
indicates current reversal into the substation transformer. The increased RPF increases
the transformer operating load beyond full load conditions [23]. Reference [16] obtained
similar results for impact studies in the MV/LV substation transformers.

 
Figure 4. Graphical analysis of transformer kVA loading.

4.1.2. Transformer kW Loading

Figure 5 characterises the transformer’s active power flow per penetration, resulting
from increased PV injection into the network. This shows a negative linear relationship
between the active power operating load and the PV depth of penetration. The graph
involves a sign change at the zero-crossing, beyond which reverse power flows. A similar
result is obtained in [55] for the line real power in the IEEE 9-bus system under high PV
impact. The maximum depth of penetration is determined at the zero-crossing point.

 
Figure 5. Graphical analysis of transformer kW loading.

4.1.3. Transformer Percentage Loading

Transformer loadings are required to meet the requirement for loads and load growth
in a distribution system. With the increased solar PV penetration, capacity is initially freed
up to reduce the percentage loading on the substation transformer. In Figure 6, it is shown
that beyond the maximum penetration level of 88.3%, the percentage loading increases.
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Figure 6. Graphical analysis of transformer percentage loading.

Reference [1] obtained similar results on the effect of high-impact PV in an LV network
transformer. It is also shown that the overload conditions increase the transformer load
losses beyond the maximum depth of PV penetration.

4.1.4. Transformer Load Losses

The impact of PV penetration on system losses is illustrated in Figure 6. The magnitude
of the transformer load losses decreases when the PV penetration is increased. When the
PV generation increases, capacity is freed on the grid, resulting in reduced losses in the
transformer. At one particular point and beyond, the PV generation exceeds the local
demand and RPF occurs, which could overload the transformer. Overloaded transformers
incur more load losses as a result of increased active and reactive currents. In Figure 7, it is
observed that the magnitude of the losses follows a U-shaped curve such that increasing
the penetration level decreases energy losses; however, beyond 88.30% penetration the
losses start to increase. Reference [55] obtained similar results for overall system losses for
the IEEE 9-bus system. Using photovoltaic micro-installations in a low-voltage network,
the authors in [56] obtained similar results for the system losses while considering variable
weather conditions.

 
Figure 7. Graphical analysis of total transformer losses.
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4.1.5. Transformer Load Current

The impact of PV penetration on transformer loading parameters must be considered
while planning the network [57]. In general, the capacity of the substation transformer to
accommodate power flow with the injection of solar PV is limited by the thermal current
rating of the transformer [58]. It is observed in Figure 8 that the PV penetration initially
reduces the load current, freeing up capacity on the transformer. As the penetration
increases, resulting in RPF, the load current starts to increase. As the case shows, successive
penetrations of the PV system would increase the load current beyond the full load current
rating to damage the transformer.

 
Figure 8. Graphical analysis of transformer load current.

4.1.6. Overloading of Distribution Transformers

In a continuous operation, distribution transformers should not be loaded beyond
their power ratings. Overloading a transformer can reduce its lifespan [26]. In some cases,
however, harmonics can cause a transformer to generate heat. This means that, though
the transformer is not overloaded, harmonic loads in the network can cause high currents
to overheat the transformer [59]. In the case of solar PV penetration into the LV network,
reverse power flows into the substation transformer, overloading it beyond its rated power.
Therefore, increased penetration must be limited to prevent cases of transformer overload
due to reverse power flow. These limitations are different from the backflow limits due to
reverse power flow in a PV-connected grid system considered in this study.

4.2. Transformer Backflow and Overload Limits

In this study, loading criteria are set for the substation transformer based on solar PV
penetration. Base case limit criteria are, however, necessary for comparing the load limits of
the transformer without PV injection and with PV injection. The base case requires that the
transformer be loaded at its rated value to determine the maximum operating parameters
for safe operations. In Table 7, the operating parameters for transformer overload at zero
penetration are shown. A 100% operating load corresponds to 315.1 kVA and 265 kW
operating apparent power and active power, respectively. Beyond these threshold values,
the transformer is overloaded.
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Table 7. Summary of transformer overload and backflow limits.
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Sustained and increased reverse power flow can result in transformer overload be-
yond its rated value [57]. With solar PV injection, each distribution circuit should have a
maximum capacity for accommodating distributed production. In the present study, this
implies that when the installed generation on a circuit has reached its maximum, at a point
just before RPF, no further applications can be accepted for a solar PV unit, regardless of
size. This is the basic idea behind this research. Hence, the statistical models obtained
from the simulation results are used to interpolate results for the critical backflow limits
of the distribution transformer. At a critical state of current flow, the net power flow in
the transformer is zero, referring to (6). The model for the transformer’s active power,
PkW

T , obtained from Figure 5, is presented as follows:

PkW
T = −1.60D + 141.01 (15)

Equation (15) predicts the active power flow at each solar PV depth of penetration.
Hence, the maximum depth of penetration at the zero-crossing point, beyond which RPF
exists, can be estimated. When this threshold is exceeded, RPF begins to develop and
the active power component of the transformer loadings adopts negative values. In this
scenario, the transformer net current decreases to a critical minimum value of 4.28 A and
begins to rise in the reverse direction towards the medium voltage substation within the
reverse power flow mode (Figure 8). The model in (16) obtained from Figure 4 predicts the
transformer operating kVA at various PV depths of penetrations:

PkVA
T = 0.0129D2 − 2.1994D + 171.67 (16)

Using the models in (15) and (16), the maximum depth of penetration is estimated
as 88.30%, which corresponds to transformer backflow limits of 78.04 kVA and 24.77%,
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respectively (Table 7). At the maximum depth of penetration, the predicted load current,
beyond which reverse power flow can be found, is 4.28 A. It is observed that the load-
ing limits with and without PV penetration are significantly wide apart. This is because
the backflow limits are supposed to be the minimum operating conditions of the trans-
former just before reverse power flows. With increased PV penetration, these operating
conditions approach the overload conditions of the transformer obtained in the base case
scenario. This can be a result of sustained and increasing reverse power flow beyond the
backflow limits.

From the above analysis, it follows that the advanced knowledge of these backflow
limits necessitates control schemes to prevent damage to protection systems. In addition,
the technique is necessary for system planning purposes, especially for the adoption of
battery energy storage systems [28].

The implementation of the techniques in this study faces several challenges. We as-
sumed lumped-distributed loads without regard to the load distributions in the phases.
Loads were also modelled as static loads, which are not true representations of the con-
stantly changing load patterns in a real network. The study does not consider the temporal
and spatial variations in solar PV output across the network.

Furthermore, the PV production is dispersed across the grid, which minimises current
violations more than if the PV production were concentrated in a single location. Addition-
ally, the results obtained are tailored to the grid layout and load profiles for a typical urban
network. Other regions with differing load patterns have to be explored on an individual
basis. However, this should not have an impact on the case study’s applicability.

5. Conclusions

One of the concerns of utility planners is the loss or degradation of transformer life
caused by an overload due to increased PV penetration. Studies show that reverse power
flow due to increased PV penetration creates overload conditions in substation transformers.
To mitigate this, researchers suggest utilising various control energy storage schemes to
store excess PV production during peak load periods.

However, the methodology adopted in this study is to find transformer operating
thresholds for reverse power flow, which can result in overload conditions as a result
of excessive PV penetration. Using simulation results from a radial test LV network, a
statistical approach is used to create correlation models between solar PV penetration depth
and transformer operating loads.

The correlation models predict transformer backflow limits due to high solar PV grid
penetration as follows: Based on the transformer loading threshold, a maximum depth of
penetration of 88.30% is obtained. At this penetration limit, interpolations using correlation
models indicate transformer backflow operating load limits of 78.04 kVA and 24.77% at an
operating current of 4.28 A. These limitations are contrasted with the transformer overload
criteria, determined without PV penetration to demonstrate how a sustained and increasing
reverse power flow, which exceeds the backflow limits, can cause transformer overload.

The simulation studies’ results provide useful information not only on the impact of
RPF on distribution transformer loadings but also on the depth of penetration in a solar
PV-integrated LV network. The study determines a set of safe margins to safeguard the
flow of reverse power into the substation transformer. Further studies to investigate the
impacts of PV penetration should consider new mitigation techniques aimed at protecting
substation transformers from overload conditions with high PV penetration. The backflow
limitations must be established for the entire network heuristically by performing typical-
year simulations.
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Abstract: Power system stability has been suffering increasing threats with the ever-growing pene-
tration of intermittent renewable generation such as wind power and solar power. Battery energy
storage systems (BESSs) could mitigate frequency fluctuation of the power system because of their
accurate regulation capability and rapid response. By dividing the Area Control Error (ACE) signal
and the State of Charge (SOC) of battery energy storage systems into different intervals, the frequency
control task of BESSs could be determined by considering the frequency control demand of the power
grid in each interval and SOC self-recovery. The well-developed model predictive control can be
employed to attain the optimal control variable sequence of BESSs in the following time, which
can determine the output depths of BESSs and action timing at different intervals. The simulation
platform MATLAB/Simulink is used to build two secondary frequency control scenarios of BESSs for
providing frequency regulation service. The feasibility of the presented strategy is demonstrated by
simulation results of a sample system.

Keywords: secondary frequency control; model predictive control; self-recovery of State of Charge
(SOC); frequency regulation; area control error (ACE)

1. Introduction

Extensive integration of renewable energy sources has become one of the key measures
to address global resource shortage and climate change [1]. However, the widely employed
renewable energy based generators, such as wind power and solar power, do not have the
inertia and damping characteristics of traditional thermal power units. In addition, the
intermittent and uncertain generation outputs impose challenges for power system security
and stability, and frequency control/regulation is becoming more difficult [2,3]. Traditional
frequency control no longer meets the ever-increasing requirement for frequency control.
Hence, more efficient frequency control is highly demanding.

In recent years, electrochemical energy storage technology has developed rapidly,
with material and production costs greatly reduced. Battery energy storage technology has
been widely applied in power grid frequency control. The Battery Energy Storage System
(BESS) has the advantages of large capacity, fast response, and bidirectional regulation;
therefore, it has good prospects in power grid frequency control [4,5]. Energy storage-
assisted thermal power unit frequency control is more suitable for the current power grid
frequency control, considering the capacity and cost of energy storage. For example, Shanxi
Jingyu Power Plant added a 9 MW lithium battery energy storage system to assist the
frequency control of thermal power units [6]. This BESS improved the power plant’s
frequency quality and frequency control income. The Beijing Shijingshan Thermal Power
Plant implemented a 2 WM demonstration project, which uses a BESS to improve frequency
control performance in the context of high renewable energy integration [7]. The successful
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operation of the above projects demonstrate the feasibility of BESSs in secondary frequency
regulation provision.

Much research work has been done on the employment of BESSs in providing sec-
ondary frequency control/regulation. In reference [8], frequency control signals were
allocated according to the rated power of the BESS, without considering the SOC state of
the battery, and it was easy to reach the capacity limit of the battery. Some recent literature
considers the state of SOC, such as reference [9]: the coefficients of virtual droop control
and virtual inertia control are adaptively controlled and the output power of the BESS is
controlled according to SOC state so as to improve the economy of the whole unit operation.
The authors in [10,11] discussed the energy storage battery’s smooth output according to
SOC state based on the fuzzy control theory, effectively reducing the system’s demand for
energy storage capacity. In order to avoid the phenomenon of over-limit in the actual work-
ing process of the energy storage system, the control strategy of switching state between
charging, discharging mode, and Frequency regulation mode for battery energy storage
was proposed in [12]. The literature [13] has proposed using the logistic regression function
to construct the control law of energy storage adaptive frequency control and self-recovery
state of charge, ensuring good SOC while adjusting the frequency. In [14], based on the
Area Control Error (ACE) signal mode, the ACE high-frequency signal obtained through
the low-pass filter is allocated to the BESS, reducing its frequency control pressure.

Most of the above studies focus on the coordination strategy between the power grid
frequency control demand and SOC self-recovery without considering the loss caused by
frequent unit operations. They also failed to acknowledge that BESS can accurately respond
to high-frequency signals. For example, in [14], high-frequency components were allocated
to energy storage, which reduced the operation times of the unit to a certain extent but
could not change the magnitude of high-frequency components borne by the BESS in real
time according to the SOC. Moreover, most of these strategies followed the traditional PI
control method, which cannot achieve satisfactory frequency control effects in the current
complex frequency control scene.

Considering the above problems, we propose a control strategy based on the Model
Predictive Control (MPC) for energy storage systems to help thermal power units par-
ticipate in secondary frequency control, which studies and formulates the output and
self-recovery strategies of the energy storage battery. In this strategy, Empirical Mode
Decomposition (EMD) partitions the frequency control signal ACE into high- and low-
frequency components. According to the different output characteristics of the thermal
power unit and the BESS, the high-frequency components are assigned to the BESS, and
the unit bears the low-frequency components. In each ACE interval, the SOC recovery
demands of the BESS and power grid frequency control are considered to dynamically
change the high-frequency component size of the energy storage system and determine the
optimal model predictive control output weighting matrix, the output target, and output
depth of the traditional unit and energy storage system. The simulation results showed
that our proposed method maintains good SOC, improves frequency control performance,
and reduces unit wear.

2. Dynamic Model of Secondary Frequency Control with Energy Storage

2.1. Frequency Control Model of Two Area Interconnection Systems

We studied the frequency control dynamic model for two interconnected areas and
established a power grid equivalent model for two interconnected area systems with BESS.
The AGC control mode is set to Tie-Line Bias Control Mode. Figure 1 shows the energy
storage system configured for area 2.
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Figure 1. Frequency control model of the two-zone system with energy storage devices.

In Figure 1, Ggi(s) is the simplified model of the generator set comprising the governor
model Ggov(s) and reheat turbine model GT(s) in series, and i = 1, 2 represents the two
regions. ΔPLi, ΔPti, ΔPri, ΔXgi, ΔPtie, and Δ fi are the load disturbance, turbine output
power increment, reheater output power increment, governor position increment, tie-
line power deviation, and frequency deviation, respectively. βi and Ri are the power
system deviation coefficient and unit adjustment coefficient, respectively. Mi and Di are
the regional inertia coefficient and regional damping coefficient, respectively. T12 is the
synchronization coefficient of the tie line; Acei is the regional control deviation; Cn is the
rated capacity of energy storage; Soc0 and Soc represent the initial SOC and real-time SOC
for BESSs.

The transfer function of the governor model for traditional thermal power units:

Ggov(s) =
1

1 + sTg
(1)

where Tg represents the governor model’s time constant for the thermal power unit.
The transfer function of the conventional reheat turbine model:

GT(s) =
1 + sFHPTRH

(1 + sTCH)(1 + sTRH)
(2)

where FHP, TRH, and TCH are the reheater gain, reheater time constant, and turbine time
constant, respectively.

The transfer function of the traditional thermal power unit model is:

Ggi(s) = Ggov(s)GT(s) (3)
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ACE can be attained by {
Ace1 = ΔP12 + β1Δ f1
Ace2 = ΔP21 + β2Δ f2

(4)

where Ace1 and Ace2 are respectively the ACE signals of area 1 and area 2.

2.2. Equivalent Model of Battery Energy Storage Systems in Power Grid Frequency Control

Electrochemical energy storage usually comprises a battery body and a corresponding
energy conversion system. The general model for electrochemical energy storage is greatly
simplified compared to the entity [15]. The energy conversion system determines the main
output characteristics of the BESS. The first-order inertia link usually replaces the delay
characteristics of the energy storage system, and the battery gain replaces the relationship
between power and frequency change. The product model of the first-order inertia link and
the battery gain is used as the equivalent model for the BESS. This method is widely used in
current research on BESSs participating in power grid frequency control. The author of [16]
verifies that this model can be applied to frequency control research under appropriate
circumstances.

The equivalent transfer function model of BESSs:

Gb(s) =
KB

1 + sTb
(5)

where Tb and KB are the time constant and battery gain of the BESS, respectively.
The SOC of BESS cannot be measured directly; therefore, it is difficult to determine

high-precision monitoring. Currently, there are two indirect methods to monitor the SOC of
a BESS. The first method is to measure the terminal voltage of the battery and then transfer
the voltage to the SOC. The second method directly integrates the BESS output and obtains
the SOC. We adopted the second method to measure the SOC of BESS.

3. Dynamic Model of Secondary Frequency Control with Energy Storage

3.1. Model Predictive Control

MPC has been used in the control field since the 1990s. Compared to the traditional
PI controller, the MPC controller has superior performance and satisfies all operational
constraints by minimizing the value of the objective function to determine the control
variables [17]. Different operation objectives can be achieved by setting the appropriate
weight factor value in the MPC controller’s objective function. The MPC algorithm includes
three parts: system prediction model, rolling optimization, and feedback correction, which
have obvious advantages in dealing with constraints.

3.2. Application of MPC in Secondary Frequency Control

Firstly, we need to collect model data of AGC system in grid, model data of the BESS
and load disturbance data before we use MPC. Secondly the state space expression of the
system is established according to the model data of the BESS and load disturbance data.
Finally, the optimal control variables of BESS are obtained through the prediction model,
rolling optimization, and feedback correction, which can balance the SOC recovery demand
of BESS and the demand of frequency control to grid.

3.2.1. System Prediction Model

The prediction model predicts the system’s future state according to historical infor-
mation on the system’s state parameters and control variables, which determine the future
control input information. Therefore, a model describing the system’s dynamic behavior
is needed as a prediction model. This model has no strict requirements on the system’s
expression form as long as the model can predict the system’s future state value according
to the input information.
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The state equation of the two-area power frequency control system with energy
storage is: { ·

X = AX + BU + RW
Y = CX

}
(6)

where X, U, W, and Y represent the state variable, input variable, disturbance quantity, and
output variable, respectively. A, B, R, and C represent corresponding matrices determined
by the parameters of the system and controller. The specific elements are as follows:

X =
[
Reg1 ΔPtie Reg2 Pb Soc

]T

where Reg1 is the state variable of the regional generator set in area i, which is expressed
as follows:

Reg1 =
[
Δ fi ΔPti ΔPri ΔXgi ΔPci

]T i = 1, 2

U = ub

W = [ΔPL1 ΔPL2]
T

Y = [Acei Δ fi Soc]
T

Equation (5) uses Ts as the sampling period for discretization, and the system’s discrete
state-space model is obtained, as shown in Equation (7):{

X(k + 1) = AX(k) + BU(k) + RW(k)
Y(k) = CX(k)

(7)

where A = eATs , B =
∫ Ts

0 eAtBdt, R =
∫ Ts

0 eAtRdt.

3.2.2. Rolling Optimization

Rolling optimization determines future control effects through the optimum of a
certain performance index. According to the discrete state space model (7), the frequency
deviation of the system, ACE signal, and SOC change of the BESS starting from time K can
be predicted, and a quadratic performance index function satisfying certain constraints can
be constructed, which is expressed as:

minJk =
p
∑

j=1
(Y(k + j|k)− Yr(k + j))TQ(Y(k + j|k)− Yr(k + j))+

m
∑

i=1
UT(k + i − 1|k)RU(k + i − 1|k)

(8)

s.t.Umin ≤ U(k) ≤ Umax (9)

Ymin ≤ Y(k) ≤ Ymax (10)

In Equation (8), Q and R are the output weighting matrix and control weighting matrix
of the model predictive control, respectively; Y(k + j|k) represents the output state at time
k + j predicted by the system at time k; Yr(k + j) represents the output reference value of
the system at k + j time in the future, where j∈ (1, p), p is the prediction time domain. In
this system, the frequency deviation and ACE signal’s reference values are set to 0, and the
SOC reference value of the BESS is 0.5. U(k + i − 1|k) is the prediction of system control
variables at time k at time k + i − 1 in the future, where i ∈ (1, m).m is the control time
domain. In Equation (9), Umin and Umax represent the lower and upper limits of system
control variables and refer to the power constraint of the BESS. In Equation (10), Ymin and
Ymax represent the lower and upper limits of the system output variables and refer to the
SOC constraints of the BESS.

The future optimal control sequence U(k + i − 1) starting from time k is obtained by
calculating the optimal value of the objective function at the specified time. The first control
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variable Uk in the obtained control sequence is applied to the BESS. The process above is
repeated at the next sampling time. The optimization problem is refreshed and solved after
the new measurement value is obtained, and the cycle is repeated for online optimization.

3.2.3. Feedback Correction

The above prediction model and rolling optimization process belong to open-loop
control. When the model predictive control is used to predict the future output, the
deviation between the predicted value and the actual value is caused by interference factors,
so the control fails. To establish closed-loop control, the deviation between the predicted
value and the actual value is introduced as feedback in MPC for feedback correction:

YP(k + 1 + j) = Y(k + 1 + j|k + 1) + h(k + 1) (11)

where YP is the predicted value of the output after correction; h is the weighting coeffi-
cient matrix.

The idea of applying MPC in frequency control of BESS is as shown in Figure 2.

Figure 2. The flowchart of MPC application.
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4. Control Strategy of Battery Energy Storage System

By formulating a reasonable output control strategy for BESSs, the frequency control
effect of the system improves, and the SOC maintains a healthy state. The ACE signal’s
size is closely related to the output size of the BESS. According to the absolute value of
ACE, it can be divided into several control intervals, including dead zone (0 − ACEce,d),
normal state zone (ACEce,d − ACEce,n), sub-emergency state zone (ACEce,n − ACEce,e),
and emergency state zone (>ACEce,e). Combined with the capacity limit and SOC of the
battery, the output and self-recovery strategies of the BESS can be determined based on
meeting the demands of frequency control while using the coordinated operation of thermal
power units and BESSs.

4.1. Output Strategy of Battery Energy Storage System
4.1.1. Dead Zone

When the ACE signal is in the dead zone, the load disturbance to the system is minor,
and the thermal power unit and BESS do not temporarily participate in the secondary
frequency control. Moreover, in this case, we can induce the energy storage battery self-
recovery condition. Keeping the SOC within the normal operating range provides more
frequency control capacity in subsequent frequency control phases. In this state, the output
weighting matrix of MPC is set to:

Q = diag(0, 0, 1) (12)

4.1.2. Normal State Zone

The power grid is slightly disturbed when the ACE signal is in the normal state area
and the system frequency control demand is minor. The battery energy storage system has
sufficient capacity and can independently undertake the system frequency control demand.
In this state, the advantages of fast response speed and accurate output of the BESS are
exploited, and the priority output target of the BESS is set to eliminate frequency deviation.
At the same time, when the SOC of the BESS is poor, the self-recovery action of energy
storage begins under the power grid constraints. In this state, the output weighting matrix
of MPC is set to:

Q = diag(1, 1, 0.2) (13)

If the battery SOC enters the emergency recovery interval, it begins self-recovery, and
the traditional unit undertakes the frequency control task.

4.1.3. Sub-Emergency State Zone

The grid system is greatly disturbed when the ACE signal reaches the sub-emergency
state range. At this time, the frequency control demand on the system is significant, and
the frequency control capacity of the BESS is relatively small and cannot undertake all
the frequency control tasks alone. Therefore, the ACE signal is divided into high and low
frequencies through EMD. The traditional unit assumes the ACE signal’s low-frequency
part, and the BESS assumes the ACE signal’s high-frequency part. In addition, the recovery
of the SOC of the BESS can be stopped in this state area to be in the safe operating range. In
this state, the output weighting matrix of MPC is set as:

Q = diag(1, 1, 0) (14)

4.1.4. Emergency State Zone

When the ACE signal is in the emergency state interval, the system frequency deviation
is too large, and the BESS and the thermal power unit cannot meet the system frequency
control demand. In this state, the BESS should be out of operation, and the power grid
system should be used to cut the machine and dump the load, maintaining the safe and
stable operation of the whole system and avoiding the rapid deterioration of the power
grid frequency.
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4.2. Self-Recovery Strategy of Battery Energy Storage System

When a BESS absorbs or releases only electrical energy for a long time, its SOC
deteriorates gradually. Therefore, if the system is in the normal frequency control area, the
BESS self-recovery strategy can use the residual capacity of the traditional unit’s frequency
control. Under the premise that the self-recovery operation of energy storage will not cause
the system frequency deviation to exceed the normal regulation area, the BESS can properly
reverse the output and improve the SOC. Therefore, the BESS can be fully powered in the
sub-emergency regulation area. The self-recovery output limit of energy storage is shown
in Figure 3.

essmP

mP

SOC

min
SOC SOC SOC

max
SOC

essmP

mP

ACE-ACE ACEACE ACE

c

dP
P

cP
dP

Figure 3. Diagram of output restrictions in self-recovery of energy storage.

The self-recovery power demand of energy storage and constraint curve of the power
grid’s frequency control system in Figure 3 obtain the control law of self-recovery action
for the BESS, as shown in Equations (15) and (16).⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Pc1 =

⎧⎪⎨
⎪⎩

Pm SOC ≤ SOCmin

Pm · (20 · x2 − 17x + 3.6
)

SOCmin < SOC ≤ SOC0

0 SOC ≥ SOC0

Pd1 =

⎧⎪⎨
⎪⎩

0 SOC ≤ SOC1

Pm · (20 · x2 − 23x + 6.6
)

SOC1 < SOC ≤ SOCmax

Pm SOC > SOCmax

(15)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Pc2 =

⎧⎪⎨
⎪⎩

0 ACE ≤ −0.7ACE0

Pm · (2.22 · y2 + 3y + 1
) −0.7ACE0 < ACE ≤ 0

Pm ACE > 0

Pd2 =

⎧⎪⎨
⎪⎩

Pm ACE ≤ 0
Pm · (2.22 · y2 − 3y + 1

)
0 < ACE ≤ 0.7ACE0

0 ACE > 0.7ACE0

(16)

where Pc1, Pd1 are both (15) the self-recovery power of energy storage; Pc2, Pd2 are both (16)
the battery self-recovery output limit in the normal adjustment interval of ACE; Pm is the
rated power of energy storage; ACE0 is the normal adjustment range.

Equation (15) determines the self-recovery demand power of the BESS according to
SOC. Equation (16) limits the self-recovery power of the BESS according to the power grid’s
ACE state. Considering the limitations of Equations (15) and (16), the minimum values of
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the two are selected as the actual self-recovery power of the BESS in every moment, the
details are shown in Equation (17).

Pess =

{ −min{|Pc1|, |Pc2|}, SOC < SOC0
min{|Pd1|, |Pd2|}, SOC > SOC1

(17)

where Pess is the actual self-recovery power of BESS; Pc1, Pd1 are both determined by
Equation (15), and Pc2, Pd2 are both determined by Equation (16).

According to Equation (17), the self-recovery diagram of energy storage can be ob-
tained, as shown in Figure 4.

Figure 4. Energy storage battery recovery chart.

In Figure 4, when SOC0 < SOC < SOC1, the SOC state is better and does not require
self-recovery. When SOC0 > SOC > SOCmin or SOC1 < SOC < SOCmax, the SOC state is
poor and needs self-recovery. The self-recovery power is determined by considering SOC
and ACE signals comprehensively. When SOC < SOCmin or SOC > SOCmax, the SOC
state is worst and stay in a state of emergency. BESS will stop participating in frequency
control to enter in self-recover at the maximum power.

By designing the self-recovery strategy of SOC, the BESS and the power grid system
can sense each other’s state in real-time. When the SOC deteriorates and the power grid
is in the normal frequency control area, the energy storage self-recovery action can be
conducted in real-time. The self-recovery power can be changed according to the ACE size
and SOC so that the SOC of the BESS can maintain its optimal state, providing enough
frequency control capacity for the later frequency control task.

4.3. Decomposition of ACE Signal

In the sub-emergency adjustment interval of ACE, high and low frequencies should
be divided. The EMD method is used to decompose the ACE signal in real-time. Thus, the
IMF1-IMF9 of each frequency band component can be obtained. The lower order modal
component has a higher frequency, whereas the higher-order modal component has a lower
frequency, as shown in Figure 5. Therefore, the first K order IMF components are assigned
to the BESS, and the traditional unit bears the rest. The SOC and ACE size determines the
value of K. When the system’s ACE signal is positive, and the SOC is high (>0.65), or when
the ACE signal is negative, and the SOC is low (SOC is <0.35), appropriately reducing the
high-frequency component borne by the BESS is conducive to maintaining the SOC and
reducing the deterioration speed. Similarly, when the ACE signal is positive, and the SOC
is low, or when the ACE signal is negative, and the SOC is high, appropriately increasing
the high-frequency component undertaken by the BESS improves the Frequency regulation
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effect and accelerates the SOC recovery to the normal interval. The value of K is shown in
Equations (18) and (19).

Figure 5. ACE signal decomposition curve based on EMD.

When the ACE signal is positive, the value of K is shown in Equation (18):

k =

⎧⎪⎨
⎪⎩

4 0 ≤ SOC < SOClow

2 SOClow ≤ SOC ≤ SOChigh

1 SOChigh < SOC ≤ 1

(18)

When the ACE signal is negative, the value of K is shown in Equation (19):

k =

⎧⎪⎨
⎪⎩

1 0 ≤ SOC < SOClow

2 SOClow ≤ SOC ≤ SOChigh

4 SOChigh < SOC ≤ 1

(19)

The ACE signal’s high-frequency component has zero mean and small amplitude
characteristics, etc. BESS assumes the ACE signal’s high-frequency part with the advantage
of rapid response and helps maintain the stability of internal SOC. It reduces the frequency
control pressure of BESS and its frequency control capacity configuration requirements in
frequency control power plants. The thermal power unit’s assumption of the ACE signal’s
low-frequency component reduces the wear caused by frequent operation of the unit and
improves the unit operation’s economy. The integrated control policy flow is shown in
Figure 6.
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Figure 6. Flowchart of the control strategy.

5. The Simulation Verification

5.1. The Simulation Parameters

We adopted the control method of Tie-Line Bias Control for this paper. The frequency
response model of two area interconnection systems with energy storage batteries was
established by MATLAB/Simulink. Then, we compared the proposed method, the scheme
not considering energy storage (Method 1), and the PI control method considering energy
storage SOC self-recovery (Method 2) to verify the effectiveness of these strategies. Relevant
parameters are shown in Tables 1 and 2.
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Table 1. Parameters of simulation system model.

Parameters Value Parameters Value

Power reference/MW 300 TCH_1, TCH_2 0.2, 0.3
Frequency reference/Hz 50 TRH_1, TRH_2 10, 8

Energy storage capacity/MW·h 4.5 FHP_1, FHP_2 0.25, 0.37
Energy storage power/MW 9 Tb 0.05

Tg1, Tg2 0.1, 0.08 B1, B2 35, 21
R1, R2 0.03, 0.05 D1, D2 2.75, 2
K1, K2 0.5, 0.5 M1, M2 10, 12

Table 2. Parameters of control rule.

Parameters Value Parameters Value Parameters Value

SOCmin 0.2 SOClow 0.35 SOC0 0.4
SOCmax 0.8 SOChigh 0.65 SOC1 0.6
ACEce,d 1 × 10−7 ACEce,n 0.03 ACEce,e 0.05

5.2. Analysis of Simulation Results

The evaluation index of the secondary frequency control is defined as follows: Δ fm,
Δ frms is the maximum value and root mean square value of frequency deviation, ΔPtie_m,
ΔPtie_rms is the maximum value and root mean square value of the tie-line power deviation;
ACEm and ACErms are the maximum value and root mean square value of regional control
deviation; Wgen and Wess are the amount of electricity contributed by thermal power units
and energy storage batteries. Soc_rms is the root mean square value of SOC.

5.2.1. Scene under Step Load Disturbance

At 0.03 s, a step disturbance of 0.03 pu was applied to area 2. The simulation time was
set to 100 s, and the range of the prediction model was 0.1 s. Figure 7 compares the system
response curves of the proposed strategy, Method 1, and Method 2 in area 2.

  
(a) (b) 

 
(c) 

Figure 7. System response with step disturbance. (a) Description of the frequency deviation response
curve. (b) Description of the tie-line power bias. (c) Description of change in SOC.
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According to the experimental analysis results in Figure 6 and Table 3, we observed
that the following.

(1) In Figure 7a,b, and Table 3, we compare the proposed method with Method 1(without
BESS) and Method 2 (PI). From the results, we obtained the maximum values and root
mean square values of system frequency deviation, the maximum values and root
mean square values of tie-line power deviation, and the adjustment time, all of which
decreased with our proposed method and Method 2. The overshoot of the proposed
scheme is the smallest, indicating that the dynamic stability is superior to the other
two methods.

(2) The system’s response time is significantly faster in the MPC method than in Method
2, which fully uses the rapid response characteristics of the BESS. Figure 7c shows
that SOC has a better maintenance effect.

Table 3. Frequency regulation evaluation index under step disturbance.

Evaluation Index The Proposed Method Method 1 Method 2

Δ fm/p.u. 9.560 × 10−4 1.998 × 10−3 1.690 × 10−3

Δ frms/p.u. 2.084 × 10−4 5.722 × 10−4 4.365 × 10−4

ΔPtie_m/p.u. 7.298 × 10−4 2.776 × 10−2 9.718 × 10−3

ΔPtie_rms/p.u. 1.016 × 10−3 1.995 × 10−3 1.483 × 10−3

Soc_rms 9.560 × 10−4 1.998 × 10−3 1.690 × 10−3

5.2.2. Scene under Continuous Load Disturbance

Typical continuous load disturbance conditions of 100 min in a certain area are selected,
as shown in Figure 8a; the simulation time is set to 6000 s, and the range of the prediction
model is 0.1 s. Figure 8 compares the system response curves of the proposed method,
Method 1, and Method 2 in area 2.

From the simulation analysis results in Figure 8 and Table 4, we observed that:

(1) The maximum value of frequency deviation and the root mean square value of
frequency deviation for the proposed method are the minimum values compared to
the other two methods, and the frequency control effect is significantly improved.
In addition, the frequency decline rate of the proposed method is minor, and the
recovery speed is faster.

(2) Figure 8b shows the final ACE signal allocation. The high-frequency component is
assigned to the BESS and the traditional unit bears the low-frequency component of
the ACE. According to Figure 8d,e and Table 4, the operation frequency of the unit is
reduced and the operation loss is reduced. Moreover, the unit can contribute more
energy, which is beneficial to frequency control. At the same time, the output of BESS
is reduced, which reduces the frequency control capacity configuration requirements
of BESS.

(3) In Figure 8f, the SOC fluctuation range of our strategy is between 0.3 and 0.7, the
state-keeping effect is better, and the burden of BESS is reduced. In addition, it can be
seen that when SOC is lower than 0.3, the SOC falling speed is significantly reduced
and the rising speed is increased. It is proven that changing the component of high
frequency for energy storage in real time is beneficial to maintain SOC state. The ACE
signal’s high-frequency component has the characteristics of zero mean value and
small amplitude. Assuming the ACE signal’s high-frequency component by the BESS
has its advantages of fast response speed and maintaining SOC.
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                         (a)                                                  (b)  

  
(c)                                                (d) 

  
(e)                                                 (f) 

Figure 8. System response applying with continuous perturbation applied. (a) Continuous load-
ing disturbance. (b) Low frequency signal and high frequency signal. (c) Deviation of frequency.
(d) Output of unit. (e) Output of BESS. (f) The change of SOC.

Table 4. Frequency regulation evaluation index under continuous disturbance.

Evaluation Index The Proposed Method Method 1 Method 2

Δ fm/p.u. 1.100 × 10−3 6.463 × 10−3 2.316 × 10−3

Δ frms/p.u. 2.763 × 10−4 1.933 × 10−3 6.015 × 10−4

Wgen 0.242 0.274 0.265
Wess 0.021 _ 0.0189

Soc_rms 0.019 _ 0.038
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6. Conclusions

In this paper, EMD was used to decompose the ACE signal into high- and low-
frequency signals. Considering the ACE signal and SOC, the MPC output weighting matrix
and constraints were determined to change the high-frequency component of BESS in
real-time and perform SOC self-recovery. The simulation results showed that the strategy
fully used the advantages of BESSs and traditional thermal power units, reduced the
frequent operation of thermal power units, and dynamically adjusted the distribution of
frequency control demand signals. It improved the frequency control effect, maintained a
good SOC, and simultaneously reduced the capacity configuration demand for BESS. In
actual engineering applications, the performance index of frequency control, the benefit
of the frequency control effect, and the interaction between them will be considered. Our
future research work will include a more comprehensive study of this content.
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