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## 1. Call for Papers

In 1982, Richard Feynman stated that in order to simulate quantum systems, we would rather go for a sort of brand-new powered quantum processor instead of a classical one. Since then, Quantum Computation has been growing in terms of both architectural issues associated with such quantum computers and the algorithms that can be run with them. All this has attracted much interest from the computer science community.

Just to mention some facts, it is obvious that the intrinsic parallelism that comes with the superposition of quantum states together with interference features provides us with a very good perspective to deal with heavy computational problems, such as encrypting/decrypting tasks or studying quantum issues of matter.

Quantum computing is a hot field of research at the intersection of mathematics, computer science, and physics that promises to significantly revolutionise many aspects of the technology industry such as medicine, machine learning, artificial intelligence, cryptography, and operations research to name a few. Investors and governments from all over the world promote its development considering that it is crucial and of strategic importance for countries, companies and, therefore, society as a whole. The huge investments in resources to develop quantum computing by countries such as China, India, the United States, Russia, and so on only confirms this reality.

This Special Issue was mainly concerned with quantum algorithms, the mathematics underlying them, and those complexity issues arising from them.

## 2. Published Papers

This is a Special Issue of Mathematics belonging to the section "Mathematics and Computer Science", which was closed on 30 June 2022.

A total of 13 papers were submitted to it, of which 7 have been accepted. This represents an acceptance ratio of $53.8 \%$. The average time for accepted papers to be published is 43.4 days.

The main contributions of these seven papers are the following:
Two of these seven papers are focused on improving the performance by means of quantum algorithms over the best instances of classical ones:

- Yan Li, Dapeng Hao, Yang Xu, and Kinkeung Lai, in their paper "A Fast Quantum Image Component Labeling Algorithm" [1], improve the performance of one of the most time-consuming tasks within digital image processing. They propose a fast quantum image component labelling algorithm that improves the efficiency of its classical computing counterpart. The time and spatial complexities are $O\left(n^{2}\right)$ and $O(n)$, respectively.
- Kamil Khadiev, Artem Ilikaev, and Jevgenijs Vihrovs, in their paper "Quantum Algorithms for Some Strings Problems Based on Quantum String Comparator" [2], improve the performance of three classical problems over strings: "sorting of $n$ strings of length
k ", "the most frequent string search problem", and "searching intersection of two sequences of strings". Based on the quantum procedure for comparing two strings of length $k$ in $O(\sqrt{k})$ queries, they are able to reduce time complexities, thus moving the factor $k$ to $\sqrt{k}$ in all its instances as parameters.
Another four papers deal with former quantum algorithms (or part of them) for which some improvements or different perspectives have been addressed:
- Daniil Rabinovich, Richik Sengupta, Ernesto Campos, Vishwanathan Akshay, and Jacob Biamonte, in their paper "Progress towards Analytically Optimal Angles in Quantum Approximate Optimisation": [3], present proof that the optimal quantum approximate optimisation algorithm's (QAOA) parameters for a single layer reduce to one free variable and that optimal angles can be recovered in the thermodynamic limit. They also demonstrate that conditions for vanishing gradients of the overlap function are so similar that reveals a linear relationship between both parameters regardless the number of qubits.
- Tieyu Zhao, Tianyu Yang, and Yingying Chi, in their paper "Quantum Weighted Fractional Fourier Transform" [4], present a reformulation of the weighted fractional Fourier transform (WFRFT) and prove its unitarity, thereby proposing a quantum weighted fractional Fourier transform (QWFRFT) which seems to be very usable for signal processing.
- Mauro Mezzini, Jose J. Paulet, Fernando Cuartero, Hernan I. Cruz, and Fernando L. Pelayo, in their paper "On the Amplitude Amplification of Quantum States Corresponding to the Solutions of the Partition Problem" [5], present a quantum computing piece of code that increases the amplitude of the states corresponding to the solutions of the partition problem by a factor of almost two. Unfortunately, this algorithm cannot be iterated in contrast to the amplitude amplification part of Grover's algorithm.
- Serena Di Giorgio and Paulo Mateus, in their paper "On the Complexity of Finding the Maximum Entropy Compatible Quantum State" [6], follow Jaynes' principle in order to characterize a compatible density operator with maximum entropy. They first stated that comparing the entropy of compatible density operators is complete for the quantum computational complexity class QSZK, even for the simplest case of three chains. They show that for the case of quantum Markov chains and trees, there exists a procedure which is polynomial in the number of subsystems that constructs the maximum entropy compatible density operator. An extension of the Chow-Liu algorithm to the same subclass of quantum states is also provided.
Finally, there is a paper that researches a classical Operational Research problem by means of quantum annealing:
- Saul Gonzalez-Bermejo, Guillermo Alonso-Linaje, and Parfait Atchade-Adelomou, in their paper "GPS: A New TSP Formulation for Its Generalizations Type QUBO" [7], propose a new Quadratic Unconstrained Binary Optimization (QUBO) formulation of the Travelling Salesman Problem (TSP) with a smaller number of necessary variables, together with a thorough study of the constraints and their management. This study includes a practical test over D-wave quantum annealers platform.
As Guest Editors of this Special Issue, we would like to thank all the authors who make contributions on these quite conceptually similar fields of research.

We also would like to thank all the reviewers for their big effort in developing so constructive reports that contribute to improve the quality and quantity of the results provided within this Special Issue on "Quantum Computing Algorithms and Computational Complexity".

We hope that the research papers published in this Special Issue promote more extensive research and lend further support to quantum computing. We are believers of the wide and crucial effect that quantum computing can have in our society, from the domain of energy-efficient computing, through to high-performance computing, up to the management of many of the most challenging problems which still remain open.

Author Contributions: All authors have contributed equally. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.
Conflicts of Interest: The authors declare no conflict of interest.
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#### Abstract

Herein we study the problem of recovering a density operator from a set of compatible marginals, motivated by limitations of physical observations. Given that the set of compatible density operators is not singular, we adopt Jaynes' principle and wish to characterize a compatible density operator with maximum entropy. We first show that comparing the entropy of compatible density operators is complete for the quantum computational complexity class QSZK, even for the simplest case of 3-chains. Then, we focus on the particular case of quantum Markov chains and trees and establish that for these cases, there exists a procedure polynomial in the number of subsystems that constructs the maximum entropy compatible density operator. Moreover, we extend the Chow-Liu algorithm to the same subclass of quantum states.


Keywords: quantum Markov chains; maximum von Neumann entropy; QSZK-completeness

## 1. Introduction

Quantum tomography [1] allows us to associate a unique quantum state over a finite-dimensional Hilbert space provided that multiple copies of the quantum system are available, together with a complete set of measurements. Observe that when the degrees of freedom increase, the amount of resources for performing the latter grows exponentially. However, physically relevant phenomena are entirely determined by few-body correlations-their Hamiltonians are in general highly local [2]-and when we restrict ourselves to $k$-order dependencies, the data collection results in an exponential speed-up in the number of subsystems, leading to efficient tomography techniques [3]. Clearly, a partial dataset admits many possible compatible density operators. The overlap between (quantum) statistical mechanics and quantum information theory provides a well-established tool, entropy maximization, to dealing with the remaining degrees of freedom. By using von Neumann entropy within Jaynes' principle [4], we define a criterion to estimate density operators, maximally unbiased with regards to the provided partial information.
Problem statement.
A question that naturally arises is the following: is there an efficient and effective procedure for inferring the aforementioned quantum state? More concretely, is it possible to find a density operator describing a finite-dimensional multipartite quantum system that maximizes the von Neumann entropy under the constraints given by its few-body marginals? In this work, we focus on this problem for the case of direct correlations, that is, 2-body marginals.

The problem we address is strictly related to the (quantum) Hamiltonian learning problem [5-7]—every density operator is thermal for a determined Hamiltonian. In general, the Hamiltonian is given, and one tries to find out its properties, so the problem of its characterization is not well explored. Recent developments in (quantum) machine learning techniques [8] renewed the interest in the Hamiltonian learning problem. In [9], an effective
neural-networks approach to the problem has been proposed, and an upper bound, which is polynomial in the number of qudits, has been established for its sample complexity [10].

One of the main reasons for the little background on the problem at hand relies on the computational hardness of well-known problems that reduce to it. First, the quantum marginal problem $[11,12]$, that consists of determining whether a set of marginal quantum states has a global density operator compatible with them, and for which a solution is known just in some particular cases [13-15]. Then, the classical inference problem of a probability distribution via graphical models [16] also leads to a maximum entropy estimation. Density operators naturally encompass classical probability distributions on the finite-dimensional setup; therefore, when considering direct correlations between the subsystems, the hardness results for classical graph-inference should be considered. In particular, the classical problem is well known for being computationally hard [17,18]. The only cases for which a polynomial procedure is known is when the direct correlations have the structure of a tree (undirected acyclic graph), and moreover, for this case, there exists an efficient procedure for determining the most likely tree from a general graph-the Chow-Liu algorithm [19]. The speed-up is due to the Markov condition, which can be directly inferred from the graphical structure, resulting in the factorization of the maximum entropy joint probability distribution. Many attempts have been made for developing appropriate operatorial graphical models [20,21], but none of them naturally encodes the desired generalization of Markovianity. For obtaining a compression of the learning procedure, further conditions [22] need to be verified.

In this article, we study the aforementioned problem restricted to a tree-structured set of marginals density operators and the abstraction of the Chow-Liu algorithm. Namely, we focus on two questions. First, is the inference efficiency limited to mutually commuting (and acyclic connected) density operators, which encode classical probability distributions? Second, can we determine a broader set of density operators for which an extended efficient procedure is similarly achieved? Contributions of the paper.

We start by showing that comparing the entropies of 3-chains-quantum states compatible with two given 2-body marginals-is a complete problem for the class QSZK [23-25]Quantum Statistical Zero Knowledge. This result hints that finding the maximum entropy compatible state given two marginals should be not feasible, even for a quantum computer [26], at least by performing an entropy-monotonic step-by-step optimization into the compatibility space of the provided marginals. Indeed, the complexity class QSZK, originally defined by J. Watrous in 2002 [25], collects promise problems whose true instances can be verified by a zero knowledge quantum proof between two quantum entities, generalizing the class Statistical Zero Knowledge (SZK) to quantum computers. Natural complete problems for the class represent its hardness, including distinguishing two quantum states (Problem 4) and determining their quantum entropy difference [27].

Next, we restrict the class of quantum states to make the problem feasible. We consider quantum Markov trees, states for which each 3-subchains form a quantum Markov chain [28]. In this case, we show that the maximum entropy compatible problem is in P , and also that there exists a polynomial-time quantum circuit that constructs the maximal entropy compatible state. Finally, we use this result to extend the Chow-Liu algorithm [19] for quantum states whose all 3-subchains are quantum Markov chains. The results obtained in this paper provide a natural extension of prior work [29] to the many-body scenario. Organization of the paper.

In Section 2, we give some background and state clearly the problems we are addressing. In Section 3, we attain the hardness of comparing the entropy of a compatible chain. In Section 4, we consider the restriction of the maximum entropy problem to quantum Markov trees. There, we provide the polynomial-time solution for this case, how to construct the solution with a polynomial-quantum circuit, and the generalization of Chow-Liu algorithm. Some of the proofs are left to the appendices. Finally, we draw some conclusions and leave some open problems in Section 5.

## 2. Background and Problem Statement

Throughout this work, we assume all quantum states and operators to be defined over a finite dimensional Hilbert space $\mathcal{H}$ that is composed of $n$ parts, such that $\mathcal{H}=\otimes_{i=1}^{n} \mathcal{H}_{i}$. We denote by $\mathcal{I}$ a collection of subsets of $\{1, \ldots n\}$ and throughout the text we call $\mathcal{I}$ the set of marginals indexes. Elements of $\mathcal{I}$ are denoted by $J$, and its complement is represented by $\bar{J}$. Given $\mathcal{I}$, we are interested in density operators that are compatible with a $\mathcal{I}$-indexed family of marginal density operators $\mathcal{C}$ where $\mathcal{C}=\left\{\rho_{J} \in \mathcal{B}\left(\mathcal{H}_{J}\right)\right\}_{J \in \mathcal{I}}$ such that

$$
\begin{equation*}
\operatorname{Tr}_{\overline{J \cap J^{\prime}}}\left[\rho_{J}\right]=\operatorname{Tr}_{\overline{J \cap J^{\prime}}}\left[\rho_{J^{\prime}}\right] \text { for all } J, J^{\prime} \in \mathcal{I} \tag{1}
\end{equation*}
$$

where $\mathcal{H}_{J}=\bigotimes_{i \in J} \mathcal{H}_{i}$. We call each element $\rho_{J}$ a marginal density operator. We also denote by $\mathcal{Q}(\mathcal{C})=\left\{Q_{J}\right\}_{J \in \mathcal{I}}$ a family of quantum circuits such that $Q_{J}$ constructs the density operator $\rho_{J}$.

The compatibility set $\operatorname{Comp}(\mathcal{C})$ associated to a given family of compatible marginals $\mathcal{C}$ is the set of density operators over $\mathcal{H}$ that admits as partial traces all the elements of $\mathcal{C}$, that is:

$$
\begin{equation*}
\operatorname{Comp}(\mathcal{C}):=\left\{\rho \in \mathcal{B}(\mathcal{H}): \operatorname{Tr}_{\bar{J}}[\rho]=\rho_{J} \text { for all } J \in \mathcal{I}\right\} . \tag{2}
\end{equation*}
$$

The family $\mathcal{C}$ is said to be admissible when $\operatorname{Comp}(\mathcal{C}) \neq 0$, that is, if it admits at least one density operator whose marginals coincide with those in $\mathcal{C}$.

We start by noticing that, the problem of the admissibility for a compatible set where all marginal density operators are diagonal for the same basis-that is, density operators encoding discrete probability distributions-collapses in the classical compatible marginal problem [30]. This classical problem has been shown to be NP-complete for the threedimensional case [31]. There are many cases for which it is solvable [32], and there is always a solution if we consider only two-body marginals (bipartite marginals) that form an acyclic graph.

The relevant case where the marginals are not diagonal for the same basis has been the target of several research works and is called the quantum compatible marginal problem. Liu showed that this problem is Quantum Merlin Arthur (QMA)-complete, that is, it is one of the hardest problem in the computational complexity class QMA [12]. The class Quantum Merlin Arthur (QMA) [33] collects promise problems whose "yes" answer can be verified by a 1-message quantum interactive proof, generalizing to the quantum realm the class NP of problems classically verifiable in poly-time.

## Problem 1. Quantum Compatible Marginal Problem (QCMP)

- Input: A family of circuits $\mathcal{Q}(\mathcal{C})$ that construct the family of marginal density operators $\mathcal{C}$.
- Accept: if $\mathcal{C}$ is admissible.
- Reject: if $\mathcal{C}$ is not admissible.

In some cases, we know that $\mathcal{C}$ is admissible, for instance when we are promised that the marginals $\rho_{J}$ are indeed partial traces of a global state. In Physics, it is reasonable to assume that we can prepare many copies of a global system, but in general, we can only partially observe it. In this case, given that we have many copies of the global system, we would be able to characterize in full detail the partial traces and know that they form an admissible set. The question now is to infer the global state with maximum entropy among those in the compatibility set. This leads to the following problem.

## Problem 2. Maximum Entropy Compatible Marginal Problem (MECMP)

- Input : A family of circuits $\mathcal{Q}(\mathcal{C})$ promised to construct an admissible $\mathcal{C}$, and a real value $k$.
- Accept : if there exists a $\rho \in \operatorname{Comp}(\mathcal{C})$ such that $S(\rho) \geq k$
- Reject : otherwise.

Given the general complexity of this problem, we focus on the more straightforward case where all sets $J$ in $\mathcal{I}$ have two indexes. Thus, we consider that we are given a set of
compatible two-body marginals, and we want to reconstruct the maximum entropy state compatible with those marginals. For this two-body case, it is possible to construct an associated graph, where each two-body marginal denotes an edge.

Definition 1. Let $\mathcal{C}$ be a $\mathcal{I}$-indexed family of two-body compatible marginal density operators. The associated graph $\mathcal{G}_{\mathcal{C}}$ is $(\{1, \ldots, n\}, E)$, where $(i, j) \in E$ if $\{i, j\} \in \mathcal{I}$.

In the simplest non-trivial case, we have that $n=3$ and $\mathcal{I}=\{\{1,2\},\{2,3\}\}$. We call this case a 3-chain. In the next section, we show that given two density operators $\rho_{0}$ and $\rho_{1}$ in the compatible set of a 3-chain, comparing who has higher entropy is QSZK-complete. We denote the subspaces $\mathcal{H}_{1}, \mathcal{H}_{2}$ and $\mathcal{H}_{3}$ by $\mathcal{H}_{A}, \mathcal{H}_{B}$ and $\mathcal{H}_{C}$, respectively.

## 3. Hardness of Comparing Entropy of a Compatible Chain

Ben-Aroya et al. [27] showed that, given two quantum circuits $Q_{0}$ and $Q_{1}$ that generate two mixed states $\rho_{0}$ and $\rho_{1}$, respectively, such that $\left|S\left(\rho_{0}\right)-S\left(\rho_{1}\right)\right|>\frac{1}{2}$, determining whether $S\left(\rho_{0}\right)>S\left(\rho_{1}\right)$ is QSZK-complete. Thus, they conclude that it is quite improbable that computing the von Neumann entropy of a mixed state can be done in BQP [34]. We further look into this problem by restricting to the case when $\rho_{0}$ and $\rho_{1}$ live in the same Hilbert space and have the same marginals. We state our problem as follows:

Problem 3. 3-Chain Compatible Quantum Entropy Difference (3cQED)

- Input: Two quantum circuits $Q_{0}$ and $Q_{1}$ that generate tripartite density operators $\rho_{0}$ and $\rho_{1}$, respectively, over the same Hilbert space of the form $\mathcal{H}_{A} \otimes \mathcal{H}_{B} \otimes \mathcal{H}_{C}$, promised that:
- $\operatorname{Tr}_{A}\left(\rho_{0}\right)=\operatorname{Tr}_{A}\left(\rho_{1}\right)$;
$-\operatorname{Tr}_{C}\left(\rho_{0}\right)=\operatorname{Tr}_{C}\left(\rho_{1}\right)$;
- $\left|S\left(\rho_{0}\right)-S\left(\rho_{1}\right)\right| \geq 1 / 2$;
then,
- Accept: if $S\left(\rho_{0}\right)-S\left(\rho_{1}\right) \geq 1 / 2$;
- Reject: if $S\left(\rho_{1}\right)-S\left(\rho_{0}\right) \geq 1 / 2$.

Clearly, 3cQED is a particular case of QED, wherein the latter the Hilbert space of $\rho_{0}$ and $\rho_{1}$ does not have to be the same, nor do the densities need to be tripartite.

Obviously, 3cQED is reducible to QED, and therefore it lies in QSZK. It remains to show that it is QSZK hard. To do so, we adapt the proof of Ben-Aroya et al., and reduce $\mathrm{QSD}_{\alpha, \beta}$, natural complete problem for the class QSZK [25], to 3cQED, for $0 \leq \alpha<\beta^{2} \leq 1$.

Problem 4. Quantum state distance $\left(Q S D_{\alpha, \beta}\right)$ with $0 \leq \alpha<\beta^{2} \leq 1$ :

- Input: Two quantum circuits $Q_{0}$ and $Q_{1}$, acting on m qubits, that prepare the states $\rho_{0}$ or $\rho_{1}$ promised that
- either $\left\|\rho_{0}-\rho_{1}\right\|_{t r} \geq \beta$;
- or $\left\|\rho_{0}-\rho_{1}\right\|_{\text {tr }} \leq \alpha$;
then,
- Accept: $\left\|\rho_{0}-\rho_{1}\right\|_{\text {tr }} \geq \beta$,
- Reject: $\left\|\rho_{0}-\rho_{1}\right\|_{\text {tr }} \leq \alpha$.

In Problem 4, $\left\|\rho_{0}-\rho_{1}\right\|_{\text {tr }}$ denotes the trace distance between the operators $\rho_{0}$ and $\rho_{1}$.
Theorem 1. For any $0 \leq \alpha<\beta^{2} \leq 1, Q S D_{\alpha, \beta}$ is reducible to $3 c Q E D$.
Proof of Theorem 1. The idea of the proof is the following. From quantum circuits $Q_{0}$ and $Q_{1}$ acting on $m$ bits that generate, respectively, $\rho_{0}$ and $\rho_{1}$ fulfilling the promise of $\mathrm{QSD}_{\alpha, \beta}$, we are going to construct, in polynomial-time, two quantum circuits $Q_{0}^{\prime}$ and
$Q_{1}^{\prime}$ that generate tripartite density operators $\rho_{0}^{\prime}$ and $\rho_{1}^{\prime}$, fulfilling the promise of 3cQED, such that $\operatorname{QSD}_{\alpha, \beta}\left(Q_{0}, Q_{1}\right)_{\text {NO }}$ iff $3 c Q E D\left(Q_{0}^{\prime}, Q_{1}^{\prime}\right)_{N O}$.

Concretely, given circuits $Q_{0}, Q_{1}$, that construct $\rho_{0}$ and $\rho_{1}$, we first apply the polarization lemma (Lemma A1 in Appendix A) with $n=m$ and obtain circuits $R_{0}$ and $R_{1}$ that output density operators $\mu_{0}, \mu_{1}$, respectively. We then construct two circuits $Z_{0}$ and $Z_{1}$ as follows. $Z_{1}$ is implemented by a circuit which first applies a Hadamard gate on a single qubit $b$, measures $b$ and then conditioned on the result it applies either $R_{0}$ or $R_{1}$. The output of $Z_{1}$ is $\xi_{1}=\frac{1}{2}|0\rangle\langle 0| \otimes \mu_{0}+\frac{1}{2}|1\rangle\langle 1| \otimes \mu_{1}$. Since we need to construct a tripartite system, we introduce a non-orthodox, but useful, notation $\xi_{1}^{A C}$ to denote a copy of $\xi_{1}$ where the qubit part of $\xi_{1}$ belongs to the system of $A$ and the remaining part belongs to system of C. Similarly, we denote by $\xi_{1}^{C A}$ to indicate a copy of $\xi_{1}$ where the qubit part belongs to $C$ and remaining part to $A$. Circuit $Z_{0}$ is the same as $Z_{1}$ except that the qubit $b$ is traced out. The output of $Z_{0}$ is $\xi_{0}=\frac{1}{2} \mu_{0}+\frac{1}{2} \mu_{1}$. We shall denote by $\xi_{0}^{A}$ and $\xi_{0}^{C}$ a copy of $\xi_{0}$ belonging to the subsystem of $A$ or $C$, respectively.

Finally, we denote by $\left|\phi^{ \pm}\right\rangle^{A C}$ two maximally entangled states between $A$ and $C$. Moreover, take $\zeta=\frac{1}{2}\left|\phi^{+}\right\rangle\left\langle\phi^{+}\right|+\frac{1}{2}\left|\phi^{-}\right\rangle\left\langle\phi^{-}\right|$and note that $S(\zeta)=1$. We denote by $Q$ the circuit that prepares $\zeta$. Consider:

- $\quad \rho^{\prime}=\xi_{0}^{A} \otimes \zeta^{A C} \otimes \xi_{0}^{C} \otimes|0\rangle\left\langle\left. 0\right|_{B} ;\right.$
- $\quad \rho^{\prime \prime}=\xi_{1}^{A C} \otimes \xi_{1}^{C A} \otimes|0\rangle\left\langle\left. 0\right|_{B}\right.$.

Note that in $\rho^{\prime}$ the subsystem of $A$ contains $\xi_{0}^{A}$ and a qubit of $\zeta^{A C}$; the subsystem of $C$ contains $\xi_{0}^{C}$ and the other qubit of $\zeta^{A C}$. Moreover, in $\rho^{\prime \prime}$, the subsystem of $A$ has a qubit entangled with $\mu_{0}$ and $\mu_{1}$ in the subsystem $C\left(\zeta_{1}^{A C}\right)$; and has another $\mu_{0}$ and $\mu_{1}$ entangled with a qubit of $C\left(\xi_{1}^{C A}\right)$.

The reduction outputs the following pair of density operators $\left(\rho^{\prime}, \rho^{\prime \prime}\right)$ together with the circuits that construct them, namely $Q_{0}^{\prime}=Z_{0} \otimes Z_{0} \otimes Q$ and $Q_{1}^{\prime}=Z_{1} \otimes Z_{1}$. We ignore the construction of the state $|0\rangle\left\langle\left. 0\right|_{B}\right.$, which is trivial.

Start by observing that by tracing $C$ from both $\rho^{\prime}$ and $\rho^{\prime \prime}$ we obtain $\left(\frac{1}{2}|0\rangle\langle 0|+\right.$ $\left.\frac{1}{2}|1\rangle\langle 1|\right) \otimes\left(\frac{1}{2} \mu_{0}+\frac{1}{2} \mu_{1}\right) \otimes|0\rangle\langle 0|$. The same state will be obtained by tracing subsystem $A$ from both $\rho^{\prime}$ and $\rho^{\prime \prime}$. So, $\rho^{\prime}$ and $\rho^{\prime \prime}$ have compatible marginals.
Part 1

$$
\text { If }\left(Q_{0}, Q_{1}\right) \in\left(Q^{2} D_{\alpha, \beta}\right)_{N O} \text { then }\left(Z_{0} \otimes Z_{0} \otimes Q, Z_{1} \otimes Z_{1}\right) \in 3 \mathrm{cQED}_{N O}
$$

We know that $\left\|\rho_{0}-\rho_{1}\right\|_{\text {tr }} \leq \alpha$. By the Polarization lemma (Lemma A1 in Appendix A) we get $\left\|\mu_{0}-\mu_{1}\right\|_{\text {tr }} \leq 2^{-m}$. By the joint-entropy theorem (Lemma A2),

$$
\begin{equation*}
S\left(\xi_{1}\right)=\frac{1}{2}\left(S\left(\mu_{0}\right)+S\left(\mu_{1}\right)\right)+1 . \tag{3}
\end{equation*}
$$

On the other hand, $\xi_{0}$ is very close both to $\mu_{0}$ and to $\mu_{1}$. Specifically, $\left\|\xi_{0}-\mu_{1}\right\|_{\text {tr }}=$ $\left\|\frac{1}{2} \mu_{0}-\frac{1}{2} \mu_{1}\right\|_{\mathrm{tr}} \leq 2^{-m}$. Thus, by Fannes' inequality (Lemma A3 in Appendix A) $\mid S\left(\xi_{0}\right)-$ $S\left(\mu_{1}\right) \mid \leq 2^{-m} \cdot \operatorname{poly}(m) \leq 0.1$, for large enough $m_{0}$. Similarly, $\left|S\left(\xi_{0}\right)-S\left(\mu_{0}\right)\right| \leq 0.1$. It follows that

$$
\begin{equation*}
\left|S\left(\xi_{0}\right)-\frac{1}{2}\left(S\left(\mu_{0}\right)+S\left(\mu_{1}\right)\right)\right| \leq 0.1 \tag{4}
\end{equation*}
$$

Combining the two equations we get $S\left(\xi_{1}\right)-S\left(\xi_{0}\right) \geq 0.9$. Thus, $S\left(\rho^{\prime \prime}\right)-S\left(\rho^{\prime}\right) \geq$ $2 \times 0.9-1=0.8$. Therefore, $\left(Z_{0} \otimes Z_{0} \otimes Q, Z_{1} \otimes Z_{1}\right) \in 3 c Q E D_{N O}$. Part 2

If $\left(Q_{0}, Q_{1}\right) \in\left(\text { QSD }_{\alpha, \beta}\right)_{Y E S}$ then $\left(Z_{0} \otimes Z_{0} \otimes Q, Z_{1} \otimes Z_{1}\right) \in 3 c Q E D_{Y E S}$.
By the Polarization lemma (Lemma A1 in Appendix A) $\left\|\mu_{0}-\mu_{1}\right\|_{\operatorname{tr}} \geq 1-2^{-m}$. Using Lemma A5 (in Appendix A), we get that $S\left(\xi_{0}\right) \geq \frac{1}{2}\left[S\left(\mu_{0}\right)+S\left(\mu_{1}\right)\right]+1-H\left(\frac{1}{2}+\right.$ $\left.\frac{\left\|\mu_{0}-\mu_{1}\right\|_{\text {tr }}}{2}\right) \geq \frac{1}{2}\left[S\left(\mu_{0}\right)+S\left(\mu_{1}\right)\right]+1-H\left(2^{-m_{0}}\right)$. By Lemma A2 (in Appendix A) we know that $S\left(\xi_{1}\right)=\frac{1}{2}\left(S\left(\mu_{0}\right)+S\left(\mu_{1}\right)\right)+1$. Therefore, $S\left(\xi_{1}\right)-S\left(\xi_{0}\right)=H\left(2^{-m}\right)<0.1$ for sufficiently large $m$.

In particular, $S\left(\rho^{\prime \prime}\right)-S\left(\rho^{\prime}\right) \leq 2 * 0.1-1=-0.8$ and $\left(Z_{0} \otimes Z_{0} \otimes Q, Z_{1} \otimes Z_{1}\right) \in$ $3 c$ QED $_{\text {YES }}$.

It follows that comparing the entropy of a set of compatible marginals is QSZKcomplete, as this problem is also an instance of QED. As a consequence, we expect that finding the maximum entropy state is also generally hard, at least by performing a step by step entropy-increasing procedure. We now focus our attention on a particular sub-case in which this problem can be addressed.

## 4. Quantum Markov Chains and Trees

Given that the general problem of finding the maximum entropy state is hard, we focus on a well-behaved subset of density operators, namely quantum Markov trees (QMT)Definition 4-which extends the notion of quantum Markov chains (QMC) [35] to the multi-partite scenario. By defining QMTs, we were able to extend the learning techniques provided by classical graphical models-Bayes composition [16] and Chow-Liu algorithmto an enlarged set of density operators with respect to the mutually-commuting ones.

We refer to a set of two-body density operators as tree-structured when its associated graph-Definition 1-is a tree. In particular, we showed that given a tree-structured set of two-body marginal density operators:

- it admits a QMT in the compatibility space iff every sub-3-chain is compatible with a QMC-Theorem 3;
- the QMT coincides with the density operator that maximizes the von Neumann entropy, constrained by the provided set of two-body marginals-Corollary 1;
- defining a proper order in the graph-constructive ordering-we can construct the unique compatible QMT directly from the marginals. The Lagrange multipliers in the optimization problem are then obtained through Theorem 2.
We were then able to show that for QMTs, the MECMP is in P-Theorem 3. Moreover, given a general set of two-body marginals, we found that if all the sub-3-chains are compatible with a QMC, the optimal-sub-tree, which is a QMT, can be efficiently determined by generalizing the Chow-Liu learning algorithm-Theorem 5 .

The main achievement consists in the exponential speed-up of the general Markov condition. For the case at hand, QMC-compatibility of every tree chain-polynomial in the number of 1-body subsystem $n$-implies the QMC-compatibility of every further sub-chains formed by sub-groups of nodes-exponential in $n$.

In order of proving the mentioned results, first we give the essential background on QMC—Section 4.1, then we formally define QMT—Section 4.2. In Section 4.3 we provide the entropic characterization of QMTs, then in Section 4.4 we derive the compatibility condition for a given set of tree-structured marginals with a QMT, and in Section 4.5 we study the MECM problem restricted to QMTs. Finally, in Section 4.6, we extend the Chow-Liu algorithm for determining the optimal tree when the provided set is not tree-structured.

### 4.1. Background on Quantum Markov Chains

We consider QMCs that rely on the Hilbert space $\mathcal{H}=\mathcal{H}_{A} \otimes \mathcal{H}_{B} \otimes \mathcal{H}_{C}$ and take $\left.\mathcal{C}=\left\{\rho_{\{A, B\}} \in \mathcal{B}\left(\mathcal{H}_{\{A B\}}\right)\right\}, \rho_{\{B, C\}} \in \mathcal{B}\left(\mathcal{H}_{\{B C\}}\right)\right\}$. To simplify notation, we drop the brackets and commas in the indexes and so, for instance, the partial trace $\rho_{\{A, B\}}$ is just denoted by $\rho_{A B}$ (the same simplification is applied for the Hilbert subspaces $\mathcal{H}_{\{A, B\}}$, which are denoted just by $\mathcal{H}_{A B}$ ).

Recall the definition of quantum Markov chain:
Definition 2 ([36]). A quantum Markov chain (QMC) is a 3-chain $A-B-C$ for which there exists a recovery map $\mathcal{R}_{B \rightarrow B C}: \mathcal{B}\left(\mathcal{H}_{B}\right) \rightarrow \mathcal{B}\left(\mathcal{H}_{B C}\right)$, i.e, an arbitrary trace-preserving completely positive (CPTP) map (see, for instance, $[37,38])$, s.t. $\rho_{A B C}=\left(\mathcal{I}_{A} \otimes \mathcal{R}_{B \rightarrow B C}\right)\left(\rho_{A B}\right)$, where $\mathcal{I}_{A}$ denotes the identity map on $\mathcal{B}\left(\mathcal{H}_{A}\right)$.

By definition, the recovery map must fulfill that $\mathcal{R}_{B \rightarrow B C}\left(\rho_{B}\right)=\rho_{B C}$.
Definition 3. A family of $Q M C$ 's $\left\{\rho_{A B C}^{(n)}\right\}_{n \in \mathbb{N}}$ is said to be constructed in polynomial time if all elements $\rho_{A B C}^{(n)}$ rely in the same (finite) Hilbert space $\mathcal{H}_{A} \otimes \mathcal{H}_{B} \otimes \mathcal{H}_{C}$ (that does not depend on $n$ ) and there is polynomial-time family of quantum circuits that generate both $\rho_{A B}^{(n)}$ and $\mathcal{R}_{B \rightarrow B C}^{(n)}$.

Given that the dimension of (a polynomial-time) quantum Markov chain does not grow with $n$, it can be represented in matrix form in polynomial-time by multiplying all the gates involved in the circuits that generate $\rho_{A B}^{(n)}$ and $\mathcal{R}_{B \rightarrow B C}^{(n)}$. We stress that to design circuits for density operators and CPTP maps we require only an ancilla space of the same dimension of the support of these operators/maps [39]. Therefore, the number of gates is polynomial in $n$, but the full dimension of the space (including ancillae) does not grow with $n$.

From this point on, we assume that $\rho_{A B C}$ is invertible (on its support), as invertible density operators are dense. To derive the main result of the paper, we need to establish a central lemma listing some known characterizations of QMCs. We give the proof in Appendix B.

Lemma 1. Let $\rho_{A B C}$ be an invertible density operator. The following four assertions are equivalent:

1. $\rho_{A B C}$ is a QMC over the chain $A-B-C$.
2. $\quad I_{\rho}(A: C \mid B)=0$, where $I_{\rho}(A: C \mid B):=S\left(\rho_{A B}\right)+S\left(\rho_{B C}\right)-S\left(\rho_{B}\right)-S\left(\rho_{A B C}\right)$.
3. $\quad \mathcal{P}_{B \rightarrow B C}(X):=\rho_{B C}^{\frac{1}{2}}\left(\left(\rho_{B}^{-\frac{1}{2}} X \rho_{B}^{-\frac{1}{2}}\right) \otimes i d_{C}\right) \rho_{B C}^{\frac{1}{2}}$, is a CPTP map for any $X \in \mathcal{B}\left(\mathcal{H}_{B}\right)$ and preserves the partial trace $\rho_{A B}$.
4. $\log \rho_{A B C}-\left(\log \rho_{A B}\right) \otimes i d_{C}=i d_{A} \otimes\left(\log \rho_{B C}\right)-i d_{A} \otimes\left(\log \rho_{B}\right) \otimes i d_{C}$.

The map $\mathcal{P}_{B \rightarrow B C}(X)$ is known as Petz recovery map or transpose map. Again, to ease notation, we drop the identities whenever they are obvious, for instance, we drop them in the expressions $\rho_{B C}^{\frac{1}{2}}\left(\left(\rho_{B}^{-\frac{1}{2}} X \rho_{B}^{-\frac{1}{2}}\right) \otimes \operatorname{id}_{C}\right) \rho_{B C}^{\frac{1}{2}}$ to just $\rho_{B C}^{\frac{1}{2}} \rho_{B}^{-\frac{1}{2}} X \rho_{B}^{-\frac{1}{2}} \rho_{B C}^{\frac{1}{2}}$, and the same for $\log \rho_{A B C}-\left(\log \rho_{A B}\right) \otimes \mathrm{id}_{C}$, which we write just $\log \rho_{A B C}-\log \rho_{A B}$.

Observe that we can also recover a tripartite density operator from $\rho_{B C}$ through $\mathcal{P}_{B \rightarrow A B}(\cdot)$ :

$$
\begin{equation*}
\rho_{A B}^{\frac{1}{2}} \rho_{B}^{-\frac{1}{2}} \rho_{B C} \rho_{B}^{-\frac{1}{2}} \rho_{A B^{\prime}}^{\frac{1}{2}} \tag{5}
\end{equation*}
$$

and by uniqueness, since the von Neumann entropy is operator-concave [40,41], we have $\mathcal{P}_{B \rightarrow B C}\left(\rho_{A B}\right)=\mathcal{P}_{B \rightarrow A B}\left(\rho_{B C}\right)$. However, it is not known whether, given a family of QMC that can be constructed in polynomial time via $\mathcal{P}_{B \rightarrow B C}^{(n)}(X)$, it is possible to build $\mathcal{P}_{B \rightarrow A B}^{(n)}(X)$ in polynomial-time. The next result states that solution to MECMP (Problem 2) and also QCMP (Problem 1), for 3-chains can be fully determined when a QMC belongs to the compatibility set, the proofs can be found in [29].

Lemma 2. Given a 3-chain $\left\{\rho_{A B}, \rho_{B C}\right\}$ compatible with a $Q M C$, say $\rho_{A B C}$, then the solution of the maximum entropy estimator $\widetilde{\rho}_{A B C}$ is precisely $\rho_{A B C}$. Moreover, the 3-chain $\left\{\rho_{A B}, \rho_{B C}\right\}$ is compatible with a $Q M C$ in $\mathcal{B}\left(\mathcal{H}_{A B C}\right)$ iff $\operatorname{Tr}_{A}\left(\rho_{A B}\right)=\operatorname{Tr}_{C}\left(\rho_{B C}\right)$ and the operator $\Theta_{A B C}=\rho_{B C}^{\frac{1}{2}} \rho_{B}^{-\frac{1}{2}} \rho_{A B}^{\frac{1}{2}}$ is normal. Moreover, if two marginals $\left\{\rho_{A B}, \rho_{B C}\right\}$ are compatible with a QMC on $\mathcal{B}\left(\mathcal{H}_{A B C}\right)$, say $\rho_{A B C}$, then the operator $\Theta_{A B C}$ is its square root.

### 4.2. Definition of Quantum Markov Trees

We are now able to extend the above result from 3-chains to a more general setting, namely to trees. From this point on, we make the following assumption.

Assumption 1. Assume the graph $\mathcal{G}_{\mathcal{C}}$ associated to a Maximum Entropy Compatible Marginal Problem $\mathcal{C}$ over $\mathbb{X}=\left\{X_{1}, \ldots X_{n}\right\}$ is a tree, that is, $\mathcal{G}_{\mathcal{C}}$ is an acyclic connected graph over $\mathbb{X}$.

By taking any node as a root of $\mathcal{G}_{\mathcal{C}}$, we construct an arborescence (or a directed tree). For the sake of readability, we introduce the following notation. We call a constructive ordering of $\mathcal{C}$ any total order compatible with the topological order of an arborescence of $\mathcal{G}_{\mathcal{C}}$. Without loss of generality, we consider a constructive order of the form $X_{1}<\cdots<X_{n}$ and denote by $\mathcal{G}_{k}$ the induced subgraph of $\mathcal{G}_{\mathcal{C}}$ containing all the nodes $V_{k}=\left\{X_{1}, \ldots X_{k}\right\}$ for $k \in\{1 \ldots n\}$. We also denote by $\mathcal{C}_{k}$ the marginals in $\mathcal{C}$ containing nodes in $\left\{X_{1}, \ldots X_{k}\right\}$ and by $Y_{k}$, for $k \geq 2$, the node in $V_{k-1}$ connected to $X_{k}$ in $\mathcal{G}_{k}$ (the adjacent node of $X_{k}$ in $\mathcal{G}_{k}$ ). Finally, we denote by $\overline{Y_{k}}$ the set $V_{k-1} \backslash\left\{Y_{k}\right\}$, which is non-empty for $k \geq 3$.

The next result follows easily:
Proposition 1. If $\mathcal{G}_{\mathcal{C}}$ is a tree, than all the subgraphs $\mathcal{G}_{k}$ are trees, and moreover, $X_{k}$ is a leaf of $\mathcal{G}_{k}$.
We now define a quantum Markov tree, which, as we shall see later on, generalizes the notion of Markov random field, when the underlying graph is a tree.

Definition 4. Let $\rho \in \mathcal{B}\left(\mathcal{H}_{\mathbb{X}}\right)$ with $\mathbb{X}:=\left\{X_{1}, \ldots X_{n}\right\}$ be an invertible density operator (over its support) and $\mathcal{C}$ is a (non-trivial) set of two-body marginals of $\rho$. We say that $\rho$ is quantum Markov tree (QMT) or is factorizable via Petz according to $\mathcal{C}$ if its square root is such that $\rho=\Theta \Theta^{\dagger}=\Theta^{\dagger} \Theta$ where $\Theta$ admits a decomposition, for some constructive order $X_{1}<\cdots<X_{n}$, of the form

$$
\begin{equation*}
\Theta=\Delta_{n} \ldots \Delta_{3}\left(\rho_{X_{1} X_{2}}^{\frac{1}{2}} \otimes i d_{\left\{X_{1} X_{2}\right\}}\right) \tag{6}
\end{equation*}
$$

with $\Delta_{k}=\left(\rho_{X_{k} Y_{k}}^{\frac{1}{2}}\left(i d_{X_{k}} \otimes \rho_{Y_{k}}^{-\frac{1}{2}}\right)\right) \otimes i d_{\overline{\left\{X_{k} Y_{k}\right\}}}$ for all $k=3 \ldots n$.
We note that for Equation (6) to be well defined, it must be the case that $\mathcal{G}_{\mathcal{C}}$ is a tree, that is, that we are working under Assumption 1. It is relatively simple to extend the notion to acyclic graphs (which may not be connected).

### 4.3. QMT as Max-Entropy Density Operator

The following result will shed some light on the relationship between Markov random fields and QMTs.

Theorem 2. Let $\rho \in \mathcal{B}\left(\mathcal{H}_{\mathbb{X}}\right)$ be an invertible density operator over (its support) and $\mathcal{C}$ is a (nontrivial) set of two-body marginals s.t. $\mathcal{G}_{\mathcal{C}}$ is a spanning tree over $\mathbb{X}$, then there exists $\rho \in \operatorname{Comp}(\mathcal{C})$ factorizable via Petz according to $\mathcal{C}$ iff there exists $\rho \in \mathcal{B}\left(\mathcal{H}_{\mathbb{X}}\right)$ such that, equivalently, one of the following two hold:
(i) $\log \rho=\sum_{\mathcal{C}} \log \rho_{X_{i} X_{j}}-\sum_{i=1}^{n}\left(\operatorname{deg}\left(X_{i}\right)-1\right) \log \rho_{X_{i}}$;
(ii) we have

$$
\begin{equation*}
\forall k=2, \ldots, n: \quad \rho_{k}=\operatorname{Tr}_{\overline{V_{k}}}[\rho] \text { is s.t. } I_{\rho_{k}}\left(X_{k}: \overline{Y_{k}} \mid Y_{k}\right)=0 \tag{7}
\end{equation*}
$$

for some constructive ordering $X_{1}<\cdots<X_{n}$.
Proof of Theorem 2. The proof follows by induction on $k$, that is, by adding one edge per node following a constructive ordering in $\mathcal{C}$. Therefore, we have that

$$
\begin{equation*}
\mathcal{C}=\left\{\rho_{X_{k} \gamma_{k}} \in \mathcal{B}\left(\mathcal{H}_{X_{k} \gamma_{k}}\right): Y_{k} \in\left\{X_{1}, \ldots, X_{k-1}\right\} ; k=2, \ldots, n\right\} \tag{8}
\end{equation*}
$$

The proof follows by complete induction on $k$.
(Basis $k=3$ ): The first chain occurs when the third node is added, that is, when $k=3$. Assume there exists $\rho_{3} \in \operatorname{Comp}\left(\mathcal{C}_{3}\right)$ that is factorizable via Petz, i.e.,

$$
\begin{equation*}
\Theta_{3}=\rho_{3}^{\frac{1}{2}}=\rho_{X_{3} Y_{3}}^{\frac{1}{2}} \rho_{Y_{3}}^{-\frac{1}{2}} \rho_{Y_{3} Y_{3}}^{\frac{1}{2}}=\rho_{X_{3} Y_{3}}^{\frac{1}{2}} \rho_{Y_{3}}^{-\frac{1}{2}} \rho_{X_{1} X_{2}}^{\frac{1}{2}} \tag{9}
\end{equation*}
$$

Observe that we can use Lemma 2 and so, $\Theta_{3}$ is exactly the operator described in the lemma, and since it is a square root, it is normal. Then, by Lemma 1, we have the following equivalences: $\rho_{3}$ is a QMC iff $I_{\rho_{3}}\left(X_{3}: \overline{Y_{3}} \mid Y_{3}\right)=0$ iff $\log \rho_{3}=\log \rho_{X_{3} Y_{3}}+\log \rho_{X_{1} X_{2}}-\log \rho_{Y_{3}}$. The other direction follows immediately.
(Induction step $k \longrightarrow k+1$ ):
Complete induction hypothesis: $\forall j=3, \ldots, k \exists \rho_{j} \in \operatorname{Comp}\left(\mathcal{C}_{j}\right)$ factorizable via Petz according with $\mathcal{C}_{j}$ iff there exists $\rho_{j} \in \mathcal{B}\left(\mathcal{H}_{V_{j}}\right)$ such that, equivalently, one of the following two hold:

- $\quad \log \rho_{j}=\sum_{\mathcal{C}_{j}} \log \rho_{X_{i} X_{t}}-\sum_{i=1}^{j}\left(\operatorname{deg}_{\mathcal{G}_{j}}\left(X_{i}\right)-1\right) \log \rho_{X_{i}}$;
- $\quad I_{\rho_{j}}\left(X_{j}: \overline{Y_{j}} \mid Y_{j}\right)=0$.

Induction step: Assume there $\exists \rho_{k+1} \in \operatorname{Comp}\left(\mathcal{C}_{k+1}\right)$ factorizable via Petz according with $\mathcal{C}_{k+1}$, then, our goal is to show that the following holds for $\rho_{k+1}$ :

- $\log \rho_{k+1}=\sum_{\mathcal{C}_{k+1}} \log \rho_{X_{i} X_{t}}-\sum_{i=1}^{k+1}\left(\operatorname{deg}_{\mathcal{G}_{k}}\left(X_{i}\right)-1\right) \log \rho_{X_{i}}$ and,
- $\quad I_{\rho_{k+1}}\left(X_{k+1}: \overline{Y_{k+1}} \mid Y_{k+1}\right)=0$.

Therefore, assume $\exists \rho_{k+1} \in \operatorname{Comp}\left(\mathcal{C}_{k+1}\right)$ factorizable via Petz, i.e.,

$$
\begin{equation*}
\Theta_{k+1}=\rho_{k+1}^{\frac{1}{2}}=\Delta_{k+1} \Delta_{k} \ldots \Delta_{3} \rho_{X_{1} X_{2}}^{\frac{1}{2}} \quad \text { where } \quad \Delta_{i}:=\rho_{X_{i} Y_{i}}^{\frac{1}{2}} \rho_{Y_{i}}^{-\frac{1}{2}} \tag{10}
\end{equation*}
$$

Then:

$$
\begin{align*}
\rho_{k+1} & =\Theta_{k+1} \Theta_{k+1}^{+} \\
& =\Delta_{k+1} \Delta_{k} \ldots \Delta_{2} \rho_{X_{1} Y_{1}} \Delta_{2}^{+} \ldots \Delta_{k}^{+} \Delta_{k+1} \\
& =\rho_{X_{k+1}}^{\frac{1}{2}} Y_{k+1} \rho_{Y_{k+1}}^{-\frac{1}{2}} \rho_{k} \rho_{Y_{k+1}}^{-\frac{1}{2}} \rho_{X_{k+1}}^{\frac{1}{2}} Y_{k+1} \\
& =\Theta_{k+1}^{+} \Theta_{k+1}  \tag{11}\\
& =\rho_{X_{1} X_{2}}^{\frac{1}{2}} \Delta_{3}^{+} \ldots \Delta_{k}^{+} \Delta_{k+1} \Delta_{k+1} \Delta_{k} \ldots \Delta_{3} \rho_{X_{1} X_{2}}^{\frac{1}{2}} \\
& =\rho_{k}^{\frac{1}{2}} \rho_{Y_{k+1}}^{-\frac{1}{2}} \rho_{X_{k+1}} Y_{k+1} \rho_{Y_{k+1}}^{-\frac{1}{2}} \rho_{k}^{\frac{1}{2}} .
\end{align*}
$$

We can use Lemma 2 on the set $\left\{\rho_{X_{k+1} Y_{k+1}}, \rho_{k}\right\}$ and conclude that $\rho_{k+1}$ is a QMC in the order $X_{k+1}-\overline{Y_{k+1}}-Y_{k+1}$. Therefore, using Lemma 1, we have $\rho_{k+1}$ is a QMC iff $I_{\rho_{k+1}}\left(X_{k+1}: \overline{Y_{k+1}} \mid Y_{k+1}\right)=0$ iff

$$
\begin{align*}
& \log \rho_{k+1}=\log \rho_{X_{k+1} Y_{k+1}}+\log \rho_{\overline{Y_{k+1}}} Y_{k+1}-\log \left(\rho_{Y_{k+1}}\right) \\
& \stackrel{I . H .}{=} \sum_{\mathcal{C}_{k+1}} \log \rho_{X_{i} X_{t}}-\sum_{i=1}^{k+1}\left(\operatorname{deg}_{\mathcal{C}_{i}}\left(X_{i}\right)-1\right) \log \rho_{X_{i}} \tag{12}
\end{align*}
$$

The other direction is straightforward. Just notice that $\operatorname{Tr}_{X_{k+1}}\left(\rho_{k+1}\right)=\rho_{k}$, and by induction hypothesis $\rho_{k}$ is compatible with $\mathcal{C}_{k}$, and so is $\rho_{k+1}$. Moreover, by construction of $\rho_{k+1}$ it is also compatible with $\mathcal{C}_{k+1}$.

Note that the proof of the previous theorem does not depend on which constructive ordering one chooses. This follows from the fact that condition $(i)$ is equivalent to condition (ii), and condition (i) does not assume any ordering.

The reader conversant in Markov random fields will identify condition (ii) as the quantum analogue of the Local Markov Property of a Markov random field—any variable $X_{i}$ is conditionally independent of the remaining nodes given its adjacent nodes:

$$
\begin{equation*}
X_{i} \Perp \overline{\left\{X_{i}\right\} \cup \operatorname{Ad} X_{i}} \mid \operatorname{Ad} X_{i} \tag{13}
\end{equation*}
$$

where $\operatorname{Ad} X_{i}$ is the set of adjacent nodes to $X_{i}$. The notion of conditional independence is equivalently replaced by the conditional mutual information being null, that is

$$
\begin{equation*}
I\left(X_{i}: \overline{\left\{X_{i}\right\} \cup \operatorname{Ad} X_{i}} \mid \operatorname{Ad} X_{i}\right)=0 \tag{14}
\end{equation*}
$$

which, for the case of the tree $\mathcal{G}_{k}$ and for the node $X_{k}$, we have

$$
\begin{equation*}
I\left(X_{k}: \overline{Y_{k}} \mid Y_{k}\right)=0 \tag{15}
\end{equation*}
$$

The following results state how to compute the solution Maximum Entropy Compatible Marginal Problem when $\mathcal{G}_{\mathcal{C}}$ is a tree and there exists $\rho \in \operatorname{Comp}(\mathcal{C})$ that factorizes via Petz according to $\mathcal{C}$.

Corollary 1. Let $\rho \in \mathcal{B}(\mathcal{H})$ factorize via Petz according to $\mathcal{C}$ and $\mathcal{G}_{\mathcal{C}}$ a spanning tree. Then,

$$
\begin{equation*}
\rho=\underset{\rho^{\prime} \in \operatorname{Comp}(\mathcal{C})}{\arg \max } S\left(\rho^{\prime}\right) . \tag{16}
\end{equation*}
$$

Proof of Corollary 1. It follows that in the case $\rho \in \mathcal{B}(\mathcal{H})$ factorizes via Petz according to $\mathcal{C}$, we have $\log \rho=\sum_{\mathcal{C}} \log \rho_{X_{i} X_{j}}-\sum_{i=1}^{n}\left(\operatorname{deg}\left(X_{i}\right)-1\right) \log \rho_{X_{i}}$, which saturates the subadditivity of the von Neumann entropy for every 3 -chain $\overline{Y_{k}}-Y_{k}-X_{k}, k=3, \ldots, n$ in the spanning tree.

### 4.4. Compatibility with a QMT

We are now ready to state our main theorem, which gives a stronger characterization for the existence of a compatible density operator that is a QMT. Previously, we needed multivariate measurements to establish whether there exists a QMT in the given compatibility set. Herein, we show that it is enough to consider two-body measurements, which makes the procedure feasible in practice. The proof requires some technical lemmas that we placed in Appendix C.

Theorem 3. Let $\mathcal{C}:=\left\{\rho_{X_{i} X_{j}} \in \mathcal{B}\left(\mathcal{H}_{X_{i} X_{j}}\right), i \neq j \in\{1, \ldots, n\}\right\}$ be a set of admissible two-body marginals and such that the associate graph $\mathcal{G}_{\mathcal{C}}=(V, E)$ is a spanning tree. Then, there exists $\tilde{\rho} \in \mathcal{B}(\mathcal{H})$ such that $\tilde{\rho} \in \operatorname{Comp}(\mathcal{C})$ factorizable via Petz according to $\mathcal{C}$ iff

$$
\begin{equation*}
I_{\rho}\left(X_{i}: \operatorname{ad} X_{j} \mid X_{j}\right)=0, \forall \rho_{X_{i} X_{j}} \in \mathcal{C} \text { and } \quad \forall a d X_{j}, \text { ad } X_{j} \neq X_{i}, \tag{17}
\end{equation*}
$$

where ad $X_{j}$ indicates an adjacent node of $X_{j}$ in $\mathcal{G}_{\mathcal{C}}$, that is ad $X_{i} \in \operatorname{Ad} X_{i}$. Moreover,

$$
\begin{equation*}
\tilde{\rho}:=\underset{\rho^{\prime} \in \operatorname{Comp}(\mathcal{C})}{\arg \max } S(\rho) . \tag{18}
\end{equation*}
$$

Proof of Theorem 3. As in the previous theorem, we assume a constructive ordering $X_{1}<\cdots<X_{n}$ for $\mathcal{C}$ which will be used in the induction proof. Moreover, we can rewrite $\mathcal{C}$ using such order as in Equation (8). Thus, the set of conditions in Equation (17) are:

$$
\begin{equation*}
I_{\rho}\left(X_{k}: \operatorname{ad} Y_{k} \mid Y_{k}\right)=0, \forall \operatorname{ad} Y_{k} \in V_{k-1}, k=3, \ldots, n \tag{19}
\end{equation*}
$$

$(\Rightarrow)$ Using the previous theorem we have that

$$
\begin{equation*}
I_{\rho_{k}}\left(X_{k}: \overline{Y_{k}} \mid Y_{k}\right)=I_{\rho}\left(X_{k}: \overline{Y_{k}} \mid Y_{k}\right)=0 \tag{20}
\end{equation*}
$$

Moreover, by Proposition 1, $X_{k}$ is leaf in $\mathcal{G}_{k}$ and it is only connected to $Y_{k}$. Finally, by applying the chain rule of the quantum conditional mutual information (c.f. in Appendix $C$ Equation (A13)) and choosing the chain to start in a node adjacent to $X_{k}$, say ad $X_{k}$, it follows that $I_{\rho}\left(X_{k}:\right.$ ad $\left.Y_{k} \mid Y_{k}\right)=0$.
$(\Leftarrow)$ The proof follows again by complete induction in the number of nodes $k$, following the assumed constructive ordering of $\mathcal{C}$. Again, the simplest tree where the equation has any meaning requires three nodes.
(Basis $k=3$ ): for this case the statement of this theorem coincides with (ii) of Theorem 2, since ad $Y_{3}=\overline{Y_{3}}$.
(Induction step $k \longrightarrow k+1$ ):
Induction hypothesis: We assume

$$
\begin{equation*}
I_{\rho}\left(X_{k}: \operatorname{ad} Y_{k} \mid Y_{k}\right)=0, \forall \operatorname{ad} Y_{k} \in V_{k-1}, k=3, \ldots, n \tag{21}
\end{equation*}
$$

and so, by hypothesis, $\rho_{\ell}$ is factorizable via Petz according to $\mathcal{C}_{\ell}$, and so, by Theorem 2, we have

$$
\begin{equation*}
I_{\rho_{\ell}}\left(X_{\ell}: \overline{Y_{\ell}} \mid Y_{\ell}\right)=0 \forall \ell=3, \ldots k \tag{22}
\end{equation*}
$$

Induction step: We assume $I_{\rho}\left(X_{k+1}: \operatorname{ad} Y_{k+1} \mid Y_{k+1}\right)=0 \forall \operatorname{ad} Y_{k+1} \in V_{k}$ and our goal is to show that there exists $\rho_{k+1}$ factorizable via Petz according to $\mathcal{C}_{k+1}$ such that its partial traces hold

$$
\begin{equation*}
I_{\rho_{k+1}}\left(X_{k+1}: \overline{Y_{k+1}} \mid Y_{k+1}\right)=0 \tag{23}
\end{equation*}
$$

Observe that, by definition, $Y_{k+1} \in V_{k}$, let $m_{k+1}$ be some step in which $Y_{k+1}$ was connected to some node (note that it might connect to some node in many steps). Clearly, we have $3 \leq m_{k+1} \leq k$. We consider two cases, depending on the degree of $Y_{k+1}$ in $\mathcal{G}_{k}$.

Case (1) $\operatorname{deg} Y_{k+1}=1$, then by construction, it must be that $Y_{k+1}=X_{m_{k}}$ and by Equation (22) we have that for $\rho_{m_{k}}$ its partial traces hold

$$
\begin{equation*}
I_{\rho_{m_{k}}}\left(X_{m_{k}}: \overline{Y_{m_{k}}} \mid Y_{m_{k}}\right)=0 \tag{24}
\end{equation*}
$$

By Lemma A7 (in Appendix C) since

$$
\begin{equation*}
V_{k} \backslash\left\{X_{m_{k}}, Y_{m_{k}}\right\} \supseteq \overline{Y_{m_{k}}}=V_{m_{k}} \backslash\left\{X_{m_{k}}, Y_{m_{k}}\right\} \tag{25}
\end{equation*}
$$

we also have for $\rho_{k}$ that

$$
\begin{equation*}
I_{\rho}\left(X_{m_{k}}: V_{k} \backslash\left\{X_{m_{k}}, Y_{m_{k}}\right\} \mid Y_{m_{k}}\right)=I_{\rho}\left(Y_{k+1}: V_{k} \backslash\left\{Y_{k+1}, \operatorname{ad} Y_{k+1}\right\} \mid \operatorname{ad} Y_{k+1}\right)=0 \tag{26}
\end{equation*}
$$

where the last equality is obtained by noticing that $X_{m_{k}}=Y_{k+1}$ and $Y_{m_{k}}=\operatorname{ad} Y_{k+1}$. Recall that we have,

$$
\begin{equation*}
I_{\rho}\left(X_{k+1}: \operatorname{ad} Y_{k+1} \mid Y_{k+1}\right)=0 \tag{27}
\end{equation*}
$$

Moreover, the set $\left\{V_{k} \backslash\left\{Y_{k+1}, \operatorname{ad} Y_{k+1}\right\}, \operatorname{ad} Y_{k+1}, Y_{k+1}, X_{k+1}\right\}$, forms the chain

$$
\begin{equation*}
V_{k} \backslash\left\{Y_{k+1}, \operatorname{ad} Y_{k+1}\right\}-\text { ad } Y_{k+1}-Y_{k+1}-X_{k+1} \tag{28}
\end{equation*}
$$

Then, by using Lemma A6 (a) (in Appendix C), there exists a density operator $\rho_{k+1} \in$ $\mathcal{B}\left(\mathcal{H}_{V_{k+1}}\right)$ such that its partial traces fulfill

$$
\begin{equation*}
I_{\rho}\left(X_{k+1}: V_{k} \backslash\left\{Y_{k+1}\right\} \mid Y_{k+1}\right)=I_{\rho_{k+1}}\left(X_{k+1}: \overline{Y_{k+1}} \mid Y_{k+1}\right)=0 \tag{29}
\end{equation*}
$$

Furthermore, by construction of this $\rho_{k+1}$ in Lemma A6 (a) (in Appendix C) we have $\operatorname{Tr}_{X_{k+1}}\left[\rho_{k+1}\right]=\rho_{k}$, and so $\rho_{k+1}$ is s.t.:

$$
\begin{equation*}
I_{\rho}\left(X_{i}: V_{i} \backslash\left\{X_{i}, Y_{i}\right\} \mid Y_{i}\right)=0 \quad \forall i: 2 \leq i \leq k+1 \tag{30}
\end{equation*}
$$

(Case 2) $\operatorname{deg} \Upsilon_{k+1}>1$, then $\mathcal{G}_{k+1}$ can be seen as a star centered in $Y_{k+1}$, with as many branches, as many as adjacent nodes $\left(\operatorname{ad} Y_{k+1}\right)_{i}$ in $\mathcal{G}_{k+1}$, whose number is precisely the degree $r_{k}$ of $Y_{k+1}$ in $\mathcal{G}_{k}$, plus the new added node $X_{k+1}$ (c.f. Figure 1).


Figure 1. The associate graph $\mathcal{G}_{k+1}$ : can be seen as a star centered in $\Upsilon_{k+1}$, where every branch is an adjacent of $Y_{k+1}$ in $V_{k}$, plus the link to $X_{k+1} . \mathcal{G}_{i}$ indicates the rest of the graph (a tree) that is connected to the i-th adjacent $\left(\operatorname{ad} Y_{k+1}\right)_{i}$. The number of adjacent nodes to $Y_{k+1}$ in $\mathcal{G}_{k+1}$ is $r_{k}+1$ by adding $X_{k+1}$ to other $r_{k}$ nodes in $\mathcal{G}_{k}$.

To prove the thesis we must find $\rho_{k+1}$ such that, if

$$
\begin{equation*}
I_{\rho}\left(X_{k+1}:\left(\operatorname{ad} Y_{k+1}\right)_{i} \mid Y_{k+1}\right)=0 \forall i=1 \ldots r_{k} \tag{31}
\end{equation*}
$$

then, accordingly to Theorem 2, it is enough to show:

$$
\begin{equation*}
I_{\rho_{k+1}}\left(X_{k+1}: \overline{Y_{k+1}} \mid Y_{k+1}\right)=0 \tag{32}
\end{equation*}
$$

Moreover, by induction hypothesis, we know that

$$
\begin{equation*}
I_{\rho}\left(X_{\ell}: \operatorname{ad} Y_{\ell} \mid Y_{\ell}\right)=0 \forall \operatorname{ad} Y_{\ell} \in V_{k}, \ell=3, \ldots k . \tag{33}
\end{equation*}
$$

and again, by Theorem 2, we must have:

$$
\begin{equation*}
I_{\rho_{\ell}}\left(X_{\ell}: \overline{Y_{\ell}} \mid Y_{\ell}\right)=0 \forall \ell=3, \ldots k \tag{34}
\end{equation*}
$$

We proceed to show Equation (32) by using Corollary A2 (in Appendix C). Indeed, this results guarantees that the star

$$
\begin{equation*}
\left\{X_{k+1}, Y_{k+1},\left(\operatorname{ad} Y_{k+1}\right)_{1} \cup \mathcal{G}_{1}, \ldots,\left(\operatorname{ad} Y_{k+1}\right)_{r_{k}} \cup \mathcal{G}_{r_{k}}\right\} \tag{35}
\end{equation*}
$$

factorizes via Petz according to

$$
\begin{equation*}
\left\{X_{k+1} Y_{k+1}, Y_{k+1}\left(\operatorname{ad} Y_{k+1}\right)_{1} \cup \mathcal{G}_{1}, \ldots, Y_{k+1}\left(\operatorname{ad} Y_{k+1}\right)_{r_{k}} \cup \mathcal{G}_{r_{k}}\right\} \tag{36}
\end{equation*}
$$

iff

$$
\begin{align*}
& I_{\rho}\left(X_{k+1}:\left(\operatorname{ad} Y_{k+1}\right)_{i} \cup \mathcal{G}_{i} \mid Y_{k+1}\right)=0, \quad \forall i \in 1, \ldots, r_{k} ;  \tag{37}\\
& I_{\rho}\left(\left(\operatorname{ad} Y_{k+1}\right)_{i} \cup \mathcal{G}_{i}:\left(\operatorname{ad} Y_{k+1}\right)_{j} \cup \mathcal{G}_{j} \mid Y_{k+1}\right)=0, \quad \forall i \neq j \in 1 \ldots r_{k} . \tag{38}
\end{align*}
$$

Using Theorem 2 in Equation (37), we get the goal, stated in Equation (32). The conditions in Equation (38) come from the complete induction hypothesis Equation (34). On the other hand, the conditions stated in Equation (37), come from observing that, for every $\left(\operatorname{ad} Y_{k+1}\right)_{i}$, there is a chain

$$
\begin{equation*}
X_{k+1}-Y_{k+1}-\left(\operatorname{ad} Y_{k+1}\right)_{i}-\mathcal{G}_{i} \tag{39}
\end{equation*}
$$

for which we already have the conditions:

$$
\begin{gather*}
I_{\rho}\left(X_{k+1}:\left(\operatorname{ad} Y_{k+1}\right)_{i} \mid Y_{k+1}\right)=0  \tag{40}\\
I_{\rho}\left(Y_{k+1}: \mathcal{G}_{i} \mid\left(\operatorname{ad} Y_{k+1}\right)_{i}\right)=0 \tag{41}
\end{gather*}
$$

Equation (40) follows from induction hypothesis Equation (33). Moreover, Equation (41) follows from the fact that, by hypothesis, $\rho_{k}$ is a QMT, and so

$$
\begin{equation*}
Y_{k+1}-\left(\operatorname{ad} Y_{k+1}\right)_{i}-\mathcal{G}_{i} \tag{42}
\end{equation*}
$$

is a quantum Markov chain. Therefore, by using Lemma A6 (a) (in Appendix C), we get the desired condition

$$
\begin{equation*}
I_{\rho}\left(X_{k+1}:\left(\operatorname{ad} Y_{k+1}\right)_{i} \cup \mathcal{G}_{i} \mid Y_{k+1}\right)=0 \tag{43}
\end{equation*}
$$

Since the argument holds for all the adjacent nodes $\left(\operatorname{ad} Y_{k+1}\right)_{i}$, we derive the whole set of conditions (37), which ends the proof for case (2).

Finally, the fact that the obtained state maximizes the von Neumann entropy with the provided marginals comes for free from Corollary 1.

### 4.5. QMT and the MECM Problem

We are now able to show that for QMTs, the MECM problem is in $P$ and that there is a polynomial quantum circuit that constructs the Maximum entropy compatible density operator. Moreover, we also show that it is possible to extend the Chow-Liu algorithm efficiently for quantum Markov networks. To derive these results, we need first to compute the number of 3-chains in a graph with $n$ nodes-proof in Appendix D.

Lemma 3. The number of 3-chains \#c in a tree with $n \geq 2$ vertices satisfies $n-2 \leq \# c \leq \frac{1}{2}$ ( $n-$ 1) ( $n-2$ ). Moreover, the number of 3-chains for any graph is upper-bounded by $\frac{1}{2} n(n-1)(n-2)$, and it reaches the bound for a complete graph of $n$ nodes.

We are now able to establish a sufficient condition for the MECMP problem to be in $P$.

## Theorem 4. The Maximum Entropy Compatible Marginal Problem for $\mathcal{C}$ is in $P$ when

1. $\mathcal{G}_{C}$ is a spanning tree
2. $\rho_{i j k}$ is a QMC constructed in polynomial-time (with respect with the number of nodes $n$ ) where $\rho_{i, j}, \rho_{j, k} \in \mathcal{C}$ and $i<j<k$ for some given constructive order of $\mathcal{G}_{C}$.
Moreover, there exists a quantum polynomial circuit that constructs the maximum entropy compatible tree.

Proof of Theorem 4. From Theorem 3, the density operator that maximizes the Entropy is a QMT. Moreover, we can compute its entropy in polynomial time, by considering the constructive ordering of point 2. Indeed, from Theorem 2 (i), when $\rho$ is a QMT we have that

$$
\begin{equation*}
S(\rho)=\sum_{\mathcal{C}} S\left(\rho_{X_{i} X_{j}}\right)-\sum_{i=1}^{n}\left(\operatorname{deg}\left(X_{i}\right)-1\right) S\left(\rho_{X_{i}}\right) \tag{44}
\end{equation*}
$$

Moreover, since each $\rho_{X_{i} X_{j}}$ belongs to a QMC constructed in polynomial time, we can compute a matrix representation of the density operator of the QMC in polynomial-time as well. Recall in Definition 3, that the Hilbert space of a polynomial-time QMC is fixed, and does not depend on the complexity parameter, that is, as usual, the dimension of the Hilbert space associated with each node is fixed (regarding) the complexity parameter $n$ (the number of nodes).

Moreover, given the constructive order, we are also able to make a quantum circuit (c.f. Figure 2) to construct the maximum entropy compatible tree by constructing the first Markov chain $\rho_{X_{1}, X_{2}, X_{3}}$ and then applying the circuits for the recovery maps $\mathcal{R}$ of the remaining nodes.


Figure 2. Quantum circuit that outputs the optimal quantum Markov trees (QMT). Note that the $k$-th block $\mathcal{I}_{\overline{Y_{k}}} \otimes \mathcal{R}_{Y_{k} X_{k}}$ operates only over two components $X_{k}$ and $Y_{k}$, for all $k=3 \ldots n$.

### 4.6. QMT and Chow-Liu Algorithm

Two-body marginals for which all 3-chains form a QMC have another interesting property. It is possible to find the QMT closest, with regards to the quantum relative entropy (the generalization of the Kullback-Leibler divergence [42]), to the unknown density operator. Note that the number of spanning trees over a complete graph is given by Cayley's formula [43], $n^{n-2}$ which is exponential on $n$. To extract the closest QMT, we need to construct a weighted graph (where the nodes are each component of the density operator), and the edges are weighted with the von Neumann mutual information between every two components. The optimal spanning tree, which can be found using the polynomial-time algorithm by Chow-Liu Algorithm 1, gives the support to a QMT. Moreover, this QMT will be the one closest to the unknown state. When the density operators are diagonal, that is, describe a probability distribution, this algorithm coincides with the well-established Chow-Liu algorithm.

## Algorithm 1 Chow-Liu Algorithm

Input: $\left\{\mathcal{C}^{\prime}, I_{\mathcal{C}^{\prime}}\right\}$ from a set of RVs $X=\left\{X_{1}, \ldots X_{n}\right\}$, where

- $\mathcal{C}^{\prime}=\left\{p\left(X_{i}, X_{j}\right) ; X_{i} \not \equiv X_{j} \in X\right\}$ is a set of two-body marginal probability distributions;
- $I_{\mathcal{C}^{\prime}}=\left\{I\left(X_{i}: X_{j}\right): p\left(X_{i}, X_{j}\right) \in \mathcal{C}^{\prime}\right\}$ is the associated set of conditional mutual information.
Output: $\left\{\mathcal{C}^{\prime}{ }_{T} \subseteq \mathcal{C}^{\prime}\right.$ s.t. $H\left(p(X)\left|\mid p_{T}(X)\right)\right.$ is minimal $\}$, where
- $\quad \mathcal{C}^{\prime}{ }_{T}$ subset of 2-body marginals which associate graph is a tree;
- $\quad p_{T}(X) \in \operatorname{Comp} \mathcal{C}^{\prime}{ }_{T}$.

1. $\operatorname{Sort} \mathcal{C}^{\prime}=\left\{p\left(X_{i}, X_{j}\right)=p_{\alpha}\right\}_{\alpha=1}^{M \leq \frac{1}{2} n(n-1)}$ s.t. $I_{1} \geq I_{2} \geq \ldots \geq I_{N}$;
2. Initialize: $\mathcal{C}^{\prime}{ }_{T}=\varnothing \alpha=0$.
3. Iterate: while $a \leq M$ do

$$
\begin{aligned}
& \text { if } \mathcal{C}^{\prime}{ }_{T} \cup p_{\alpha} \text { s.t. } \mathcal{G}_{T} \text { is a tree } \\
& \text { then } \mathcal{C}^{\prime}{ }_{T}=\mathcal{C}^{\prime}{ }_{T} \cup\left\{p_{\alpha}\right\} ; \\
& \alpha=\alpha+1 ;
\end{aligned} \text { return } \mathcal{C}^{\prime}{ }_{T} \text {, }
$$

Theorem 5. If the set of two body marginals $\mathcal{C}$ is s.t. every 3-chain is compatible with a QMC then every subtree is a QMT. A QMT that minimizes the quantum relative entropy with respect to the (unknown) given quantum state, is the maximum weighted tree $\mathcal{G}_{T_{C}}$ where the weight of each edge is given by the quantum mutual information. Such tree can be obtained efficiently using the (generalized) Chow-Liu learning algorithm [19].

Proof of Theorem 5. The proof consists in applying Theorem 3 to the main result of Section 6 in the paper [29], that we are going to briefly recall.

Let $\rho_{\mathbb{X}}$ be the unknown quantum state that describes best the quantum system for which the bipartite marginals are known (for instance, they have been measured and collected in $\mathcal{C}$ ). Moreover, let $\widetilde{\rho}_{\mathcal{C}_{T}}$ be the maximum von Neumann entropy d.o. compatible with a subset $\mathcal{C}_{T} \subseteq \mathcal{C}$ s.t. $\mathcal{G}_{\mathcal{C}_{T}}$ is a tree. We refer to $\widetilde{\rho}_{\mathcal{C}_{T}}$ as quantum tree. Their relative entropy can be written as

$$
\begin{equation*}
S\left(\rho_{\mathbb{X}} \| \widetilde{\rho}_{\mathcal{C}_{T}}\right)=-S\left(\rho_{\mathbb{X}}\right)-\operatorname{Tr}\left(\rho_{\mathbb{X}} \log \widetilde{\rho}_{\mathcal{C}_{T}}\right)=S\left(\widetilde{\rho}_{\mathcal{C}_{T}}\right)-S\left(\rho_{\mathbb{X}}\right) \tag{45}
\end{equation*}
$$

where we have used condition (i) in Theorem 2 on $\log \widetilde{\rho}_{\mathcal{C}_{T}}$.
Therefore, the optimal maximum entropy estimator $\widetilde{\rho}$ is computed over the subtree with minimal von Neumann entropy:

$$
\begin{equation*}
\widetilde{\rho}=\underset{\mathcal{C}_{\mathcal{T} \subseteq \mathcal{C}}}{\operatorname{argmin}} \max _{\rho \in \operatorname{Comp}\left(\mathcal{C}_{T}\right)} S(\rho) . \tag{46}
\end{equation*}
$$

Since the number of possible spanning trees is $n^{n-2}$ [43], we can not choose the best fitting tree efficiently, in general. However, in the case at hand, we can manipulate Equation (45) and derive subcases for which the computation can be performed efficiently.

Observe that

$$
\begin{equation*}
\sum_{\mathcal{C}_{T}} S\left(\rho_{X_{i} X_{j}}\right)-\sum_{i=1}^{n}\left(\operatorname{deg} X_{i}-1\right) S\left(\rho_{X_{i}}\right)=-\sum_{\mathcal{C}_{T}} I_{\rho}\left(X_{i}, X_{j}\right)+\sum_{i=1}^{n} S\left(\rho_{X_{i}}\right) \tag{47}
\end{equation*}
$$

and set

$$
\begin{equation*}
\Delta S\left(\widetilde{\rho}_{\mathcal{C}_{\mathcal{T}}}\right):=\sum_{\mathcal{C}_{T}} S\left(\rho_{X_{i} X_{j}}\right)-\sum_{i=1}^{n}\left(\operatorname{deg} X_{i}-1\right) S\left(\rho_{X_{i}}\right)-S\left(\widetilde{\rho}_{\mathcal{C}_{\mathcal{T}}}\right) \tag{48}
\end{equation*}
$$

which is always non-negative. By adding and subtracting the term

$$
\begin{equation*}
\sum_{\mathcal{C}_{T}} S\left(\rho_{X_{i} X_{j}}\right)+\sum_{i=1}^{n}\left(\operatorname{deg} X_{i}-1\right) S\left(\rho_{X_{i}}\right) \tag{49}
\end{equation*}
$$

to Equation (45), it assumes the form

$$
\begin{equation*}
S\left(\rho_{\mathbb{X}}| | \widetilde{\rho}_{\mathcal{C}_{T}}\right)=-\sum_{\mathcal{C}_{T}} I_{\rho}\left(X_{i}, X_{j}\right)-\Delta S\left(\widetilde{\rho}_{\mathcal{C}_{\mathcal{T}}}\right)+\sum_{i=1}^{n} S\left(\rho_{X_{i}}\right)-S\left(\rho_{\mathbb{X}}\right) \tag{50}
\end{equation*}
$$

By using condition (i) of Theorem 2, we can replace the log term of $S\left(\widetilde{\rho}_{\mathcal{C}_{T}}\right)$ of Equation (48) and thus, for a QMT, $\Delta S\left(\widetilde{\rho}_{\mathcal{C}}\right)=0$. Moreover, we also have the converse, that is, $\Delta S\left(\widetilde{\rho}_{\mathcal{C}}\right)=0$ holds only for QMTs. The latter result can be derived by observing that

$$
\begin{equation*}
\Delta S\left(\widetilde{\rho}_{\mathcal{C}_{\mathcal{T}}}\right)=\sum_{i=1}^{n-2} I_{\rho}\left(X_{l_{i}}: V_{i} \backslash\left\{X_{l_{i}}, \operatorname{ad} X_{l_{i}}\right\} \mid \operatorname{ad} X_{l_{i}}\right) \tag{51}
\end{equation*}
$$

which, by positivity of quantum conditional mutual information, is 0 iff all the terms in the sum are 0 . Then, by Theorem 3, we have $\Delta S\left(\widetilde{\rho}_{\mathcal{C}}\right)=0$ iff all the 3-chains in $\mathcal{C}_{T}$ are QMC.

Therefore, when the provided set of marginals $\mathcal{C}$ is s.t. every 3-chain is compatible with a QMC, $\Delta S\left(\widetilde{\rho}_{\mathcal{C}}\right)=0$ in Equation (50). Therefore, the best tree is the one that maximizes the term

$$
\begin{equation*}
\sum_{\mathcal{C}_{T}} I_{\rho}\left(X_{i}, X_{j}\right), \tag{52}
\end{equation*}
$$

i.e., the maximum weighted spanning sub-tree, where the weights are given by the mutual information between every couple of linked nodes.

This problem is efficiently solved for classical graphs by the Chow-Liu algorithm, which we have here generalized to quantum states, be replacing the Shannon entropy with the von Neumann entropy.

The general case of efficiently finding the optimal spanning tree which gives the support to a quantum tree remains open. Minimizing the general form of Equation (50) would require the maximization of the quantity $\sum_{\mathcal{C}_{T}} I_{\rho}\left(X_{i}, X_{j}\right)+\Delta S\left(\widetilde{\rho}_{\mathcal{C}_{\mathcal{T}}}\right)$ with $S\left(\widetilde{\rho}_{\mathcal{C}_{\mathcal{T}}}\right)>0$. Already in the tripartite scenario, it is evident that the maximum weighted tree is not a necessarily solution to the problem.

For the sake of completeness, we present the Chow-Liu algorithm in pseudo-code. In its quantum version, the Shannon entropy is replaced by the von Neumann entropy, so as the relative entropy with the quantum relative entropy.

## 5. Conclusions

In this paper, we addressed the problem of learning the maximum entropy density operator, describing an unknown quantum system on a finite-dimensional Hilbert space, from a set of two-body marginals.

First, we have shown that comparing the entropies of 3-chains-the simplest nontrivial scenario, where two marginals are known in a tripartite quantum system-is QSZKcomplete. The result hints that finding the maximum entropy compatible state should be in general not feasible, with a step by step entropy-monotonic procedure.

Then, we determined a subclass of density operators where the addressed problem is in P. Concretely, by observing that the problem at hand naturally abstracts the inference problem for classical probability distribution within graphical models, we ask whether an exact efficient max-entropy learning procedure is limited to classical Markovian systemsthe set of constraints is a tree-structured set of mutually commuting density operators. We generalize and extend the classical procedure to a larger subset of density operators, namely two-body marginals compatible with a quantum Markov tree (QMT), whose 3chains are polynomial-time quantum Markov chains. In addition, for a general set of quantum states whose 3-subchains are quantum Markov chains, we were able to generalize the Chow-Liu algorithm for extracting the optimal QMT. Moreover, we showed that, in the case at hand, the maximum entropy quantum state could be constructed by a polynomialtime quantum circuit.

We stress that the obtained procedures overcome the quantum marginal problem, for which a solution is known in the case of compatibility of the provided set of marginals with a QMT.

Understanding other classes of quantum states for which this problem is tractable (at least in quantum polynomial time) would be a relevant problem. In particular, a further study on the robustness of the procedure can shed some light on the power of quantum machine learning techniques on solving the same problem beyond the Markovian assumption. Indeed, differently from the classical scenario, quantum Markov chains have been proven to be in general distant in trace distance from approximately-Markovian chains-that is, tripartite density operators $\rho_{A B C}$ s.t. $I_{\rho}(A: B \mid C) \ll \epsilon, \epsilon>0$ —and the result naturally extends to QMT and many body density operators.
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## Abbreviations

The following abbreviations are used in this manuscript:

| MDPI | Multidisciplinary Digital Publishing Institute |
| :--- | :--- |
| DOAJ | Directory of open access journals |
| TLA | Three letter acronym |
| LD | linear dichroism |
| QSZK | Quantum Statistical Zero Knowledge |
| CPTP | Completely Positive Trace Preserving |
| QMA | Quantum Merlin Arthur |
| QCMP | Quantum Compatible Marginal Problem |
| MECMP | Maximum Entropy Compatible Marginal Problem |
| BQP | Bounded-Error Quantum Polynomial Time |
| (3c)QED | (3-chain) Quantum Entropy Difference |
| QSD | Quantum Statistical Difference |
| QMC | Quantum Markov Chain |
| QMT | Quantum Markov Tree |

## Appendix A. Lemmas for Theorem 1

To perform the proof of Theorem 1, we need the following lemmas.
Lemma A1 (Polarization lemma, Theorem 5 in [25]). Let $\alpha$ and $\beta$ satisfy $0 \leq \alpha<\beta^{2} \leq 1$. Then, there is a deterministic polynomial-time procedure that, on input $\left(Q_{0}, Q_{1}, 1^{n}\right)$ where $Q_{0}$ and $Q_{1}$ are quantum circuits, outputs descriptions of quantum circuits $\left(R_{0}, R_{1}\right)$ (each having size polynomial in $n$ and in the size of $Q_{0}$ and $Q_{1}$ ) such that

$$
\begin{aligned}
& \left\|\rho_{0}-\rho_{1}\right\|_{\mathrm{tr}} \leq \alpha \quad \Rightarrow\left\|\mu_{0}-\mu_{1}\right\|_{\mathrm{tr}} \leq 2^{-n} \\
& \left\|\rho_{0}-\rho_{1}\right\|_{\mathrm{tr}} \geq \beta \Rightarrow\left\|\mu_{0}-\mu_{1}\right\|_{\mathrm{tr}} \geq 1-2^{-n}
\end{aligned}
$$

The proof of the following lemmas can be found in [38].
Lemma A2 (Joint entropy theorem [38]). Suppose $p_{i}$ are probabilities, $|i\rangle$ are orthogonal states for a system $A$ and $\rho_{i}$ is any set of density operators for another system $B$. Then,

$$
\begin{equation*}
S\left(\sum_{i} p_{i}|i\rangle\langle i| \otimes \rho_{i}\right)=H\left(p_{i}\right)+\sum_{i} p_{i} S\left(\rho_{i}\right) \tag{A1}
\end{equation*}
$$

Lemma A3 (Fannes' inequality [38]). Suppose $\rho$ and $\sigma$ are density matrices over a Hilbert space of dimension $d$. Suppose further that the trace distance between them satisfies $t=\|\rho-\sigma\|_{\mathrm{tr}} \leq$ $1 / e$. Then,

$$
\begin{equation*}
|S(\rho)-S(\sigma)| \leq t(\ln d-\ln t) \tag{A2}
\end{equation*}
$$

Lemma A4 (Lemma 3.2 in [44]). Let $\rho_{0}$ and $\rho_{1}$ be two density matrices, and let $\rho=\frac{1}{2}\left(\rho_{0}+\rho_{1}\right)$. If there exists a measurement with outcome 0 or 1 such that making the measurement on $\rho_{b}$ yields the bit $b$ with probability at least $p$, then

$$
\begin{equation*}
S(\rho) \geq \frac{1}{2}\left[S\left(\rho_{0}\right)+S\left(\rho_{1}\right)\right]+(1-H(p)) \tag{A3}
\end{equation*}
$$

In particular, by choosing the right observable we have
Lemma A5 (Theorem 1 in [25]). Let $\rho_{0}$ and $\rho_{1}$ be two density matrices, and let $\rho=\frac{1}{2}\left(\rho_{0}+\rho_{1}\right)$. Then,

$$
\begin{equation*}
S(\rho) \geq \frac{1}{2}\left[S\left(\rho_{0}\right)+S\left(\rho_{1}\right)\right]+\left(1-H\left(\frac{1}{2}+\frac{\left\|\rho_{0}-\rho_{1}\right\|_{\mathrm{tr}}}{2}\right)\right) \tag{A4}
\end{equation*}
$$

## Appendix B. Proof of the Central Lemma 1

The proof of the lemma comes straightforwardly from the following definitions and previously established theorems.

Definition A1. Let $\mathcal{H}$ be a finite dimensional Hilbert space and $\rho_{i} \in \mathcal{B}(\mathcal{H}), i=1,2$, density operators. Their relative entropy is defined as:

$$
S\left(\rho_{1} \| \rho_{2}\right):= \begin{cases}\operatorname{Tr} \rho_{1}\left(\log \rho_{1}-\log \rho_{2}\right) & \text { if } \operatorname{supp}\left(\rho_{1}\right) \subseteq \operatorname{supp}\left(\rho_{2}\right)  \tag{A5}\\ +\infty & \text { otherwise }\end{cases}
$$

Originally defined by Umegaki [45]. A relevant property of the quantum relative entropy is its monotonicity under CPTP maps, also known as Uhlmann's theorem [46].

Theorem A1. Let $\mathcal{H}$ and $\mathcal{K}$ be finite dimensional Hilbert spaces, $\rho_{i} \in \mathcal{B}(\mathcal{H}), i=1,2$, density operators with $\operatorname{supp}\left(\rho_{1}\right) \subseteq \operatorname{supp}\left(\rho_{2}\right)$. For a $C P T P$ map $\Phi: \mathcal{B}(\mathcal{H}) \rightarrow \mathcal{B}(\mathcal{K})$ the following inequality holds:

$$
\begin{equation*}
S\left(\rho_{1} \| \rho_{2}\right) \geq S\left(\Phi\left(\rho_{1}\right) \| \Phi\left(\rho_{2}\right)\right) \tag{A6}
\end{equation*}
$$

Corollary A1. The von Neumann entropy is strong sub-additivite:

$$
\begin{equation*}
S\left(\rho_{A B C} \| \rho_{A B} \otimes \frac{i d_{c}}{d_{C}}\right) \geq S\left(\rho_{B C} \| \rho_{B} \otimes \frac{i d_{c}}{d_{C}}\right) \tag{A7}
\end{equation*}
$$

Proof of Corollary A1. Observe that setting in (A6) $\rho_{1} \rightarrow \rho_{A B C}, \rho_{2} \rightarrow \rho_{A B} \otimes \mathrm{id}_{C} / d_{C}$ and $\phi(\cdot) \rightarrow \operatorname{Tr}_{A}[\cdot]$, we obtain which is equivalent to the non-negativity of the quantum conditional mutual information $I_{\rho}(A: C \mid B) \geq 0$.

The following two theorems characterize the case of the equality and they will be the core of the proof of Lemma 1.

Theorem A2 (Theorem 2 in [47]). Let $\Phi: \mathcal{B}(\mathcal{H}) \rightarrow \mathcal{B}(\mathcal{K})$ be a CPTP map and let $\rho_{i} \in \mathcal{B}(\mathcal{H})$, $i=1,2$, and $\phi\left(\rho_{i}\right) \in \mathcal{B}(\mathcal{K})$ be all invertible density operators. Then, the equality holds in the Uhlmann theorem iff the following equivalent conditions hold:
(i) $\phi^{+}\left(\phi\left(\rho_{2}\right)^{i t} \phi\left(\rho_{1}\right)^{-i t}\right)=\rho_{2}^{i t} \rho_{1}^{-i t} t \in \mathbb{R}$;
(ii) $\phi^{\dagger}\left(\log \phi\left(\rho_{1}\right)-\log \phi\left(\rho_{2}\right)\right)=\log \rho_{1}-\log \rho_{2}$;
where (ii) is obtained differentiating (i) in $t=0$.
The adjoint map $\phi^{\dagger}(\cdot)$ is understood with respect to the Hilbert-Schmidt inner product.

Theorem A3 (Theorem 5.2 in [35]). A tripartite state $\rho_{A B C} \in \mathcal{B}\left(\mathcal{H}_{A B C}\right)$ is a QMC in the order $A-B-C$ iff $I_{\rho}(A: C \mid B)=0$. Furthermore, one can always choose as recovery map the rotated Petz map:

$$
\begin{equation*}
\mathcal{P}_{B \rightarrow B C}^{t}(X):=\rho_{B C}^{\frac{1+i t}{2}}\left(\rho_{B}^{-\frac{1+i t}{2}} X \rho_{B}^{-\frac{1-i t}{2}} \otimes i d_{C}\right) \rho_{B C}^{\frac{1-i t}{2}}, \text { for any } X \in \mathcal{B}\left(\mathcal{H}_{B}\right), t \in \mathbb{R} \tag{A8}
\end{equation*}
$$

## Proof of Theorem A3 of Lemma 1.

$(\mathbf{3} \Rightarrow \mathbf{1})$ This implication comes for free from the definition of QMC. Moreover, the map $\mathcal{P}_{B \rightarrow B C}(\cdot)$ is clearly CPTP. The complete positivity indeed comes for free from the Hermitianicity of $\rho_{B} \otimes \operatorname{id}_{C} / d_{C}$ and $\rho_{B C}$, then of their square-roots.
$(1 \Rightarrow 3)$ Equation (A8) for $t=0$ gives exactly the Petz map in (3), so the implication comes as corollary of Theorem A3.
( $\mathbf{1} \Leftrightarrow \mathbf{2}$ ) This follows from the statement of Theorem A3.
( $2 \Leftrightarrow 4$ ) It comes as corollary of Theorem A2, using the settings in Corollary A1.

## Appendix C. Lemmas for Theorem 2 and 3

We need the following Lemmas to derive the proof.
Lemma A6. Let $\mathbb{X}=\{A, B, C, D\}$ be the labeling of parts of a finite dimensional Hilbert space $\mathcal{H}$ and $\mathcal{C}=\left\{\rho_{X Y} \in \mathcal{B}\left(\mathcal{H}_{X Y}\right), X, Y \in \mathbb{X}\right\}$ an admissible set of two-body marginals. Assume $\rho_{A B}, \rho_{B C} \in \mathcal{C}$ and $\exists \tilde{\rho}_{A B C} \in \mathcal{B}\left(\mathcal{H}_{A B C}\right): \tilde{\rho}_{A B C} \in \operatorname{Comp}\left(\rho_{A B}, \rho_{B C}\right)$ such that

$$
\begin{equation*}
I_{\rho}(A: C \mid B)=0 \tag{A9}
\end{equation*}
$$

(a) If the associate graph $\mathcal{G}_{\mathcal{C}}$ is a chain $A-B-C-D$ (i.e., $\mathcal{C}=\left\{\rho_{A B}, \rho_{B C}, \rho_{C D}\right\}$ ) then

$$
\begin{align*}
& \exists \tilde{\rho} \in \mathcal{B}(\mathcal{H}): \tilde{\rho} \in \operatorname{Comp}(\mathcal{C}) \text { s.t } I_{\rho}(A: C D \mid B)=0 \quad \text { iff } \\
& \exists \tilde{\rho}_{B C D} \in \mathcal{B}\left(\mathcal{H}_{B C D}\right): \tilde{\rho}_{B C D} \in \operatorname{Comp}\left(\rho_{B C}, \rho_{C D}\right) \text { s.t } I_{\rho}(B: D \mid C)=0 . \tag{A10}
\end{align*}
$$

(b) If the associate graph $\mathcal{G}_{\mathcal{C}}$ is a star centered in $B$ (i.e., $\mathcal{C}=\left\{\rho_{A B}, \rho_{B C}, \rho_{B D}\right\}$ )

then

$$
\begin{equation*}
\exists \tilde{\rho} \in \mathcal{B}(\mathcal{H}): \tilde{\rho} \in \operatorname{Comp}(\mathcal{C}) \text { s.t } I_{\rho}(A: C D \mid B)=0 \quad \text { iff } \tag{A12}
\end{equation*}
$$

(i) $\exists \tilde{\rho}_{C B D} \in \operatorname{Comp}\left(\rho_{B C}, \rho_{B D}\right), \tilde{\rho}_{B C D} \in \mathcal{B}\left(\mathcal{H}_{B C D}\right)$ s.t. $I_{\rho}(C: D \mid B)=0$ and
(ii) $\exists \tilde{\rho}_{A B D} \in \operatorname{Comp}\left(\rho_{A B}, \rho_{B D}\right), \tilde{\rho}_{A B D} \in \mathcal{B}\left(\mathcal{H}_{A B D}\right)$ s.t. $I_{\rho}(A: D \mid B)=0$.

In both the cases, $\tilde{\rho}=\arg \max _{\rho \in \operatorname{Comp}(\mathcal{C})} S(\rho)$ and factorizes over the elements of $\mathcal{C}$ via Petz following a constructive ordering for $\mathcal{C}$.

Proof of Lemma A6. We prove cases (a) and (b) together, but each direction of the equivalence at a time. We notice than one direction follows easily from the chain rule, we start with that direction $(\Leftarrow)$ Recall the chain rule for quantum conditional mutual information:

$$
\begin{align*}
I_{\rho}\left(A: X_{1}, \ldots, X_{n} \mid B\right)=I_{\rho}\left(A: X_{1} \mid B\right)+ & I_{\rho}\left(A: X_{2} \mid B X_{1}\right)+ \\
& +\cdots+I_{\rho}\left(A: X_{n} \mid B X_{1}, \ldots, X_{n-1}\right) \tag{A13}
\end{align*}
$$

and recall that the conditional mutual information is non negative.

Case (a)

$$
\begin{equation*}
I_{\rho}(A B: D \mid C)=I_{\rho}(B: D \mid C)+I_{\rho}(B: D \mid A C)=0 \quad \Rightarrow \quad I_{\rho}(B: D \mid C)=0 \tag{A14}
\end{equation*}
$$

The case (b) is analogous:

$$
\begin{align*}
I_{\rho}(A C: D \mid B)=I_{\rho}(A: D \mid B)+I_{\rho}(A: D \mid B C)=0 & \Rightarrow \quad I_{\rho}(A: D \mid B)=0 \\
I_{\rho}(A C: D \mid B)=I_{\rho}(C: D \mid B)+I_{\rho}(C: D \mid A B)=0 & \Rightarrow \quad I_{\rho}(C: D \mid B)=0 \tag{A15}
\end{align*}
$$

$(\Rightarrow)$ (a) To prove the other direction of the statement, we show that there exists a $\tilde{\rho} \in \mathcal{B}(\mathcal{H}): \tilde{\rho} \in \operatorname{Comp}\left(\tilde{\rho}_{A B C}, \tilde{\rho}_{B C D}\right)$ and QMC on the order AB-C-D.

By hypothesis and using Lemma 1, the tripartite states can be recovered from two of its two-body marginals using the Petz recovery map:

$$
\begin{align*}
& I_{\rho}(A: C \mid B)=0 \quad \text { iff } \quad \tilde{\rho}_{A B C}=\rho_{B C}^{\frac{1}{2}} \rho_{B}^{-\frac{1}{2}} \rho_{A B} \rho_{B}^{-\frac{1}{2}} \rho_{B C}^{\frac{1}{2}}=\rho_{A B}^{\frac{1}{2}} \rho_{B}^{-\frac{1}{2}} \rho_{B C} \rho_{B}^{-\frac{1}{2}} \rho_{A B}^{\frac{1}{2}}  \tag{A16}\\
& I_{\rho}(B: D \mid C)=0 \quad \text { iff } \quad \tilde{\rho}_{B C D}=\rho_{B C}^{\frac{1}{2}} \rho_{C}^{-\frac{1}{2}} \rho_{C D} \rho_{C}^{-\frac{1}{2}} \rho_{B C}^{\frac{1}{2}}=\rho_{C D}^{\frac{1}{2}} \rho_{C}^{-\frac{1}{2}} \rho_{B C} \rho_{C}^{-\frac{1}{2}} \rho_{C D}^{\frac{1}{2}} \tag{A17}
\end{align*}
$$

Using Lemma 2, we check the compatibility of the two marginals with the desired QMC showing that the operator $\Theta_{A B C D}:=\tilde{\rho}_{A B C}^{\frac{1}{2}} \rho_{C}^{-\frac{1}{2}} \rho_{C D}^{\frac{1}{2}}$ is normal:

$$
\begin{align*}
\Theta_{A B C D} \Theta_{A B C D}^{+} & =\tilde{\rho}_{A B C}^{\frac{1}{2}} \rho_{C}^{-\frac{1}{2}} \rho_{C D} \rho_{C}^{-\frac{1}{2}} \tilde{\rho}_{A B C}^{\frac{1}{2}}  \tag{A18}\\
& =\rho_{A B}^{\frac{1}{2}} \rho_{B}^{-\frac{1}{2}} \underbrace{\rho_{B C}^{\frac{1}{2}} \rho_{C}^{-\frac{1}{2}} \rho_{C D} \rho_{C}^{-\frac{1}{2}} \rho_{B C}^{\frac{1}{2}}}_{\tilde{\rho}_{B C D}} \rho_{B}^{-\frac{1}{2}} \rho_{A B}^{\frac{1}{2}}  \tag{A19}\\
& =\underbrace{\rho_{A B}^{\frac{1}{2}} \rho_{B}^{-\frac{1}{2}} \rho_{C D}^{\frac{1}{2}} \rho_{C}^{-\frac{1}{2}} \rho_{B C} \underbrace{\rho_{C}^{-\frac{1}{2}} \rho_{C D}^{\frac{1}{2}} \rho_{B}^{-\frac{1}{2}} \rho_{A B}^{\frac{1}{2}}}}  \tag{A20}\\
& =\rho_{C D}^{\frac{1}{2}} \rho_{C}^{-\frac{1}{2}} \underbrace{\rho_{A B}^{\frac{1}{2}} \rho_{B}^{-\frac{1}{2}} \rho_{B C} \rho_{B}^{-\frac{1}{2}} \rho_{A B}^{\frac{1}{2}}}_{\tilde{\rho}_{A B C}} \rho_{C}^{-\frac{1}{2}} \rho_{C D}^{\frac{1}{2}}  \tag{A21}\\
& =\Theta_{A B C D}^{\dagger} \Theta_{A B C D} . \tag{A22}
\end{align*}
$$

Equality in Equation (A19) follows for Equation (A16) and Lemma 2. Equality in Equation (A20) follows from permuting density operators in different Hilbert spaces.
(b) Similarly to (a), we show that there exists a $\tilde{\rho} \in \mathcal{B}(\mathcal{H}): \tilde{\rho} \in \operatorname{Comp}\left(\tilde{\rho}_{A B C}, \tilde{\rho}_{C B D}, \tilde{\rho}_{A B D}\right)$ and QMC on the order AC-B-D. Again, using Lemma 1, the tripartite states can be recovered from two of its two-body marginals using the Petz recovery map:

$$
\begin{gather*}
I_{\rho}(A: C \mid B)=0 \quad \text { iff } \quad \tilde{\rho}_{A B C}=\rho_{B C}^{\frac{1}{2}} \rho_{B}^{-\frac{1}{2}} \rho_{A B} \rho_{B}^{-\frac{1}{2}} \rho_{B C}^{\frac{1}{2}}=\rho_{A B}^{\frac{1}{2}} \rho_{B}^{-\frac{1}{2}} \rho_{B C} \rho_{B}^{-\frac{1}{2}} \rho_{A B^{\prime}}^{\frac{1}{2}}  \tag{A23}\\
I_{\rho}(C: D \mid B)=0 \quad \text { iff } \quad \tilde{\rho}_{C B D}=\rho_{B C}^{\frac{1}{2}} \rho_{B}^{-\frac{1}{2}} \rho_{B D} \rho_{B}^{-\frac{1}{2}} \rho_{B C}^{\frac{1}{2}}=\rho_{B C}^{\frac{1}{2}} \rho_{B}^{-\frac{1}{2}} \rho_{B D} \rho_{B}^{-\frac{1}{2}} \rho_{B C^{\prime}}^{\frac{1}{2}}  \tag{A24}\\
I_{\rho}(A: D \mid B)=0 \quad \text { iff } \quad \tilde{\rho}_{A B D}=\rho_{A B}^{\frac{1}{2}} \rho_{B}^{-\frac{1}{2}} \rho_{B D} \rho_{B}^{-\frac{1}{2}} \rho_{A B}^{\frac{1}{2}}=\rho_{A B}^{\frac{1}{2}} \rho_{B}^{-\frac{1}{2}} \rho_{B D} \rho_{B}^{-\frac{1}{2}} \rho_{A B}^{\frac{1}{2}} \tag{A25}
\end{gather*}
$$

First, by using Lemma 2, we check the compatibility of the two marginals $\rho_{B D}$ and $\rho_{A B C}$ with the desired QMC showing that the operator $\Theta_{A B C D}:=\tilde{\rho}_{A B C}^{\frac{1}{2}} \rho_{B}^{-\frac{1}{2}} \rho_{B D}^{\frac{1}{2}}$ is normal:

$$
\begin{align*}
\Theta_{A B C D} \Theta_{A B C D}^{+} & =\tilde{\rho}_{A B C}^{\frac{1}{2}} \rho_{B}^{-\frac{1}{2}} \rho_{B D} \rho_{B}^{-\frac{1}{2}} \rho_{A B C}^{\frac{1}{2}}  \tag{A26}\\
& =\rho_{A B}^{\frac{1}{2}} \rho_{B}^{-\frac{1}{2}} \underbrace{\rho_{B C}^{\frac{1}{2}} \rho_{B}^{-\frac{1}{2}} \rho_{B D} \rho_{B}^{-\frac{1}{2}} \rho_{B C}^{\frac{1}{2}}}_{\tilde{\rho}_{B C D}} \rho_{B}^{-\frac{1}{2}} \rho_{A B}^{\frac{1}{2}}  \tag{A27}\\
& =\underbrace{\rho_{A B}^{\frac{1}{2}} \rho_{B}^{-\frac{1}{2}} \rho_{B D}^{\frac{1}{2}} \rho_{B}^{-\frac{1}{2}} \rho_{B C} \rho_{B}^{-\frac{1}{2}} \underbrace{\rho_{B D}^{\frac{1}{2}} \rho_{B}^{-\frac{1}{2}} \rho_{A B}^{\frac{1}{2}}}_{\tilde{\rho}_{A B D}}}_{\tilde{\rho}_{A B D}}  \tag{A28}\\
& =\rho_{B D}^{\frac{1}{2}} \rho_{B}^{-\frac{1}{2}} \underbrace{\rho_{A B}^{\frac{1}{2}} \rho_{B}^{-\frac{1}{2}} \rho_{B C} \rho_{B}^{-\frac{1}{2}} \rho_{A B}^{\frac{1}{2}}}_{\tilde{\rho}_{A B C}} \rho_{B}^{-\frac{1}{2}} \rho_{B D}^{\frac{1}{2}}  \tag{A29}\\
& =\Theta_{A B C D}^{+} \Theta_{A B C D} . \tag{A30}
\end{align*}
$$

Moreover, the $\mathrm{QMC} \tilde{\rho}=\Theta_{A B C D} \Theta_{A B C D}^{\dagger}$ is in $\operatorname{Comp}\left(\tilde{\rho}_{A B C}, \tilde{\rho}_{C B D}, \tilde{\rho}_{A B D}\right)$ by using Equations (A23)-(A25).

The previous lemma can be trivially extended to the n-partite scenario, i.e., to an arbitrary chain and a star:

Corollary A2. Let $\mathbb{X}=\left\{X_{1}, \ldots X_{n}\right\}$ be the labeling set of the parts of a finite dimensional Hilbert space $\mathcal{H}$ and $\mathcal{C}=\left\{\rho_{X Y} \in \mathcal{B}\left(\mathcal{H}_{X Y}\right), X, Y \in \mathbb{X}\right\}$ a set of two-body marginals on it classically compatible. Assume $\mathcal{G}_{\mathcal{C}}$ is a star centered in some $Y \in \mathbb{X}$, i.e., $\mathcal{C}=\left\{\rho_{X_{i} Y} Y, i=1, \ldots, n-1\right\}$ then there exists $\tilde{\rho} \in \mathcal{B}(\mathcal{H}): \tilde{\rho} \in \operatorname{Comp}(\mathcal{C})$ such that $\tilde{\rho}$ is a quantum Markov network iff

$$
\begin{equation*}
I_{\rho}\left(X_{i}: X_{j} \mid Y\right)=0 \forall i \neq j \in 1, \ldots, n-1 \tag{A31}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\tilde{\rho}=\arg \max _{\rho \in \operatorname{Comp}(\mathcal{C})} S(\rho) \tag{A32}
\end{equation*}
$$

and factorizes over the elements of $\mathcal{C}$ via Petz following a constructive ordering for $\mathcal{C}$.
Proof of Corollary A2. The proof follows by adding at each step a node to the setting of Lemma A6 (case b). Shortly, consider the constructive ordering for the graph $\mathbb{X}=$ $\left\{Y, X_{1}, \ldots, X_{n}\right\}$. Start from graph $\mathcal{G}_{3}$, where $V_{3} \equiv Y, X_{1}, X_{2}, X_{3}$, clearly in this case we are in the situation of Lemma A6 (b), then:

$$
\begin{equation*}
I_{\rho}\left(X_{2}: X_{1} \mid Y\right)=0 I_{\rho}\left(X_{3}: X_{1} \mid Y\right)=0 \Leftrightarrow I_{\rho}\left(X_{3}: X_{1} X_{2} \mid Y\right)=0 \tag{A33}
\end{equation*}
$$

Observe that the two conditions $I_{\rho}\left(X_{3}: X_{1} X_{1} \mid Y\right)=0$ and $I_{\rho}\left(X_{2}: X_{1} \mid Y\right)=0$ are those required by Theorem 2 s.t. there exists a Petz-factorizable d.o. $\rho_{3}$ over $\mathcal{G}_{3}$. Next, we add the link $X_{4}-Y$ to the graph and verify that $I_{\rho}\left(X_{4}: X_{1} X_{2} X_{3} \mid Y\right)=0$ also holds. We need to use again Theorem 2 to construct a Petz-factorizable $\rho_{4}$. This condition follows by applying Lemma A6 (b):

$$
\begin{array}{r}
I_{\rho}\left(X_{4}: X_{1} X_{2} X_{3} \mid Y\right)=0 \text { iff } \\
I_{\rho}\left(X_{3}: X_{1} X_{2} \mid Y\right)=0 \text { and } I_{\rho}\left(X_{4}: X_{1} X_{2} \mid Y\right)=0 \tag{A34}
\end{array}
$$

where the first condition is the one we got in the previous step, the second comes from Lemma A6 (b):

$$
\begin{array}{r}
I_{\rho}\left(X_{4}: X_{1} X_{2} \mid Y\right)=0 \text { iff } \\
I_{\rho}\left(X_{4}: X_{1} \mid Y\right)=0 \text { and } I_{\rho}\left(X_{4}: X_{2} \mid Y\right)=0 . \tag{A35}
\end{array}
$$

Then, we keep adding nodes and decomposing the next required condition by Theorem 2. We notice that at each step, i.e., every time we add a node, in order to have a Petz decomposable d.o. on the new graph we have to add to the previous set of 3-chains, all the new 3-chains, i.e., the ones that involve the last added node.

Lemma A7. Let $\rho \in \mathcal{B}(\mathcal{H})$, where $\mathbb{X}=\left\{X_{1}, \ldots, X_{n}\right\}$ and $\mathcal{H}=\bigotimes_{i=1}^{n} \mathcal{H}_{X_{i}}$, such that $\rho \in$ $\operatorname{Comp}(\mathcal{C})$ with $\mathcal{G}_{\mathcal{C}}$ a tree (i.e., we work under Assumption 1, and take $X_{1}<\cdots<X_{n}$ the constructive order). If for some $\ell \leq n$ the following conditions hold

$$
\begin{equation*}
I_{\rho_{j}}\left(X_{i}: \overline{Y_{j}} \mid Y_{j}\right)=0, \forall j=3, \ldots, \ell \tag{A36}
\end{equation*}
$$

then, by taking any $i$ and $m_{i} \geq i$ such that

$$
\begin{equation*}
\left.\operatorname{deg} X_{i}\right|_{\mathcal{G}_{i}}=\left.\operatorname{deg} X_{i}\right|_{\mathcal{G}_{m_{i}}} \quad \text { and }\left.\quad \operatorname{deg} Y_{i}\right|_{\mathcal{G}_{i}}=\left.\operatorname{deg} Y_{i}\right|_{\mathcal{G}_{m_{i}}} \tag{A37}
\end{equation*}
$$

the following conditions also hold

$$
\begin{equation*}
I_{\rho}\left(X_{i}: V_{r_{i}} \backslash\left\{X_{i}, Y_{i}\right\} \mid Y_{i}\right)=0, \forall r_{i}: i \leq r_{i} \leq m_{i} \leq \ell \tag{A38}
\end{equation*}
$$

Proof of Lemma A7. Take that Equation (A36) with $j=\rho_{r_{i}}$. By Theorem 2, we know that $\rho_{r_{i}}$ factorizes via Petz over its two-body marginals according to $\mathcal{C}_{r_{i}}$. Then, set

$$
\begin{equation*}
\Delta_{k}:=\rho_{X_{k} Y_{k}}^{\frac{1}{2}} \rho_{Y_{k}}^{-\frac{1}{2}} \tag{A39}
\end{equation*}
$$

it follows that the factorization via Petz can be written as follows:

$$
\begin{equation*}
\rho_{r_{i}}=\Delta_{r_{i}} \Delta_{r_{i}-1} \ldots \Delta_{i} \ldots \ldots \rho_{X_{1} X_{2}} \ldots \Delta_{i} \ldots \Delta_{r_{i}-1} \Delta_{r_{i}} \tag{A40}
\end{equation*}
$$

where, in general, $\left[\Delta_{i}, \Delta_{j}\right] \neq 0$. Note that, from the definition of $m_{i}$ it must be the case that $\left[\Delta_{r_{i}}, \Delta_{s}\right]=0 \forall s: i \leq s \leq r_{i}$. This follows since Equation (A37) imposes that no more nodes are connected to $X_{i}$ and $Y_{i}$ when adding nodes from step $i$ to $m_{i}$; and therefore, the additional $\Delta_{k}$ 's operate on different Hilbert spaces. Then, Equation (A40) is to be written as:

$$
\begin{equation*}
\rho_{k}=\Delta_{i} \ldots \Delta_{r_{i}} \ldots \rho_{X_{1} X_{2}} \ldots \Delta_{r_{i}} \ldots \Delta_{i} . \tag{A41}
\end{equation*}
$$

Now consider a new, but equivalent, constructive ordering $<^{\prime}$

$$
\begin{equation*}
X_{1}<^{\prime} \cdots<^{\prime} X_{i-1}<^{\prime} X_{r_{i}}<^{\prime} X_{i+1}<^{\prime} \cdots<^{\prime} X_{r_{i}-1}<^{\prime} X_{i} \tag{A42}
\end{equation*}
$$

obtained from the order $<$ by exchanging $r_{i}$ with $i$. By using Theorem 2 (ii) with the order $<^{\prime}$, we get in $\mathcal{C}_{r_{i}}^{\prime}$ the condition

$$
\begin{equation*}
I_{\rho_{r_{i}^{\prime}}}\left(X_{r_{i}^{\prime}}: \overline{Y_{r_{i}^{\prime}}} \mid Y_{r_{i}^{\prime}}\right)=0 \tag{A43}
\end{equation*}
$$

Which for the usual order $<$ can be stated as:

$$
\begin{equation*}
I_{\rho}\left(X_{i}: V_{r_{i}} \backslash\left\{X_{i}, Y_{i}\right\} \mid Y_{i}\right)=0 \tag{A44}
\end{equation*}
$$

The latter equality is valid for all $r_{i}: i \leq r_{i} \leq m_{i} \leq \ell$, since the only property used was the fact that $\left.\operatorname{deg} X_{i}\right|_{\mathcal{G}_{i}}=\left.\operatorname{deg} X_{i}\right|_{\mathcal{G}_{r_{i}}}$.

## Appendix D. Number of 3-Chains

Proof of Lemma 3. We make the proof by counting, for each node $X_{i}$, how many 3-chains $X_{j}-X_{i}-X_{k}$ can be formed, and summing all of them afterwards.

For a spanning tree, the lower bound is the number of 3 -chains in a $n$-chain (all nodes have degree 2 , with exception of the root and the leaf). In this case, every node is the
central node of only one 3-chain, aside for the root and the leaf; thus, $\# c=n-2$. The upper bound is derived by counting the number of 3 -chains in a $n$-star (there is a root and all the remaining nodes are leaves). The root, say $Y$, has $\operatorname{deg} Y=n-1$, and the remaining nodes (enumerate them as $X_{1}, \ldots X_{n-1}$ ), have degree one. In this case, consider the first edge $X_{1} Y$, it can be linked through $Y$ to more $n-2$ nodes, which also gives the number of 3-chains it can be part of. The next edge $X_{2} Y$, it can be connected through $Y$ to $n-3$ nodes to form $n-3$ different chains (the chain $X_{2}-Y-X_{1}$ is the same as $X_{1}-Y-X_{2}$, which has been already counted for). It is now clear that the number of 3 -chains in an $n$-star is

$$
\begin{equation*}
\# c_{i}=\sum_{k=2}^{n}(n-k)=\sum_{k=1}^{n-2} k=\frac{1}{2}(n-1)(n-2) . \tag{A45}
\end{equation*}
$$

The number of chains in a $n$-star is also the number of 3 -chains that a node contributes in a complete graph. Then, to obtain the number of 3-chains in a complete graph it is enough to multiply Equation (A45) by the number of nodes, and so $\# c=n \# c_{i}=\frac{1}{2} n(n-1)(n-2)$.

Another way of obtaining this value consists in using well-known formulas from combinatorial calculus, and observing that the number of 3-chains in a complete graph of $n$ vertices is the number of simple dispositions, i.e., the number of ordered sequences of length 3 without repetitions in a set of $n$ elements, divided by two. The factor 2 comes from the symmetry of the 3 -chains; that is, $A-B-C$ is the same 3 -chain as $C-B-A$. Then, once again,

$$
\begin{equation*}
\# c=\frac{1}{2} \frac{n!}{(n-3)!}=\frac{1}{2} n(n-1)(n-2) \tag{A46}
\end{equation*}
$$
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#### Abstract

In this paper we investigate the effects of a quantum algorithm which increases the amplitude of the states corresponding to the solutions of the partition problem by a factor of almost two. The study is limited to one iteration.


Keywords: amplitude amplification; subset sum problem; quantum algorithms; computational efficiency

## 1. Introduction and Preliminaries

Quantum computing promises to offer a different paradigm for solving long standing complex problems. Shor's algorithm [1] is a clear example of the success of the application of quantum computation to a difficult problem, the factoring of integers. Other algorithms like Deutsch-Josza's [2] or Grover's [3] give strong hints that the intrinsic parallelism of quantum computation could be used in order to efficiently solve computationally complex problems. In particular, Grover's algorithm uses the concept of an oracle $f(x)$ which, given a configuration $x$ of the problem at hand, computes whether or not $x$ is a solution of the problem. In other words, if $x$ is a configuration that solves an instance of a combinatorial problem then the oracle returns $f(x)=1$ otherwise the oracle outputs $f(x)=0$. By using this oracle, Grover's algorithm is capable of speeding up the time to search for a solution of many, very complex, combinatorial problems. In Grover's algorithm the Grover iteration amplifies the amplitude of the configuration states corresponding to solutions of the problem (i.e., those states $x$ for which $f(x)=1$ ) by a factor less than $O(1 / \sqrt{N})$ (in the worst case in which there is only one configuration which is the solution of the problem), where $N=2^{n}$ is the number of possible configurations. In this way, after approximately $O(\sqrt{N})$ iterations, the amplitudes of the states corresponding to the solutions of the problem approach 1 .

We exploit the parallelism of quantum computation, therefore devising a quantum algorithm that is capable of doubling the amplitude of the states corresponding to the solution of a problem. In this paper, we will focus on the subset sum problem, a well known NP-complete problem. The subset sum problem is very important both at a theoretical level in complexity theory, and at a practical level in applications such as cryptography. The problem can be stated in the following way in which we denote by $\mathbb{N}^{+}$, the set of non-zero natural numbers. Let $E$ be a finite set of elements, $s: E \rightarrow \mathbb{N}^{+}$a function and $W \in \mathbb{N}^{+}$a target number. The subset sum problem wonders whether there exists a subset $E^{\prime} \subset E$ such that $\sum_{e \in E^{\prime}} s(e)=W$. Usually this problem can also be reformulated as follows There exists a subset $E^{\prime} \subset E$ such that $\sum_{e \in E^{\prime}} s(e)=\sum_{e \in E \backslash E^{\prime}} s(e)$ ? In this later formulation it is called the partition problem (PP) [4]. From now on we do not lose any generality in
considering the set $E$ equals the set of the first $|E|$ natural numbers; that is, we always consider $E=\{0,1, \ldots, n-1\}$. Furthermore, we note that if PP has a solution $E^{\prime}$ then $E-E^{\prime}$ is also a solution of the PP.

The literature is abundant in the study of this problem, for which the dynamic programming solving strategy is the most commonly applied. More recently, it has also been approached from the point of view of quantum computing, among these references we can mention [5] where an instance of the subset sum problem can be implemented by a quantum algorithm using the nuclear magnetic resonance (NMR) technique. In that paper, even at a very early stage and with a low number of qubits, they limit themselves to showing that the problem can be approached from this new perspective.

In [6], the authors studied the problem through both an asymptotic heuristic and a new data structure for using quantum gates. There, the possibility of obtaining an improvement over classical algorithms is shown, specifically the Howgrave-Graham-Joux [7], which of course is fully coherent with the NP $\subseteq$ BQP conjecture, obtaining a bound time $\tilde{O}\left(2^{2 / 3 n}\right)$.

More recently, in 2018, Helm and May [8] proposed a quantum algorithm that reduces the heuristic time to $\tilde{O}\left(2^{0.226 n}\right)$. A couple of years later, Li and Li [9] reduced this time beyond that, i.e., to $\tilde{O}\left(2^{0.209 n}\right)$.

In this work we will get rid of the heuristics of these studies to better go for the modest approach of [5]. In this sense, we propose a piece of quantum code using a quantum circuit to model the problem, consequently we devise a transformation that will allow us to increase the amplitudes of those corresponding to the solution by $50 \%$, leaving the line of how and how many times this process could be iterated, as the key issue to be dealt with. In fact, we think that we could find the same limitations as those from Grover's algorithm. Anyway, we believe that this line of research deserves to be addressed.

Let $x \in \mathbb{N}, 0 \leq x<2^{n}$ then we say that $|x\rangle$ is a computational state, the binary representation of which is $\left|x_{n-1} x_{n-2} \ldots x_{0}\right\rangle$ with $x_{n-1}$ being the most significant bit of the binary representation of $|x\rangle$.

The $S$ gate for a single qubit is represented by the following matrix:

$$
S=\left[\begin{array}{ll}
1 & 0 \\
0 & i
\end{array}\right]
$$

Other usual gates are Pauli $X$ gate, also known as NOT gates, and $\sqrt{X}$ gates.

$$
X=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right] \quad \sqrt{X}=\frac{1}{2}\left[\begin{array}{ll}
1+i & 1-i \\
1-i & 1+i
\end{array}\right]
$$

The Hadamard gate for a single qubit is

$$
H=\frac{\sqrt{2}}{2}\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]
$$

While the same gate for $n$ qubits is represented by the following matrix

$$
H^{\otimes^{n}}=\bigotimes_{i=1}^{n} \frac{\sqrt{2}}{2}\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]
$$

As stated before, we are interested in amplifying amplitudes for the search problem. In order to do this we make use of sequences of quantum gates in the way of Hadamard-SHadamard. Let us start by describing graphically the effect of such quantum gates and so resorting to the positions of the state vector represented in the Bloch sphere.

The effect of applying an H q-gate over a qubit represented on the Bloch Sphere can be seen as "first rotating an angle of $\pi$ radians around the $Z$ axis and then rotating an angle of $\frac{\pi}{2}$ radians around the Y axis" (fully equivalent to "first rotating an angle of $\frac{\pi}{2}$ radians around the Y axis and then rotating an angle of $\pi$ radians around the X axis", which are the movements made by H in Figure 1). Hadamard q-gate application changes a qubit from a computational basis to a Hadamard basis. To better understand the effects of the sequence

H-S-H we start, as usual, from a qubit initialized to $|0\rangle$, i.e., located at the north pole of the Bloch s. which, moved through a Hadamard gate, gets located at the equator of the Bloch s., specifically on the $X$ axis, in the position usually known as a $|+\rangle$, which corresponds to the qubit

After this gate, we apply an $S$ gate, the effect of which is a rotation of the state vector through an angle of $\frac{\pi}{2}$ radians around the Z axis. This places the qubit at position $|i\rangle$.

$$
|i\rangle=\frac{\sqrt{2}}{2}|0\rangle+i \cdot \frac{\sqrt{2}}{2}|1\rangle
$$

Finally, the effect of the second application of gate H is to reset the computational base, and then the vector from position $|i\rangle$ moves to the opposite point on the Y axis, that is, to the position

$$
|-i\rangle=\frac{\sqrt{2}}{2}|0\rangle-i \cdot \frac{\sqrt{2}}{2}|1\rangle
$$

In general, we have the following result

$$
H S H=\sqrt{X}
$$

That is, an HSH gate is equivalent to a $\frac{\pi}{2}$ radians clockwise rotation around the X axis as Figure 1 shows over a single qubit initialized to $|0\rangle$.


Figure 1. H-S-H over $|0\rangle$.
Let us go for the general case of a qubit register initialized, as usual, to $|0\rangle^{\otimes^{n}}$.
2. The Effect of Applying Hadamard-S-Hadamard Gates to $|0\rangle^{\otimes^{n}}$

First of all we will introduce a notation which will be heavily used in the rest of the paper. Let $x \in \mathbb{N}, 0 \leq x<2^{n}$ and $x_{n-1} \ldots, x_{1} x_{0}$ be its binary representation. The Hamming weight of $x$ will be denoted as $w(x)=\sum_{j=0}^{n-1} x_{j}$. Let $z \in \mathbb{N}, 0 \leq z<2^{n}$, $|z\rangle=\left|z_{n-1} z_{n-2} \ldots z_{0}\right\rangle$. The term $x \cdot z$ denotes $\sum_{j=0}^{n-1} x_{j} z_{j}$. Furthermore, $\forall k \in \mathbb{N}, 0<k<n$, we denote by $z_{-k}$ a natural number obtained from $z$ by considering only the least $n-k$ significant bits, that is, the binary representation of $z_{-k}$ is $z_{n-k-1} z_{n-k-2} \ldots z_{0}$. In other words $z_{-k}$ is the bitwise AND between $z$ and $2^{n-k}-1$.

In this section we want to determine the effect of applying Hadamard first, then $S$ and finally Hadamard gates on quantum state $|0\rangle^{\otimes^{n}}$, that is, we want to determine a formula for $|\alpha\rangle$ such that

$$
\begin{equation*}
|\alpha\rangle=H^{\otimes^{n}} S^{\otimes^{n}} H^{\otimes^{n}}|0\rangle^{\otimes^{n}} \tag{1}
\end{equation*}
$$

and we show that in the out-coming computational state $|\alpha\rangle=\sum_{z=0}^{2^{n}-1} a_{z}|z\rangle$ the amplitude $a_{z}$ of a single state $|z\rangle$ depends just on $w(z)$.

It is well known, see [3], that given any computational state $|x\rangle$ where $0 \leq x<2^{n}$

$$
\begin{equation*}
|\psi\rangle=H^{\otimes^{n}}|x\rangle=\frac{1}{\sqrt{2^{n}}} \sum_{z=0}^{2^{n}-1}(-1)^{x \cdot z}|z\rangle \tag{2}
\end{equation*}
$$

Now we start with the following Lemma
Lemma 1. Let $0 \leq x<2^{n}$

$$
S^{\otimes^{n}}|x\rangle=i^{w(x)}\left|x_{n-1} x_{n-2} \ldots x_{0}\right\rangle
$$

Proof. Induction on $n$ is the base case with $n=1$ straightforward. So suppose that the statement holds for $n-1$. Then

$$
\begin{aligned}
S^{\otimes^{n}}|x\rangle & =S\left|x_{n-1}\right\rangle \otimes S\left|x_{n-2}\right\rangle \cdots \otimes S\left|x_{0}\right\rangle=S^{\otimes^{n-1}}\left|x_{n-1} \ldots x_{1}\right\rangle \otimes S\left|x_{0}\right\rangle= \\
& =i^{\sum_{j=1}^{n-1} x_{j}}\left|x_{n-1} \ldots x_{1}\right\rangle \otimes S\left|x_{0}\right\rangle=\text { (by induction hypothesis) } \\
& =i^{\sum_{j=1}^{n-1} x_{j}}\left|x_{n-1} \ldots x_{1}\right\rangle \otimes i^{x_{0}}\left|x_{0}\right\rangle= \\
& =i^{w(x)}\left|x_{n-1} x_{n-2} \ldots x_{0}\right\rangle
\end{aligned}
$$

Now by Lemma 1 and Equation (2), we have that

$$
\left|\psi_{1}\right\rangle=S^{\otimes^{n}} H^{\otimes^{n}}|0\rangle^{\otimes^{n}}=S^{\otimes^{n}} \frac{1}{\sqrt{2^{n}}} \sum_{x=0}^{2^{n}-1}|x\rangle=\frac{1}{\sqrt{2^{n}}} \sum_{x=0}^{2^{n}-1} i^{w(x)}|x\rangle
$$

and applying the Hadamard to $\left|\psi_{1}\right\rangle$, by (2), we have that

$$
\left|\psi_{2}\right\rangle=H^{\otimes^{n}}\left|\psi_{1}\right\rangle=\frac{1}{\sqrt{2^{n}}} \sum_{x=0}^{2^{n}-1} i^{w(x)}\left[\frac{1}{\sqrt{2^{n}}} \sum_{z=0}^{2^{n}-1}(-1)^{x \cdot z}|z\rangle\right]
$$

and reordering the term of the sum we have that

$$
\left|\psi_{2}\right\rangle=\frac{1}{2^{n}} \sum_{z=0}^{2^{n}-1} \sum_{x=0}^{2^{n}-1}(-1)^{x \cdot z} i^{w(x)}|z\rangle=\frac{1}{2^{n}} \sum_{z=0}^{2^{n}-1}\left(\sum_{x=0}^{2^{n}-1} i^{w(x)}(-1)^{x \cdot z}\right)|z\rangle
$$

So in order to compute the amplitudes of $\left|\psi_{2}\right\rangle$ we need to compute the sum

$$
\begin{equation*}
\sum_{x=0}^{2^{n}-1} i^{z w(x)}(-1)^{x \cdot z} \tag{3}
\end{equation*}
$$

for every $0 \leq z<2^{n}$. We will do this in the following two theorems. First of all we need the next Lemma which will be heavily used in the rest of the paper.

Lemma 2. Let $0 \leq z<2^{2 m+1}$ and $0 \leq x<2^{2 m+1}$ and let $z_{2 m} z_{2 m-1} \ldots z_{0}$ and $x_{2 m} x_{2 m-1} \ldots x_{0}$ be the binary representation, respectively, of $z$ and $x$. We have that

$$
\begin{equation*}
\sum_{x=2^{2 m}}^{2^{2 m+1}-1} i^{w(x)}(-1)^{\sum_{j=0}^{2 m} z_{j} \cdot x_{j}}=i(-1)^{z_{2 m}} \sum_{x=0}^{2^{2 m}-1} i^{w(x)}(-1)^{\sum_{j=0}^{2 m-1} z_{j} \cdot x_{j}} \tag{4}
\end{equation*}
$$

Proof. We note that, on the left hand of Equation (4), for every element of the sum, we have that $x_{2 m}=1$. Therefore $\sum_{j=0}^{2 m} z_{j} \cdot x_{j}=\sum_{j=0}^{2 m-1} z_{j} \cdot x_{j}+z_{2 m}$. Based on this we have that

$$
\sum_{x=2^{2 m}}^{2^{2 m+1}-1} i^{w(x)}(-1)^{\sum_{j=0}^{2 m} z_{j} \cdot x_{j}}=(-1)^{z_{2 m}} \sum_{x=2^{2 m}}^{2^{2 m+1}-1} i^{w(x)}(-1)^{\sum_{j=0}^{2 m-1} z_{j} \cdot x_{j}}
$$

Furthermore for the same reason above, if $2^{2 m} \leq x<2^{2 m+1}$ and if $0 \leq \bar{x}<2^{2 m}$ then we have that $w(x)=w(\bar{x})+1$ and this proves Equation (4).

Theorem 1. Let $0 \leq z<2^{n}, z \in \mathbb{N}$. If $n=2 m$ is even we have that

$$
\begin{equation*}
\sum_{x=0}^{2^{n}-1} i^{w(x)}(-1)^{z \cdot x}=(-1)^{w(z)} i^{m+w(z)} 2^{m} \tag{5}
\end{equation*}
$$

Proof. We prove Equation (5) on induction on $m$ being the base case with $m=1$ being easily verifiable for all $z \in\{0,1,2,3\}$. So suppose the statement holds for all $h \leq m$ and for all $0 \leq z<2^{2 m}$. Then, for any $0 \leq z<2^{2 m+2}$ we have

$$
\begin{align*}
\sum_{x=0}^{2^{2 m+2}-1} i^{w(x)}(-1)^{z \cdot x} & =\sum_{x=0}^{2^{2 m}-1} i^{w(x)}(-1)^{\sum_{j=0}^{2 m-1} z_{j} \cdot x_{j}}  \tag{6}\\
& +\sum_{x=2^{2 m}}^{2^{2 m+1}-1} i^{w(x)}(-1)^{\sum_{j=0}^{2 m} z_{j} \cdot x_{j}}+  \tag{7}\\
& +\sum_{x=2^{2 m+1}}^{2^{2 m+2}-1} i^{w(x)}(-1)^{\sum_{j=0}^{2 m+1} z_{j} \cdot x_{j}} \tag{8}
\end{align*}
$$

Now, by Equation (4) and by induction hypothesis, we have that (7) is equal to

$$
\begin{align*}
& \sum_{x=2^{2 m}}^{2^{2 m+1}-1} i^{w(x)}(-1)^{\sum_{j=0}^{2 m} z_{j} \cdot x_{j}}=i(-1)^{z_{2 m}} \sum_{x=0}^{2^{2 m}-1} i^{w(x)}(-1)^{\sum_{j=0}^{2 m-1} z_{j} \cdot x_{j}}= \\
& \quad=i(-1)^{z_{2 m}}(-1)^{w\left(z_{-2}\right)} i^{m+w\left(z_{-2}\right)} 2^{m} \tag{9}
\end{align*}
$$

Likewise, in the term (8), for each, $x$ is the sum, the bit $x_{2 m+1}$ is always set to 1 , so we have that (8) is, by Equation (4), equal to

$$
\begin{equation*}
\sum_{x=2^{2 m+1}}^{2^{2 m+2}-1} i^{w(x)}(-1)^{\sum_{j=0}^{2 m+1} z_{j} \cdot x_{j}}=i(-1)^{z_{2 m+1}} \sum_{x=0}^{2^{2 m+1}-1} i^{w(x)}(-1)^{\sum_{j=0}^{2 m} z_{j} \cdot x_{j}} \tag{10}
\end{equation*}
$$

Now by repeatedly applying Equation (4) and the induction hypothesis we have that the sum in the right hand of Equation (10) is

$$
\begin{align*}
& \sum_{x=0}^{2^{2 m+1}-1} i^{w(x)}(-1)^{\sum_{j=0}^{2 m} z_{j} \cdot x_{j}}=  \tag{11}\\
& \quad=\sum_{x=0}^{2^{2 m}-1} i^{w(x)}(-1)^{\sum_{j=0}^{2 m-1} z_{j} \cdot x_{j}}+\sum_{x=2^{2 m}}^{2^{2 m+1}-1} i^{w(x)}(-1)^{\sum_{j=0}^{2 m} z_{j} \cdot x_{j}}= \\
& \quad=(-1)^{w\left(z_{-2}\right)} i^{m+w\left(z_{-2}\right)} 2^{m}+i(-1)^{z_{2} m} \sum_{x=0}^{2^{2 m}-1} i^{w(x)}(-1)^{\sum_{j=0}^{2 m-1} z_{j} \cdot x_{j}}= \\
& \quad=(-1)^{w\left(z_{-2}\right) i^{m+w\left(z_{-2}\right)} 2^{m}\left[1+i(-1)^{z_{2 m}}\right]} \tag{12}
\end{align*}
$$

So if we replace (12) in (10) and if we sum together (6), (9) and (10) we obtain

$$
\begin{align*}
a_{z} & =(-1)^{w\left(z_{-2}\right)} i^{m+w\left(z_{-2}\right)} 2^{m}\left[1+i(-1)^{z_{2} m}+i(-1)^{z_{2 m+1}}+i^{2}(-1)^{z_{2 m}+z_{2 m+1}}\right]= \\
& =(-1)^{w\left(z_{-2}\right)} i^{m+1+w\left(z_{-2}\right)} 2^{m}\left[-i+(-1)^{z_{2} m}+(-1)^{z_{2 m+1}}+i(-1)^{z_{2 m}+z_{2 m+1}}\right] \tag{13}
\end{align*}
$$



$$
a_{z}=\left\{\begin{aligned}
2 P & \text { if } z_{2 m}=z_{2 m+1}=0 \\
-2 i P & \text { if } z_{2 m} \neq z_{2 m+1} \\
-2 P & \text { if } z_{2 m}=z_{2 m+1}=1
\end{aligned}\right.
$$

and it is now easy to verify that

$$
a_{z}=(-1)^{w(z)} i^{m+1+w(z)} 2^{m+1}
$$

for every $0 \leq z<2^{2 m+2}$, and this proves the induction step.
Theorem 2. Let $n=2 m+1$ be an odd natural, $m \in \mathbb{N}$ and let $0 \leq z<2^{n}, z \in \mathbb{N}$. Then

$$
\begin{equation*}
\sum_{x=0}^{2^{n}-1} i^{w(x)}(-1)^{z \cdot x}=(-1)^{w(z)} i^{m+w(z)} 2^{m}(1+i) \tag{14}
\end{equation*}
$$

Proof. First of all we note that Equation (14) holds if $m=0$ and $z \in\{0,1\}$. So in the following we suppose that $m>1$. We have that

$$
\begin{aligned}
& a_{z}=\sum_{x=0}^{2^{2 m+1}-1} i^{w(x)}(-1)^{z \cdot x}= \\
& =\sum_{x=0}^{2^{2 m}-1} i^{w(x)}(-1)^{\sum_{j=0}^{2 m-1} z_{j} \cdot x_{j}}+\sum_{x=2^{2 m}}^{2^{2 m+1}-1} i^{w(x)}(-1)^{\sum_{j=0}^{2 m} z_{j} \cdot x_{j}}
\end{aligned}
$$

and, by Theorem 1, and by Equation (4), we have

$$
\begin{align*}
& a_{z}=(-1)^{w\left(z_{-1}\right)} i^{m+w\left(z_{-1}\right)} 2^{m}+i(-1)^{z_{2 m}} \sum_{x=0}^{2^{2 m}-1} i^{w(x)}(-1)^{\sum_{j=0}^{2 m-1} z_{j} \cdot x_{j}}= \\
& =(-1)^{w\left(z_{-1}\right)} i^{m+w\left(z_{-1}\right)} 2^{m}+i(-1)^{z_{2 m}}(-1)^{w\left(z_{-1}\right)} i^{m+w\left(z_{-1}\right)} 2^{m}= \\
& =(-1)^{w\left(z_{-1}\right)} i^{m+w\left(z_{-1}\right)} 2^{m}\left[1+i(-1)^{\left.z_{22}\right]}\right. \tag{15}
\end{align*}
$$

Let $z_{2 m} z_{2 m-1} \ldots z_{0}$ be the binary representation of $z$. Suppose first that $z_{2 m}=0$. Then Equation (15) become

$$
\begin{equation*}
(-1)^{w(z)} i^{m+w(z)} 2^{m}+(-1)^{w(z)} i^{m+w(z)+1} 2^{m} \tag{16}
\end{equation*}
$$

and the Theorem is therefore proved. So suppose that $z_{2 m}=1$. Then Equation (15) become

$$
\begin{equation*}
(-1)^{w(z)-1} i^{m+w(z)-1} 2^{m}+(-1)^{w(z)} i^{m+w(z)} 2^{m} \tag{17}
\end{equation*}
$$

but observing that

$$
\begin{equation*}
(-1)^{w(z)} i^{m+w(z)+1}=(-1)^{w(z)-1} i^{m+w(z)-1} \tag{18}
\end{equation*}
$$

we have that also in this case the theorem is satisfied.
As an example we have computed the amplitudes $a_{z}$ (disregarding the normalization factor) for $n \in\{3,4\}$ and we report them on Figure 2.

|  |  | $\|\mathbf{z}\rangle$ | $\mathrm{a}_{\mathrm{z}}$ |
| :---: | :---: | :---: | :---: |
|  |  | ｜0000〉 | －4 |
|  |  | ｜0001〉 | $4 i$ |
|  |  | ｜0010〉 | $4 i$ |
| $\|\mathbf{z}\rangle$ | $\mathrm{a}_{\mathrm{z}}$ | ｜0011） | 4 |
| ｜000〉 | $-2+2 i$ | ｜0100〉 | $4 i$ |
| ｜001〉 | $2+2 i$ | ｜0101〉 | 4 |
| ｜010 | $2+2 i$ | ｜0110〉 | 4 |
| ｜011 $\rangle$ | $2-2 i$ | ｜0111） | $-4 i$ |
| 100） | $2+2 i$ | ｜1000〉 | $4 i$ |
| 101） | $2-2 i$ | ｜1001＞ | 4 |
| ｜110＞ | $2-2 i$ | ｜1010＞ | 4 |
| ｜111＞ | $-2-2 i$ | ｜1011） | $-4 i$ |
|  |  | ｜1100〉 | 4 |
|  |  | ｜1101＞ | $-4 i$ |
|  |  | ｜1110＞ | $-4 i$ |
|  |  | ｜1111＞ | －4 |

Figure 2．（Left）The amplitudes of $a_{z}$ for $n=3$ ．（Right）The amplitudes of $a_{z}$ for $n=4$ ．In order to get the final amplitudes one should multiply them by a suitable normalization factor．

## 3．Doubling the Amplitudes of the Solution States of the PP

In this section we consider a quantum circuit for doubling the amplitude of the solution＇s states of the partition problem．

We describe an application of the gates described in the previous section in a quantum circuit to deal with PP（see Figure 3）．While the following results apply specifically to the PP，they can be applied to any other search problem．

Let us denote $\sum_{e \in E} s(e) / 2$ by $\mathcal{S}$ ．Notice that $S$ belonging to $\mathbb{Z}$ is a requirement for PP to have a solution．We use the two＇s complement representation of $-\mathcal{S}$ ，so requiring for it $m=\left\lceil\log _{2} \mathcal{S}\right\rceil+1$ qubits．Then for each $e \in E$ ，we use $k_{e}=\left\lfloor\log _{2} s(e)\right\rfloor+1$ qubits to encode $s(e)$ ．These qubits will remain constant in every phase of the circuit and therefore we will not consider them in the rest of the discussion．As usual，we use $n$ qubits to encode a subset $E^{\prime}$ of $E$ ，i．e．，if $\left|x_{n-1} x_{n-2} \ldots x_{0}\right\rangle$ is the state of those $n$ qubits，then an element $e, 0 \leq e<n$ ，is included in the set $E^{\prime}$ if and only if $x_{e}=1$ ．We will use $m$ qubits，denoted in the following by $|\sigma\rangle$ ，to store the sum $\sigma=-\mathcal{S}+\sum_{e \in E^{\prime}} s(e)$ for the elements selected in $|x\rangle$ ．In this way $|\sigma\rangle=|0\rangle^{\otimes^{m}}$ for a solution $|x\rangle$ of the PP．Qubit $|c\rangle$ is used for control purposes．

For a top－down description we can distinguish four groups of bits：$|x\rangle,|\sigma\rangle,|c\rangle$ and the sets of qubits used to represent the constants $s(e)$ for each element of $E$ ．Note that the number of qubits of the circuit，$n+m+1+\sum_{e \in E} k_{e}$ ，is polynomial in the size of a concise specification of the PP．

At the beginning of the circuit we have the superposition：

$$
\left|\varphi_{0}\right\rangle=|0\rangle^{\otimes^{n}}|\sigma\rangle|c\rangle
$$

where $\sigma$ is set to the two＇s complement of $-\mathcal{S}$ and $|c\rangle$ is set to $|1\rangle$ ．Then，we apply the Hadamard q－gate to the first $n$ qubits，so obtaining

$$
\left|\varphi_{1}\right\rangle=\left(H^{\otimes^{n}} \otimes I^{m+1}\right)\left|\varphi_{0}\right\rangle=\frac{1}{\sqrt{2^{n}}} \sum_{x=0}^{2^{n}-1}|x\rangle|\sigma\rangle|c\rangle
$$

Next, we use each qubit $x_{e}$ to conditionally sum the element $s(e)$ to $|\sigma\rangle$. If there exists a solution to the PP then, in the final superposition of $|\sigma\rangle$, the amplitude of the state $|x\rangle|0\rangle^{\otimes^{m}}|c\rangle$ will not be 0 . The states $|x\rangle$ for which $|\sigma\rangle$ is zero will be referred to as the solutions states of the PP. The control qubit $|c\rangle$ will be set to zero exactly for those states for which $|\sigma\rangle=|0\rangle^{\otimes^{m}}$. At this point we apply an uncomputational step in order to set $|\sigma\rangle=|-\mathcal{S}\rangle$. Now if we apply the $S$ gate to the first $n$ qubits we obtain, by Lemma 1

$$
\left|\varphi_{2}\right\rangle=\left(S^{\otimes^{n}} \otimes I^{m+1}\right)\left|\varphi_{1}\right\rangle=\frac{1}{\sqrt{2^{n}}} \sum_{x=0}^{2^{n}-1} i^{w(x)}|x\rangle|\sigma\rangle|c\rangle
$$

Afterwards Hadamard gate is applied to the first $n$ qubits controlled by the control qubit $|c\rangle$ such that it only affects non-solution states (see Figure 3). For the sake of simplicity we suppose that PP has only two solutions whose numeric representation is $y$ and its bitwise complement $\bar{y}$. By Equation (3), we obtain

$$
\begin{align*}
& \left|\varphi_{2}\right\rangle \xrightarrow{\text { contr } H^{\otimes^{n}}}\left|\varphi_{3}\right\rangle=\frac{1}{\sqrt{2^{n}}} \sum_{z \in\{y, \bar{y}\}} i^{w(z)}|z\rangle|\sigma\rangle|0\rangle+ \\
& \quad+\frac{1}{2^{n}} \sum_{z=0}^{2^{n}-1} \sum_{x \notin\{y, \bar{y}\}} i^{w(x)}(-1)^{x \cdot z}|z\rangle|\sigma\rangle|1\rangle= \\
& \quad=\frac{1}{2^{n}}\left[\sqrt{2^{n}} \sum_{z \in\{y, \bar{y}\}} i^{w(z)}|z\rangle|\sigma\rangle|0\rangle+\sum_{z=0}^{2^{n}-1} \sum_{x \notin\{y, \bar{y}\}} i^{w(x)}(-1)^{x \cdot z}|z\rangle|\sigma\rangle|1\rangle\right] \tag{19}
\end{align*}
$$

Now we want to quantify the amplitude of the state $|y\rangle|\sigma\rangle|1\rangle$ and $|\bar{y}\rangle|\sigma\rangle|1\rangle$ of Equation (19). We consider only the state $|y\rangle|\sigma\rangle|1\rangle$ since the same arguments can be applied to state $|\bar{y}\rangle|\sigma\rangle|1\rangle$. The amplitude $b_{y}$ of the state $|y\rangle|\sigma\rangle|1\rangle$ (in the following we disregard the normalization factor $1 / 2^{n}$ ) is given by the following formula

$$
\begin{equation*}
b_{y}=\sum_{x \notin\{y, \bar{y}\}} i^{w(x)}(-1)^{x \cdot y} \tag{20}
\end{equation*}
$$

We may write the above sum as

$$
\begin{equation*}
b_{y}=\sum_{x \notin\{y, \bar{y}\}} i^{w(x)}(-1)^{x \cdot y}=\sum_{x=0}^{2^{n}-1} i^{w(x)}(-1)^{x \cdot y}-\sum_{x \in\{y, \bar{y}\}} i^{w(x)}(-1)^{x \cdot y} \tag{21}
\end{equation*}
$$

We have that

$$
\begin{gather*}
\sum_{x \in\{y, \bar{y}\}} i^{w(x)}(-1)^{x \cdot y}=i^{w(y)}(-1)^{y \cdot y}+i^{n-w(y)}(-1)^{\bar{y} \cdot y}= \\
=i^{w(y)}(-1)^{w(y)}+i^{n-w(y)}= \tag{22}
\end{gather*}
$$

Then, recalling that $i^{x}=i^{-x}$ when $x$ is even and $i^{-x}=-i^{x}$ when $x$ is odd, we have two cases:

- $w(y)$ is even

$$
\begin{align*}
i^{w(y)}(-1)^{w(y)} & +i^{n-w(y)}=i^{w(y)}(-1)^{w(y)}+i^{n+w(y)}= \\
& =i^{w(y)}\left(1+i^{n}\right) \tag{23}
\end{align*}
$$

- $\quad w(y)$ is odd

$$
\begin{align*}
i^{w(y)}(-1)^{w(y)} & +i^{n-w(y)}=i^{w(y)}(-1)^{w(y)}-i^{n+w(y)}= \\
& =-i^{w(y)}\left(1+i^{n}\right) \tag{24}
\end{align*}
$$

For simplicity of notation in the following we denote $w(y)$ as simply $\bar{w}$. We have that if $n=2 m$ is even then, by Theorem $1, b_{y}$ is

$$
b_{y}= \begin{cases}(-1)^{\bar{w}} i^{m+\bar{w}} 2^{m}-i^{\bar{w}}\left(1+i^{2 m}\right) & \text { if } \bar{w} \text { is even }  \tag{25}\\ (-1)^{\bar{w}} i^{m+\bar{w}} 2^{m}+i^{\bar{w}}\left(1+i^{2 m}\right) & \text { if } \bar{w} \text { is odd }\end{cases}
$$

while if $n=2 m+1$ is odd, by Theorem $2, b_{y}$ is

$$
b_{y}= \begin{cases}(-1)^{\bar{w}} i^{m+\bar{w}} 2^{m}(1+i)-i^{\bar{w}}\left(1+i^{2 m+1}\right) & \text { if } \bar{w} \text { is even }  \tag{26}\\ (-1)^{\bar{w}} i^{m+\bar{w}} 2^{m}(1+i)+i^{\bar{w}}\left(1+i^{2 m+1}\right) & \text { if } \bar{w} \text { is odd }\end{cases}
$$

It is immediate to check that in Equations (25) and (26) the term $i^{\bar{w}}\left(1+i^{n}\right)$ becomes negligible, with respect to the other term in the equation, as $m$ becomes bigger. We conclude that the amplitude of the state $|y\rangle|\sigma\rangle|1\rangle$ is almost the same as the amplitude of state $|y\rangle|\sigma\rangle|0\rangle$, thus effectively duplicating the chances of state $|y\rangle$ at the end of the circuit.

Figure 3 captures on the Quirk simulator the instance of the PP where elements in $\mathcal{E}$ are $s(0)=2, s(1)=1$ and $s(2)=3$ depicted in rows $1-2,3-4$ and $5-6$, bottom-up referring to the number of the rows as well as the significance of the qubits. The 7 th row is used for the control qubit. Rows $8-11$ encode $-\mathcal{S}=-3$ which in two's complement is represented with four bits $\sigma=1101$ (bootom-up). The last three qubits are used to be set on the superposition as usual.

Since $n=2 m+1=3$ and $|y\rangle=|011\rangle$, we have that $b_{y}=3-3 i$, thus the probability of getting $|y\rangle$ is, by (19), $\frac{1}{64}\left[|2 \sqrt{2}|^{2}+|3-3 i|^{2}\right]=\frac{26}{64}=0.40625$ which is exactly the output of Quirk simulator as it can be checked in [10].


Figure 3. An instance of PP in Quirk.

As can be easily seen, this circuit resembles Grover's algorithm. Both have an initial superposition in the states where the solution will be encoded, afterwards the function to be solved (also called oracle) is computed in order to identify the solution state that should be marked in some way. Finally, a sort of transformation (Z axis turns, Hadamards) before measuring is required. However, they have important differences in some of these generic steps that can generate on the one hand why our proposal amplifies the probability of the solution state more than Grover's but on the other hand Grover's one can be iterated; meanwhile, ours cannot.

The main difference relies on how the algorithms mark the solution state. In our proposal the X axis is used for that; i.e., formerly the control qubit is set to $|1\rangle$ which means "no solution"; meanwhile, as soon as $\sigma=-\mathcal{S}+\sum_{e \in E^{\prime}} s(e)$ equals 0 (solution condition) it is set to $|0\rangle$. In Grover's algorithm, the solution state is marked on the Z axis; that is, by means of a negative sign in the solution state. This last fact allows the calculations to be carried without any entanglement with the solution state.

Finally, the amplitude amplification part is also different but follows somehow the same fashion. In our proposal, we perform the amplification of the probability amplitude by means of turns in the Z axis and Hadamard transformations, which is very similar to the inversion on the mean of Grover's algorithm nevertheless, we apply Hadamard gates controlled by a qubit in which the solution has been marked. This fact generates an entanglement with the result of the function, which probably disables the interference required to iterate the corresponding piece of code.

## 4. Conclusions and Future Work

We have presented a quantum algorithm for doubling the amplitude of the state which corresponds to the solution of the partition problem. We further studied in detail the effects of applying first Hadamard, then S and finally Hadamard gates to the state $|0\rangle^{\otimes^{n}}$.

Since the proposed method doubles the amplitude of the states corresponding to a solution of the referred problem, one can infer that the reiteration of the method could lead us to a quantum polynomial algorithm that could solve the problem $P=N P$. Of course, we emphasize, that this is not our intention. Due to the way in which we mark the solution state pointed out at the end of the previous section, our piece of quantum code cannot directly be iterated as it can in the case of Grover's algorithm, therefore our proposal is simply to research to what extent this circuit could be either iterated/modified to be iterable, or, used as a shortcut to finish sooner some algorithms like Grover's one.

The algorithm presented makes use of an oracle, and the approach is similar to the black box model as described in [11]; the idea of iterating this algorithm will suffer inevitably from the same limitation described there, and then the maximum speed-up should be limited to the polynomial, as it occurs with Grover's algorithm. It is our belief that together with any transformation aimed to make iterable the proposed code, it would come as drawback that its computational cost will compensate such an advantage.

Another idea related to our proposal is the possibility of application to the hidden subgroup problem. It is described in Section 5.4 .3 of [3] and it has a known quantum solution by a variant of Shor's algorithm for the specific case of finite Abelian groups. However, the general problem remains open, with important consequences, for example for the graph isomorphism problem. This problem is discussed in Section 16.3 of [12] by using Boolean functions and their parity. This discussion is very similar to our Figure 2; thus, we think that it is worth investigating the possible relationship between them and, moreover, we also think that the problem of the hidden subgroup on Lie groups of general nature, such as $S U(2)$ groups representing the quantum states of a single qubit, $\mathrm{SU}(4)$ for two qubits, and so on deserves to be studied. This could also offer an interesting research line for future works.
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#### Abstract

We study algorithms for solving three problems on strings. These are sorting of $n$ strings of length $k$, "the Most Frequent String Search Problem", and "searching intersection of two sequences of strings". We construct quantum algorithms that are faster than classical (randomized or deterministic) counterparts for each of these problems. The quantum algorithms are based on the quantum procedure for comparing two strings of length $k$ in $O(\sqrt{k})$ queries. The first problem is sorting $n$ strings of length $k$. We show that classical complexity of the problem is $\Theta(n k)$ for constant size alphabet, but our quantum algorithm has $\tilde{O}(n \sqrt{k})$ complexity. The second one is searching the most frequent string among $n$ strings of length $k$. We show that the classical complexity of the problem is $\Theta(n k)$, but our quantum algorithm has $\tilde{O}(n \sqrt{k})$ complexity. The third problem is searching for an intersection of two sequences of strings. All strings have the same length $k$. The size of the first set is $n$, and the size of the second set is $m$. We show that the classical complexity of the problem is $\Theta((n+m) k)$, but our quantum algorithm has $\tilde{O}((n+m) \sqrt{k})$ complexity.
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## 1. Introduction

Quantum computing [1-3] is one of the hot topics in computer science in the last few decades. There are many problems where quantum algorithms outperform the best known classical algorithms [4-12].

One of these problems are problems for strings. Researchers show the power of quantum algorithms for such problems in [13-22].

In this paper, we consider three problems:

- Strings Sorting problem;
- the Most Frequent String Search problem;
- Intersection of Two String Sequences problem.

Our algorithms use some quantum algorithms as a subroutine, and the remaining part is classical. We investigate the problems in terms of query complexity. The query model is one of the most popular in the case of quantum algorithms. Such algorithms can do a query to a black box that has access to the sequence of strings. As a running time of an algorithm, we mean a number of queries to the black box.

In the paper, we suggested a quantum comparison procedure for two strings. We show that its quantum complexity is $\Theta(\sqrt{k})$, where $k$ is the length of strings. The classical complexity is $\Theta(k)$. Thus, the quantum algorithm has a quadratic speed-up compared to classical algorithms. We propose a quantum algorithm that is based on "the first one search" (The minimal element satisfying a condition) problem algorithm from [23-26]. This algorithm is a modification of Grover's search algorithm [27,28]. Another important
algorithm for the search is described in [29]. Using this idea, we obtain quantum algorithms for several problems.

The first problem is the String Sorting problem. Assume that we have $n$ strings of length $k$. It is known [30] that no quantum algorithm can sort arbitrary comparable objects faster than $O(n \log n)$. At the same time, several researchers tried to improve the hidden constant [31,32]. Other researchers investigated the space bounded case [33]. We focus on sorting strings. In a classical case, we can use an algorithm that is better than arbitrary comparable objects sorting algorithms. It is radix sort that has $O(n k)$ query complexity [34] for a finite size alphabet. It is also a lower bound for classical (randomized or deterministic) algorithms that is $\Omega(n k)$. Our quantum algorithm for the string sorting problem has query complexity $O(n(\log n) \cdot \sqrt{k})=\tilde{O}(n \sqrt{k})$, where $\tilde{O}$ does not consider log factors. It is based on standard sorting algorithms [34] or Heapsort [34,35] and the quantum algorithm for comparing strings. Additionally, we use the idea of a noisy comparison procedure for sorting [36].

The second problem is the following. We have $n$ strings of length $k$. We can assume that string symbols are letters from any constant size alphabet, for example, binary, Latin alphabet, or Unicode. The problem is finding the string that occurs in the sequence most often. The problem [37] is one of the most well-studied ones in the area of data streams [38-41]. Many applications in packet routing, telecommunication logging, and tracking keyword queries in search machines are critically based on such routines. The bestknown classical (randomized or deterministic) algorithms require $\Omega(n k)$ queries because an algorithm should at least test all symbols of all strings. The deterministic solution can use the radix sort algorithm [34] or the Trie (prefix tree) [42-45] that allow achieving the required complexity.

We propose a quantum algorithm that is based on the sorting algorithm from the first problem. Our algorithm for the most frequent string search problem has query complexity $O(n(\log n) \cdot \sqrt{k})=\tilde{O}(n \sqrt{k})$. If $\log _{2} n=o(\sqrt{k})$, then our algorithm is better than classical counterparts. Note that this setup makes sense in practical cases.

The third problem is the Intersection of Two String Sequences problem. Assume that we have two sequences of strings of length $k$. The size of the first set is $n$, and the size of the second one is $m$. The first sequence is given, and the second one is given in an online fashion, one by one. After each requested string from the second sequence, we want to check whether this string belongs to the first sequence. We propose a quantum algorithm for the problem with quantum query complexity $O((n+m(\log m+\log \log n)) \cdot \log n \cdot \sqrt{k})=$ $\tilde{O}((n+m) \sqrt{k})$. The algorithm uses a quantum algorithm for sorting strings. At the same time, the best-known classical (randomized or deterministic) algorithm requires $\Omega((n+m) k)$ queries, and this bound is achieved using the radix sort algorithm or the Trie data structure.

The paper is an extended version of a conference paper [46].
The structure of the paper is the following. Discussion on the computation model is situated in Section 2. We present the quantum subroutine that compares two strings in Section 3. Then, we discuss three problems: Strings Sorting problem in Section 4, the Most Frequent String Search problem in Section 5, and Intersection of Two String Sequences problem in Section 6. Section 7 contains the conclusions.

## 2. Preliminaries

We use the standard form of the quantum query model. Let $f: D \rightarrow\{0,1\}, D \subseteq$ $\{0,1\}^{N}$ be an $N$ variable function. An input for the function is $x \in D$. We are given an oracle access to the input $x$, i.e., it is realized by a specific unitary transformation usually defined as $|i\rangle|z\rangle|w\rangle \rightarrow|i\rangle\left|z+x_{i}(\bmod 2)\right\rangle|w\rangle$, where the $|i\rangle$ register indicates the index of the variable we are querying, $|z\rangle$ is the output register, and $|w\rangle$ is some auxiliary workspace. Note that we use Dirac notation vectors. An algorithm in the query model consists of alternating applications of arbitrary unitaries independent of the input and the query unitary and a measurement in the end.

In the case of non-binary input, we present the input variables in binary form. Using alternating unitaries independent of the input, we can store bits in auxiliary work-space $|w\rangle$ and use the obtained variable in an algorithm. In the case of computing a complex function $f$ and additionally non-binary input, we can consider a block of alternating unitaries independent of the input and the query unitary that stores required variables in the auxiliary work-space $|w\rangle$. Then, we compute the Boolean value of the function $f$ on arguments and store them in the auxiliary work-space $|w\rangle$. After that, we can use the value of the function $f$ in our algorithms.

The smallest number of queries for an algorithm that outputs $f(x)$ with a probability that is at least $\frac{2}{3}$ on all $x$ is called the quantum query complexity of the function $f$ and is denoted by $Q(f)$. We refer the readers to [1-3] for more details on quantum computing.

In the quantum algorithms in this article, we discuss quantum query complexity. We use modifications of Grover's search algorithm [27,28] as quantum subroutines. For these subroutines, time complexity (number of gates in a circuit) is more than query complexity for an additional log factor. Note that the query can be implemented using the CNOT gate.

## 3. The Quantum Algorithm for Comparing Two Strings

Firstly, we discuss a quantum subroutine that compares two strings of length $k$. Assume that this subroutine is Compare_Strings $(s, t, k)$, and it compares $s$ and $t$ in the lexicographical order. It returns:

- $\quad-1$ if $s<t$;
- 0 if $s=t$;
- 1 if $s>t$.

As a base for our algorithm, we use the algorithm of finding the minimal argument with 1-result of a Boolean-value function. Formally, we have:

Lemma 1 ([24,25], Theorem 10; [23], Section 2.2; [26], Proposition 4). Suppose we have a function $f:\{1, \ldots, N\} \rightarrow\{0,1\}$ for some integer $N$. There is a quantum algorithm for finding $j_{0}=\min \{j \in\{1, \ldots, N\}: f(j)=1\}$. The algorithm finds $j_{0}$ with the expected query complexity $O\left(\sqrt{j_{0}}\right)$ and error probability that is, at most, $\frac{1}{2}$.

Let us choose the function $f(j)=\left(s_{j} \neq t_{j}\right)$. Thus, we search for $j_{0}$ that is the index of the first unequal symbol of the strings. Then, we can claim that $s$ precedes $t$ in the lexicographical order if the symbol $s_{j_{0}}$ precedes the symbol $t_{j_{0}}$. The claim is right by the definition of the lexicographical order. If there are no unequal symbols, then the strings are equal.

If we discuss the implementation of the $f$, then we can say that for computing the value $f(j)$, we store the binary representation of $s_{j}$ and $t_{j}$ in the auxiliary work-space, for example, $\left|\psi_{s}\right\rangle$ and $\left|\psi_{t}\right\rangle$. Then, compute the value of $f(j)$ and store it in a qubit $|\phi\rangle$. After that, we can use this value in the algorithm. The last step is clearing $|\phi\rangle$ using values of $\left|\psi_{s}\right\rangle$ and $\left|\psi_{t}\right\rangle$ and the CNOT gate; then, clearing $\left|\psi_{s}\right\rangle$ and $\left|\psi_{t}\right\rangle$ repeatedly using the same queries (that use CNOT gates). All these manipulations take a constant number of queries because of the constant size of the input alphabet.

We use THE_FIRST_ONE_SEARCH $(f, k)$ as a subroutine from Lemma 1 , where $f(j)=$ $\left(s_{j} \neq t_{j}\right)$. Assume that this subroutine returns $k+1$ if it does not find any solution or the found argument $j^{\prime}$ is such that $f\left(j^{\prime}\right)=0$.

We use the standard technique of boosting success probability. Thus, we repeat the subroutine $\left\lceil\log _{2}\left(\delta^{-1}\right)\right\rceil$ times and return the minimal answer.

Suppose the subroutine has an error. There are two cases. The first one is finding the index of unequal symbols that is not the minimal one. In the second case, the algorithm does not find unequal symbols. Then, we assume that it returns $k+1$. Thus, in a case of an error, the subroutine returns a value that is bigger than the correct answer.

Therefore, if at least one subroutine invocation has no error, then the whole algorithm succeeds. All error events are independent. The error probability of the whole algorithm is the probability of error for all invocations of the subroutine, that is $O\left(\frac{1}{2^{\log _{2}\left(\delta^{-1}\right)}}\right)=O(\delta)$.

Let us present the Algorithm 1.

```
Algorithm 1 COMPARE_STRINGS \((s, t, k)\). The Quantum Algorithm for Comparing Two
Strings.
    \(j_{0} \leftarrow\) THE_FIRST_ONE_SEARCH \((f, k) \quad \triangleright\) The initial value
    for \(i \in\left\{1, \ldots,\left\lceil\log _{2} \delta^{-1}\right\rceil\right\}\) do
        \(j_{0} \leftarrow \min \left(j_{0}\right.\), THE_FIRST_ONE_SEARCH \(\left.(f, k)\right)\)
    end for
    if \(j_{0}=k+1\) then
        result \(\leftarrow 0 \quad \triangleright\) The strings are equal.
    else
        if \(\left(s_{j_{0}}<t_{j_{0}}\right)\) then
            result \(\leftarrow-1 \quad \triangleright s\) precedes \(t\).
        else
            result \(\leftarrow 1 \quad \triangleright s\) succeeds \(t\).
        end if
    end if
    return result
```

The next property follows from the previous discussion.
Lemma 2. Algorithm 1 compares two strings of length $k$ in the lexicographical order with query complexity $O\left(\sqrt{k} \log \delta^{-1}\right)$ and error probability $O(\delta)$ for some integer $k$ and $0<\delta<1$.

The algorithm finds the minimal index of unequal symbols $j_{0}$. We can say that $j_{0}-1$ is the length of the longest common prefix for these strings.

We can show that the lower bound for the problem is $\Omega(\sqrt{k})$.
Lemma 3. Any quantum algorithm for Comparing Two Strings problem has $\Omega(\sqrt{k})$ query complexity.

Proof. Let us show that the problem is at least as hard as the unstructured search problem. Let $s_{\lfloor k / 2\rfloor}=1$ and $s_{j}=0$ for all $j \in\{1, \ldots,\lfloor k / 2\rfloor-1,\lfloor k / 2\rfloor+1, \ldots k\}$. The string $t$ is such that there is only one 1 in position z . In other words, there is $z \in\{1, \ldots, k\}$ such that $t_{z}=1$ and $t_{j}=0$ for all $j \in\{1, \ldots, z-1, z+1, \ldots k\}$.

If $z<\lfloor k / 2\rfloor$, then $t>s$. If $z=\lfloor k / 2\rfloor$, then $t=s$. If $z>\lfloor k / 2\rfloor$, then $t<s$. Therefore, the problem is at least as hard as the search for 1 among the first $\lfloor k / 2\rfloor$ variables in the string $t$.

It is known [14] that the quantum query complexity of the unstructured search among $\lfloor k / 2\rfloor$ variables is $\Omega(\sqrt{k})$.

At the same time, the classical complexity of the problem is $\Theta(k)$.
Lemma 4. Randomized query complexity for Comparing Two Strings problem is $\Theta(k)$.
Proof. Due to the proof of Lemma 3, the problem is at least as hard as the search for 1 among the first $k / 2$ variables in the string $t$.

It is known [14] that the randomized query complexity of the unstructured search among $k / 2$ variables is $\Omega(k)$.

At the same time, we can check all symbols sequentially to search the first unequal symbol. This algorithm has $O(k)$ query complexity.

Additionally, we can compute the complexity of any algorithm based on the two strings comparison procedure.

Lemma 5. Suppose we have some integer $n$, integer $A=A(n)$ and $\varepsilon$ such that $\lim _{n \rightarrow \infty} \varepsilon / A=0$. Then, if a quantum algorithm does $A(n)$ comparisons of strings of length $k$ and has $O(\varepsilon)$ error probability, then it does at most $O(A \sqrt{k} \log (A / \varepsilon))$ queries.

Proof. As a strings comparison procedure, we use COMPARE_STRINGS subroutine for $\delta=\varepsilon / A$. Because of Lemma 2, the complexity of the subroutine is $O(\sqrt{k} \log (A / \varepsilon))$, and the error probability is $O(\varepsilon / A)$. Because of $A$ comparison operations, the total complexity of the algorithm is $O(A \sqrt{k} \log (A / \varepsilon))$.

Let us discuss the error probability. Events of error in the algorithm are independent. Thus, all events should be correct. The error probability for one event is $1-(1-\varepsilon / A)$. Hence, the error probability for all $A$ events is at least $1-(1-\varepsilon / A)^{A}=1-(1-\varepsilon / A)^{A}$.

Note that

$$
\lim _{n \rightarrow \infty} \frac{1-\left(1-\frac{\varepsilon}{A}\right)^{A}}{\varepsilon}=\lim _{n \rightarrow \infty} \frac{1-\left(1-\frac{\varepsilon}{A}\right)^{\frac{A}{\varepsilon} \cdot \varepsilon}}{\varepsilon} \leq 1 ;
$$

Hence, the total error probability is at most $O(\varepsilon)$.

## 4. Strings Sorting Problem

Let us consider the following problem.
Problem. For some positive integers $n$ and $k$, we have the sequence of strings $s=$ $\left(s^{1}, \ldots, s^{n}\right)$. Each $s^{i}=\left(s_{1}^{i}, \ldots, s_{k}^{i}\right) \in \Sigma^{k}$ for some finite size alphabet $\Sigma$. We search an order $\operatorname{ORDER}=\left(i_{1}, \ldots, i_{n}\right)$ such that for any $j \in\{1, \ldots, n-1\}$, we have $s^{i_{j}} \leq s^{i_{j+1}}$ in the lexicographical order.

We use one of the existing sorting algorithms (for example, Heapsort algorithm [34,35] or the Merge sort algorithm [34]) as a base and the quantum algorithm for string comparison from Section 3. In fact, our comparison function can have errors. That is why we use the result for "noisy computation" from [36]. The result is presented in the following lemma.

Lemma 6 ([36], Theorem 3.5). Suppose we have a comparison procedure that works with error probability $\varepsilon$. Then there is a sorting algorithm with query complexity $O(n \log (n / \varepsilon))$ and error probability at most $\varepsilon$.

The complexity of the algorithm is presented in the following theorem.
Theorem 1. The algorithm sorts $s=\left(s^{1}, \ldots, s^{n}\right)$ with query complexity $O(n(\log n) \cdot \sqrt{k})=$ $\tilde{O}(n \sqrt{k})$ and constant error probability.

Proof. The correctness of the algorithm follows from the description. Let $\varepsilon=0.1$. Then, we apply the result from Lemma 6 and use the quantum comparison procedure that has $\varepsilon$ error probability and $O\left(\sqrt{k} \log \varepsilon^{-1}\right)=O(\sqrt{k})$ query complexity. Therefore, the query complexity of the algorithm is $O(n(\log (n / \varepsilon)) \cdot \sqrt{k})=O(n(\log n) \cdot \sqrt{k})=\tilde{O}(n \sqrt{k})$, and the error probability is $\varepsilon$.

We can show the lower bound for the problem.
Theorem 2. Any quantum algorithm for the Sorting problem has $\Omega(\sqrt{n k})$ query complexity.
Proof. Let us show that the problem is at least as hard as the unstructured search problem. Assume that strings $s^{1}, \ldots, s^{n}$ are such that

- $\quad$ There is a pair $(u, v)$ such that $s_{v}^{u}=1$;
- For all pairs $(i, j) \neq(u, v), s_{j}^{i}=0$.

In that case, the answer is $\operatorname{ORDER}=\left(i_{1}, \ldots, i_{n-1}, u\right)$, where $\left(i_{1}, \ldots, i_{n-1}\right)$ is a permutation of integers from $\{1, \ldots, u-1, u+1, \ldots, n\}$. The searching for the required index $u$ is at least as hard as the search for the 1 -value variable $s_{v}^{u}$.

It is known [14] that the quantum complexity of the unstructured search among $n k$ variables is $\Omega(\sqrt{n k})$.

The lower bound for classical complexity can be proven by the same way as in Theorem 2.

Theorem 3. The randomized query complexity of the Sorting problem is $\Theta(n k)$.
Proof. Due to the proof of Theorem 2, the problem is at least as hard as the search for 1 among $n k$ variables in the strings $s^{1}, \ldots, s^{n}$.

It is known [14] that the randomized query complexity of the unstructured search among $n k$ variables is $\Omega(n k)$.

The Radix sort [34] algorithm reaches this bound and has $O(n k)$ complexity in a case of a finite alphabet.

## 5. The Most Frequent String Search Problem

Let us formally present the problem.
Problem. For some positive integers $n$ and $k$, we have a sequence of strings $s=$ $\left(s^{1}, \ldots, s^{n}\right)$. Each $s^{i}=\left(s_{1}^{i}, \ldots, s_{k}^{i}\right) \in \Sigma^{k}$ for some finite size alphabet $\Sigma$. Let $\#(t)=$ $\left|\left\{i \in\{1, \ldots, n\}: s^{i}=t\right\}\right|$ be the number of occurrences of a string $t$. We search for $i=\operatorname{argmax}_{i \in\{1, \ldots n\}} \#\left(s^{i}\right)$. If several strings satisfy the condition, then the answer is the index of the string with minimal index in the set $s$. Formally, $i$ is such that:

$$
i=\min \left\{j: \#\left(s^{j}\right)=\max _{z \in\{1, \ldots, n\}} \#\left(s^{z}\right)\right\}
$$

Firstly, we present an idea of the algorithm.
The algorithm contains two steps. The first step is sorting the sequence of strings and obtaining $\operatorname{ORDER}=\left(i_{1}, \ldots, i_{n}\right)$ such that for any $j \in\{1, \ldots, n-1\}$, we have $s^{i_{j}} \leq s^{i_{j+1}}$ in the lexicographical order. In that case, equal strings are situated sequentially. On the second step, we find each segment $\left[i_{\ell}, i_{r}\right]$ of indexes for equal strings, i.e., $s^{j}=s^{i_{\ell}}$ for $j \in\left\{i_{\ell}, \ldots, i_{r}\right\}$ and $s^{i_{\ell-1}} \neq s^{i_{\ell}}$ or $\ell=1$, and $s^{i_{r+1}} \neq s^{i_{r}}$ or $r=n$. We check segments for different strings one by one. We store the longest segment's length as $c_{\max }$ and the minimal index of the string that corresponds to this segment in $j_{\max }$. As in the sorting algorithm, in the second step of the algorithm, we apply the COMPARE_STRINGS subroutine for checking the equality of strings. Assume that we have the SORT_STRINGS(s) subroutine that implements the algorithm from Section 4.

Let us present the algorithm formally in Algorithm 2.
Let us discuss the complexity of the algorithm.
Theorem 4. Algorithm 2 finds the most frequent string from $s=\left(s^{1}, \ldots, s^{n}\right)$ with query complexity $O(n(\log n) \cdot \sqrt{k})=\tilde{O}(n \sqrt{k})$ and constant error probability.

Proof. The correctness of the algorithm follows from the description. Let us discuss the query complexity. Because of Theorem 1 , the sorting algorithm's complexity is $O(n(\log n) \sqrt{k})$, and the error probability is constant. The second step does $O(n)$ comparison operations. Let $\varepsilon^{\prime}=0.1$. Thus, because of Lemma 5, the second step of the algorithm algorithm does $O(n(\log n) \sqrt{k})$ queries, and the error probability is constant. The total complexity is $O(n(\log n) \sqrt{k}+n(\log n) \sqrt{k})=O(n(\log n) \sqrt{k})$.

Error events of two steps are independent. Therefore, the error probability of the whole algorithm is also constant. We can achieve any required constant error probability by repetition. The technique is standard in both one-side and two-side errors. It can be seen, for example, in [16].

```
Algorithm 2 The Quantum Algorithm for the Most Frequent String Problem.
    \(\left(i_{1}, \ldots, i_{n}\right)=\) ORDER \(\leftarrow\) SORT_STRINGS \((s) \quad \triangleright\) We sort \(s=\left(s^{1}, \ldots, s^{n}\right)\).
    \(c_{\max } \leftarrow 0, j_{\max } \leftarrow-1\)
    \(c \leftarrow 1, j \leftarrow i_{1}\)
    for \(b \in(1, \ldots, n)\) do
        if \(b=n\) or \(\left(b \neq n\right.\) and COMPARE_STRINGS \(\left.\left(s^{i}, s^{i_{b+1}}, k\right) \neq 0\right)\) then \(\triangleright\) We find the end of
    a segment
                if \(c>c_{\max }\) then \(\triangleright\) If the current segment is longer than the current longest one
                    \(c_{\max } \leftarrow c, j_{\max } \leftarrow j\)
                end if
                \(c \leftarrow 1\)
                if \(b \neq n\) then
                    \(j=i_{b+1}\)
                end if
        else
            \(c \leftarrow c+1\)
                if \(i_{b+1}<j\) then \(\quad \triangleright j\) is the minimal index of the current segment
                    \(j \leftarrow i_{b+1}\).
                end if
        end if
    end for
    return \(j_{\text {max }}\)
```

Theorem 5. Suppose we have a constant $\varepsilon$ such that $0<\varepsilon<3 / 4$. If the length of the strings $k \geq \log _{2} n$, then any quantum algorithm for the Most Frequent String Search problem has $\Omega\left(\sqrt{n k}+n^{3 / 4-\varepsilon}\right)$ query complexity. If $k<\log _{2} n$, then any quantum algorithm for the Most Frequent String Search problem has $\Omega(\sqrt{n k})$ query complexity

Proof. Let us show that the problem is at least as hard as the unstructured search problem. Assume that $n=2 t$ and $k>1$ for some integer $t$. Then, let $s^{t+1}, \ldots, s^{2 t}=0^{k}$, where $0^{k}$ is a string of $k$ zeros. Other strings can be $s^{1}, \ldots, s^{t}=1^{k}$ or there are $z \in\{1, \ldots, t\}$ and $u \in\{1, \ldots, k\}$ such that $s_{u}^{z}=0$ and $s_{u^{\prime}}^{z}=1$ for all $u^{\prime} \in\{1, \ldots, u-1, u+1, \ldots, k\}$.

In the first case, the answer is $1^{k}$. In the second case, the answer is $0^{k}$. Therefore, solving the problem for this instance is equivalent to the search for 0 among the first $t k=n k / 2$ variables.

According to [14], the quantum complexity of the unstructured search among $n k / 2$ is $\Omega(\sqrt{n k})$.

In the case of odd $n$, we assign $s^{n}=1^{k / 2} 0^{k / 2}$, and it is not used in the search. Then, we can consider only $n-1$ strings. Thus, $n-1$ is even.

Let us consider the case of $k=1$. If $n$ is odd, then $s^{n}=2$. Let $s^{i}=0$ for $i \geq t+1$, and $t=\lfloor n / 2\rfloor$. Let us consider two cases. The first one is $s^{i}=1$ for all $i \in\{1, \ldots, t\}$. The second case is $s^{i}=1$ for all $i \in\{1, \ldots, t\} \backslash\left\{i_{1}\right\}$ and $s^{i_{1}}=0$ for some $i_{1} \in\{1, \ldots, t\}$. In the first case, the answer is 1 . In the second case, the answer is 0 . Therefore, solving the problem for this instance is equivalent to the search for 0 among the first $t=n / 2=n k / 2$ variables.

Let us show that the problem is at least as hard as the $d$-distinctness problem [47]. Let $d$ be such that $\frac{1}{4 d}=\varepsilon / 2$. Let $b$ be the maximal integer that satisfies $n \geq b \cdot(d-1)+1$. Let $u^{j}$ be a binary representation of $j$ for $j \in\{0, \ldots, b\}$.

Assume that $s^{1}=u^{1}$ for other strings. We have two cases:

- Case 1. The sequence $s$ contains $d-1$ copies of each $u^{j}$, where $j \geq 1$ and other strings are $u^{0}$. Formally:

$$
\begin{aligned}
& -\quad \#\left(u^{j}\right)=d-1 \text { for } j \in\{1, \ldots, b\} ; \\
& -\quad \#\left(u^{0}\right)=n-b \cdot(d-1) .
\end{aligned}
$$

- Case 2. The sequence $s$ contains $d-1$ copies of each $w^{j}$, where $j \geq 1$ except some $j_{m} \in\{2, \ldots, b\} ; d$ copies of $u^{j_{m}}$ and other strings are $u^{0}$. Formally:
- $\quad \#\left(u^{j_{m}}\right)=d$ for some $j_{m} \in\{2, \ldots, b\}$;
- $\quad \#\left(u^{j}\right)=d-1$ for $j \in\{1, \ldots, b\} \backslash\left\{j_{m}\right\}$;
- $\quad \#\left(u^{0}\right)=n-b \cdot(d-1)+1$.

In the first case, $\#\left(u^{j}\right)=d-1$ for $j \in\{1, \ldots, b\}, \#\left(u^{0}\right) \leq d-1$ and $s^{1}=u^{1}$. Therefore, the answer is 1 . In the second case, $\#\left(u^{j}\right)=d-1$ for $j \in\{1, \ldots, b\} \backslash\left\{j_{m}\right\}, \#\left(u^{0}\right) \leq d-1$ and $\#\left(u^{j_{m}}\right)=d$. Therefore, the answer is $i_{m}=\min \left\{i: s^{i}=u^{j_{m}}\right\}$. Note that $i_{m} \neq 1$ because $j_{m} \geq 2$ and $s^{1}=u^{1} \neq u^{j_{m}}$.

Hence, solving the problem for this instance is equivalent to checking whether there is a string that occurs in the input at least $d$ times. It is the $d$-distinctness problem from [47]. It is known that the complexity of the problem is $\Omega\left(\frac{1}{4^{d} d^{2} \cdot \log ^{5 / 2} R} \cdot R^{3 / 4-1 /(4 d)}\right)$ for $R=\Theta\left(d^{d / 2} n\right)$. In our case, the complexity is $\Omega\left(n^{3 / 4-\varepsilon}\right)$.

Secondly, let us discuss the classical complexity of the problem.
Theorem 6. Any randomized algorithm for the Most Frequent String Search problem has $\Theta(n k)$ query complexity.

Proof. The best-known classical algorithm uses the radix sort algorithm and does steps similar to the steps of the quantum algorithm.

The running time of this algorithm is $O(n k)$. At the same time, we can show that it is also a lower bound.

As it was shown in the proof of Theorem 5, the problem is at least as hard as the unstructured search problem among $n k / 2$ variables. It is known [14] that the randomized complexity of the unstructured search among $n k / 2$ variables is $\Omega(n k)$.

## 6. Intersection of Two Sequences of Strings Problem

Let us consider the following problem.
Problem. For some positive integers $n, m$ and $k$, we have the sequence of strings $s=\left(s^{1}, \ldots, s^{n}\right)$. Each $s^{i}=\left(s_{1}^{i}, \ldots, s_{k}^{i}\right) \in \Sigma^{k}$ for some finite size alphabet $\Sigma$. Then, we obtain $m$ requests $t=\left(t^{1} \ldots t^{m}\right)$, where $t^{i}=\left(t_{1}^{i}, \ldots, t_{k}^{i}\right) \in \Sigma^{k}$. The answer for a request $t^{i}$ is 1 if there is $j \in\{1, \ldots, n\}$ such that $t^{i}=s^{j}$. We should answer 0 or 1 to each of $m$ requests.

Let us present the algorithm that is based on the sorting algorithm from Section 4. We sort strings from $s$. Then, we answer each request using a binary search in the sorted sequence of strings [34] and COMPARE_STRINGS quantum subroutine for strings comparison during the binary search.

Let us present Algorithm 3. Assume that the sorting algorithm from Section 4 is the subroutine SORT_STRINGS(s), and it returns the order ORDER $=\left(i_{1}, \ldots, i_{n}\right)$. The subroutine BINARY_SEARCH_FOR_STRINGS $\left(t^{i}, s, O R D E R\right)$ is the binary search algorithm with the COMPARE_STRINGS subroutine as a comparator, and it searches for $t^{i}$ in the ordered sequence $\left(s^{i_{1}}, \ldots, s^{i_{n}}\right)$. Suppose that the subroutine BINARY_SEARCH_FOR_STRINGS returns 1 if it finds $t$ and 0 otherwise.

[^0]The algorithms have the following query complexity.
Theorem 7. Algorithm 3 solves Intersection of Two Sequences of Strings Problem with query complexity $O((n+m) \sqrt{k} \cdot \log n \cdot \log (n+m))=\tilde{O}((n+m) \sqrt{k})$ and error probability $O\left(\frac{1}{n+m}\right)$.

Proof. The correctness of the algorithm follows from the description.
Because of Theorem 1, the sorting algorithm's complexity is $O(n \log n \cdot \sqrt{k})$ and constant error probability.

Let us consider the second part of the algorithm. It does $O(m \log n)$ comparison operations for all invocations of the binary search algorithm. Let $\varepsilon=0.1$. Thus, because of Lemma 5, the second part of the algorithm does

$$
O(m \sqrt{k} \log n \log (m \log n))=O(m \sqrt{k} \log n(\log m+\log \log n))
$$

queries, and the error probability is constant.
Thus, the total complexity is $O((n+m(\log m+\log \log n)) \sqrt{k} \log n)$. Error events of the two steps are independent. Therefore, the error probability of the whole algorithm is also constant. We can achieve any required constant error probability by repetition.

The lower bound for the classical case can be proven using a result stated in [48] (Lemma 7, Section 5.1).

Theorem 8. The randomized query complexity of Intersection of Two Sequences of Strings Problem is $\Theta((n+m) k)$.

Proof. Assume that $n>m$. Let us consider $t^{1}=0^{k}$, and $s^{i}$ contains only 0 s and 1 s , i.e., $s_{j}^{i} \in\{0,1\}$ for all $i \in\{1, \ldots, n\}, j \in\{1, \ldots, k\}$.

For checking $s^{i}=t^{1}$, it is enough to check $\neg \bigvee_{j=1}^{k}\left(s_{j}^{i}=1\right)$ because this implies $s_{j}^{i}=0$ for all $j \in\{1, \ldots, k\}$. In that case, checking for the existence of $t^{1}$ among $s^{i}$ is the same as checking the following condition:

$$
\neg \bigwedge_{i=1}^{n} \bigvee_{j=1}^{k}\left(s_{j}^{i}=1\right)
$$

This condition means that not all string $s^{i}$ contains at least one 1 .
The randomized complexity of computing $\neg \bigvee_{j=1}^{k}\left(s_{j}^{i}=1\right)$ is the same as the complexity of the unstructured search for 1 among $k$ variables, which is $\Omega(k)$. According to [48] (Lemma 7, Section 5.1), the total complexity of the function is $\Omega(n k)$.

Assume that $m>n$. Let us consider $s^{i}=0^{k}$ for all $i \in\{1, \ldots, n\}$. The checking existence $t^{j}$ among $s^{1}, \ldots, s^{n}$ is at least as hard as the search for 1 among $t_{1}^{j}, \ldots, t_{k}^{j}$ that requires $\Omega(k)$ queries. It is true for all $j \in\{1, \ldots, m\}$. Therefore, the total randomized complexity is $\Omega(m k)$.

Hence, if we join both cases, the randomized complexity of solving the problem is $\Omega(\max (n, m) \cdot k)=\Omega((n+m) \cdot k)$.

This complexity $O((n+m) k)$ can be reached if we use the radix sort algorithm and perform the same operations as in the quantum algorithm.

Note that we can use the quantum algorithm for element distinctness [49,50] for this problem. The algorithm solves the problem of finding two identical elements in the sequence. The query complexity of the algorithm is $O\left(D^{2 / 3}\right)$, where $D$ is the number of elements in the sequence. The complexity is tight because of [51]. The algorithm can be the following. On $j$-th request, we can add the string $t^{j}$ to the sequence $s^{1}, \ldots, s^{n}$ and invoke the element distinctness algorithm that finds a collision of $t^{j}$ with other strings. Such approach
requires $\Omega\left(n^{2 / 3} \sqrt{k}\right)$ queries for each request and $\Omega\left(m n^{2 / 3} \sqrt{k}\right)$ for processing all requests. Note that the online nature of requests does not allow us to access all $t^{1}, \ldots, t^{m}$. Thus, each request should be processed separately.

In a case of $n \ll m$, we can use the Grover search algorithm for searching $t^{j}$ among $\left(s_{1}, \ldots, s_{n}\right)$. The complexity is $\tilde{O}(m \sqrt{n k})$ in that case.

Because of the probabilistic behavior of the Oracle, we should use the approach similar to [52] that uses ideas of Amplitude Amplification [53].

## 7. Conclusions

In the paper, we propose a quantum algorithm for a comparison of strings and a general idea for any algorithm that does $A$ string comparison operations. Then, using these results, we construct a quantum strings sorting algorithm that works faster than the radix sort algorithm, which is the best known deterministic algorithm for sorting a sequence of strings.

We propose quantum algorithms for two problems using the sorting algorithm: the Most Frequent String Search and Intersection of Two String Sequences. These quantum algorithms are more efficient than classical (deterministic or randomized) counterparts in a case of $\log _{2}(n)=o(\sqrt{k})$, where $k$ is the length of strings and $n$ is the number of strings. In a case of the Intersection of Two String Sequences problem, the condition is $\log _{2}(n)\left(\log _{2} m+\log _{2} \log _{2} n\right)=o(\sqrt{k})$, where $n$ and $m$ are the number of strings in two sequences. Note that these assumptions are reasonable.

We discussed quantum and classical lower bounds for these problems. Classical lower bounds are tight, and at the same time, there is room to improve the quantum lower bounds.
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#### Abstract

We propose a new Quadratic Unconstrained Binary Optimization (QUBO) formulation of the Travelling Salesman Problem (TSP), with which we overcame the best formulation of the Vehicle Routing Problem (VRP) in terms of the minimum number of necessary variables. After, we will present a detailed study of the constraints subject to the new TSP model and benchmark it with MTZ and native formulations. Finally, we will test whether the correctness of the formulation by entering it into a QUBO problem solver. The solver chosen is a D-Wave_2000Q6 quantum computer simulator due to the connection between Quantum Annealing and QUBO formulations.
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## 1. Introduction

The Travelling Salesman Problem, known as TSP [1], is one of the most studied statements belonging to the combinatorial optimisation problems. In this, we are given a set of cities and the distances between them with which we must try to find the best route to travel all the towns, minimizing the total length.

Both the TSP and its more well-known derivative, the Vehicle Routing Problem (VRP), are routing problems with a great impact on most of the issues in our society. For this reason, and because both are NP-Hard [2], the scientific community has continued the search for a better formulation that makes their resolution efficient. However, unfortunately, we cannot use traditional search methods based on differentiability when defining the problem with discrete variables.

One of the models that allows us to write TSP like problems more generically is Quadratic Unconstrained Binary Optimization (QUBO) [3]. QUBO is a framework that enables us to model problems in a quadratic form subject to linear restrictions natively. However, with the help of penalty functions, it is possible to reformulate the tasks of order greater than two and inequality constraints to the QUBO model. Another characteristic that makes QUBO a very important modelling environment is its close connection with the Ising model [4]. The QUBO model constitutes a central problem for adiabatic quantum computing [5], which is solved through a physical process called quantum annealing [6,7].

It is known that the best current QUBO formulation of the TSP requires $N^{2}$ binary variables Appendix A.1. However, when we try to generalise this formulation to other set of problems such as VRP, we find that polynomial terms of order greater than two appear in these models. As QUBO modelling requires that the function to minimize must be quadratic, it is necessary to decrease the degree of these terms by introducing auxiliary variables, which greatly increases the number of required variables. This is crucial to
achieving good results through the solvers dedicated to it, especially if it is going to be implemented on a quantum computer.

Quantum annealing is the paradigm of using quantum processes to solve combinatorial optimization problems. This paradigm uses entropy as a target to force exploration, given that any function that smoothes the probability in the search space can have the same purpose according to the adiabatic theorem $[8,9]$.

The D-Wave Quantum Processor Unit (QPU) is considered as a heuristic that minimizes the objective QUBO functions using a physically performed version of quantum annealing; this shows how the number of variables in the QUBO model is related to the number of qubits in a quantum computer [10].

The VRP encompasses two different problems: one in which the distance travelled by vehicles subject to capacity restrictions is minimized [11-14] and another, in which the time taken for cars to complete their routes is minimized. In this article, everything related to the VRP will optimize the time to complete these routes, equivalent to reducing the total of the distances travelled by all vehicles.

As we will explain later in the section dedicated to the VRP, to generalise a QUBO formulation from the TSP to the VRP, the objective function for calculating the distance travelled by the vehicles must be linear so that the formulation discussed above with $N^{2}$ variables cannot be used.

The most widely used QUBO model of the TSP that can represent distance linearly uses more than $N^{3}$ variables (native TSP formulation). However, there is indeed a formulation that uses $N^{2} \log _{2}(N)$ variables; this formulation is known as MTZ [15]. But generalising the MTZ formulation for the VRPs that minimises the maximum distances travelled by all the vehicles give us quadratic restrictions and, therefore, a penalty function of the order greater than two.

Our purpose in this work is to present a new QUBO model of the TSP in which the travelled distance calculation is linear, and uses only $3 N^{2}$ variables, considerably improving the existing TSP models (both of $N^{3}$ and $N^{2} \log _{2}(N)$ variables). Furthermore, this new formulation of the TSP we refer to as GPS will be generalized to define an efficient formulation which consider the number of variables of a new VRP formulation. Unfortunately, after reviewing state of the art, we have not found a QUBO formulation of the VRP that minimises the maximum of the distances travelled by all the vehicles, thus we have not been able to make comparisons. When we talk about the number of variables in a model, we will describe it according to its dominant term, so for a model that, for example, requires $N^{3}+3 N^{2}+2 N$ variables, we will say that it is modelling with $N^{3}$ variables since it gives us enough information on its scalability.

The document is organised as follows. Section 2 presents our main motivation behind this work. Section 3 shows previous work on the TSP algorithm and its derivatives. Section 4 presents the QUBO framework and its connection to quantum annealing. In Section 5, we recall the native formulation of TSP and the MTZ QUBO model. Section 6 presents our TSP proposal with the improvements in the numbers of variables. A generalisation of our contribution is seen in Section 7 where we propose our VRP into the QUBO model. Section 8 presents the obtained results, and finally, Section 9 concludes the work carried out, and we open ourselves to some lines of the future of the proposed model.

## 2. Motivation

Our primary motivation is to find a suitable formulation that uses the minimum number of variables; and thus, the minimum number of qubits when implementing said models in quantum computers. This motivation is increased by solving the problem presented in our article [14] in which we desire that the mobile robots minimise the time, which is equivalent to reducing the maximum of the distances travelled by all the vehicles. What implies reducing the number of qubits necessary to implement this model in this era of very few qubits.

## 3. Related Work

In the mid-1920s, the following referenced articles [16,17], were the first articles to provide a solution to the minimal spanning tree (MST) problem. Based on these works, the mathematical researcher, Joseph B. Kruskal Jr, applied these solutions to the TSP [18], giving life to some of the first solutions to this problem that will arise during the next decades.

Towards the end of the sixties, the following article [19] offered a compilation and synthesis of the research on the travelling salesman problem. The authors began by defining the problem and presenting several relevant theorems. They also classified and detailed the solution techniques and computational results. Before that, in the mid-1960s, the TSP started to emerge in many different contexts. The following article [20] highlights some applications that began to occur in everyday life, such as vehicle routing or job shop scheduling problems. Other applications such as planning, logistics and the manufacture of electronic circuits became of particular interest.

By making a few small modifications to the original TSP, we could apply it in many fields such as SWP [21] and DNA sequencing [22,23] among others. In this last application, the concept of 'city' would come to be fragments of DNA and the idea of 'distance', a measure of similarity between the pieces of DNA. In many applications, additional restrictions such as resource limits or time windows make the problem considerably difficult.

Computationally, the TSP [24] is an NP-Hard problem within combinatorial optimization. As an NP-Hard problem, it is computationally complex, and heuristics are continually being developed to get as close as possible to the optimal solution. However, considering the computational complexity nature of these problems, the new approach that quantum computing takes is very promising.

Many works are related to the standard/native TSP or some related variant in a quantum environment within this new approach. For example, the referenced work [25], the authors introduced a different quantum annealing scheme based on a path-integral Monte Carlo process to address the symmetric version of the Travelling Salesman Problem (sTSP). In these other articles [26,27], the authors did a comparative study using the DWave platform to evaluate and compare the efficiency of quantum annealing with classical methods for solving standard TSP.

In this reference [28], several comparisons of heuristic techniques were made for some TSP Libraries (TSPLIB) [29] problems, both symmetric and asymmetric, and their results have been compared to other methods such as Self Organizing Maps and Simulated Annealing [30]. In both cases, the local search technique was applied to the results found with Wang's Recurrent Neural Network with "Winner Takes All" that improved the Self Organizing Maps [31]. Other techniques such as the co-adaptive neural network approach to the Euclidean Travelling Salesman Problem [32] equally important.

One of the generalizations of the TSP, known as the VRP, was studied on the D-Wave platform [33,34]. In tasks where routing and planning capacity (time) was required, the TSP with time windows (TSPTW) was generalized [35,36], and has high inherent complexity which presents enormous resolution difficulties. In the following references [21,37-39], the authors modelled combinatorial optimisation problems in which social workers visit their patients at their respective homes and attend to them at a specific time, called Social Workers' Problem (SWP). SWP is a significant problem because additional time constraints allow more realistic scenarios to be modelled than native TSP. The optimal or near-optimal solution for such issues is important in minimising distance and time and environmental problems such as reducing fuel consumption.

The generalization of the TSP that we will use in our work will be the VRP. However, there are other TSP derivatives, such as the Job Shop Scheduling Problem (JSSP) [40] that are not included in the study of this work.

During state of the art of these formulations carried out, we have found several articles [33,34,41] that solve the TSP and VRP (focusing on minimising distance and not time) for annealing computers [7,30,42]. However, the number of variables is still intractable for the current size of quantum computers. For this reason, we propose a new TSP formulation
with a representation of the linear distance that uses only $3 N^{2}$ variables, which we will use to outperform the current best VRP modelling in terms of the number of required variables. For example, a possible formulation of the VRP uses $N^{3}$ variables where $N$ is the number of cities, thus with only 10 towns, we would go to 1000 necessary variables. In quantum computing, each of these variables can be represented with a qubit, and that is why computers possessing 1000 qubits would be needed to carry out these tasks. However, the gate-based computers that mark this era of quantum computing [43] have around 100 qubits making this task intractable today. The number of qubits is higher for computers based on quantum annealing, reaching 2000 qubits like the D-Wave computer. However, the correspondence between variables and qubits will not be one-to-one due to the architecture of these computers, so that we will have a smaller number of useful qubits. The following reference [44] deals with the topology and graph problem mapping on the D-Wave 2000Q QPU computer in detail.

## 4. QUBO Model in Quantum Computing

Quantum computing as a new computational paradigm can help solve a set of complex problems (routing, scheduling, banking problems, etc.) or solve tasks that respond to the law of quantum mechanics. However, before solving a problem, we first need to express it in a mathematical formulation that is largely compatible with the underlying physical hardware. This methodology is also useful for quantum computation. One of the frameworks that allows us to define said mathematical formulation to be solved in a quantum computer is the QUBO.

Adiabatic computation was born from the use of the adiabatic theorem $[8,9]$ to perform the calculations using the tunnel effect to go from the global minimum of a simple Hamiltonian (A Hamiltonian system is a dynamic system governed by Hamilton equations. In physics, these active systems describe the evolution of a physical system, such as an electron in an electromagnetic field.) [45,46] to the global minimum of the problem of interest.

One of the market leaders for this type of computing is D-Wave, which roughly solves the quadratic unconstrained binary optimisation problem (QUBO). The QUBO formulation (1) is suitable for running a D-Wave architecture [47]; however, QUBO can be mapped to the Ising [6] model and thus be used in computers based on quantum gates, for example, IBMQ, Rigetti, Xanadu (strawberryfields), etc.

The problems that D-Wave quantum computers are prepared to solve are those that consist of finding the minimum of a function of the following form:

$$
\begin{equation*}
\sum_{i=1}^{n} b_{i} x_{i}+\sum_{i=1}^{n} \sum_{j=1}^{n} q_{i, j} x_{i} x_{j} \tag{1}
\end{equation*}
$$

where the variables $x_{i} \in\{0,1\}$ and the coefficients $b_{i}, q_{i, j} \in \mathbb{R}$.
We are then, given a problem, we need to model it with the above structure where the variables that form the solution will only take the values 0 or 1 . Let us observe that, by taking the variables $x_{i}$ the values 0 or 1 , it is true that $x_{i}^{2}=x_{i}$. Therefore, we can group the linear terms with the quadratic terms and express the above equation in matrix format:

$$
\begin{equation*}
x^{t} Q x, \tag{2}
\end{equation*}
$$

with $x \in\{0,1\}^{n}$ and $Q \in \mathfrak{M}_{n \times n}$ which is compactly representing the QUBO formulation. QUBO can be mapped into the Ising model with the change variable: $z=1-2 x$. Thus, we pass a binary variable $(0,1)$ to a spin variable $(-1,1)$. Therefore, given a formulation of a problem to the QUBO, we can implement it and solve it in computers based on quantum gates, only applying the change of variable mentioned.

## 5. TSP Formulation

As discussed in the introduction, before presenting our GPS model in section four, we will analyze the native TSP model and the MTZ that we aim to improve in terms of the number of variables.

### 5.1. Native Formulation

In this section, we will recall the formulation of the native TSP [41]. This modelling, which has been defined in [48], despite appearing in a very natural way which facilitates its understanding, requires $N^{3}$ variables to be implemented.

The variables that appear in this model are the variables $x_{i, j, t}$ such that $i, j \in\{0, \ldots, N+1\}$ and $t \in\{0, \ldots, N\}$. Let us consider that the variables $x_{i, i, t}$ do not exist in this model. The interpretation of the variables $x_{i, j, t}$ is simple, since $x_{i, j, t}=1$ if at instant $t$ we traverse the edge that connects the cities $i$ and $j$, and $x_{i, j, t}=0$ for all other cases.

We can define the objective function of the native (Native in the sense of general, the most used) TSP [41] as:

$$
\begin{equation*}
\sum_{u=0}^{N+1} \sum_{v=0}^{N+1} \sum_{t=0}^{N} x_{u, v, t} d_{u, v} . \tag{3}
\end{equation*}
$$

where $d_{u, v}$ represents the distance between nodes $u$ and $v$. This objective function is subject to a series of restrictions:

- Constraint 1 . The salesman must leave each city once.

$$
\begin{equation*}
\text { For each } u \in\{0, \ldots, N\}: \sum_{v=1}^{N+1} \sum_{t=0}^{N} x_{u, v, t}=1 \text {. } \tag{4}
\end{equation*}
$$

- Constraint 2. Each city must be reached once.

$$
\begin{equation*}
\text { For each } v \in\{1, . ., N+1\}: \sum_{u=0}^{N} \sum_{t=0}^{N} x_{u, v, t}=1 \tag{5}
\end{equation*}
$$

- Constraint 3. If the salesman leaves a city, he cannot return to it later. This constraint ensures that no unconnected cycles are formed as a solution. There are two ways of posing this constraint.
- Imposing that once he leaves a city he cannot return to it.

For each $u \in\{1, \ldots, N+1\}$ :

$$
\begin{equation*}
\sum_{v=0}^{N+1} \sum_{t=0}^{N} \sum_{w=0}^{N+1} \sum_{j=t+1}^{N} x_{u, v, t} x_{w, u, j}=0 \tag{6}
\end{equation*}
$$

- Imposing that once he arrives in a city, he must leave it.

For each $t \in\{0, \ldots, N-1\}, u, v \in\{0, \ldots, N\}$ :

$$
\begin{equation*}
x_{u, v, t} t\left(1-\sum_{w=1}^{N+1} x_{v, w, t+1}\right)=0 \tag{7}
\end{equation*}
$$

This formulation requires $N^{3}$ variables. Next, we will analyse another model used to define the TSP which is less commonly used in quantum annealing articles.

### 5.2. MTZ Formulation

Recalling the idea of this formulation is to consider the variables $x_{i, j}=1$ if the edge that connects the cities $i$ and $j$ appears in the solution path, where $x_{i, j}=0$ for all other cases. Once we have these variables, we can establish order on the route by employing a set of variables that will represent the moment the salesman arrives at that city (the variable $u_{i}$
expressed in binary format, will take the integer value $t$ if the city $i$ is reached in the $t$ th position.). This model requires $N^{2} \log _{2}(N)$, greatly improving the number of variables in the general formulation. However, when implemented using annealing it presents surprisingly inaccurate results. This is because the annealing algorithm gets stuck trying to minimise the part of the objective function generated by the sub-tour's constraint [15], since the representation of integers in their binary format has the disadvantage that close numbers such as $2^{n}-1$ and $2^{n}$ differ by a large number of qubits, so from the annealing they are perceived as very different solutions.

Once the two most common QUBO models of the TSP have been presented, let us analyze the formulation with which we improve the number of variables of the previous two.

## 6. GPS Formulation

Now we are starting to present our work. To develop this model, we take the variables $x_{i, j, r}$ with $i, j \in\{0, \ldots, N+1\}$ and $r \in\{0,1,2\}$. In all the modelling, the variables $x_{i, j, r}$ such that $i=j$ are not considered. We work with directional edges, that is, if in the model the edge $(i, j)$ appears, we understand that first we must go through node $i$ and immediately after that we go to $j$. Let us analyse what each variable represents:

- $\quad x_{i, j, 0}=1$ means that the edge $(i, j)$ does not appear in the path and the node $i$ is reached earlier than the $j$.
- $\quad x_{i, j, 1}=1$ means that the edge $(i, j)$ appears in the path, so the node $i$ is reached earlier than the $j$.
- $\quad x_{i, j, 2}=1$ means that the edge $(i, j)$ does not appear in the path, and the node $j$ is reached earlier than the $i$.
Let us, therefore, see some examples (Figure 1) in which these variables do not take the value zero:


Figure 1. Example of a TSP solution with six different cities. It begins at node 0 , and the arrows indicate the order in which the towns will be visited.

In this particular case, $x_{4,5,0}=0$ and $x_{4,5,2}=0$ since the edge $(4,5)$ does appear in the solution. On the other hand $x_{4,5,1}$ will also be 0 because although edge $(4,5)$ does appear in the graph, node 5 will be visited before node 4 .

Let us, therefore, see examples in which these variables do not take the value zero:

- $\quad x_{5,1,1}=1$ : in this case it will take the value 1 since edge $(5,1)$ appears in the solution and node 5 is visited first.
- $\quad x_{4,1,2}=1$ : because in the solution we don't have the connection $(4,1)$, we have the connection $(1,4)$ and the node 4 is visited later node 1 .
- $x_{5,3,2}=1$ : since the edge $(3,5)$ does not appear and node 3 is visited first.

From the definition of our variables, we can define the distance travelled through the following objective function as:

$$
\begin{equation*}
\sum_{i=0}^{N+1} \sum_{j=0}^{N+1} d_{i, j} x_{i, j, 1} . \tag{8}
\end{equation*}
$$

The constraints that must be met are:

- Constraint 1: For each $i, j$ one and only one of the 3 cases of $r$ must be given, so

$$
\begin{equation*}
\text { For all } i, j: \sum_{r=0}^{2} x_{i, j, r}=1 \tag{9}
\end{equation*}
$$

- Constraint 2: Each node must be exited once.

$$
\begin{equation*}
\text { For each } i \in\{0, \ldots, N\}: \sum_{j=0}^{N+1} x_{i, j, 1}=1 \text {. } \tag{10}
\end{equation*}
$$

- Constraint 3: Each node must be reached once.

$$
\begin{equation*}
\text { For each } j \in\{1, \ldots, N+1\}: \sum_{i=0}^{N} x_{i, j, 1}=1 \text {. } \tag{11}
\end{equation*}
$$

- Constraint 4: If node $i$ is reached before $j$, then node $j$ is reached after $i$, so, for all $\quad i, j \in$ $\{0, \ldots, N+1\}$ such that $i \neq j$ :

$$
\begin{equation*}
x_{i, j, 2}=1-x_{j, i, 2} . \tag{12}
\end{equation*}
$$

It would also have to be specified for $r=0$ and $r=1$, however this restriction is sufficient since by (9) it is implicit.

- Constraint 5: If node $i$ is reached before node $j$ and node $j$ is reached before node $k$, then node $i$ must be reached before $k$. This condition will prevent the route from returning to a node from which it had already exited, thus preventing cycles from forming. We then arrive at the penalty function Equation (13).

$$
\begin{equation*}
\sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{k=1}^{N}\left(x_{j, i, 2} x_{k, j, 2}-x_{j, i, 2} x_{k, i, 2}-x_{k, j, 2} x_{k, i, 2}+x_{k, i, 2}\right) . \tag{13}
\end{equation*}
$$

With only the cases in which $i \neq j, i \neq k$ and $j \neq k$ will be taken in the summation and in the annex (Appendix B) we will provide the approach followed to arrive at it.

The following is deduced from the Equation (13). We have $x_{i, j, 2}=0$ if $i$ is reached before $j$ and $x_{i, j, 2}=1$ in the case where $j$ is reached before $i$. Thus, with the previous equation we penalise these following cases in which $x_{i, j, 2}=0, x_{j, k, 2}=0$ and $x_{i, k, 2}=1$ and $x_{i, j, 2}=1, x_{j, k, 2}=1$ and $x_{i, k, 2}=0$ which lead to cases in which it would be forming cycles (for these two situations the value of the parentheses is 1 and for the rest 0 ). In (27) we have a similar situation for our VRP formulation, where we offer more details. For this condition, we must have directly constructed a penalty function that avoids erroneous cases without first posing linear conditions through which to generate its corresponding penalty function.

Formulated in this way we have managed to reduce the number of variables required from $N^{2} \log _{2} N$ to $3 N^{2}$, achieving very noticeable reductions when working with large problems. Once we have this formulation, let us see how we can generalise it to the new VRP formulation.

## 7. New VRP Formulation

This section develops our VRP into the QUBO model using the GPS formulation.
As discussed in the introduction, this model is optimal concerning the number of binary variables used. However, this generalisation does not appear as naturally as expected because it requires a delicate step to get the constraints of the Equation (27). To do this, we will detail each step and explain each of the constraints step by step.

## Original Formulation $5 N^{2} Q$

For this new VRP, we will consider that $N$ is the number of cities and $Q$ is the number of available vehicles. We first present the variables that will form the problem. We then take the following set of variables.

$$
\begin{equation*}
x_{i, j, r, q} \text { with } i, j \in\{0, \ldots, N+1\}, r \in\{0,1,2,3,4\} \text { and } q \in\{1, \ldots, Q\} \tag{14}
\end{equation*}
$$

In all the modelling, the variables $x_{i, j, r}$ such that $i=j$ are not considered. The variables $i, j$ refer to the cities must travel to, and the variable $q$ refers to the vehicle. The nodes 0 and $N+1$ correspond to the starting and ending points. Note that they may be the same node but we will separate them for convenience in the formulation. The values $d_{i, j}$ with $i, j \in\{0, \ldots, N+1\}$ correspond to the distance between node $i$ and $j$. Let us dive into the interpretation of each variable:

- $\quad x_{i, j, 0, q}=1$ means that the vehicle $q$ travels to the cities $i$ and $j$, does not travel across the edge $(i, j)$ and arrives at the city $i$ before the $j$.
- $\quad x_{i, j, 1, q}=1$ means that the vehicle $q$ travels to the cities $i$ and $j$ travels across the edge $(i, j)$ (that is, once it passes through the city $i$ the next city it reaches is the $j$ ) and therefore the city $i$ is reached earlier than the city $j$.
- $\quad x_{i, j, 2, q}=1$ means that the vehicle $q$ travels through the cities $i$ and $j$ and arrives at the city $j$ earlier than at the city $i$.
- $\quad x_{i, j, 3, q}=1$ means that the vehicle $q$ does not go through the cities $i$ and $j$, and the city $i$ is reached earlier than the city $j$. Note that $x_{i, j, 3, q}$ can take the value 1 whether the vehicle $q$ passes through one of both cities or neither of them.
- $\quad x_{i, j, 4, q}=1$ means that the vehicle $q$ does not travel to the cities $i$ and $j$, and the city $j$ is reached earlier than the city $i$.

Even if no vehicle passes through the objects $i$ and $j$, the formulation must establish an order between them. However, this restriction does not make the modelling meaningless, since we can assume that if the vehicles are ordered in the order of $\{1, \ldots, Q\}$, then $i$ will be reached before $j$ if the vehicle that passes through node $i$ has a lower number than the one that passes through node $j$. Once the interpretation of each variable is explained, let us analyse the constraints that must be met.

- Constraint 1: For each $i, j, q$, one and only one of the possibilities must be met for $r$, so:

$$
\begin{equation*}
\text { For all } i, j, q: \sum_{r=0}^{4} x_{i, j, r, q}=1, \tag{15}
\end{equation*}
$$

- Constraint 2: Each vehicle has to fulfill that it leaves the starting position. For this situation, we are going to impose that:

$$
\begin{equation*}
\text { For all } q: \sum_{j=1}^{N+1} x_{0, j, 1, q}=1, \tag{16}
\end{equation*}
$$

No vehicle can return to the starting position from a city, so:

$$
\begin{equation*}
\text { For all } q: \sum_{i=0}^{N+1} x_{i, 0,1, q}=0 \tag{17}
\end{equation*}
$$

- Constraint 3: Every vehicle must finish in the final position. For this, it must be fulfilled that:

$$
\begin{equation*}
\text { For all } q: \sum_{i=0}^{N} x_{i, N+1,1, q}=1 \text {, } \tag{18}
\end{equation*}
$$

No vehicle can leave the final position. We then have that:

$$
\begin{equation*}
\text { For all } q: \sum_{j=0}^{N+1} x_{N+1, j, 1, q}=0 \tag{19}
\end{equation*}
$$

Vehicles that do not travel on any road will meet all constraints when taking the following condition:

$$
x_{0, N+1,1, q}=1
$$

- Constraint 4: The vehicle must leave once and only once from each city, then:

$$
\begin{equation*}
\text { For each } i \in\{1, \ldots, N\}: \sum_{q=1}^{Q} \sum_{j=1}^{N+1} x_{i, j, 1, q}=1 \tag{20}
\end{equation*}
$$

- Constraint 5: The vehicle must arrive once and only once to each city, then:

$$
\begin{equation*}
\text { For each } j \in\{1, \ldots, N\}: \sum_{q=1}^{Q} \sum_{i=0}^{N} x_{i, j, 1, q}=1 \text {. } \tag{21}
\end{equation*}
$$

- Constraint 6: The city $i$ is reached before the city $j$ does not depend on each vehicle. Therefore, for all the vehicles that either arrive at city $i$ earlier than $j$, or arrive at city $j$ earlier than $i$. Introducing the auxiliary variables $a_{i, j}$, we have the following constraint. For all $i, j \in\{1, \ldots, N\}$ :

$$
\begin{equation*}
\sum_{q=1}^{Q} x_{i, j, 0, q}+x_{i, j, 1, q}+x_{i, j, 3, q}=a_{i, j} Q \tag{22}
\end{equation*}
$$

It will then be true that for each $i, j$ or $a_{i, j}=1$, which means that the city $i$ is reached earlier than the city $j$ and therefore for each $q$ we will have $x_{i, j, r, q}=1$ for any value of the $r$ in which $i$ is reached before $j$, or $a_{i, j}=0$, and we will have $x_{i, j, r, q}=0$ for all the vehicles and for values $r$ where $i$ is reached before $j$.

- Constraint 7: If the vehicle $q$ arrives in the city $j$, then the vehicle $q$ must leave the city $j$. For this we impose the constraint that for $i \in\{0, \ldots, N\}, j \in\{1, \ldots, N\}$ and $q \in\{1, \ldots, Q\}:$

$$
\begin{equation*}
x_{i, j, 1, q}\left(1-\sum_{k=1}^{N+1} x_{j, k, 1, q}\right)=0 \tag{23}
\end{equation*}
$$

Let us now impose the conditions that make vehicles run on a tour.

- Constraint 8: It must be fulfilled that either the vehicle pass through the city $i$ before the $j$ or arrive before to the city $j$ rather than the city $i$. Therefore, it must be verified that, for $i \in\{0, \ldots, N\}, j \in\{1, \ldots, N\}$ and $q \in\{1, \ldots, Q\}$ :

$$
\begin{equation*}
x_{i, j, 0, q}+x_{i, j, 1, q}+x_{i, j, 3, q}=1-\left(x_{j, i, 0, q}+x_{j, i, 1, q}+x_{j, i, 3, q}\right) \tag{24}
\end{equation*}
$$

- Constraint 9: If city $i$ is reached before $j$ and city $j$ is reached before city $k$, then city $i$ must be reached before city $k$. This condition will prevent the vehicle from returning to a city it has already passed through and therefore prevents a cycle from forming. To introduce this constraint, we will directly calculate a penalty function worth 0 in the correct cases and 1 in those that are not. To facilitate the understanding of the penalty function, we are going to take, for $i, j, k, q$, the following variables:

$$
\begin{align*}
a_{i, j} & =x_{i, j, 0,1}+x_{i, j, 1,1}+x_{i, j, 3,1} \\
a_{j, k} & =x_{j, k, 0,1}+x_{j, k, 1,1}+x_{j, k, 3,1}  \tag{25}\\
a_{i, k} & =x_{i, k, 0,1}+x_{i, k, 1,1}+x_{i, k, 3,1}
\end{align*}
$$

Remember that it is not necessary to introduce these conditions because the constraint (22) establishes the correct values of the variables $a_{i, j}$. Therefore, $a_{i, j}=1$ means that the city $i$ is reached before the city $j$ and the same with $j$ and $k$. Also, it is very important to remember that due to the same constraint (22), we can take any of the vehicles as a reference. In this case, we have taken the first vehicle as a reference.
In this way, fixed $i, j, k$, we have the 3 variables $a_{i, j}, a_{j, k}, a_{i, k}$. Remember that $a_{i, j}, a_{j, k}, a_{i, k}$ only take the values 0 or 1 . Also, let us note that the cases that lead to values of the variables for which cycles can be formed and that we must discard are $\left(a_{i, j}, a_{j, k}, a_{i, k}\right)=(0,0,1)$ and $\left(a_{i, j}, a_{j, k}, a_{i, k}\right)=(1,1,0)$.
In the case $(0,0,1)$ we would have that the city $j$ is reached after the $i$, the $k$ after the $j$, and yet the city $k$ is reached rather than $i$, which is absurd. The case $(1,1,0)$ cannot be given either, since it reaches $i$ before $j$ and $j$ before $k$, so it cannot be that we also reach $k$ before $i$. We therefore must construct a penalty function so that for $f\left(a_{i, j}, a_{j, k}, a_{i, k}\right)$ it holds that $f(0,0,1)>0, f(1,1,0)>0 \mathrm{y} f\left(a_{i, j}, a_{j, k}, a_{i, k}\right)=0$ for all other cases. A function that satisfies these conditions is from the Equation (26).

$$
\begin{equation*}
f\left(a_{i, j}, a_{j, k}, a_{i, k}\right):=a_{i, j} a_{j, k}-a_{i, j} a_{i, k}-a_{j, k} a_{i, k}+a_{i, k}^{2} . \tag{26}
\end{equation*}
$$

then, adding to the cost function the Equation (27)

$$
\begin{equation*}
\lambda \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{k=1}^{N}\left(a_{i, j} a_{j, k}-a_{i, j} a_{i, k}-a_{j, k} a_{i, k}+a_{i, k}^{2}\right) \tag{27}
\end{equation*}
$$

we will have that the best solutions will be those that comply with this constraint.

- Constraint 10: The objective we seek is to minimise vehicle travel time. What we could do is see how long each vehicle takes to complete the route and try to minimise as much of the time as possible. However, this function soon becomes complex so we have decided to develop a different idea that simplifies the process and smoothes the objective function. If we impose the condition that all vehicles travel less distance than the distance travelled by vehicle number 1, we will have that minimising the maximum of the distances will be equivalent to minimising the distance travelled by the first vehicle. We then have the following condition. For each $q \in\{2, \ldots, Q\}$ :

$$
\begin{equation*}
\sum_{i=0}^{N+1} \sum_{j=0}^{N+1} d_{i, j} x_{i, j, 1, q} \leq \sum_{i=0}^{N+1} \sum_{j=0}^{N+1} d_{i, j} x_{i, j, 1,1} . \tag{28}
\end{equation*}
$$

We transform this inequality into equality by taking once again $D_{\max }:=\sum_{i=0}^{n} \max _{j}\left\{d_{i, j}\right\}$ and the variables $b_{h, q}$ (the variables $b_{h, q}$ are like the sub tour's one in the MTZ slack variables and they are in their binary expression) in:

$$
\begin{equation*}
\sum_{i=0}^{N+1} \sum_{j=0}^{N+1} d_{i, j} x_{i, j, 1, q}+\sum_{h=0}^{h_{\max }} 2^{h} b_{h, q}-\sum_{i=0}^{N+1} \sum_{j=0}^{N+1} d_{i, j} x_{i, j, 1,1}=0 . \tag{29}
\end{equation*}
$$

Under these conditions the function to be minimized corresponds to:

$$
\begin{equation*}
\sum_{i=0}^{N+1} \sum_{j=0}^{N+1} d_{i, j} x_{i, j, 1,1} \tag{30}
\end{equation*}
$$

This condition has the disadvantage that we are eliminating solutions where it is another vehicle that travels the longest distance. Let us explore how to avoid this problem and get more flexibility in the model to make it easier for the Quantum Annealing to find the optimum one. We can establish an auxiliary variable $D$ and we set that the distance travelled by each vehicle must be less than this variable, that is to say:

$$
\begin{equation*}
\sum_{i=0}^{N+1} \sum_{j=0}^{N+1} d_{i, j} x_{i, j, 1, q} \leq D, \text { for all } q \in\{1, \ldots, Q\} \tag{31}
\end{equation*}
$$

The variable $D$ is an integer, so we must treat it in some way in order to include it in the model. As we explained in the introduction of the section dedicated to the formulation of the MTZ model Section 5.2, it is convenient to try to avoid the binary representation of integer variables. To do so, we can express $D$ as a combination of the distances between edges by taking $D=\sum_{i=0}^{N+1} \sum_{j=0}^{N+1} x_{i, j} b_{i, j}$. Thus after imposing the constraint (31) we have that the function to minimize is $D$.
Thanks to this modelling of the new VRP we have been able to reduce the number of variables required to the order of $5 N^{2} Q$. However, we have managed to reduce it even further to $3 N^{2} Q$, which is detailed in Appendix A.2. However, we have preferred to present this other model due to its easy understanding.

## 8. Results

To test the correct VRP model developed in QUBO, which minimises the maximum distance that all the vehicles travel, we will present some comparisons of the results obtained through the simulator of the different models that have been discussed in this paper.

The code has been implemented on the Ocean library [49] from D-Wave in python. The reader can find the code at [50].

Figure 2 offers a sample of our GPS formulation's results when using the D-Wave solver in different scenarios. We highlight some important cases that help us see the good functioning of the algorithm.

Figure 3 offers a sample of our VRP formulation's results based on the GPS when using the D-Wave solver in different scenarios. We highlight some important cases that help us see the good functioning of the algorithm. It is important to note that our algorithm minimizes the maximum distance travelled by all the vehicles (this is equivalent to reducing the time spanned by all cars). It is worth mentioning that the number of the qubits needed in the case $N=8$ and $Q=3$ is 1778 . Where $N$ is the number of cities and $Q$, the vehicles. In the discussion section, we will analyze this point and its impact on the topology of the QPU architecture and in this case of the D-Wave.

Let us observe in Tables 1-5 the comparison of the number of qubits, time during which the D-Wave Quantum Annealing simulator has been executed, and the length of the path found. The sign " - " represents that the algorithm did not find a possible way during the elapsed time (in minutes). In this examples, the cities which form the TSP to solve are the vertex of the regular polygon with these number of vertex.




Figure 2. In these graphs, we can observe the algorithm's results in different scenarios of the GPS formulation. We can follow the correct scalability of the algorithm. We provide the code [50] to check its proper functioning and to allow others to simulate lower values or values higher than $N=16$.


Figure 3. In these graphs, we can observe the algorithm's results in different scenarios of the VRP formulation. We can follow the correct scalability of the algorithm. We provide the code [50] to verify the proper functioning of the formulation. Vehicle number 1 is red, and the next is light-steel-blue. While the depot is the 0 node in pale-green colour, and the rest are represented in light-steel-blue. In this case, we have variables cities from 4 to 12 and using up to 2 vehicles. It is important to highlight that this VRP minimises the time travelled by the cars. The number of qubits used is 2418 to test the last case.

Table 1. A regular polygon layout has been taken where the cities occupy the positions of the nodes [50] for the elaboration of all tables. In this scenario of 4 cities, we set comparison with the 3 models, MTZ, native TSP and GPS. The comparison is based on the number of times to find the solution, the distance travelled, and the number of qubits. We can appreciate the good performance of our GPS model, and above all the savings it offers us in the number of qubits.

|  | GPS | Native TSP | MTZ |
| :---: | :---: | :---: | :---: |
| Number of qubits | 75 | 100 | 140 |
| Elapsed Time $(\mathrm{min})$ | 0.332 | 0.08 | 0.569 |
| Path Length $(\mathrm{m})$ | 5.65 | 5.65 | 5.65 |

Table 2. A regular polygon layout has been taken where the cities occupy the positions of the nodes [50] for the elaboration of all tables. In this scenario of 6 cities, we set comparison with the 3 models, MTZ, native TSP and GPS. The comparison is based on the number of times to find the solution, the distance travelled, and the number of qubits. We can appreciate the good performance of our GPS model, and above all the savings it offers us in the number of qubits.

|  | GPS | Native TSP | MTZ |
| :---: | :---: | :---: | :---: |
| Number of qubits | 147 | 294 | 266 |
| Elapsed Time $(\mathrm{min})$ | 0.337 | 0.39 | 1.338 |
| Path Length $(\mathrm{m})$ | 6.00 | 6.00 | 8.46 |

Table 3. A regular polygon layout has been taken where the cities occupy the positions of the nodes [50] for the elaboration of all tables. In this scenario of 8 cities, we set comparison with the 3 models, MTZ, native TSP and GPS. The comparison is based on the number of times to find the solution, the distance travelled, and the number of qubits. We can appreciate the good performance of our GPS model, and above all the savings it offers us in the number of qubits.

|  | GPS | Native TSP | MTZ |
| :---: | :---: | :---: | :---: |
| Number of qubits | 243 | 648 | 522 |
| Elapsed Time $(\mathrm{min})$ | 1.209 | 1.177 | 2.676 |
| Path Length $(\mathrm{m})$ | 6.122 | 9.58 | 11.46 |

Table 4. A regular polygon layout has been taken where the cities occupy the positions of the nodes [50] for the elaboration of all tables. In this scenario of 10 cities, we set comparison with the 3 models, MTZ, native TSP and GPS. The comparison is based on the number of times to find the solution, the distance travelled, and the number of qubits. We can appreciate the good performance of our GPS model, and above all the savings it offers us in the number of qubits.

|  | GPS | Native TSP | MTZ |
| :---: | :---: | :---: | :---: |
| Number of qubits | 363 | 1210 | 770 |
| Elapsed Time $(\mathrm{min})$ | 3.316 | 3.087 | 4.175 |
| Path Length $(\mathrm{m})$ | 12.51 | 10.978 | - |

Table 5. A regular polygon layout has been taken where the cities occupy the positions of the nodes [50] for the elaboration of all tables. In this scenario of 12 cities, we set comparison with the 3 models, MTZ, native TSP and GPS. The comparison is based on the number of times to find the solution, the distance travelled, and the number of qubits.

|  | GPS | Native TSP | MTZ |
| :---: | :---: | :---: | :---: |
| Number of qubits | 507 | 2028 | 1066 |
| Elapsed Time $(\mathrm{min})$ | 7.992 | 9.677 | 10.578 |
| Path Length $(\mathrm{m})$ | 14.286 | 12.28 | - |

These results have been obtained using a simulator because we would require access to a quantum computer for a time similar to that needed to perform the simulations (in some cases more than an hour). However, it is the benefits of modelling with few qubits (such as GPS modelling) that will be much more notable when these problems are implemented on real quantum computers. Other studies that did not require many hours of the quantum computer were carried out on the D-Wave_2000Q_6. In the discussion section, we detail some interesting cases.

## Discussion

Once the different models had been implemented, we achieved the following results. Through the results of the Figures 4-7 and Tables 1-5, the good performance of our formu-
lation compared to the general TSP [41] can be observed. An almost identical operation is seen with the generic TSP, except that we are improving at least the number of qubits for the same cases in our proposal. Although the time difference is not significant again, the difference between path lengths is. Let us remember that the advantage of the formulation in which we have worked is based on improving the number of qubits used. We then have that the larger the problems we are working on, the better this difference will be appreciated in the number of variables.

The MTZ model does not offer positive results. This is since Annealing presents many difficulties to find minimum expressions in which the representation of integers appears in their binary format. This is because although the numbers $2^{k}-1$ and $2^{k}$ are close, they are not close in their binary form since they differ in $k$ variables, so the annealing tends to present bad results. Apart from that adjusting, the Lagrange coefficient of this type of constraint is also a complicated task.

Native TSP and GPS modelling show better results. While it is true that general modelling gives slightly better results, it requires the use of a higher number of qubits. This may be since the function to be optimised for this model has a smaller number of local minima where the Annealing can get stuck or there can be a bad of the Lagrange coefficients.

The problem on which the simulations are carried out consists in finding the optimal path when the points are placed on the vertices of the regular polygons that have the same number of vertices as nodes in our problem.


Figure 4. Path length comparison for $N=9$. In this graph, we see how the length of the solution paths for the case of 9 Cities is very similar so that both models give good results.


Figure 5. Time comparison for $N=9$. This graph shows the time taken to carry out the executions in the case of 9 cities. Although it seems that there is a lot of difference, it only represents $10 \%$ of the total time, which, as we have seen in other experiences, is not significant.


Figure 6. Path length comparison for $N=11$. For the example of 11 cities, we can observe that the outcomes are quite similar. Although the time difference is not significant again, the difference between path lengths is. Let us remember that the advantage of the modelling we have worked is based on improving the number of qubits used. We then have that the larger the problems we are working on, the better that difference will be appreciated in the number of variables.


Figure 7. Time comparison for $N=11$. For the example of 11 cities, we can observe that the outcomes are quite similar because although there is a mean difference of about 20 s between the results of both simulations, the experience with this problem and other similar ones is that this very small difference does not affect the results on the length of the solution path.

One of the behaviours and results that we believe is important to mention is the following. We realized that it is even more important to consider the number of edges that our model generates. The vertex/connections in a quantum computer are limited and define our quantum computer's typology and quality for error mitigation. Thus, a model that produces many edges (direct links) may request more from a computer than another which generates fewer. The Figure 8 offers us a comparative study between our GPS model and the native TSP. This figure shows the exponential behaviour and the number of interconnections that each model offers. Our model improves the number of qubits and gives us a great result reducing the number of connections a lot. The native TSP behaves as $0.8(N+2)^{5}$ while the GPS as $2(N+2)^{3}$.

One aspect of GPS worth commenting on here is to generalize it also to be used for the Cutting-plane method. We must change the current constraint (13) since this methodology only works with linear constraints. The way to do this is as follows. For each $i, j, k$ :

- $x_{j, i, 2}+x_{k, j, 2} \leq 2 x_{k, i, 2}+w_{i, j, k}^{1}$
- $x_{j, i, 2}+x_{k, j, 2} \geq 2 x_{k, i, 2}-w_{i, j, k}^{2}$.

In these equations, the variables $w_{i, j, k}^{p}$ are auxiliaries. The purpose of these variables is to satisfy the said constrains. These two restrictions are satisfied by all cases of ( $x_{j, i, 2}, x_{k, j, 2}, x_{k, i, 2}$ ) except for ( $0,0,1$ ) (because it doesn't satisfy the second constraint) and $(1,1,0)$ (because it doesn't satisfy the first constraint).


Figure 8. In this figure we can appreciate the exponential behaviour and the number of interconnections that each model offers. Our model (GPS) improves the number of qubits and gives us a great result reducing the number of connections a lot. The Native_TSP behaves as $0.8(N+2)^{5}$ while the GPS as $2(N+2)^{3}$.

## 9. Conclusions and Further Work

The importance of finding a good formulation in the QUBO model that minimises the number of variables to be used is crucial for the computing era we are in, as we have commented throughout this work. It is true that, although the technology of annealingbased quantum computers allows us to have much more qubits than gate-based computers, it remains a limitation and, therefore, a challenge to try to solve. Hence highlighting the importance of our research.

With this work, we offer a new formulation for the TSP called GPS and apply it to find an optimal formulation for the VRP that minimises the time the vehicles make their journey. We have also seen that the results of the D-Wave simulator solver are consistent with the expected solution. However, we consider it unnecessary to test it in gate-based quantum computers, given their limitations today in the number of qubits. Still, we emphasise that our current formulation is valid for such computers. The improvement in our models represents a fairly significant order of magnitude because we went from $N^{3}$ variables to $3 N^{2}$. The Figures 9 and 10 summarises the major contribution of this article.

Our GPS formulation and the VRP proposal can help in optimisation problems when we want to reduce the number of variables and therefore reduce the number of qubits quite a bit. In addition, it is interesting in situations, such as the one raised in the future line of the article [14], by modelling some biological activities on selected sets of organic compounds as can be seen in [51], or resource optimization problems such as gasoline and aircraft travel. Another interesting application could be to compare GPS with the approach offered by this reference [52] using deep reinforcement learning to address combinatorial optimisation problems with feasibility constraints. This leads us to project on how to make this comparison in quantum computing using the proposal made in this reference [53].


Figure 9. Comparison of the different models based on the number of qubits. This graph shows the behaviour and evolution of the numbers of qubits for each model. We see the best performance of our GPS model compared to the other models.


Figure 10. Benchmark between MTZ and GPS model based on the number of qubits. We can appreciate that for 30 cities, GPS model needs 2700 qubits while the MTZ 4458.

The results obtained from our VRP formulation and all the experiments carried out maintain the number of variables $Q N^{2}$ and allow us to offer the community new formulations that minimise the time it takes for vehicles to travel.

Future work will apply the ideas developed in the QUBO model of these problems to similar ones. In particular, we will look for other variants of the TSP to use the modelling of this that we have carried out.
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## Appendix A

## Appendix A.1. TSP Formulation $N^{2}$

There is a TSP model that requires $N^{2}$ variables, where these are the following:

$$
\begin{equation*}
x_{i, t} \text { such as } i \in\{0, \ldots, N+1\} \text { and } t \in\{0, \ldots, N+1\} . \tag{A1}
\end{equation*}
$$

Under this formulation $x_{i, t}=1$ denotes that the city $i$ is reached at position $t$. The distance calculation function with this formulation is as follows

$$
\begin{equation*}
\sum_{i=0}^{N+1} \sum_{j=0}^{N+1} \sum_{t=0}^{N} d_{i, j} x_{i, t} x_{j, t+1} \tag{A2}
\end{equation*}
$$

where $d_{i, j}$ represents the distance between the node $i$ and the node $j$. This expression has the problem that the distance formulation has terms of degree two and when trying to generalize this idea to other types of problems such as the VRP it will become a 4 degree constraint making use of a large number of auxiliary variables to convert it to QUBO type format.

## Appendix A.2. Improved Model $3 N^{2} Q$

In the previous modelling, we can improve the number of variables used from $5 N^{2} Q$ to $3 N^{2} Q$ since certain variables are redundant. Let us see how we can do this. Let us take the set of variables

$$
x_{i, j, r, q} \text { with } i<j \in\{0, \ldots, N+1\}, r \in\{0,1,2\} \text { and } q \in\{1, \ldots, Q\}
$$

In all of the modelling, the variables $x_{i, j, r}$ such that $i=j$ are not considered. Let us analyse the interpretation of each variable. For each edge ( $i, j$ ), different cases depend on whether a vehicle passes through both cities, which city is visited before the other and whether the edge is travelled or not.

- $\quad x_{i, j, 0, q}=1$ means that the city $i$ is reached earlier than the $j$ and the edge $(i, j)$ is not travelled.
- $\quad x_{i, j, 1, q}=1$ means that the vehicle $q$ travels the cities $i$ and $j$, it reaches the city $i$ before the $j$ and it travels the edge $(i, j)$.
- $\quad x_{i, j, 2, q}=1$ means that the city $j$ is reached earlier than the $i$ and the edge $(j, i)$ is not travelled.
This new simplification keeps constraints (16), (18), (20), (21), (23) and (28) defined in the same way as the first proposal of the VRP formulation, so we will only focus on the changes of the remaining constraints:
- Constraint 1: For each $i, j, q$, one and only one of the possibilities must be met for $r$, so:

$$
\begin{equation*}
\text { For all } i, j, q: \sum_{r=0}^{2} x_{i, j, r, q}=1, \tag{A3}
\end{equation*}
$$

- Constraint 6: That the city $i$ is reached before the city $j$ does not depend on each vehicle. Therefore, for all the vehicles that either arrive at city $i$ earlier than $j$, or arrive at city $j$ earlier than $i$. Introducing the auxiliary variables $a_{i, j}$, we have the following constraint. For all $i, j \in\{1, \ldots, N\}$ :

$$
\begin{equation*}
\sum_{q=1}^{Q} x_{i, j, 0, q}+x_{i, j, 1, q}=a_{i, j} Q \tag{A4}
\end{equation*}
$$

- Constraint 8: It must be fulfilled that either the vehicle pass through the city $i$ before the $j$ or arrive before to the city $j$ than the $i$. Therefore, it must be verified that, for $i \in\{0, \ldots, N\}, j \in\{1, \ldots, N\}$ and $q \in\{1, \ldots, Q\}$ :

$$
\begin{equation*}
x_{i, j, 0, q}+x_{i, j, 1, q}=1-\left(x_{j, i, 0, q}+x_{j, i, 1, q}\right) . \tag{A5}
\end{equation*}
$$

- Constraint 9: If the city $i$ is reached before $j$ and the city $j$ is reached before the city $k$, then the city $i$ must be reached before the city $k$. This condition will prevent the vehicle from returning to a city it has already passed through and therefore prevents a cycle from forming.

$$
\begin{equation*}
\lambda \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{k=1}^{N}\left(a_{i, j} a_{j, k}-a_{i, j} a_{i, k}-a_{j, k} a_{i, k}+a_{i, k}^{2}\right) \tag{A6}
\end{equation*}
$$

## Appendix B. Restriction Penalty

Let us analyze the system that must be solved to build the penalty function from the Equation (13). Our penalty function $P\left(a_{i, j}, a_{j, k}, a_{i, k}\right)$ must satisfy that $P(0,0,1)=1$, $P(1,1,0)=1$ and $P\left(a_{i, j}, a_{j, k}, a_{i, k}\right)=0$ for the rest of the cases. Let us call the variables
$a_{i, j}=x, a_{j, k}=y, a_{i, k}=z$ to simplify the notation. Then, we arrive at the quadratic function $P$, as is demonstrated in the following:

$$
\begin{equation*}
P(x, y, z)=c_{1} x^{2}+c_{2} x y+c_{3} x z+c_{4} y^{2}+c_{5} y z+c_{6} z^{2} . \tag{A7}
\end{equation*}
$$

Imposing the previous restrictions, we have the following system of equations.
$-\quad P(0,0,1)=1$ So that $c_{6}=1$.
$-\quad P(0,1,0)=0$ So that $c_{4}=0$.
$-\quad P(0,1,1)=0$ So that $c_{5}+c_{6}=1 \Rightarrow c_{5}=-1$.
$-\quad P(1,0,0)=0$ So that $c_{1}=0$.
$-\quad P(1,0,1)=0$ So that $c_{1}+c_{3}+c_{6}=0 \Rightarrow c_{3}=-1$
$-\quad P(1,1,0)=1$ So that $c_{2}=1$.
So far, we have a system of six equations with six certain compatible unknowns. First, however, an additional restriction must be verified. Let us verify if it is met.

- $\quad P(1,1,1)=0 . \sum_{i=1}^{6} c_{i}=1-1-1+1=0$. So that indeed all the requirements are met. We then have that the following function which is a penalty function for the constraint (13).

$$
\begin{equation*}
P\left(a_{i, j}, a_{j, k}, a_{i, k}\right)=a_{i, j} a_{j, k}-a_{i, j} a_{i, k}-a_{j, k} a_{i, k}+a_{i, k}^{2} \tag{A8}
\end{equation*}
$$
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#### Abstract

Quantum Fourier transform (QFT) is an important part of many quantum algorithms. However, there are few reports on quantum fractional Fourier transform (QFRFT). The main reason is that the definitions of fractional Fourier transform (FRFT) are diverse, while some definitions do not include unitarity, which leads to some studies pointing out that there is no QFRFT. In this paper, we first present a reformulation of the weighted fractional Fourier transform (WFRFT) and prove its unitarity, thereby proposing a quantum weighted fractional Fourier transform (QWFRFT). The proposal of QWFRFT provides the possibility for many quantum implementations of signal processing.
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## 1. Introduction

Feynman was the first to present the idea of quantum computing, that is, to directly use the state of microscopic particles to represent quantum information, which is considered to be the early prototype of the concept of quantum computing [1]. Subsequently, Deutsch formalized the concept of quantum computing, proposed the idea of a quantum Turing machine, and designed the first quantum parallel algorithm, which exhibited excellent performance beyond classical computing [2]. The proposal of Shor's algorithm caused researchers to realize that quantum computing had a natural parallel processing capability, which could introduce many disruptive technological innovations. Shor's algorithm states that a large number can be decomposed into the product of two prime factors in polynomial time. This greatly challenged the RSA (Rivest-Shamir-Adleman) encryption system, thus indicating that the RSA encryption system had been cracked in theory [3,4]. Grover's search algorithm convinced researchers of the power of quantum computing. Compared with the traditional search method, this algorithm can achieve the acceleration effect of square level [5]. Therefore, many improved Grover search algorithms have been proposed [6-10]. Meanwhile, quantum-inspired algorithms have also been proposed that can be simulated by classical computing [11-16]. Moreover, the quantum algorithm has been applied to solve linear systems of equations, which introduced new ideas for solving linear equations. This algorithm is also called the HHL algorithm [17]. The HHL algorithm has been widely used, and its improved algorithms have been continuously proposed [18-20]. Recently, quantum algorithms have been applied to solve differential equations [21-24]. A series of quantum computing technologies, such as quantum Fourier transform [25], quantum phase estimation [26], and the HHL algorithm, are called quantum basic linear algebra assembly [27]. At present, quantum computing has been widely used in cryptography, quantum simulation, machine learning, and other fields and shows a strong ability and great potential.

The Fourier transform plays an important role in the design of quantum algorithms, but little is known about the quantum algorithms of the fractional Fourier transform (FRFT) The initial definition of the $F R F T$ was proposed in [28]. Its application provides a convenient technique for solving certain classes of ordinary and partial differential equations, which arise in quantum mechanics from classical quadratic Hamiltonians. The theoretical research of the FRFT has developed rapidly, and various definitions have been proposed, such as eigenvalue $F R F T$ [29], weighted $F R F T$ [30], and sampling $F R F T$ [31]. These definitions are widely used in various fields of signal processing. So far, little is known about the reports and studies on the quantum fractional Fourier transform (QFRFT). The main reason is that the design of quantum algorithms should satisfy unitarity, and some FRFTs do not include unitarity. Thus, a quantum pseudo-fractional Fourier transform (QPFRFT) was proposed [32], and the authors showed that there was no QFRFT. However, we present a reformulation of the weighted fractional Fourier transform (WFRFT) and prove its unitarity, whereupon a quantum weighted fractional Fourier transform (QWFRFT) is proposed.

The remainder of this paper is organized as follows. The preliminary knowledge is described in Section 2. The unitarity of the WFRFT is proved in Section 3. Section 4 presents the QWFRFT. Finally, the conclusions are presented in Section 5.

## 2. Preparation

For a unitary matrix $U$, assuming that it has an eigenvector $|u\rangle$ and the corresponding eigenvalue $e^{2 \pi i \varphi}, U|u\rangle=e^{2 \pi i \varphi}|u\rangle$ is satisfied. Therefore, we can calculate $\varphi$ through the phase estimation algorithm. The circuit of phase estimation is shown in Figure 1. It is not difficult to find that the quantum Fourier transform $(Q F T)$ is the key to phase estimation, and phase estimation is the key of many quantum algorithms.


Figure 1. A circuit for phase estimation.
The importance of the QFT goes without saying. However, little is known about the report of the $Q F R F T$. In 2012, Parasa et al. proposed a $Q P F R F T$ using multiple-valued logic [32]. The reason why researchers call it "pseudo" is that the FRFT used did not include unitarity. The FRFT was proposed by Bailey et al. [33], and its definition is as follows:

$$
\begin{equation*}
F^{\alpha}[k]=\sum_{j=0}^{N-1} f[j] \cdot \exp \left(2 \pi i \cdot \frac{k j}{N} \cdot \alpha\right) \tag{1}
\end{equation*}
$$

Parasa et al. pointed out: "It must be noted that unlike the discrete Fourier transform, the FRFT is not a unitary operation. More formally, this means that there exists no unitary operator which can implement the following quantum computational operation".

$$
\begin{equation*}
\sum_{j=0}^{N-1} f(j)|j\rangle \stackrel{\text { NOTPOSSLBLE }}{\longrightarrow} \sum_{k=0}^{N-1} F^{\alpha}(k)|k\rangle . \tag{2}
\end{equation*}
$$

Therefore, Parasa et al. explicitly state that it is not possible to define the QFRFT. However, the definitions of the FRFT are diverse, and the definition of one class of WFRFT includes unitarity. Hence, Parasa et al.'s statement that there is no $Q F R F T$ is not rigorous.

In 1995, Shih proposed the definition of a WFRFT [30]. The alpha-order FRFT of the function $f(t)$ can be expressed as

$$
\begin{equation*}
F^{\alpha}[f(t)]=\sum_{l=0}^{3} A_{l}(\alpha) f_{l}(t) \tag{3}
\end{equation*}
$$

Here, $f_{0}(t)=f(t), f_{1}(t)=F\left[f_{0}(t)\right], f_{2}(t)=F\left[f_{1}(t)\right]$, and $f_{3}(t)=F\left[f_{2}(t)\right]$ ( $F$ denotes Fourier transform). The weighting coefficient $A_{l}(\alpha)$ is expressed as

$$
\begin{equation*}
A_{l}(\alpha)=\cos \left(\frac{(\alpha-l) \pi}{4}\right) \cos \left(\frac{2(\alpha-l) \pi}{4}\right) \exp \left(\frac{3(\alpha-l) i \pi}{4}\right) \tag{4}
\end{equation*}
$$

where $l=0,1,2,3$.

## 3. Unitarity of Weighted Fractional Fourier Transform

A complex matrix $U$ satisfies

$$
\begin{equation*}
U U^{H}=U^{H} U=I \tag{5}
\end{equation*}
$$

where $H$ denotes the conjugate transpose, and $I$ is the identity matrix. Then, matrix $U$ is called a unitary matrix.

The discrete form of the WFRFT (Equation (3)) can be expressed as

$$
\begin{equation*}
D W F R F T=A_{0}(\alpha) \cdot I+A_{1}(\alpha) \cdot D F T+A_{2}(\alpha) \cdot D F T^{2}+A_{3}(\alpha) \cdot D F T^{3} \tag{6}
\end{equation*}
$$

where $A_{l}(\alpha)$ is Equation (4), and DFT is the discrete Fourier transform. It is not easy to prove the unitarity of Equation (6). Therefore, we present the reformulation of the WFRFT and prove its unitarity. First, Equation (4) can be written as

$$
\begin{align*}
A_{l}(\alpha) & =\cos \left(\frac{(\alpha-l) \pi}{4}\right) \cos \left(\frac{2(\alpha-l) \pi}{4}\right) \exp \left(\frac{3(\alpha-l) i \pi}{4}\right) \\
& =\frac{1}{2} \times\left[\exp \left(\frac{(\alpha-l) \pi i}{4}\right)+\exp \left(\frac{-(\alpha-l) \pi i}{4}\right)\right] \\
& \times \frac{1}{2} \times\left[\exp \left(\frac{2(\alpha-l) \pi i}{4}\right)+\exp \left(\frac{-2(\alpha-l) \pi i}{4}\right)\right] \times \exp \left(\frac{3(\alpha-l) i \pi}{4}\right) \\
& =\frac{1}{4}\left(1+\exp \left(\frac{2(\alpha-l) \pi i}{4}\right)+\exp \left(\frac{4(\alpha-l) \pi i}{4}\right)+\exp \left(\frac{6(\alpha-l) \pi i}{4}\right)\right)  \tag{7}\\
& =\frac{1}{4} \sum_{k=0}^{3} \exp \left(\frac{2 \pi i}{4}(\alpha-l) k\right) \\
& =\frac{1}{4} \sum_{k=0}^{3} \exp \left(\frac{2 \pi i \alpha k}{4}\right) \exp \left(\frac{-2 \pi i l k}{4}\right) .
\end{align*}
$$

Let $B_{k}^{\alpha}=\exp \left(\frac{2 \pi i k \alpha}{4}\right) ; k=0,1,2,3$; then, Equation (7) can be expressed as

$$
\left(\begin{array}{c}
A_{0}^{\alpha}  \tag{8}\\
A_{1}^{\alpha} \\
A_{2}^{\alpha} \\
A_{3}^{\alpha}
\end{array}\right)=\frac{1}{4}\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & -i & -1 & i \\
1 & -1 & 1 & -1 \\
1 & i & -1 & -i
\end{array}\right)\left(\begin{array}{c}
B_{0}^{\alpha} \\
B_{1}^{\alpha} \\
B_{2}^{\alpha} \\
B_{3}^{\alpha}
\end{array}\right)
$$

We write Equation (6) as Equation (9).

$$
D W F R F T=\left(I, D F T, D F T^{2}, D F T^{3}\right)\left(\begin{array}{l}
A_{0}(\alpha)  \tag{9}\\
A_{1}(\alpha) \\
A_{2}(\alpha) \\
A_{3}(\alpha)
\end{array}\right) .
$$

Equation (8) is substituted into Equation (9), and we obtain

$$
D W F R F T=\frac{1}{4}\left(I, D F T, D F T^{2}, D F T^{3}\right)\left(\begin{array}{cccc}
1 & 1 & 1 & 1  \tag{10}\\
1 & -i & -1 & i \\
1 & -1 & 1 & -1 \\
1 & i & -1 & -i
\end{array}\right)\left(\begin{array}{c}
B_{0}^{\alpha} \\
B_{1}^{\alpha} \\
B_{2}^{\alpha} \\
B_{3}^{\alpha}
\end{array}\right) .
$$

We let

$$
\left\{\begin{array}{l}
Y_{0}=I+D F T+D F T^{2}+D F T^{3}  \tag{11}\\
Y_{1}=I-i \cdot D F T-D F T^{2}+i \cdot D F T^{3} \\
Y_{2}=I-D F T+D F T^{2}-D F T^{3} \\
Y_{3}=I+i \cdot D F T-D F T^{2}-i \cdot D F T^{3}
\end{array}\right.
$$

Definition 1. A reformulation of the DWFRFT.

$$
\begin{align*}
D W F R F T & =\frac{1}{4}\left(Y_{0}, Y_{1}, Y_{2}, Y_{3}\right)\left(\begin{array}{c}
B_{0}^{\alpha} \\
B_{1}^{\alpha} \\
B_{2}^{\alpha} \\
B_{3}^{\alpha}
\end{array}\right)  \tag{12}\\
& =\frac{1}{4}\left(Y_{0} B_{0}^{\alpha}+Y_{1} B_{1}^{\alpha}+Y_{2} B_{2}^{\alpha}+Y_{3} B_{3}^{\alpha}\right) \\
& =\frac{1}{4} \sum_{k=0}^{3} Y_{k} B_{k}^{\alpha} .
\end{align*}
$$

where $B_{k}^{\alpha}=\exp \left(\frac{2 \pi i k \alpha}{4}\right) ; k=0,1,2,3$.
Proposition 1. $Y_{k}$ are real symmetric matrices.
Proof of Proposition 1. In Equation (11), $I$ is the identity matrix, and $D F T$ can be expressed as

$$
D F T=\frac{1}{\sqrt{N}} \cdot\left(\begin{array}{cccc}
u^{0 \times 0} & u^{0 \times 1} & \ldots & u^{0 \times(n-1)}  \tag{13}\\
u^{1 \times 0} & u^{1 \times 1} & \ldots & u^{1 \times(n-1)} \\
\vdots & \vdots & \ddots & \vdots \\
u^{(n-1) \times 0} & u^{(n-1) \times 1} & \ldots & u^{(n-1) \times(n-1)}
\end{array}\right)
$$

where $u=\exp (-2 \pi i / N)$. Here, $D F T$ is a symmetric matrix, so that $D F T^{2}, D F T^{3}$, and $D F T^{4}$ are also symmetric matrices. We know that the result of adding symmetric matrices is still a symmetric matrix. Therefore, $Y_{k}$ are symmetric matrices (Equation (11)).

Next, we prove that $Y_{k}$ are real matrices. The integer powers of the Fourier transform are shown in Figure 2. Here, $D F T^{2}$ and $D F T^{4}$ are real matrices; the matrix of $D F T^{2}$ is shown in Equation (14), and $D F T^{4}$ is the identity matrix $D F T^{4}=D F T^{0}=I$.

$$
D F T^{2}=\left(\begin{array}{cccc}
1 & 0 & \ldots & 0  \tag{14}\\
0 & 0 & \ldots & 1 \\
\vdots & \vdots & . & \vdots \\
0 & 1 & \ldots & 0
\end{array}\right)
$$



Figure 2. Time-frequency representation of Fourier transform.
Obviously, $I$ and $D F T^{2}$ are real matrices. In Equation (13), each element of the $D F T$ can be expressed as

$$
\begin{equation*}
u_{l k}=\exp (-2 \pi i l k / N), \tag{15}
\end{equation*}
$$

where $l=0,1, \ldots, n-1 ; k=0,1, \ldots, n-1$. Therefore, $D F T^{3}$ is an inverse Fourier transform, and each element of its matrix can be expressed as

$$
\begin{equation*}
w_{l k}=\exp (2 \pi i l k / N) \tag{16}
\end{equation*}
$$

where $l=0,1, \ldots, n-1 ; k=0,1, \ldots, n-1$. Thus, the result of $D F T+D F T^{3}$ is a real number,

$$
\begin{align*}
w_{l k}+u_{l k} & =\exp (-2 \pi i l k / N)+\exp (2 \pi i l k / N) \\
& =\cos (2 \pi l k / N)-i \sin (2 \pi l k / N)+\cos (2 \pi l k / N)+i \sin (2 \pi l k / N)  \tag{17}\\
& =2 \cos (2 \pi l k / N) .
\end{align*}
$$

The result for $-i D F T+i D F T^{3}$ is

$$
\begin{align*}
-i w_{l k}+i u_{l k} & =-i \exp (-2 \pi i l k / N)+i \exp (2 \pi i l k / N) \\
& =-i \cos (2 \pi l k / N)-\sin (2 \pi l k / N)+i \cos (2 \pi l k / N)-\sin (2 \pi l k / N) \\
& =-2 \sin (2 \pi l k / N) . \tag{18}
\end{align*}
$$

The result for $-D F T-D F T^{3}$ is

$$
\begin{align*}
-w_{l k}-u_{l k} & =-\exp (-2 \pi i l k / N)-\exp (2 \pi i l k / N) \\
& =-\cos (2 \pi l k / N)+i \sin (2 \pi l k / N)-\cos (2 \pi l k / N)-i \sin (2 \pi l k / N)  \tag{19}\\
& =-2 \cos (2 \pi l k / N)
\end{align*}
$$

The result for $i D F T-i D F T^{3}$ is

$$
\begin{align*}
i w_{l k}-i u_{l k} & =i \exp (-2 \pi i l k / N)-i \exp (2 \pi i l k / N) \\
& =i \cos (2 \pi l k / N)+\sin (2 \pi l k / N)-i \cos (2 \pi l k / N)+\sin (2 \pi l k / N)  \tag{20}\\
& =2 \sin (2 \pi l k / N)
\end{align*}
$$

Therefore, for Equation (11), $Y_{k}$ are real symmetric matrices.
Proposition 2. The weighted fractional Fourier transform is unitary.
Proof of Proposition 2. By the proof of Proposition 1, we know that $Y_{k}$ are real symmetric matrices; that is, $\left(Y_{k}\right)^{H}=Y_{k}$. Therefore, the conjugate transpose of the DWFRFT is

$$
\begin{align*}
(D W F R F T)^{H} & =\frac{1}{4}\left(Y_{0} B_{0}^{\alpha}+\Upsilon_{1} B_{1}^{\alpha}+\Upsilon_{2} B_{2}^{\alpha}+\Upsilon_{3} B_{3}^{\alpha}\right)^{H}  \tag{21}\\
& =\frac{1}{4}\left(Y_{0} B_{0}^{-\alpha}+Y_{1} B_{1}^{-\alpha}+\Upsilon_{2} B_{2}^{-\alpha}+\Upsilon_{3} B_{3}^{-\alpha}\right) .
\end{align*}
$$

Thus, we obtain

$$
\begin{align*}
D W F R F T \cdot(D W F R F T)^{H} & =\frac{1}{16}\left(Y_{0} B_{0}^{\alpha}+Y_{1} B_{1}^{\alpha}+Y_{2} B_{2}^{\alpha}+Y_{3} B_{3}^{\alpha}\right)\left(Y_{0} B_{0}^{-\alpha}+Y_{1} B_{1}^{-\alpha}+Y_{2} B_{2}^{-\alpha}+Y_{3} B_{3}^{-\alpha}\right) \\
& =\frac{1}{16} \sum_{k=0}^{3} \sum_{l=0}^{3} Y_{k} Y_{l} B_{k}^{\alpha} B_{l}^{-\alpha} . \tag{22}
\end{align*}
$$

Here,

$$
Y_{k} Y_{l}=\left\{\begin{array}{l}
0, k \neq l  \tag{23}\\
Y_{k}^{2}, k=l
\end{array}\right.
$$

Then, Equation (22) is written as

$$
\begin{equation*}
D W F R F T \cdot(D W F R F T)^{H}=\frac{1}{16} \sum_{k=0}^{3} Y_{k}^{2} . \tag{24}
\end{equation*}
$$

After calculation, we know that $Y_{k}^{2}=4 Y_{k}$. Equation (25) is obtained.

$$
\begin{equation*}
D W F R F T \cdot(D W F R F T)^{H}=\frac{1}{4} \sum_{k=0}^{3} Y_{k}=\frac{1}{4}\left(Y_{0}+Y_{1}+Y_{2}+Y_{3}\right)=I \tag{25}
\end{equation*}
$$

Thus, the unitarity of the WFRFT is proved.
We can also implement the new reformulation with the help of fast Fourier transform (FFT), and its implementation module is shown in Figure 3. The weighting coefficients are readjusted $A_{l}^{\alpha}$ in Figure 3; so, the computational complexity is $O(N \log N)$.


Figure 3. The reformulation of the WFRFT module.

## 4. Quantum Weighted Fractional Fourier Transform

In this section, we will present the QWFRFT with the help of the QFT. The QFT is an application of the classical Fourier transform to the amplitude of a quantum state. the vector $x$ is transformed into the vector $y$ by the classical Fourier transform,

$$
\begin{equation*}
y_{k}=\frac{1}{\sqrt{N}} \sum_{j=0}^{N-1} x_{j} u^{j k} ; k=0,1,2, \ldots, N-1 \tag{26}
\end{equation*}
$$

where $u=e^{-2 \pi i / N}$ and $N$ is the signal length.
Similarly, QFT is applied to quantum state $|x\rangle=\sum_{j=0}^{N-1} x_{j}|j\rangle$ to obtain quantum state $|y\rangle=\sum_{k=0}^{N-1} y_{k}|k\rangle$, and we have

$$
\begin{equation*}
y_{k}=\frac{1}{\sqrt{N}} \sum_{j=0}^{N-1} x_{j} w_{n}^{j k} \tag{27}
\end{equation*}
$$

where $k=0,1,2, \ldots, N-1$ and $w=e^{2 \pi i / N}$. We note that Equation (27) is the inverse of the classical discrete Fourier transform; by convention, the QFT has the same effect as the inverse discrete Fourier transform.

In case that $|j\rangle$ is a basis state, the $Q F T$ can also be expressed as the map

$$
\begin{equation*}
Q F T:|j\rangle \mapsto \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} w^{j k}|k\rangle \tag{28}
\end{equation*}
$$

Equivalently, the QFT can be viewed as a unitary matrix acting on quantum state vectors, where the unitary matrix $F_{N}$ is given by

$$
F_{N}=\frac{1}{\sqrt{N}}\left(\begin{array}{cccc}
w^{0 \times 0} & w^{0 \times 1} & \ldots & w^{0 \times(n-1)}  \tag{29}\\
w^{1 \times 0} & w^{1 \times 1} & \ldots & w^{1 \times(n-1)} \\
\vdots & \vdots & \ddots & \vdots \\
w^{(n-1) \times 0} & w^{(n-1) \times 1} & \ldots & w^{(n-1) \times(n-1)}
\end{array}\right)
$$

Sine $N=2^{n}$ and $w=e^{2 \pi i / 2^{n}}$. The electronic circuit of the QFT is shown in Figure 4.


Figure 4. A circuit for the $Q F T$.
Therefore, the $Q F T$ of the quantum state $|j\rangle=\left|j_{1} j_{2} \ldots j_{n}\right\rangle$ can be expressed as

$$
\begin{equation*}
Q F T\left(\left|j_{1} j_{2} \ldots j_{n}\right\rangle\right)=\frac{1}{2^{n / 2}}\left(|0\rangle+e^{2 \pi i\left[0 . j_{n}\right]}|1\rangle\right) \otimes\left(|0\rangle+e^{2 \pi i\left[0 . j_{n-1} j_{n}\right]}|1\rangle\right) \otimes \ldots \otimes\left(|0\rangle+e^{2 \pi i\left[0 . j_{1} j_{2} \ldots j_{n}\right]}|1\rangle\right) \tag{30}
\end{equation*}
$$

where the binary of decimals can be expressed as

$$
\begin{equation*}
\left[0 . j_{1} j_{2} \ldots j_{m}\right]=\sum_{k=1}^{m} j_{k} 2^{-k} \tag{31}
\end{equation*}
$$

For instance, $\left[0 . j_{1}\right]=j_{1} / 2$ and $\left[0 . j_{1} j_{2}\right]=j_{1} / 2+j_{2} / 2^{2}$. Then, the QFT can be further expressed as

$$
\begin{equation*}
Q F T\left(\left|j_{1} j_{2} \ldots j_{n}\right\rangle\right)=\frac{1}{2^{n / 2}}\left(|0\rangle+w_{1}^{\left[j_{n}\right]}|1\rangle\right) \otimes\left(|0\rangle+w_{2}^{\left[j_{n-1} j_{n}\right]}|1\rangle\right) \otimes \ldots \otimes\left(|0\rangle+w_{n}^{\left[j_{1} j_{2} \ldots j_{n}\right]}|1\rangle\right) . \tag{32}
\end{equation*}
$$

Here, we use $\left[0 . j_{1} j_{2} \ldots j_{m}\right]=\left[j_{1} j_{2} \ldots j_{n}\right] / 2^{m}$, and $w_{m}=w^{-2 m}=e^{2 \pi i / 2^{m}}$.
To implement the $Q W F R F T$, we first present the integer powers $\left(Q F T^{0}, Q F T^{1}, Q F T^{2}, Q F T^{3}\right.$ ) of the QFT.

1. We know that $Q F T^{0}=I$, and $I$ is the identity matrix; obviously, this is a unitary operator. Then, its operation can be expressed as

$$
|\alpha\rangle^{-} I^{-}\left|\beta_{0}\right\rangle
$$

2. The QFT is a unitary operator. The Fourier transform of a quantum state $|\alpha\rangle$ can be expressed as

$$
|\alpha\rangle^{-} Q F T^{-}\left|\beta_{1}\right\rangle
$$

3. The quadratic power of the QFT can be expressed as

$$
Q F T^{2}=\left(\begin{array}{cccc}
1 & 0 & \ldots & 0 \\
0 & 0 & \ldots & 1 \\
\vdots & \vdots & . & . \\
\vdots & 1 & \ldots & 0
\end{array}\right)
$$

For the vector $\left(\alpha_{0}, \alpha_{1}, \ldots, \alpha_{n-1}\right)$, the transformation can be expressed as

$$
\left(\alpha_{0}, \alpha_{1}, \ldots, \alpha_{n-1}\right)\left(\begin{array}{cccc}
1 & 0 & \ldots & 0 \\
0 & 0 & \ldots & 1 \\
\vdots & \vdots & . . & \vdots \\
0 & 1 & \ldots & 0
\end{array}\right)=\left(\alpha_{0}, \alpha_{n-1}, \ldots, \alpha_{1}\right)
$$

In order to realize the quantum circuit of the above matrix, multiple swap gates are required. The swap gate of two quanta is shown in Figure 5.


Figure 5. Swap gate.
Thus, for $Q F T^{2}$, we provide quantum circuits of eight quantum states, as shown in Figure 6.


Figure 6. A circuit forthe $Q F T^{2}$.
For a $2^{n} \times 2^{n}$ dimensional identity matrix, we can obtain the $Q F T^{2}$ by row transformation, as shown in Figure 7.

$$
\left(\begin{array}{cccccc}
1 & 0 & 0 & \cdots & 0 & 0 \\
0 & 1 & 0 & \cdots & 0 & 0 \\
0 & 0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 & 0 \\
0 & 0 & 0 & \cdots & 0 & 1
\end{array}\right)_{2^{n} \times 2^{n}}^{\longrightarrow}\left(\begin{array}{cccccc}
1 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 1 \\
0 & 0 & 0 & \cdots & 1 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 1 & \cdots & 0 & 0 \\
0 & 1 & 0 & \cdots & 0 & 0
\end{array}\right)_{2^{n} \times 2^{n}}
$$

Figure 7. Matrix of the $Q F T^{2}$.
Therefore, the quantum circuit of Figure 6 can be simplified as Figure 8.


Figure 8. A circuit for the $Q F T^{2}$.

Thus, the $Q F T^{2}$ for quantum state $|\alpha\rangle$ can be expressed as

$$
|\alpha\rangle^{-} Q F T^{2-}\left|\beta_{2}\right\rangle
$$

1. The third power of the $Q F T$, which is equivalent to the inverse operation of the $Q F T$, is also a unitary operator.

$$
|\alpha\rangle^{-} Q F T^{3-}\left|\beta_{3}\right\rangle
$$

Therefore, the QWFRFT of the quantum state by Equation (10) can be expressed as

$$
\begin{align*}
\operatorname{QWFRFT}(|\alpha\rangle) & =\frac{1}{4}\left(I(|\alpha\rangle), Q F T(|\alpha\rangle), Q F T^{2}(|\alpha\rangle), Q F T^{3}(|\alpha\rangle)\right)\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & -i & -1 & i \\
1 & -1 & 1 & -1 \\
1 & i & -1 & -i
\end{array}\right)\left(\begin{array}{c}
B_{0}^{\alpha} \\
B_{1}^{\alpha} \\
B_{2}^{\alpha} \\
B_{3}^{\alpha}
\end{array}\right) \\
& =\frac{1}{4}\left(\left|\beta_{0}\right\rangle,\left|\beta_{1}\right\rangle,\left|\beta_{2}\right\rangle,\left|\beta_{3}\right\rangle\right)\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & -i & -1 & i \\
1 & -1 & 1 & -1 \\
1 & i & -1 & -i
\end{array}\right)\left(\begin{array}{c}
B_{0}^{\alpha} \\
B_{1}^{\alpha} \\
B_{2}^{\alpha} \\
B_{3}^{\alpha}
\end{array}\right) . \tag{33}
\end{align*}
$$

Equation (33) can be further written as

$$
\begin{align*}
\operatorname{QWFRFT}(|\alpha\rangle) & =\frac{1}{4}\left(\left|\beta_{0}\right\rangle,\left|\beta_{1}\right\rangle,\left|\beta_{2}\right\rangle,\left|\beta_{3}\right\rangle\right)\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & -i & -1 & i \\
1 & -1 & 1 & -1 \\
1 & i & -1 & -i
\end{array}\right)\left(\begin{array}{c}
B_{0}^{\alpha} \\
B_{1}^{\alpha} \\
B_{2}^{\alpha} \\
B_{3}^{\alpha}
\end{array}\right) \\
= & \frac{1}{4}\left(\left|\beta_{0}\right\rangle,\left|\beta_{1}\right\rangle,\left|\beta_{2}\right\rangle,\left|\beta_{3}\right\rangle\right)\left(\begin{array}{cccc}
\exp \left(\frac{-2 \pi i 0 \times 0}{4}\right) & \exp \left(\frac{-2 \pi i 0 \times 1}{4}\right) & \exp \left(\frac{-2 \pi i 0 \times 2}{4}\right) & \exp \left(\frac{-2 \pi i 0 \times 3}{4}\right) \\
\exp \left(\frac{-2 \pi i 1 \times 0}{4}\right) & \exp \left(\frac{-2 \pi i 1 \times 1}{4}\right) & \exp \left(\frac{-2 \pi i 1 \times 2}{4}\right) & \exp \left(\frac{-2 \pi i 1 \times 3}{4}\right) \\
\exp \left(\frac{-2 \pi i 2 \times 0}{4}\right) & \exp \left(\frac{-2 \pi i 2 \times 1}{4}\right) & \exp \left(\frac{-2 \pi i 2 \times 2}{4}\right) & \exp \left(\frac{-2 \pi i 2 \times 3}{4}\right) \\
\exp \left(\frac{-2 \pi i 3 \times 0}{4}\right) & \exp \left(\frac{-2 \pi i 3 \times 1}{4}\right) & \exp \left(\frac{-2 \pi i 3 \times 2}{4}\right) & \exp \left(\frac{-2 \pi i 3 \times 3}{4}\right)
\end{array}\right)\left(\begin{array}{c}
B_{0}^{\alpha} \\
B_{1}^{\alpha} \\
B_{2}^{\alpha} \\
B_{3}^{\alpha}
\end{array}\right) \tag{34}
\end{align*}
$$

where $B_{k}^{\alpha}=\exp \left(\frac{2 \pi i k \alpha}{4}\right) ; k=0,1,2,3$. Then, Equation (34) can be written again as

$$
\begin{align*}
\operatorname{QWFRFT}(|\alpha\rangle) & =\frac{1}{4} \sum_{l=0}^{3} \sum_{k=0}^{3}\left|\beta_{l}\right\rangle \exp \left(\frac{-2 \pi i l k}{4}\right) B_{k}^{\alpha} \\
& =\frac{1}{4} \sum_{l=0}^{3} \sum_{k=0}^{3}\left|\beta_{l}\right\rangle \exp \left(\frac{-2 \pi i l k}{4}\right) \exp \left(\frac{2 \pi i k \alpha}{4}\right)  \tag{35}\\
& =\frac{1}{4} \sum_{l=0}^{3} \sum_{k=0}^{3}\left|\beta_{l}\right\rangle \exp \left(\frac{2 \pi i k(\alpha-l)}{4}\right)
\end{align*}
$$

With the help of the quantum artificial neural network (QANN), we are inspired to design a QWFRFT. Here, we first introduce the QANN $[34,35]$. If we use $\left\{\left|e_{1}\right\rangle,\left|e_{2}\right\rangle, \ldots,\left|e_{M}\right\rangle\right\}$ to denote the canonical basis for $\mathbb{C}^{M}$, then the quantum artificial neural network above can be rewritten as

$$
\begin{align*}
& Q(|x\rangle)=\sum_{k=1}^{M} \sum_{j=1}^{N}\left(\alpha_{j, k}^{(1)} \sigma_{k}\left(\left\langle w_{j, k}^{(1)}\right| T|x\rangle+\theta_{j, k}^{(1)}\right)+i \alpha_{j, k}^{(2)} \sigma_{k}\left(\left\langle w_{j, k}^{(2)}\right| T|x\rangle+\theta_{j, k}^{(2)}\right)\right)\left|e_{k}\right\rangle .  \tag{36}\\
& \text { Put } y_{j, k}^{(i)}=\sigma_{k}\left(\sum_{t=1}^{n}\left\langle w_{j, k}^{(i)}(t)\right| T\left|x_{t}\right\rangle+\theta_{j, k}^{(i)}\right) \text { and }\left|\alpha_{k}^{(i)}\right\rangle=\sum_{j=1}^{N} \alpha_{j, k}^{(i)} y_{j, k}^{(i)}\left|e_{k}\right\rangle . \text { Then, a QANN }
\end{align*}
$$

can be illustrated by Figures 9 and 10 below.


Figure 9. The output $\left|\alpha_{k}^{(i)}\right\rangle$ of a QANN, where $i=1,2 ; k=1,2, \ldots, M$.


Figure 10. The output $Q(|x\rangle)$ of a QANN.
Thus, we can present the circuit of the QWFRFT, as shown in Figure 11.


Figure 11. A circuit for the QWFRFT.
So far, we have completed the QWFRFT and circuit implementation. The work of this paper is a supplement to the work of Parasa et al. At one point, researchers pointed out that there is no quantum-weighted fractional Fourier transform [32]. However, our study illustrates the diversity of FRFT and proposes QWFRFT. Due to the characteristics of quantum parallelism, we believe that the QWFRFT has a wider application space.

At present, our method is only applicable to closed systems. The standard quantum theory has shown its limit to describe successfully experimental results. Counterintuitive results are obtained in different experiments $[36,37]$. The open system effects need to be further analyzed.

## 5. Conclusions

Unitarity is a prerequisite for the realization of quantum algorithms. In this paper, we proposed the reformulation of the WFRFT. The unitarity of the WFRFT was proved by means of the proposed reformulation. The QFT is an important part of the QWFRFT. Furthermore, we presented the integer power operation and quantum circuit of the $Q F T$,
which lays the foundation for the QWFRFT. Finally, we designed the circuit of the QWFRFT with the help of a quantum artificial neural network and proposed the electronic circuit of the QWFRFT. The results of this paper show that there is a QFRFT algorithm, which lays the foundation for further research.
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#### Abstract

The quantum approximate optimisation algorithm is a $p$ layer, time variable split operator method executed on a quantum processor and driven to convergence by classical outer-loop optimisation. The classical co-processor varies individual application times of a problem/driver propagator sequence to prepare a state which approximately minimises the problem's generator. Analytical solutions to choose optimal application times (called parameters or angles) have proven difficult to find, whereas outer-loop optimisation is resource intensive. Here we prove that the optimal quantum approximate optimisation algorithm parameters for $p=1$ layer reduce to one free variable and in the thermodynamic limit, we recover optimal angles. We moreover demonstrate that conditions for vanishing gradients of the overlap function share a similar form which leads to a linear relation between circuit parameters, independent of the number of qubits. Finally, we present a list of numerical effects, observed for particular system size and circuit depth, which are yet to be explained analytically.
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## 1. Introduction

The field of quantum algorithms has dramatically transformed in the last few years due to the advent of a quantum to classical feedback loop: a fixed depth quantum circuit is adjusted to minimise a cost function. This approach partially circumvents certain limitations such as variability in pulse timing and requires shorter depth circuits at the cost of outer-loop training [1-6]. The most studied algorithm in this setting is the quantum approximate optimisation algorithm (QAOA) [7] which was developed to approximate solutions to combinatorial optimisation problem instances [8] i.e., MAX-k-SAT [9,10], MAX-Cut [7,11-16], and MAX-k-Colorable-Subgraph [17] instances. The algorithm has certain real-world applications, including finances [18] and might prove useful for general constraint optimisation [19].

The setting of QAOA is that of $n$ qubits: states are represented as vectors in $V_{n}=$ $\left[\mathbb{C}^{2}\right]^{\otimes n}$. We are given a non-negative Hamiltonian $P \in \operatorname{herm}_{\mathbb{C}}\left(V_{n}\right)$ and we seek the normalised ground vector $|t\rangle \in \arg \min \langle\phi| P|\phi\rangle$.
$\phi \in\{0,1\}^{n}$
QAOA might be viewed as a (time-variable fixed-depth) quantum split operator method. We let $\mathcal{V}(\gamma)$ be the propagator of $P$ applied for time $\gamma$. We consider a second propagator $\mathcal{U}(\beta)$ generated by applying a yet-to-be-defined Hamiltonian $H_{x}$ for time $\beta$. We start off in the equal superposition state $|+\rangle^{\otimes n}=2^{-n / 2}(|0\rangle+|1\rangle)^{\otimes n}$ and form a $p$-depth $\mathcal{U}, \mathcal{V}$ sequence:

$$
\begin{equation*}
\left.\left|g_{p}(\gamma, \beta)\right|^{2}=\left|\langle t| \Pi_{k=1}^{p}\left[\mathcal{U}\left(\beta_{k}\right) \mathcal{V}\left(\gamma_{k}\right)\right]\right|+\right\rangle\left.^{\otimes n}\right|^{2} . \tag{1}
\end{equation*}
$$

The time of application of each propagator is varied to maximise preparation of the state $|t\rangle$. Finding $\gamma, \boldsymbol{\beta}$ to maximise $\left|g_{p}(\gamma, \boldsymbol{\beta})\right|$ has shown to be cumbersome. Even lacking such solutions, much progress has been made.

Recent milestones include experimental demonstration of $p=3$ depth QAOA (corresponding to six tunable parameters) using a twenty three qubits [1] superconducting processor, universality results $[20,21]$, as well as several results that aid and improve on the original implementation of the algorithm $[11,12,17]$. Towards practical realisation of the QAOA, trapped ion-based quantum computers have recently shown promising results, including demonstrations on up to forty qubits [2] and the potential to realise arbitrary combinatorial optimisation problems with all to all connectivity based on hardwareinspired modifications [22]. Although QAOA exhibits provable advantages such as recovering a near-optimal query complexity in Grover's search [23] and offers a pathway towards quantum advantage [13], several limitations have been discovered for low depth QAOA [9,24,25].

In the setting of maximum-constraint satisfiability (e.g., minimizing a Hamiltonian representing a function of type $f:\{0,1\}^{n} \rightarrow \mathbb{R}_{+}$), it has been shown that underparameterisation of QAOA sequences can be induced by increasing a problem instances constraint to variable ratio [9]. This effect persists in graph minimisation problems [26]. While this effect is perhaps an expected limitation of the quantum algorithm, parameter concentrations and noise-assisted training add a degree of optimism. QAOA exhibits parameter concentrations, in which training for some fraction of $\omega<n$ qubits provides a training sequence for $n$ qubits [27]. Moreover, whereas layerwise training saturates for QAOA in which the algorithm plateaus and fails to reach the target, local coherent noise recovers layerwise training robustness [28]. Both concentrations and noise-assisted training imply a reduction in computational resources required in outer-loop optimisation.

Exact solutions to find the optimal parameters for QAOA have only been possible in special cases including, e.g., fully connected graphs [14-16] and projectors [27]. A general analytical approach which would allow for (i) calculation of optimal parameters, (ii) estimation of the critical circuit depth and (iii) performance guarantees for fixed depth remains open.

Here we prove that optimal QAOA parameters for $p=1$ are related as $\gamma_{1}=\pi-2 \beta_{1}$ and in the thermodynamic limit, we recover optimality as $\beta_{1} n \rightarrow \pi$ and $\gamma_{1} \rightarrow \pi$. We moreover demonstrate that conditions for vanishing gradients of the overlap function share a similar form which leads to a linear relation between circuit parameters, independent of the number of qubits. We hence devise an additional means to recover parameter concentrations [27] analytically. Finally, we present a list of numerical effects, observed for particular system size and circuit depth, which are yet to be explained analytically.

## 2. State Preparation with QAOA

We consider an $n$-qubit complex vector space $V_{n}=\left[\mathbb{C}^{2}\right]^{\otimes n} \cong \mathbb{C}^{2^{n}}$ with fixed standard computational basis $B_{n}=\{|0\rangle,|1\rangle\}^{\otimes n}$. For an arbitrary target state $|t\rangle \in B_{n}$ (equivalently $|t\rangle, t \in\{0,1\}^{\times n}$ ) we define propagators

$$
\begin{equation*}
\mathcal{U}(\beta) \equiv e^{-i \beta H_{x}}, \mathcal{V}(\gamma) \equiv e^{-i \gamma P} \tag{2}
\end{equation*}
$$

where $P=|t\rangle\langle t|$ and $H_{x}=\sum_{j=1}^{n} X_{j}$ is the one-body mixer Hamiltonian with $X_{j}$ the Pauli matrix acting non-trivially on the $j$-th qubit. Here we focus on the state preparation, thus choosing the problem Hamiltonian to be a projector $\left(P^{2}=P\right)$ on an arbitrary bit string $|t\rangle$. We note that while the projector has only two energy levels, the effective Hamiltonian of the whole QAOA sequence has up to $n+1$ distinct energy levels. In such settings, the propagator $\mathcal{V}(\gamma)$ acting on a superposition adds a phase $-\gamma$ to the component $|t\rangle$, while the propagator $\mathcal{U}(\beta)$ mixes the components' amplitudes.

A $p$-depth ( $p$ layer) QAOA circuit prepares a quantum state $|\psi\rangle$ as:

$$
\begin{equation*}
\left|\psi_{p}(\gamma, \boldsymbol{\beta})\right\rangle=\prod_{k=1}^{p}\left[\mathcal{U}\left(\beta_{k}\right) \mathcal{V}\left(\gamma_{k}\right)\right]|+\rangle^{\otimes n} \tag{3}
\end{equation*}
$$

where $\gamma_{k} \in[0,2 \pi), \beta_{k} \in[0, \pi)$. The optimisation task is to determine QAOA optimal parameters for which the state prepared in (3) achieves maximum absolute value of the overlap $g_{p}(\boldsymbol{\gamma}, \boldsymbol{\beta})=\left\langle t \mid \psi_{p}(\boldsymbol{\gamma}, \boldsymbol{\beta})\right\rangle$ with the target $|t\rangle$. In other words, we search for

$$
\begin{equation*}
\left(\gamma_{o p t}, \boldsymbol{\beta}_{o p t}\right) \in \arg \max _{\gamma, \boldsymbol{\beta}}\left|g_{p}(\boldsymbol{\gamma}, \boldsymbol{\beta})\right| . \tag{4}
\end{equation*}
$$

Note that the problem is equivalent to the minimisation of the ground state energy of Hamiltonian $P^{\perp}=\nVdash-|t\rangle\langle t|$,

$$
\begin{equation*}
\min _{\gamma, \boldsymbol{\beta}}\left\langle\psi_{p}(\boldsymbol{\gamma}, \boldsymbol{\beta})\right| P^{\perp}\left|\psi_{p}(\gamma, \boldsymbol{\beta})\right\rangle=1-\max _{\gamma, \boldsymbol{\beta}}\left|g_{p}(\boldsymbol{\gamma}, \boldsymbol{\beta})\right|^{2} \tag{5}
\end{equation*}
$$

Remark 1 (Inversion symmetry). Under the affine transformation

$$
\begin{equation*}
(\gamma, \beta) \rightarrow(2 \pi-\gamma, \pi-\beta) \tag{6}
\end{equation*}
$$

the absolute value of the overlap remains invariant as $g_{p} \rightarrow(-1)^{n} g_{p}^{*}$. Therefore, this narrows the search space to $\gamma_{k} \in[0, \pi), \beta_{k} \in[0, \pi)$, whereas maximums inside the restricted region determine maximums in the composite space using Equation (6).

Proposition 1 (Overlap invariance). The overlap function $g_{p}(\gamma, \boldsymbol{\beta})$ is invariant with respect to $|t\rangle \in B_{n}$.

Proof. Each $|t\rangle=\left|t_{1} t_{2} \ldots t_{n}\right\rangle \in B_{n}$ determines a unitary operator $U=U^{\dagger}=\bigotimes_{j=1}^{n} X_{j}^{t_{j}}$. Hence, we have

$$
\begin{align*}
g_{p}(\boldsymbol{\gamma}, \boldsymbol{\beta}) & =\langle\mathbf{0}| U^{+} \prod_{k=1}^{p} e^{-i \beta_{k} H_{x}} e^{-i \gamma_{k} U(|\mathbf{0}\rangle \mathbf{0} \mid) U^{\dagger}}|+\rangle^{\otimes n} \\
& =\langle\mathbf{0}| U^{\dagger} \prod_{k=1}^{p} e^{-i \beta_{k} H_{x}}\left[U e^{-i \gamma_{k}(|\mathbf{0}\rangle \mathbf{0} \mid)} U^{\dagger}\right]|+\rangle^{\otimes n}  \tag{7}\\
& =\langle\mathbf{0}| \prod_{k=1}^{p} e^{-i \beta_{k} H_{x}} e^{-i \gamma_{k}|\mathbf{0}\rangle \mathbf{0} \mid}|+\rangle^{\otimes n}
\end{align*}
$$

The first equality follows from $U|\mathbf{0}\rangle=|t\rangle$ where $|\mathbf{0}\rangle=|0\rangle^{\otimes n}$. The second equality follows from the definition of the matrix exponential. The third equality follows as $U$ commutes with $H_{x}$ as does any analytic function of $H_{x}$, and $U|+\rangle^{\otimes n}=|+\rangle^{\otimes n}$. Thus, the overlap is seen to be independent of the target bit string $|t\rangle$.

Remark 2. Overlap invariance introduced in Proposition 1 shows that optimisation problems in Equations (4) and (5) do not depend on the target. Therefore, optimal parameters are the same for any target state. Thus, with no loss of generality we limit our consideration to the target $|t\rangle=|0\rangle$.

Preparation of state (3) requires a strategy to assign $2 p$ variational parameters by outer-loop optimisation.

Remark 3 (Global optimisation). A strategy when all $2 p$ parameters are optimised simultaneously which might provide the best approximation to prepare $|t\rangle$.

Remark 4 (Layerwise training). Optimisation of parameters layer by layer. At each step of the algorithm, only one layer is optimised. After a layer is trained, a new layer is added and its parameters are optimised while keeping the parameters of the previous layers fixed.

Global optimisation is evidently challenging for high-depth circuits. The optimisation can, in principle, be simplified by exploiting problem symmetries [29] and leveraging parameter concentrations [27,30]. Layerwise training might avoid barren plateaus [31] yet is known [28] to stagnate at some critical depth, past which additional layers (trained one at a time) do not improve overlap. Local coherent noise was found to re-establish the robustness of layerwise training [28].

## 3. $p=1 \mathrm{QAOA}$

For a single layer, the global and layerwise strategies are equivalent. Such a circuit was considered to establish parameter concentrations [27] analytically. The overlap was shown to be:

$$
\begin{equation*}
\left|g_{1}(\gamma, \beta)\right|^{2}=\frac{1}{2^{n}}\left[1+2 \cos ^{n} \beta(\cos (\gamma-n \beta)-\cos n \beta)+2 \cos ^{2 n} \beta(1-\cos \gamma)\right] \tag{8}
\end{equation*}
$$

To find extreme points of (8) the authors in [27] set the derivatives with respect to $\gamma$ and $\beta$ to zero. This approach leads to solutions which contain maxima but also the minimum of the overlap (8). These must be carefully separated. Moreover, this approach ignores the operator structure of the overlap as presented here. For aesthetics, subscript opt in $\gamma_{\text {opt }}$ and $\boldsymbol{\beta}_{\text {opt }}$ is further omitted.

Theorem 1. Optimal $p=1$ QAOA parameters relate as $\gamma=\pi-2 \beta$.
Proof. To maximise the absolute value of the overlap

$$
\begin{equation*}
g \equiv g_{1}(\gamma, \beta)=\langle\mathbf{0}| e^{-i \beta H_{x}} e^{-i \gamma P}|+\rangle^{\otimes n} \tag{9}
\end{equation*}
$$

with $P=|\mathbf{0}\rangle\langle\mathbf{0}|$ we use the standard conditions $\frac{\partial\left(g g^{*}\right)}{\partial \gamma}=\frac{\partial\left(g g^{*}\right)}{\partial \beta}=0$. Setting the first derivative to zero we arrive at

$$
\begin{equation*}
\langle\mathbf{0}| e^{-i \beta H_{x}} e^{-i \gamma P} P|+\rangle^{\otimes n} g^{*}=\left\langle+\left.\right|^{\otimes n} P e^{i \gamma P} e^{i \beta H_{x}} \mid \mathbf{0}\right\rangle g \tag{10}
\end{equation*}
$$

Using the explicit form of the projector and the fact that $\langle\mathbf{0}| e^{-i \beta H_{x}}|\mathbf{0}\rangle=\cos ^{n} \beta$, equation (10) simplifies into

$$
\begin{equation*}
g=g^{*} e^{-2 i \gamma} \Leftrightarrow g e^{i \gamma}=g^{*} e^{-i \gamma} \tag{11}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
\arg g=-\gamma \tag{12}
\end{equation*}
$$

Then the derivative of expression (9) with respect to $\beta$ is set to zero and we arrive at

$$
\begin{equation*}
\langle\mathbf{0}| e^{-i \beta H_{x}} H_{x} e^{-i \gamma P}|+\rangle^{\otimes n} g^{*}=\left\langle+\left.\right|^{\otimes n} e^{i \gamma P} H_{x} e^{i \beta H_{x}} \mid \mathbf{0}\right\rangle g \tag{13}
\end{equation*}
$$

Moving $H_{x}$ next to its eigenstate $|+\rangle^{\otimes n}$ is compensated as follows:

$$
\begin{align*}
& \langle\mathbf{0}| e^{-i \beta H_{x}}\left\{e^{-i \gamma P} H_{x}+\left(e^{-i \gamma}-1\right)\left[H_{x}, P\right]\right\}|+\rangle^{\otimes n} g^{*} \\
& \quad=\left\langle+\left.\right|^{\otimes n}\left\{H_{x} e^{i \gamma P}+\left[P, H_{x}\right]\left(e^{i \gamma}-1\right)\right\} e^{i \beta H_{x}} \mid \mathbf{0}\right\rangle g . \tag{14}
\end{align*}
$$

After simplification (see Remark 5) we arrive at

$$
\begin{equation*}
-g A=g^{*} A^{*} e^{-i \gamma} \tag{15}
\end{equation*}
$$

where $A=\left\langle+\left.\right|^{\otimes n}\left[P, H_{x}\right] e^{i \beta H_{x}} \mid \mathbf{0}\right\rangle$. Now $g^{*}$ is substituted from Equation (11) to establish

$$
\begin{equation*}
-e^{-i \gamma} A=A^{*} \tag{16}
\end{equation*}
$$

Thus, similar to Equation (12) we arrive at

$$
\begin{equation*}
\arg A=\frac{\gamma+\pi}{2} \tag{17}
\end{equation*}
$$

$A$ is calculated as

$$
\begin{equation*}
A \sqrt{2^{n}}=\langle\mathbf{0}|\left(H_{x}-n\right) e^{i \beta H_{x}}|\mathbf{0}\rangle=-n \cos ^{n-1} \beta e^{-i \beta} \tag{18}
\end{equation*}
$$

which shows that $\arg A=\pi-\beta$. Thus, from Equation (17) we arrive at

$$
\begin{equation*}
\pi-\beta=\frac{\gamma+\pi}{2} \tag{19}
\end{equation*}
$$

which finally establishes $\gamma=\pi-2 \beta$.
Remark 5 (Trivial solutions). Equation (14) has three pathological solutions which must be ruled out: (i) $\sin \frac{\gamma}{2}=0$ (which sets $e^{i \gamma}-1=0$ ), (ii) $\cos \beta=0$ (which sets $A=0$ ), (iii) $g(\gamma, \beta)=0$. All three cases imply $|g(\gamma, \beta)| \leq g(0,0)$.

Remark 6. The zero derivative conditions result in (11) and (15) which have a similar form, viz. $x=x^{*} e^{i \varphi}$. The first condition (11) can be obtained without differentiation [28] using the explicit form of the overlap Equation (9)

$$
\begin{equation*}
g \sqrt{2^{n}}=e^{-i \gamma} \cos ^{n} \beta+\left(e^{-i \beta n}-\cos ^{n} \beta\right) \tag{20}
\end{equation*}
$$

and the fact that $\max _{\gamma}\left|A e^{-i \gamma}+B\right|=|A|+|B|$ for any $A, B \in \mathbb{C}$. Although the derivative with respect to $\beta$ leads to the condition (15), we find no way to recover this using elementary alignment arguments.

Remark 7. While optimal angle relation $\gamma=\pi-2 \beta$ has also been established in [27], here we demonstrate that it can result from certain ansatz symmetry, manifested in similar form of zero derivatives conditions (11) and (15). This can provide useful insights to understand similar optimal angle dependency for deeper circuits (Section 4.2).

To find optimal parameters one needs to solve the zero derivative conditions and then take solutions that deliver a global maximum to the overlap. For convenience, we substitute $\gamma=\pi-2 \beta$ to the overlap function (20), square it and after simplification arrive at

$$
\begin{equation*}
|g|^{2} 2^{n}=1+4 \cos ^{n+1} \beta\left(\cos ^{n+1} \beta-\cos (n+1) \beta\right), \tag{21}
\end{equation*}
$$

which is used to prove the next theorem.
Theorem 2. The optimal $p=1$ QAOA parameters converge as $\beta n \rightarrow \pi$ and $\gamma \rightarrow \pi$ when $n \rightarrow \infty$.

Proof. Using the explicit form of the overlap (20), from Equation (11) one can establish

$$
\begin{equation*}
\operatorname{Im}\left[e^{i \gamma}\left(e^{-i \beta n}-\cos ^{n} \beta\right)\right]=0 \tag{22}
\end{equation*}
$$

Substituting $\gamma=\pi-2 \beta$ one arrives at

$$
\begin{equation*}
\left.\operatorname{Im}\left[e^{-i(n+2) \beta}-e^{-2 i \beta} \cos ^{n} \beta\right)\right]=0 \tag{23}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
\sin (n+2) \beta=\sin 2 \beta \cos ^{n} \beta \tag{24}
\end{equation*}
$$

We solve this equation in the limit $n \rightarrow \infty$. In this limit $\sin 2 \beta \cos ^{n} \beta \rightarrow 0$ independent of the value of $\beta$. Thus, the left-hand side of Equation (24) tends to zero. This implies that the leading order solution scales as

$$
\begin{equation*}
\beta=\frac{k \pi}{n+2}+o\left(n^{-1}\right) \tag{25}
\end{equation*}
$$

where $k<n$ is a positive integer (in principle, $n$-dependent). To recover the optimal constant $k$ we substitute Equation (25) to Equation (21) to obtain

$$
\begin{equation*}
|g|^{2} 2^{n}=1+4 \cos ^{n+2} \frac{k \pi}{n+2}\left(\cos ^{n} \frac{k \pi}{n+2}-(-1)^{k}\right) \tag{26}
\end{equation*}
$$

up to $o(1)$ terms. Finally, as cosine is monotonously decreasing in the interval $[0, \pi)$ it is evident that the overlap maximises for the smallest odd constant $k=1$. Therefore, the optimal parameter $\beta$ is given by

$$
\begin{equation*}
\beta=\frac{\pi}{n+2}+o\left(n^{-1}\right)=\frac{\pi}{n}+o\left(n^{-1}\right) \tag{27}
\end{equation*}
$$

which implies $n \beta \rightarrow \pi$ and thus $\gamma=\pi-2 \beta \rightarrow \pi$ when $n \rightarrow \infty$.
Remark 8. In Theorem 2 the leading order solutions were found for optimal parameters. Higher order corrections in $n$ are found from Equation (24). For example, it is straightforward to show that

$$
\begin{array}{r}
\beta=\frac{\pi}{n}-\frac{4 \pi}{n^{2}}+O\left(n^{-3}\right) \\
\gamma=\pi-\frac{2 \pi}{n}+\frac{8 \pi}{n^{2}}+O\left(n^{-3}\right) \tag{29}
\end{array}
$$

Remark 9. Expressions (28) and (29) are used to demonstrate parameter concentrations [27], i.e., the effect when optimal parameters for $n$ and $n+1$ qubits are polynomially close.

Theorems 1 and 2 provide state of the art analytical results for state preparation with $p=1$ depth QAOA circuit. For deeper circuits and more general settings, analysis becomes complicated and known results are mostly numerical. Therefore, below we provide a list of numerical effects for deeper circuits which lack analytical explanations.

## 4. Empirical Findings Missing Analytical Theory

### 4.1. Parameter Concentration in $p \geq 2 Q A O A$

From expression (3), overlaps for circuits of different depths are related recursively as

$$
\begin{equation*}
g_{p+1}\left(\gamma, \boldsymbol{\beta}, \gamma_{p+1}, \beta_{p+1}\right)=g_{p}(\gamma, \tilde{\boldsymbol{\beta}})+g_{p}(\boldsymbol{\gamma}, \boldsymbol{\beta}) \cos ^{n} \beta_{p+1}\left(e^{-i \gamma_{p+1}}-1\right) \tag{30}
\end{equation*}
$$

where $\tilde{\boldsymbol{\beta}}=\left(\beta_{1}+\beta_{p+1}, \ldots, \beta_{p}+\beta_{p+1}\right)$. This recursion was used in [27] for $p=2$ where it was shown that in the thermodynamic limit $n \rightarrow \infty$ the zero derivative conditions let one obtain solutions for which $n \beta \rightarrow \pi$ and $\gamma \rightarrow \pi$. This establishes parameter concentrations. The effect was further confirmed numerically on up to $n=17$ qubits and $p=5$ layers. For arbitrary depth, parameter concentrations are conjectured, yet analytical confirmation remains open. The recursion (30) can be used in the suggested operator formalism to
derive a system of equations to calculate optimal parameters for circuits of arbitrary depth. In the suggested formalism the zero derivative conditions will contain expectations of propagators used in the circuit, and the system can be solved in the thermodynamic limit, albeit with a growing number of equations to satisfy.

### 4.2. Last Layer Behaviour

Theorem 1 establishes the linear relation between optimal parameters independent of the number of qubits $n$. Using a global training strategy for the same problem with $p \geq 2$ depth circuits, it was numerically observed [27] that optimal parameters depend on the depth, yet usually can be approximately described by some linear relation. In the present work, we have observed that the last layer is distinctively characterised by the very same linear relation $\gamma_{p}+2 \beta_{p}=\pi$ stated in Theorem 1. We numerically confirmed this up to $p=5$ layers and $n=17$ qubits, as shown in Figure 1. The effect remains unexplained analytically and could be the manifestation of some hidden ansatz symmetry.


Figure 1. Optimal angles of $p=5$ depth circuit for $n \in[6 ; 17]$. While the first layers can be approximately described by a linear relation, the last layer fits $\gamma_{p}+2 \beta_{p}=\pi$. Moreover, the values of the last layer's parameters are evidently distinct from the previous layers.

### 4.3. Saturation in Layerwise Training at $p=n$

It was demonstrated [28] that layerwise training saturates, meaning that past a critical depth $p^{*}$, overlap cannot be improved with further layer additions. Due to this effect, naive layerwise training performance falls below global training. Training saturation in layerwise optimisation was reported in [28] and confirmed up to $n=10$ qubits. Most surprisingly, the saturation depth $p^{*}$ was observed to be equal to the number of qubits $n$. Two effects remain unexplained analytically. Firstly does $p^{*}=n$. Secondly, could one go beyond the necessary conditions in [28] to explain saturations?

### 4.4. Removing Saturation in Layerwise Training

Any modification in the layerwise training process that violates the necessary saturation conditions can remove the system from its original saturation points. This idea was exploited in [28], where two types of variations were introduced for system sizes up to $n=7$ : (i) undertraining the QAOA circuit at each iteration and (ii) training in the presence of random coherent phase noise. Whereas both modifications (i) and (ii) removed saturations at $p=n$ yet the reason remains unexplained.

## 5. Conclusions

We have proven a relationship between optimal QAOA parameters for $p=1$, and we recover optimal angles in the thermodynamic limit. We demonstrated the effect of
parameter concentrations for $p=1$ QAOA circuits using an operator formalism. Compared to the explicit calculation where objective function gradients are set to zero, the operator approach exploits the ansatz symmetry in finding optimal parameters. The suggested approach can directly be adopted to find optimal parameters for the $p \geq 2$ QAOA circuit, with increasing complexity due to the larger number of parameters. Finally, we present a list of numerical effects, observed for particular system size and circuit depth, which are yet to be explained analytically. These unexplained effects include both limitations and advantages to QAOA. While difficult, adding missing theory to these subtle effects would improve our understanding of variational algorithms.
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#### Abstract

Component Labeling, as a fundamental preprocessing task in image understanding and pattern recognition, is an indispensable task in digital image processing. It has been proved that it is one of the most time-consuming tasks within pattern recognition. In this paper, a fast quantum image component labeling algorithm is proposed, which is the quantum counterpart of classical localoperator technique. A binary image is represented by the modified novel enhanced quantum image representation (NEQR) and a quantum parallel-shrink operator and quantum propagate operator are executed in succession, to finally obtain the component label. The time complexity of the proposed quantum image component labeling algorithm is $O\left(n^{2}\right)$, and the spatial complexity of the quantum circuits designed is $O(c n)$. Simulation verifies the correctness of results.
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## 1. Introduction

Image processing involves certain operations that help improve aesthetics and enhance comprehensibility of what the image conveys. This is widely used in environment, agriculture, military, industry, and medical sciences to extract valuable information. Due to the rapid development of information technology, data handled in image processing have undergone exponential growth. Usage of classical image processing has declined and therefore quantum image processing has emerged as a feasible way to solve the problems. The coherent superposition characteristics of the quantum state and other unique quantum mechanical principles are used for generating data processing capability in quantum image processing, which can accelerate the process significantly compared to classical algorithms.

In the last two decades or so, a large number of productive techniques have emerged for quantum image processing, which serves two purposes. The first is to construct models for representation of the digital image mainly including qubit lattice [1], entangled image [2], flexible representation of the quantum image (FRQI) [3], quantum log-polar image [4], a novel enhanced quantum representation of digital images (NEQR) [5], and Quantum Boolean image processing [6], a simple quantum representation of infrared images (SQR) [7] and some extensions from FRQI or NEQR [8-16]. The other is applications based on the above which vary with types of representation, such as geometric transform [17-19], image scaling [20-23], image scrambling [24,25], image segmentation [26-29], image edge extraction [30-35], image matching [36-38], image watermarking [39,40], and so on.

Although many issues are studied by researchers, as mentioned above, quantum image processing is still an emerging field and, compared with classical image processing, it is still in its infancy. To the best of our knowledge, image component labeling has not yet
been extended to the quantum imaging processing domain. Image component labeling is the most fundamental preprocessing required for image understanding, pattern recognition, and computer vision. By use of the labeling operation, a unique label is assigned to each connected region so that higher-level operations can process different regions separately. In some applications, image component labeling is still an active area of research in classical image processing, which has been proved to be one of the most time-consuming tasks in pattern recognition [41]. The parallel processing characteristic is the great advantage of quantum computation, which is one feasible way to accelerate image component labeling.

This paper proposes a fast quantum image component labeling algorithm based on a modified NEQR representation model for binary images, a quantum counterpart of classical local-operator techniques [42]. The quantum image component labeling algorithm consists of three main steps. Firstly, a binary image is represented by the quantum version using the modified NEQR model. Secondly, all pixels of the image are simultaneously worked upon by the quantum parallel-shrink operator several times until each black pixel changes to white, and the connectivity relations are reserved during the processing. Finally, the quantum label-propagate operator is executed on each pixel to restore the pixels with changed colors and each pixel assigns different numbers to different connected areas at the same time. The process is in reverse order to the image generated by the quantum parallel-shrink operations.

The rest of the paper is organized as follows. Section 2 briefly introduces classical local-operator techniques, giving a detailed example specifying how to operate the binary image to obtain the labels for the connected area. The purposed quantum version of the local-operator technique, as well as circuit design, is described in Section 3. Section 4 analyzes the circuit complexity. Simulation results based on the classical computer's Python software are given in Section 5. Finally, the conclusions are drawn in Section 6.

## 2. Local-Operator Technique

A connected region or component in a binary image is a maximal connected set of black pixels. The image component labeling algorithm assigns a unique label to each connected region in the image. Thus, in the labeled image, any two black pixels have the same label if and only if they lie in the same connected region. Local-operator techniques involve two types of local operations used for image region labeling: Parallel-shrink and Label-propagate. The two operators use local information from the neighborhood of a pixel to determine its new value.

### 2.1. Basic Definitions

The following basic definitions constitute some of the concepts required for Localoperator techniques [42]. Assume black pixels have value 1 and white pixels have value 0 . Let $\boldsymbol{a} \in\{0,1\}^{X}$ denote the source binary image on the point set $\boldsymbol{X}=\{0 \leq i \leq n, 0 \leq j \leq m\}$ with $a(i, j)$ being the value at pixel $p(i, j)$. Two pixels are said to be neighbors if they share one edge, one vertex, or both. The pixels are chosen to be squares, and then a pixel may have either 4 or 8 neighbors in terms of edges or both edges and vertices. Two pixels $p\left(i_{0}, j_{0}\right)$ and $p\left(i_{1}, j_{1}\right)$ are called 4-neighbors if $\left|i_{0}-i_{1}\right|+\left|j_{0}-j_{1}\right|=1$ and 8-neighbors if $\max \left\{\left|i_{0}-i_{1}\right|,\left|j_{0}-j_{1}\right|\right\} \leq 1$. Let $C$ be the connectivity relation defined on an image as follows: for all pairs of pixels, $p, q \in a$ if and only if $p$ and $q$ are both black and are connected by a path in $\boldsymbol{a}$. The internal distance between two black pixels is defined as the length of a shortest 4 - or 8-neighbor path connecting them within the component. The internal diameter of a connected component is defined as the maximum of lengths of all internal distances among all pairs of pixels within the component. Local-operator techniques use a part of 8-neighbor components of a given $n \times m$ binary image. The parallel-shrink operator uses neighborhood $N_{s}$ shown in Figure 1 which is the set of points $\{p(i, j), p(i, j+1), p(i+1, j), p(i+1, j+1)\}$, and the label-propagate operator uses neighborhood $N_{p}$ (Figure 1), which is the set of points $\{p(i, j), p(i, j-1), p(i-1, j), p(i-1, j-1)\}$.


Figure 1. Neighborhoods.

### 2.2. The Parallel-Shrink Operator

The parallel-shrink operator $\varphi_{s}$ was first designed by Levialdi [43] and it used the Heaviside operator $H$ defined on $N_{s}$ neighborhoods, such that, if $\boldsymbol{a}^{\prime}=\varphi_{s}(\boldsymbol{a})$, then:

$$
\begin{equation*}
\boldsymbol{a}^{\prime}(i, j)=H(H(\boldsymbol{a}(i, j)+\boldsymbol{a}(i, j+1)+\boldsymbol{a}(i+1, j)-1)+H(\boldsymbol{a}(i, j)+\boldsymbol{a}(i+1, j+1))) \tag{1}
\end{equation*}
$$

where $H$ is the Heaviside operator defined by $H(t)=0$ for $t \leq 0$ and $H(t)=1$ if $t>0$. Since $\boldsymbol{a}$ is a binary image, it is easy to express $\varphi_{s}$ using the logic operations $\wedge($ and $)$ and $\vee(o r)$ as follows:

$$
\begin{equation*}
\boldsymbol{a}^{\prime}(i, j)=(\boldsymbol{a}(i, j) \wedge(\boldsymbol{a}(i, j+1) \vee \boldsymbol{a}(i+1, j) \vee \boldsymbol{a}(i+1, j+1))) \vee(\boldsymbol{a}(i, j+1) \wedge \boldsymbol{a}(i+1, j)) \tag{2}
\end{equation*}
$$

The parallel-shrink operator shrinks the components toward the top left corner of the bounding rectangles of connected components. The two important properties of the shrinking procedure are as follows:

1. No connected component becomes disconnected.
2. No two disconnected components become connected in any step.

A component with an internal diameter $r$ will shrink to a single black pixel after $r-1$ shrinking steps, and then disappear in the next shrinking step. After each shrinking operation, a different image is obtained and the result of applying the shrinking operation $y$ times to the original image is called partial result $y$. Thus, we have a sequence of images $a_{y}, a_{y-1}, \cdots, a_{0}, a_{0}$ representing the initial binary image.

### 2.3. The Label-Propagate Operator

The label-propagate operators are applied in the reverse order to the images generated by the parallel-shrink operations. Suppose at a certain time of the label-propagate operator, black pixels of $a_{r}$ are labeled with the correct labels and the labels can be used to label the black pixels of $\boldsymbol{a}_{r-1}$. The label-propagate operator then continues to label the black pixels until the image returns to the initial image $a_{0}$.

Let $l$ be a global variable that saves the maximum label in the image, the initial number is 0 , and $l_{r}(i, j)$ is the label of pixel $p(i, j)$ in $\boldsymbol{a}_{r}$. The parallel-shrink operator $\varphi_{p}$ is defined on $N_{p}$ neighborhoods, such that, if $l_{r}=\varphi_{p}\left(l_{r+1}\right)$, then:

$$
l_{r+1}=\left\{\begin{array}{cc}
\operatorname{lmax}_{r+1}(i, j) & \text { if } a_{r}(i, j)=1 \text { and } \operatorname{lmax}_{r+1}(i, j) \neq 0  \tag{3}\\
l+1 & \text { if } a_{r}(i, j)=1 \text { and } \operatorname{lmax}_{r+1}(i, j)=0 \\
0 & \text { otherwise }
\end{array}\right.
$$

where $l \max _{r+1}=l_{r+1}(i, j) \vee l_{r+1}(i, j-1) \vee l_{r+1}(i-1, j) \vee l_{r+1}(i-1, j) \vee l_{r+1}(i-1, j-1)$, $\checkmark$ is a bit-wise logic or operation.

Note that, first, we must ensure that labels of the four neighbors for whom the value is not zero on $N_{p}$ remain the same after Equation (3) is executed, then:

$$
\left\{\begin{array}{cc}
l_{r}(i, j-1)=l_{r}(i, j) & \text { if } \boldsymbol{a}_{r}(i, j-1)=1  \tag{4}\\
l_{r}(i-1, j)=l_{r}(i, j) & \text { if } \boldsymbol{a}_{r}(i-1, j)=1 \\
l_{r}(i-1, j-1)=l_{r}(i, j) & \text { if } \boldsymbol{a}_{r}(i-1, j-1)=1
\end{array}\right.
$$

Second, we should backfill the value 1 of pixels based on partial result $y$ during propagating.

### 2.4. A Simple Example of the Local-Operator Technique

In this subsection, we give a simple example to explain how the label-propagate operator functions. The binary image consists of two connected regions or components as shown in Figure 2a, and the maximum internal diameter of two connected regions is 3 . The detailed process is described below.


Figure 2. The simple example of local-operator techniques. (a) original image. (b) adding border. (c) partial result 1. (d) partial result 2. (e) partial result 3. (f) propagate 3. (g) propagate 2. (h) propagate 1.

Phase 1 Preparation: When every pixel has its $N_{s}$ and $N_{p}$ neighbors, the original image is extended by a 1-pixel outer border that pads the border of the image with white. The white pixels ( 0 value) are ignored in the board so that we can focus better on changes in the black regions (1 value), as shown in Figure 2b.

Phase 2 Parallel shrinking: In Phase 2, the parallel-shrink operator, (1) or (2), is performed on every pixel simultaneously. Since the maximum value of the internal diameter of the two connected regions is 3 , the operator would be applied three times, and then all pixels of the image will change to 0 and that completes Phase 2. Figure 2c-e depict the
performance process. In Figure 2c-e, we only show the pixels that were changed using the red dotted box.

Phase 3 Label propagating: As mentioned before, label propagating is a reverse-order process, so Equations (3) and (4) are applied for the same number of times as Phase 2. The process order is indicated in Figure 2f-h using the left arrow, and the purple dotted boxes are used for marking the label change. In Figure 2h, $p(1,1), p(2,5)$, and $p(3,4)$ are labeled with different numbers based on (3) at the same time. We use the row-column criterion to label the pixels. In Figure 2f, serial numbers of the pixels that have been labeled are represented in the upper left corner box, $p(1,2), p(2,1), p(3,5), p(4,4)$ need new labels based on Equation (3), and $p(2,5)$ needs a change of the labeled number based on Equation (4) to keep consistent with $p(3,5)$ 's $N_{p}$ neighbors. In Figure 2 f , the last two pixels, $p(2,2)$ and $p(4,5)$, are labeled, which means that label propagating is finished, and two different label numbers are obtained.

The example shows that the local-operator technique is a parallel method that is performed simultaneously on every pixel, so it only takes $O(n)$ time and is a type of fast image component labeling method.

## 3. Quantum Version of the Local-Operator Technique

In this section, a series of specific quantum circuits are designed to realize the localoperator technique.

### 3.1. Modified NEQR Model Representation of a Binary Image

The NEQR is a deterministic image retrieval model that facilitates the operations on an image, so we modified the model to represent the quantum image as required [5]. In the modified model, one qubit sequence is employed for storing the position information on the Cartesian coordinate system and another sequence represents the information required, including color, number of partial results, and label number. Two entangled qubit sequences are in superposition states.

The binary image with size $2^{n} \times 2^{m}$ can be represented by modified NEQR as the following equation:

$$
\begin{gather*}
|I\rangle=\frac{1}{\sqrt{2^{m+n}}} \sum_{Y=0}^{2^{m}-1} \sum_{X=0}^{2^{n}-1}|f(Y, X)\rangle \otimes|Y X\rangle  \tag{5}\\
=\frac{1}{\sqrt{2^{m+n}}} \sum_{Y=0}^{2^{m}-1} \sum_{X=0}^{2^{n}-1}|L P B\rangle \otimes|Y X\rangle \\
|Y X\rangle=|Y\rangle|X\rangle=\left|Y_{m} Y_{m-1} \cdots Y_{0}\right\rangle\left|X_{n} X_{n-1} \cdots X_{0}\right\rangle \\
|L P B\rangle=|L\rangle|P\rangle|B\rangle=\left|L_{j} L_{j-1} \cdots L_{0}\right\rangle\left|P_{i} P_{i-1} \cdots P_{0}\right\rangle\left|B_{0}\right\rangle \tag{6}
\end{gather*}
$$

where $|Y X\rangle$ address qubits represent the position information, $X$ is row number, $Y$ is column number, $|L P B\rangle$ work qubits represent the computation information, $B$ is color, $P$ is number of partial results, $L$ is label number, and $Y_{i}, X_{i}, L_{i}, P_{i}, B_{0} \in\{0,1\}$.

A quantum circuit equivalent to Equation (5) can be used to prepare the initial image state. Figure 3 is an example that presents the quantum circuit of Figure 2b, the address qubits are entangled using six Hadamard gates, and the information circuit of two connected regions are in dotted boxes.

### 3.2. Basic Quantum Functional Circuits

To realize the complex quantum circuit, a series of quantum functional operation modules are prepared for local-operator, including address shift operation module, logic operation module, assignment operation module, compare operation, full addition module, and full subtraction module.


Figure 3. The quantum circuit of Figure 2b.

### 3.2.1. Address Shift Operation Circuits

It is an important operation for a large number of quantum algorithms to obtain the neighborhood information [34,35]. Shift transformation is a geometric operation that can be used to shift the whole image and it skillfully helps us to obtain the information of every pixel's adjacent information simultaneously. For example, make a one-unit shift right for an image, the pixel $p(x, y)$ will be transformed to $p(x+1, y)$ and the value $a(x-1, y)$ can be visited. Shift - and + are defined in Equations (7) and (8). When it is applied on $x$, the image moves left and right, and when it is applied on $y$, the image moves up and down.

$$
\begin{align*}
& S_{x \pm}(|I\rangle)=\frac{1}{\sqrt{2^{m+n}}} \sum_{Y=1}^{2^{m}-1} \sum_{X=1}^{2^{n}-1}|f(Y, X)\rangle \otimes S_{x \pm}(|Y X\rangle) \\
& =\frac{1}{\sqrt{2^{m+n}}} \sum_{Y=1}^{2^{m}-1} \sum_{X=1}^{2^{n}-1}|f(Y, X)\rangle \otimes|Y\rangle\left|(X \pm 1) \bmod 2^{n}\right\rangle  \tag{7}\\
& S_{y \pm}(|I\rangle)=\frac{1}{\sqrt{2^{m+n}}} \sum_{Y=1}^{2^{m}-1} \sum_{X=1}^{2^{n}-1}|f(Y, X)\rangle \otimes S_{y \pm}(|Y X\rangle) \\
& =\frac{1}{\sqrt{2^{m+n}}} \sum_{Y=1}^{2^{m}-1} \sum_{X=1}^{2^{n}-1}|f(Y, X)\rangle \otimes\left|(Y \pm 1) \bmod 2^{n}\right\rangle|X\rangle \tag{8}
\end{align*}
$$

Based on the above analysis, Equations (7) and (8) are equivalent to Equations (9) and (10), respectively.

$$
\begin{align*}
& S_{x \pm}(|I\rangle)=\frac{1}{\sqrt{2^{m+n}}} \sum_{Y=1}^{2^{m}-1} \sum_{X=1}^{2^{n}-1}\left|f\left(Y, X^{\prime}\right)\right\rangle \otimes S_{x \pm}(|Y X\rangle)  \tag{9}\\
& S_{y \pm}(|I\rangle)=\frac{1}{\sqrt{2^{m+n}}} \sum_{Y=1}^{2^{m}-1} \sum_{X=1}^{2^{n}-1}\left|f\left(Y^{\prime}, X\right)\right\rangle \otimes S_{y \pm}(|Y X\rangle) \tag{10}
\end{align*}
$$

where $X^{\prime}=(X \mp 1) \bmod 2^{n}$ and $Y^{\prime}=(Y \mp 1) \bmod 2^{n}$.
For a two-dimensional digital image, Figure 4 is an example for $S_{x \pm \text {, and }} S_{y \pm}$ is similar to $S_{x \pm}$. We call the shift transformation circuit an address shift operation circuit just like the address-of operator in classical programming.


Figure 4. Address shift operation circuit. (a) Shift + operator circuit. (b) Shift - operator circuit.

### 3.2.2. Logic Operation Circuit

In reversible computing, the TOFFOLI gate is universal gate, and it can be used for simulating classical irreversible standard gates with ancilla qubits. Figure 5 is the circuit of the necessary logic operations for computation of Equations (2) and (3) for convenience, and the inputs and results are connected by black blocks. The following figures are used for the same notation.


$|X\rangle$
$|Y\rangle$

$|X\rangle$
Y) $\Leftrightarrow$

(a)
(b)

Figure 5. Logic operation circuit. (a) Logic operation $\wedge$ (AND). (b) Logic operation $\vee(O R)$.

### 3.2.3. Control Assignment Operation Circuit

Assignment operation is the most basic statement in classical programming. To achieve the function, we design the control assignment operation circuit (Figure 6). The circuit consists of two parts, the first part is shown in a dotted block that is to clear the original data of the quantum wires $|X\rangle$ by using a group of swap gates, the original data are saved in the ancilla qubits. The second part assigns the value of $|Y\rangle$ to $|X\rangle$ using a group of CNOT gates. The whole circuits are controlled by using a CNOT gate, such that, if the control wire is 1 , then assignment operation is executed. As described, the designed circuit is a reversible circuit, and, by using ancilla qubits, both $|X\rangle$ and $|Y\rangle$ are stored during the operation.


Figure 6. Assignment operation circuit.

### 3.2.4. Compare Operation Circuit

The compare operation circuit can be used to compare two n-qubits sequences $|X\rangle$ and $|Y\rangle$ illustrated in Figure 7 [32], where $|X\rangle=\left|X_{n-1} X_{n-2} \cdots X_{1} X_{0}\right\rangle,|Y\rangle=\left|Y_{n-1} Y_{n-2} \cdots Y_{1} Y_{0}\right\rangle$, $X_{i}, Y_{i} \in\{0,1\}$. The output two-qubit $\left|e_{1} e_{0}\right\rangle$ can be used to represent the result of comparison: if $e_{1} e_{0}=10$, then $X>Y$; if $e_{1} e_{0}=01$, then $X<Y$; if $e_{1} e_{0}=00$, then $X=Y$.


Figure 7. Compare operation circuit.

### 3.2.5. Full Addition Circuit

Full adder is an adder with carry, a common arithmetic unit in various algorithms. In this paper, 1-bit full addition circuit is composed of quantum CNOT and CCNOT gate, and
n-bit full addition circuit is a cascade of 1-bit full addition circuit as shown in Figure 8 [44]. $\left|C_{i-1}\right\rangle$ is the $(i-1)$ th carry qubit, $\left|a_{i}\right\rangle$ is the $i$ th augend number, $\left|b_{i}\right\rangle$ is the $i$ th addend number, $\left|C_{i}\right\rangle$ is the $i$ th carry qubit, and $\left|S_{i}\right\rangle$ is the sum of $a+b$. The relationships among $\left|a_{i}\right\rangle,\left|b_{i}\right\rangle,\left|C_{i-1}\right\rangle,\left|C_{i}\right\rangle$ and $\left|S_{i}\right\rangle$ are given by

$$
\begin{gather*}
\left|S_{i}\right\rangle=\left|a_{i} \oplus b_{i} \oplus C_{i-1}\right\rangle  \tag{11}\\
\left|C_{i}\right\rangle=\left|a_{i} b_{i}+\left(a_{i} \oplus b_{i}\right) C_{i-1}\right\rangle=\left|a_{i} b_{i} \oplus\left(a_{i} \oplus b_{i}\right) C_{i-1}\right\rangle \tag{12}
\end{gather*}
$$



Figure 8. Full addition circuit. (a) 1-bit full addition circuit. (b) n-bit full addition circuit.

### 3.2.6. Full Subtraction Circuit

The full subtractor circuit is similar to full addition circuit, the $n$-bit full subtraction circuit is a cascade of the 1-bit full subtraction circuit, as shown in Figure 9 [44]. $\left|B_{i-1}\right\rangle$ is the $(i-1)$ th borrow qubit, $\left|a_{i}\right\rangle$ is the $i$ th minuend number, $\left|b_{i}\right\rangle$ is the $i$ th subtrahend number, $\left|B_{i}\right\rangle$ is the $i$ th borrow qubit, and $\left|D_{i}\right\rangle$ is the $i$ th qubit of difference $a-b$. The relationships among $\left|a_{i}\right\rangle,\left|b_{i}\right\rangle,\left|B_{i-1}\right\rangle,\left|B_{i}\right\rangle$, and $\left|D_{i}\right\rangle$ are given by

$$
\begin{gather*}
\left|D_{i}\right\rangle=\left|a_{i} \oplus b_{i} \oplus B_{i-1}\right\rangle  \tag{13}\\
\left|B_{i}\right\rangle=\left|b_{i} B_{i-1}+\bar{a}_{i}\left(b_{i}+B_{i-1}\right)\right\rangle=\left|b_{i} B_{i-1} \oplus \bar{a}_{i}\left(b_{i} \oplus B_{i-1}\right)\right\rangle \tag{14}
\end{gather*}
$$



Figure 9. Full subtractor circuit. (a) 1-bit full subtractor circuit. (b) n-bit full subtractor circuit.

### 3.3. Implementing Quantum Image Component Labeling

The entire workflow of the proposed procedure can be accomplished in four steps. First, the classical color digital image is converted into binary format and a 1-pixel outer border as described in Section 2.4 is added. Next, the quantum image $|I\rangle$ is prepared as the input image using a modified NEQR model. The quantum circuit is similar to Figure 3. Then, the quantum counterpart of parallel shrinking is executed repeatedly until color value of all pixels is zero in the image. Finally, the quantum counterpart of label propagating is executed repeatedly for labeling regions or components in the image, and the number of executions is the same as in Step 3. Similar to its classical counterpart, the most important steps of quantum image component labeling are quantum parallel shrinking and quantum label propagating.

### 3.3.1. Quantum Parallel Shrinking

Quantum parallel shrinking is to repeat the following three steps until all pixels in the image are zero where pixel zero is the background color.

In the first step, neighborhood $N_{s}$ is obtained through address shift operation circuits, the designed circuit is shown in Figure 10, and the color information is saved in the ancilla qubits. Note that the state of $|I\rangle$ should return to the initial value after using the address shift operation circuit four times, for later use.


Figure 10. Obtaining of information of $\boldsymbol{N}_{S}$.
The second step, the Levialdi operator, is implemented through Logic operation circuits, and the designed circuit is shown in Figure 11. The number of ancilla qubits used is the same as the number of Logic operators.


Figure 11. Execution of the Levialdi operator.
The third step, the number of partial results, is stored in $|P\rangle$ through the full addition circuit, and the designed circuit is shown in Part 3 of Figure 12. If $\mid$ result $\rangle=|0\rangle$ and $|B\rangle=|1\rangle$, then $P=P+1$. Fourthly, the value of pixels $|B\rangle$ is updated through CNOT gate (Part 4 of Figure 12). Finally, the number of loops $i=i+1$ through the full addition circuit is shown in Part 5 of Figure 12. The circuit of Equation (2) is shown in Figure 12.


Figure 12. The circuit of Equation (2).

### 3.3.2. Quantum Label Propagating

Quantum label propagating is to repeat the following four steps until the manipulated image becomes the original image.

The first step, neighborhood $N_{p}$, is obtained through address shift operation circuits, the designed circuit is shown in Figure 13, and label numbers $\left|L_{i}\right\rangle$ are saved in the ancilla qubits.


Figure 13. Obtaining of information of $N_{p}$.
The second step, the computation of $l \mathrm{max}$, is implemented through Logic operation circuits, and the designed circuit is shown in Figure 14.


Figure 14. The computation of $l$ max.
In the third step, the global variable $\mathrm{i}-1$ and Equation (3) are implemented through the designed circuit shown in Figure 15. The condition of Equation (3) is realized in part 1, $\left|P_{i}\right\rangle$, and $|i\rangle$ as input to comparer CM1, and $P_{i}=1$ means that the color of the pixel changes from 1 to 0 , so $P_{i-1}=1$ is equivalent to $a(i, j)=1$. Comparer CM2 is used to determine if $l \max _{i}=0$. If $P_{i-1}=i$ and $l \max _{i}=0$, part 2 is executed, the global variable $l=l+1$, then assign $l$ to $l_{i-1}(i, j)$ using control assignment operator AO. If $P_{i-1}=i$ and $l$ max $_{i} \neq 0$, part 3 is executed, and the control assignment operator AO is used to implement $l_{i-1}(i, j)=l_{\text {max }_{i}}$.

In the fourth step, Equation (4) is implemented through the designed circuit shown in Figure 16. $l_{i-1}(i, j)$ is stored in ancilla qubits using CNOT gate in part 1. In part 2, $l_{i-1}(i, j-1)$ is obtained using address shift operator $S_{Y-1}$, the condition of $a_{i-1}(i, j-1)$ is realized using comparer CM , and then equation $l_{r}(i, j-1)=l_{r}(i, j)$ is implemented using control assignment operator AO. Part 3 and part 4 use the same circuits as part 2 to achieve the same assignment function. In part 5, the initial state is restored.


Figure 15. The quantum circuit of Equation (3).


Figure 16. The quantum circuit of Equation (4).

## 4. Quantum Circuit Complexity Analysis

Section 2 introduced the classical local-operator technique, label propagating, and parallel shrinking executed the same number of times, depending on the Manhattan diameter of the largest component, so its time complexity is just $O(n)$. Thanks to Levialdi's pioneering work, the classical local-operator technique is much faster than scan type algorithms $O\left(n^{2}\right)$ [41].

In this section, we focus on the quantum circuit complexity. The time complexity depends on the number of elementary gates used. The elementary gates include the NOT gate, Hadamard gate, CNOT gate, and $2 \times 2$ unitary operator. The time complexity of elementary gates is 1 . The spatial complexity mainly refers to the ancilla qubits employed in the circuits.

### 4.1. Time Complexity

From [45], one Toffoli gate can be further approximately simulated by six CNOT gates and [46] points out that an n-controlled NOT (n-CNOT) gate is equivalent to $2(n-1)$ Toffoli gates and 1 CNOT gate. One SWAP gate is equivalent to three CNOT gates.

Section 3.2 introduced six basic quantum functional circuits, and label propagating and parallel shrinking circuits are composed of the functional circuits. One address shift operation circuit costs the time complexity of $O\left(n^{2}\right)$. Logic operation $\wedge$ is one Toffoli gate, and the time complexity is $O(6)$. Logic operation $\vee$ needs five NOT gates and one Toffoli gate, and the time complexity is $O(11)$. Control Assignment Operation needs $2 n$ SWAP gates and $n$ Toffoli gates, and the time complexity is $O(6 n+6 n)=O(12 n)$. Compare Operation needs 4 Toffoli gates and no more than 4 n n -CNOT gates, and the time complexity is $O(24+4 n \times(2(n-1))) \approx O\left(n^{2}\right)$. The 1-bit full addition circuit needs two Toffoli gates and two CNOT gates, and the n-bit full addition circuit needs $(n-1)$ 1-bit full addition circuit, so the n-bit full addition circuit's time complexity is $O((n-1) \times(12+2))=O(14 n-14)$. The 1-bit full subtractor circuit needs two NOT gates, four CNOT gates, and two Toffoli gates, the n-bit full subtractor circuit needs $(n-1)$ 1-bit full subtractor circuits, and the time complexity of the $n$-bit full subtractor circuit is $O((n-1) \times(2+4+12))=O(18 n-18)$.

Considering a $2^{n} \times 2^{m}$ binary image, $n>m$, the time complexity is analyzed as follows:

### 4.1.1. Quantum Parallel Shrinking

From Figures 10 and 11, the quantum parallel shrinking circuit is composed of four address shift operation circuits, three Logic operation $\wedge$, two Logic operation $\vee$, and four CNOT, so the time complexity is $O\left(4 n^{2}+18+2 \times 11+4\right) \approx O\left(4 n^{2}\right)$.

### 4.1.2. Quantum Label Propagating

From Figures 13-15, the quantum label propagating circuit is composed of four address shift operations, four Logic operation $\wedge$, one $n$-bit full subtractors, two compare operation, one n-bit full addition circuit, and two assignment operations, so the time complexity is:

$$
O\left(4 n^{2}+24+(18 n-18)+2 n^{2}+(14 n-14)+24 n\right)=O\left(6 n^{2}+56 n-8\right) \approx O\left(6 n^{2}\right)
$$

According to the above analysis, time complexity of the proposed quantum image component labeling algorithm is $O\left(10 n^{2}\right) \approx O\left(n^{2}\right)$, which is only the second-order polynomial function of image size.

### 4.2. Spatial Complexity

Table 1 shows that the number of ancilla qubits in basic quantum functional circuits is a linear function of image size. Therefore, ancilla qubits of the proposed quantum image component labeling algorithm is also a linear function of image size. That is, the spatial complexity of the quantum circuits designed in this paper is $O(\mathrm{cn})$.

Table 1. Number of ancilla qubits used by the basic quantum functional circuits.

| No. | Function | Ancilla Qubits |
| :---: | :---: | :---: |
| 1 | Address Shift Operation Circuit | 0 |
| 2 | Logic Operation Circuit | 1 |
| 3 | Control Assignment Operation Circuit | $n+1$ |
| 4 | Compare Operation Circuit | $2 n$ |
| 5 | Full Addition Circuit | $2 n+1$ |
| 6 | Full Subtraction Circuit | $2 n+1$ |

Although quantum complexity is discussed, lots of quantum algorithms still cannot be applied to the quantum computer or a quantum simulator. Quantum computers and quantum simulations are in their infancy, quantum computing will be limited to about 10 qubits in quantum computer, and a quantum simulator can only operate at most 30 qubits. LaRose [47] has given a detailed explanation of quantum software platforms. Therefore, in the next section, we give the use of matrix calculation to complete the algorithm simulation, which is also a common practice at present.

## 5. Simulation on Classical Computer

This section describes simulations of the quantum image component labeling algorithm on a classical computer, while quantum computers are currently not at hand. The simulations were run on a classical computer with Inter (R) Core (TM) i7-7500U @2.70 GHz 8.0 GB RAM and 64-bit operating system. The simulations are based on linear algebra with complex vectors as quantum states and unitary matrices as unitary transforms with calculations performed using Python 3.9.

In order to compare with classical algorithms, YACCLAB [48] (Yet Another Connected Components Labeling Benchmark) is used, which is an open-source C++ benchmarking framework for component labeling. YACCLAB allows researchers to test classical component labeling algorithms under the same environment and with the same collection of datasets, which provides a rich and varied dataset that includes both synthetic and real images and lots of well-written programs for classical algorithms.

In the experiments, the library Boost.python is used for Python calling C++, and the quantum image component labeling algorithm is compared with CT [49] (Contour Tracing approach), SAUF [50] (Scan plus Array-based Union-Find algorithm), and NULL, which are three classical component labeling types in YACCLAB. The NULL is a fake algorithm that performs the basic assignment operation defining a lower bound limit of the execution time. The experimental results (Figure 17) show that the proposed algorithm is better than the two classical algorithms, and the execution time is the average time for labeling on the image dataset.

To visually present the result of the proposed algorithm, the two images in traffic scenarios are used for testing. The first image is a traffic sign (Figure 18), the size of the image is $256 \times 265$, the second image (Figure 19) is the license plate held by the author, the size is $654 \times 220$. In the experiment, we used different colors to distinguish different components. The traffic sign and the license plate have execution time of 0.21 ms and 0.26 ms , respectively. Two tests in the experiment verify the correctness of the quantum image component labeling algorithm in this paper.


Figure 17. Experimental comparison of CF, SAUF, and NULL.


Figure 18. The example of traffic signs. (a) original image. (b) binary image. (c) component labeling.


Figure 19. The example of license plates, "陕" in figure means Shanxi Province. (a) original image. (b) binary image. (c) component labeling.

## 6. Conclusions

In recent years, with the sharp increase in image data processing, the problem of realtime processing has become a limitation in classical image processing. An image component labeling algorithm is an important pre-processing operation in many image processing algorithms. However, in quantum image processing, component labeling algorithm has not been reported in extant literature. In this paper, we develop a quantum version of the image component labeling algorithm which makes full use of quantum parallelism. Firstly, the modified NEQR model is used to represent the information of binary image. Secondly, basic function circuits are prepared. Thirdly, the quantum circuits of parallel shrinking and label propagating are designed by using the basic function circuits. The purposed circuits can process information of all the pixels simultaneously, which can improve the efficiency of image preprocessing.

Quantum image processing applications have developed only in recent years. The results obtained in this paper could be used in more quantum image processing algorithms. In the future, we will be working to develop new quantum image analysis algorithms based on the quantum component labeling algorithm, especially in the fields of transportation, logistics, and robot navigation.
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[^0]:    Algorithm 3 The Quantum Algorithm for Intersection of Two Sequences of Strings Problem using sorting algorithm.

    ```
    ORDER \(\leftarrow\) SORT_STRINGS(s)
                                    \(\triangleright\) We sort \(s=\left(s^{1}, \ldots, s^{n}\right)\).
    for \(i \in\{1, \ldots, m\}\) do
        ans \(\leftarrow\) BINARY_SEARCH_FOR_STRINGS \(\left(t^{i}, s, O R D E R\right) \triangleright\) We search \(t^{i}\) in the ordered
    sequence.
        return ans
    end for
    ```

