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Preface

Taking into account that almost all technologies are associated with porous media and heat

and mass transfer processes in them, both in technological processes and in nature, the field of the

scientific research of PM is practically unlimited. Porous media play an important role in a wide range

of scientific and engineering problems. Therefore, the problems of their application are associated

with the solution of multiscale processes that combine the transfer of mass, momentum, and energy.

Heat and mass transfer processes in PM are part of our daily experience, and this overall process

is central to many environmental and engineering applications, from the evaporation of moisture

from the soil to the drying of various products and building materials.

Thus, heat and mass transfer in porous media has been an important research topic for many

decades because of its applicability. Despite numerous studies spanning over a century, many new

discoveries are still emerging that improve the basic understanding of the subject.

Anatoliy Pavlenko

Editor
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Constitutive Correlations for Mass Transport in Fibrous Media
Based on Asymptotic Homogenization
Lukas Maier 1,* , Lars Kufferath-Sieberin 1, Leon Pauly 2 , Manuel Hopp-Hirschler 1, Götz T. Gresser 2,3

and Ulrich Nieken 1
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73770 Denkendorf, Germany

3 Institute for Textile and Fiber Technologies (ITFT), University of Stuttgart, Pfaffenwaldring 9,
70569 Stuttgart, Germany

* Correspondence: lukas.maier@icvt.uni-stuttgart.de

Abstract: Mass transport in textiles is crucial. Knowledge of effective mass transport properties of
textiles can be used to improve processes and applications where textiles are used. Mass transfer in
knitted and woven fabrics strongly depends on the yarn used. In particular, the permeability and
effective diffusion coefficient of yarns are of interest. Correlations are often used to estimate the mass
transfer properties of yarns. These correlations commonly assume an ordered distribution, but here
we demonstrate that an ordered distribution leads to an overestimation of mass transfer properties.
We therefore address the impact of random ordering on the effective diffusivity and permeability
of yarns and show that it is important to account for the random arrangement of fibers in order
to predict mass transfer. To do this, Representative Volume Elements are randomly generated to
represent the structure of yarns made from continuous filaments of synthetic materials. Furthermore,
parallel, randomly arranged fibers with a circular cross-section are assumed. By solving the so-called
cell problems on the Representative Volume Elements, transport coefficients can be calculated for
given porosities. These transport coefficients, which are based on a digital reconstruction of the yarn
and asymptotic homogenization, are then used to derive an improved correlation for the effective
diffusivity and permeability as a function of porosity and fiber diameter. At porosities below 0.7, the
predicted transport is significantly lower under the assumption of random ordering. The approach is
not limited to circular fibers and may be extended to arbitrary fiber geometries.

Keywords: homogenization; textiles; yarns; random fibers; permeability; effective diffusion

1. Introduction

Textiles are omnipresent in industrial and everyday applications, such as clothing,
composite materials and construction materials. Textiles are an important class of technical
materials due to their great flexibility in shape and inexpensive production processes. The
performance and area of application of a particular textile often depend on its permeability.
Current examples of the importance of mass transport in textiles are sportswear [1] and
woven gas diffusion layers in fuel cells [2]. In sportswear, the wearing comfort is strongly
influenced by air permeability and water vapor diffusion through the textile [3]; in fuels
cells, the water transport in the gas diffusion layer influences the fuel cell performance [4].
Continuous filament synthetic yarns such as polyester and carbon are often used in the
above applications. To adapt and optimize a given textile according to the required specifi-
cations of its application, a basic knowledge of the transport within the textile is necessary.
Today, the mass transport is usually determined in experiments. However, it is not possible
to distinguish between the influence of the yarn and the structure of the knitted or woven
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fabric on mass transfer. To improve the mass transport properties of yarns, it is desirable to
study the individual influence of yarn and fabric structure separately.

Therefore, correlations based on the assumption of a regular arrangement of fibers
(hexagonal and square lattice) are often used to predict the permeability of yarns [5–7].
However, this leads to an overestimation of the mass transfer properties [8]. In this
contribution, we present new correlations for estimating the effective diffusivity and
permeability of yarns as a function of porosity and fiber diameter, which take random
ordering into account. To this end, we consider yarns made from continuous filaments of
synthetic material. Here, the term porous or fibrous media will only refer to the yarn.

The convective and diffusive mass transport in the fibrous (porous) media can be
predicted in a pore-scale simulation where the transport equations are solved on a represen-
tative cutout from µCT-images or FIB-Sem images [9]. However, pore-scale simulations are
computationally very expensive and, hence are not suitable to simulate large areas of yarn
material. Therefore, porous media are considered to be an effective media and transport is
lumped into effective transport properties. In the context of textiles, the yarn can also be
treated as an effective medium and only the weave or knit geometry is resolved in detail to
simulate the mass transport in textile materials [5,10].

To model the effective convective transport in a fibrous material and in general porous
media, the well-known Darcy equation is commonly applied [11]:

v = − K
η
· ∇p, (1)

where v, K, ∇p and η are the volume-averaged flow velocity, permeability tensor, pressure
gradient and the dynamic viscosity of the fluid, respectively. The permeability K reflects
the microstructure of the porous media, since all the convective microscale transport
phenomena are mapped in the permeability K. Therefore, it is of high interest to determine
the permeability K based on the structural information of the fibrous (porous) media. This
relationship is valid in the creeping-flow regime (Reynolds Number� 1).

One of the key structural parameters determining the permeability of fibrous materials—
indeed, all porous materials—is the porosity φ = Vpore/Vmedia, where Vmedia is the total vol-
ume of the fibrous media and Vpore is the volume not occupied by the fibers [12]. Obtained
by gravimetrical measurement or imaging analysis, it is also the easiest structural parameter
to identify [13]. Thus, it is of great interest to determine a constitutive permeability–porosity
correlation of yarns or tows. Several researchers have published relationships of the per-
meability of fibrous materials as a function of their porosity for ordered fibrous media in
two-dimensions or randomly oriented fiber networks in three-dimensions [8,14–20].

Gebart et al. [8] present an analytical, experimental and numerical investigation of the
permeability of hexagonal and squared-lattice-ordered two-dimensional arrays of fibers.
They derive the following correlation for K(φ):

K
r2 = C

(√
1− φper

1− φ
− 1

) 5
2

, (2)

where r is the fiber radius, φper is the critical value of porosity below which there is no

permeating flow (the percolation threshold) and C is a geometric factor C = 16/
(

9π
√

2
)

and

φper = 1− π/4 for a squared arrangement, and C = 16/
(

9π
√

6
)

and φper = 1− π/2
√

3
for the hexagonal-arranged fibers. The obtained correlation shows an excellent agreement
to the numerical results. Since the analytical consideration assumes that the permeability is
controlled by the narrow slots between the fibers, the correlation is only valid for a maximal
porosity φ = 0.65, according to Gebart et al. [8].

To study creeping flow through three-dimensional random fiber packings such as
non-woven fabrics or paper-like materials, Koponen et al. [19] used the lattice Boltzmann
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method (LBM). Clague et al. [18] and Nabovati et al. [14] also studied the permeability of
three-dimensional ordered and disordered fibrous media. They used the LBM to simulate
creeping flow through fully three-dimensional random fiber networks, in which overlap-
ping of the fibers was allowed. Based on the LBM simulations, a permeability correlation
was proposed. Nabovati et al. fitted the numerical results to the constitutive permeability
correlation proposed by Gebart et al. [14]. Based on asymptotic homogenization, Schulz
et al. [20] studied the permeability for squared-lattice-ordered two-dimensional porous
media with different geometries, such as ellipses, squares and rectangles. With these results
they proposed new permeability correlations that expand the famous Kozeny–Carman
equation to different geometries, since the original correlation assumes spherical parti-
cles. However, to the best knowledge of the authors, there is no constitutive permeability
correlation for yarns or tows, which considers random parallel-arranged fibers.

To model the diffusive transport of a species in a fibrous media, the Ficks–Diffusion
law is widely applied [21]

J = DeffD∇c, (3)

where J, Deff, D and ∇c are the diffusive flux, effective diffusion coefficient, bulk diffusion
coefficient and volume averaged concentration gradient, respectively. The bulk diffusion
coefficient might be concentration-dependent, or dependent on the pore size in the case
of Knudsen diffusion [22,23]. The effective diffusion coefficient is a structural parameter
that considers the transport hinderance induced by the pore structure. For yarns and
tows, it is of interest to determine a constitutive effective diffusivity–porosity correlation.
Several previously published articles describe the relationships of the effective diffusion
coefficient of fibrous materials as a function of their porosity for ordered fibrous media in
two dimensions [24–31].

Perrins et al. [28] derived an analytical correlation for Deff(φ) for hexagonal and
squared-lattice-ordered two-dimensional arrays of fibers, by applying the method of Lord
Rayleigh [32]:

Deff =
1
φ

(
1− 2(1− φ)

2− φ− C1(1− φ)C2

)
(4)

where φ is the porosity and C1 and C2 are geometric factors, where C1 = 0.3058 and C2 = 4
for a square array, and C1 = 0.07542 and C2 = 6 for a hexagonal lattice. The correlation
was validated numerically with different methods, such Monte Carlo simulations, asymp-
totic homogenization, the Voronoi tessellation method with mixing rules and by several
researchers [24,25,29].

In actual yarns or tows, the fibers are not arranged in a square or hexagonal lattice,
which is a basic assumption for correlations (2) and (4). In this contribution, we want to
adapt the presented correlations to a randomly placed fiber setting. To do so, we apply a
mathematical upscaling method.

Mathematical upscaling methods can be used to compute effective transport coeffi-
cients [33]. Helmig et al. and Battiato et al. provide a comprehensive overview of upscaling
techniques [34,35]. These techniques derive macroscopic transport equations from first
principles. The methods have been developed by different academic communities, such
as mathematicians and engineers, and by using different methodologies. However, all
methods lead to the same result for standard transport phenomena, such as diffusion and
creeping single-phase flow in porous media considered here.

Asymptotic homogenization is a well-known upscaling technique based on asymptotic
expansions and can be used to determine effective transport parameters for porous media.
The local transport processes occurring within the porous material, as well as structural
data such as porosity, influence the effective transport coefficients derived by this method.
Here, we compute by asymptotic homogenization effective transport coefficients for a set of
randomly generated unit cells. Curve fitting of our numerical results revealed a constitutive
relationship for the permeability and the effective diffusion coefficient as a function of
porosity. A similar approach has been used by Kamiński et al. and Jeulin et al. in the
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context of continuum mechanics and acoustics to estimate the effective material properties
of composites [36,37].

The paper is structured as follows. Section 2 introduces the methodology of asymptotic
homogenization and summarizes the convective and diffusive mass transport equations
at the pore and continuum scale based on the homogenization theory. Additionally, the
methodology of deriving a constitutive permeability–porosity correlation is presented.
In Section 3, the numerical results and constitutive correlations are presented. Section 4
summarizes the results and gives an outlook on work in progress.

2. Methodology

The asymptotic homogenization is a mathematical averaging method that can be used to
derive macroscopic transport equations, stating from a microscale description [38–40]. To use
this method, a periodic representation on a microscopic scale must exist to represent the
heterogenous media [41]. As explained in the next section in more detail, the prerequisite
of periodicity can be relaxed in practical application. In this contribution, the periodic
representation is denoted as Representative Volume Element Y. A cornerstone of the ho-
mogenization is the scale separation between the macroscale and the microscale. This
is expressed by the size difference between the microscopic scale lc and the macroscopic
scale Lc:

ε =
lc
Lc
� 1. (5)

when ε is small, the asymptotic expansion with respect to ε can be applied to the microscale
description of the transport phenomena. The asymptotic expansion is

a(x)ε = a0(x, y) + εa1(x, y) + ε2a2(x, y) + · · · . (6)

a(x)ε is spatially varying on the microscale y. a(x)ε is substituted into the equation
describing the transport phenomenon on the microscale and can represent, e.g., a concen-
tration or a velocity. The lower index here indicates the hierarchy of the scale; a0 refers to
the macroscale, a1 to the next smaller scale, and so on. Equation (6) states that the scale
becomes smaller and smaller as the index rises. In two scale asymptotic homogenization,
order terms higher than ε2 are neglected.

The limit of homogeneity is reached when ε goes to zero, at which point the hetero-
geneity becomes infinitely fine, as shown in Figure 1. Since there are no more structural
changes in the microscopic variable and the domain is homogeneous at ε→ 0 , the equation
no longer depends on the microscopic variable y. By determining the limit ε→ 0 , the
effective transport equation of a physical process in heterogeneous media is derived by
asymptotic analysis.
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In the following section, we apply the asymptotic homogenization to convection and
diffusion in fibrous media.
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2.1. Representative Volume Element

In addition to a clear scale separation, the second prerequisite for the application of
asymptotic homogenization is the existence of a spatially periodic domain that is repre-
sentative of the porous or fibrous media. In the context of volume averaging—another
upscaling method—this representative domain is also referred to as a Representative Vol-
ume Element (RVE). For more information on the concept of RVE, we refer to the classical
literature [11,12,42]. As shown by several researchers, the periodicity is not a strict re-
quirement in the sense that the structure must be strictly periodic. They have shown
that a slow variation of the structural parameters over the macroscopic length still allows
the application of asymptotic homogenization to derive transport parameters for porous
media [22,23,43]. It has been shown also that it is possible to represent the real porous
structure, and thus non-strictly spatially periodic material by artificially generated RVEs,
which solely represented the characteristic structural parameters such as porosity, pore-size
and width of the pore throat of the real porous media, without representing the porous
structure in detail [22,43–45].

Based on this concept, we propose a schematic representation as shown in Figure 2.
The RVE is a square domain that contains randomly periodically arranged circles. In three
dimensions this can be considered as parallel fibers. By choosing a fiber diameter and fiber
number, the porosity can be set. We limit the investigation to uniform nonoverlapping
circular fibers, as they are most commonly found in technical textiles or composites manu-
factured from endless filaments from synthetic materials. Moreover, we only consider the
transport perpendicular to the fibers, since for sportswear and clothing the air permeability
and the water vapor transmission is usually determined perpendicular to the fibers. Our
geometrical simplification is underpinned by microscopic visualization and research works
of modelling water transport in yarns [13,46,47]. For yarns with twist, a three-dimensional
RVE may be necessary since the transport along the fibers is influenced by the twist angle.
However, we want to emphasize that the approach can be easily extended to different
geometries by choosing different fiber cross-sections such as ellipses, squares or fiber-size
distributions, and even a three-dimensional RVE is possible.
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Figure 2. (a) Image of a melt spun multifiber polyester yarn and visualization of a cross-section of
yarn by embedding in resin. (b) Schematic representation of yarn cross-section with corresponding
RVE Y.
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The RVE Y is generated using Matlab®, according to the workflow presented in
Figure 3.
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Figure 3. (a) Schematic process diagram of the generation of RVEs. (b) Exemplary RVEs with different
porosities and fiber numbers.

First, 2 · n f ibers random numbers are chosen in a range from 0 to lRVE + 2r, where
n f ibers is the number of fibers, lRVE is the sidelength of the RVE and r is the fiber radius. The
random numbers are generated using the Mersenne–Twister algorithm and are uniformly
distributed between 0 to lRVE + 2r [48]. We have chosen lRVE = 1. The radius of the fibers
is calculated to match the desired porosity φ for a given number of fibers. Each number
duple is a Cartesian coordinate of the center of a fiber. If the fibers did not overlap, periodic
boundaries were created, in order to apply periodic boundaries in the simulation. This
was performed by checking whether the fibers violated the boundaries of the domain. If
the vertical boundaries were crossed by a fiber, the fiber was mirrored by adding (for the
left boundary) or subtracting (for the right boundary) lRVE to the x-value of the Cartesian
coordinate. The same algorithm was applied to the horizontal boundaries. The Euclidean
distance between the fibers was calculated subsequently. If an overlap between the fibers
was observed, the procedure was started again. Due to the relatively small number of fibers
in the RVE, the creation of the RVE is not very time-consuming. With this rather simple
algorithm, a statistically random arrangement of the fibers in the RVE can be realized.
The RVE was generated using COMSOL Multiphysics®’s built-in CAD functionality and
meshed in COMSOL Multiphysics® based on the fiber-position data generated in Matlab®.
In Figure 3, examples of RVEs with different numbers of fibers and porosities are shown.

In the next sections, we summarize the formal asymptotic homogenization of convec-
tive and diffusive transport in porous media.

2.2. Homogenization of Convective Transport

The convective mass transport on the pore-scale is covered by the Navier–Stokes
equations. Due to the small pores of the fibrous media and the low velocity, creeping flow
(Reynolds Number� 1) is a reasonable assumption, i.e., inertia can be neglected.
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Figure 4. Fibrous media that is composed of spatially periodic RVE. The RVE consists of randomly
arranged circles representing the fibers in two dimensions.

For a fibrous (porous) medium with impermeable walls (see Figure 4), this gives the
Stokes problem the following form:





ε2η∆yvε− ∇y pε = 0, in YF
∇yvε = 0, in YF

vε = 0, on Γ.
(7)

where vε, pε, η, YF, ε are the velocity, pressure, viscosity, pore space and the order parameter
of scale separation, respectively. Slip on the wall Γ of the fibers and additional body forces
are neglected. In order to perform an asymptotic expansion, the viscosity is scaled by
ε2. Without scaling, frictional forces would dominate for ε→ 0 . This means the pressure
gradient would have no effect on the velocity profile. Physically, this is reflected by
standstill [49]. The scaling postulates that the shear forces are in equilibrium with the
frictional forces. This results in a physically reasonable solution to the problem for ε→ 0 .

In the next step, an asymptotic expansion for the quantities vε and pε is performed.
For this, the ansatz (6) and (7) are applied to the pore-scale transport Equation (8). This
leads to the following cell problems in Y for convective mass transfer:





∆y
→
χj −∇yΠj +

→
ej = 0, y ∈ YF

∇y
→
χj = 0, y ∈ Γ
→
χj = 0, y ∈ Γ

Πj and
→
χj are Y− periodic,

(8)

where the base functions
→
χj and Πj are the local variation of the velocity and pressure,

the lower index j denotes the spatial directions, e.g., in two-dimensions j = [1, 2]. Thus,
two cell problems are solved to determine the permeability tensor in two dimensions. In
addition, we assume that the porous media Ωε is composed of a spatially periodic RVE Y.
The detailed derivation of the cell problem (9) can be found in [49].

The result of the two-scale asymptotic expansion is the Darcy equation:

v = − K
η
· ∇p, (9)

where v, K, ∇p and η are the volume-averaged flow velocity, permeability tensor, pressure
gradient and the dynamic viscosity of the fluid, respectively. The permeability can be
calculated by solving the cell problems (8) on Y (see Figure 3). By volumetric averaging of
the base functions

→
χj:

kij =
1
|Y|

∫

YF

χijdy, (10)
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where YF is the void space, the permeability tensor in, e.g., two dimensions is given by:

K =

(
k11 k12
k21 k22

)
. (11)

To transform the permeability K in a dimensionless form, K is scaled by the square
of the characteristic microscopic length K/l2

c . We choose as the microscopic characteristic
length lc = r, where r is the fiber radius. To determine the permeability tensor K, the cell
problem (8) in the RVE Y must be solved first.
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Figure 5. Base functions of the cell problem for convection in the RVE geometry with five fibers.
On the left side, the corresponding base functions to the y1-direction, and on the right side to the
y2-direction. Top: Base functions velocity χij. Bottom: Base functions pressure Πj.

An example of the base functions is shown in Figure 5. The simulation of the cell prob-
lem was performed with the finite-element simulation software COMSOL Multiphysics®.
On the boundaries of the domain, we applied periodic conditions. For discretization, a
triangular mesh was applied, where the

→
χj variable was discretized with second order

elements, while Πj was discretized with first order elements. The direct solver PARADISO
was used to solve the cell problem [50]. The permeability tensor was calculated by surface
integration. Numerical accuracy was ensured by a mesh study not shown here.

2.3. Homogenization of Diffusive Transport

In this section, we outline the homogenization of diffusive transport. Diffusion in the
pores Ωε

F of the periodic porous media Ωε, illustrated in Figure 4, can be modelled by the
pore-scale transport equation:

−∇ · (D∇c(x) ) = 0 inΩε
F. (12)

D is the molecular diffusion coefficient and c(x) is the concentration that is de-
pended on the macroscopic spatial variable x. To use the asymptotic homogenization
to derive an effective diffusion equation, we scale the variables by characteristic quantities:
D∗ = D/Dc, c∗ = c/cc, y∗ = y/lc and x∗ = x/Lc. The parameters with subscript c are the
characteristic parameters, respectively. Here, we choose the molecular diffusion coefficient
D as characteristic diffusion coefficient Dc. Dropping the asterisks, the scaling results in
the dimensionless equations are as follows:





−∇ · (Dε∇cε) = 0, in Ωε
F

−→n · (Dε∇cε) = 0, on Γε

cε = cD, on ∂Ωε,

(13)
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where
→
n is the normal vector on the pore wall Γε and Dε is the dimensionless diffusion

tensor. The index ε indicates the dependence on the microscopic variable y.
By applying the expansion (6) to the pore-scale transport Equation (13), the base

functions wj(y) are the self-similar local changes in concentration and the so-called cell
problem. For a more detailed derivation, we refer to [49,51–53].





−∆ywj = 0, y ∈ YF
→
n ·
(
∇ywj

)
= −→n ·→ej , y ∈ Γ

wjis Y− periodic.
(14)

The result of the homogenization after redimensioning is an effective diffusion equation

−∇ ·
(

De f f D∇c
)
= 0 in Ω (15)

Deff is the effective dimensionless diffusion tensor, with

dki =
1
|Y|

∫

YF

(
δki +

∂

∂yk
wj(y)

)
dy, (16)

where wj is the solution to the cell-problem (14). Since wj is integrated via YF, the integral
refers to the averaged concentration in the void space ci. To relate the diffusion coefficients
to the volume-averaged concentration, the coefficient must be scaled by 1

φ , since ci = φ · ci.
The effective diffusion tensor then reads:

De f f =
1
φ
·
(

d11 d12
d21 d22

)
(17)

with the averaged concentration ci of the species i in the porous media Ω.
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Figure 6. Base functions of diffusion in the RVE geometry with five fibers. w1 is the base function of
the y1-direction and w2 to the y2-direction.

The computed basis functions wj are shown in Figure 6. As for the cell problem of
convective transport, we implemented the cell problem (15) in the commercial simulation
program COMSOL Multiphysics® to solve the set of equations, and the same solver and
boundary conditions were applied. For discretization, a triangular mesh was applied,
where the wj base functions were discretized with second order elements. By numerical
surface integration, the diffusion tensor was derived.

2.4. Deriving Constitutive Transport Relationships Based on Asymptotic Homogenization

In the following, we outline the approach to derive constitutive transport relationships.
A schematic flow chart of the methodology is shown in Figure 7.

In the first step, the virtual RVEs are created in order to represent the characteristic
microstructure of the considered material. For a fixed porosity, a representative number of
RVEs are created to represent the average geometrical configuration. In the next step, the
cell problems (8) and (15) are solved on a set of RVEs, which are randomly generated taking
porosity and fiber diameter as a constraint. Finally, the transport properties obtained by
the simulations are fitted to correlations (2) and (4). This averages the transport coefficients
over all random geometries at a given porosity φ.
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3. Results and Discussion

In this section, we present the simulation results and improved constitutive correla-
tions for mass transport in fibrous media. To demonstrate the impact of random ordering,
we compare our proposed correlations to correlations by Gebart [8].

3.1. Number of Fibers in the Representative Volume Element

To determine a representative and generally valid correlation, it is of great importance
that the numerical results must be invariant to the number of fibers in the RVE. To verify
this, 300-RVEs were generated for different porosities φ = 0.45 to φ = 0.95 with different
number of fibers (n f iber = [5, 6, 7, 8]), giving in total 1500-RVE. Next, the data were
averaged for the respective porosity at a fiber number. As pointed out by King et al. [54],
transport coefficients for random porous media have been geometrically averaged. As can
be seen in Figure 8, even five fibers are sufficient to obtain numerical results, which are
independent of the number of fibers and therefore the size of the RVE.
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In all calculations, we set the number of fibers in the RVE to be n f iber = 5 to minimize
the computational cost.

10



Materials 2023, 16, 2014

3.2. Constitutive Permeability–Porosity Relationship for Random Arranged Parallel Fibers

We determine the permeability of 300 random RVEs in the x- and y-direction for each
given porosity. In all RVEs, the fibers have the same radius. The porosity of the RVE
varied from 0.35 to 0.99. Since the geometry is isotropic on average, 600 data points were
obtained for each porosity; hence, we received 38,400 data points in total. The results
are plotted in Figure 9. As expected, the permeability tends to infinity in the limit φ→
1 and drops towards zero at low porosity. The variation in the data is greatest at low
porosities, where the random arrangement of the fibers leads to large relative changes in
the predicted permeability. A modified version of the Gebart [8] relationship provided an
excellent fit over the range of porosities considered. We adapt Gebart’s original relationship
by adapting three constants:

K
r2 = C1

(√
1− φper

1− φ
− 1

)C2

, (18)

where φper is the value of porosity above which flow can occur, in fact the percolation
threshold. C1 and C2 relate to the RVE geometry. A similar approach was chosen by
Nabovati et al. [14]. The fitted correlation is shown in Figure 9.
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Figure 9. Constitutive permeability–porosity correlation and simulation data.

We used the lsqcurvefit function of Matlab®, with a Levenberg–Marquardt algorithm
for minimizing the Euclidean norm. The fit is performed in logarithmic space to avoid
biasing the fit towards large permeability values at high porosity. The parameters are given
in Table 1.

Table 1. Fit values of the permeability–porosity correlation.

Parameter Bestfit Value

C1 0.3468
C2 2.6193
φper 0.2306

The fitted φper is comparable in magnitude to the analytically determined percolation
threshold of the squared arrangement (φper = 0.21) by Gebart [8], but due to the random
arrangement in our geometrical consideration, the percolation threshold reached a higher
porosity, as expected. However, we emphasize our correlation is only valid in a porosity
range from 0.35 to 0.99. Further validation is required for porosities below 0.35. Never-
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theless, the covered porosity range is the relevant region for practical applications, since
porosities close to the percolation threshold rarely occur in textiles [55].

To verify the fitting and to ensure that the optimization algorithm did not reach a
local minimum when fitting the parameters, the fitted correlation was compared to the
geometrical mean of the simulation data. The comparison is shown in Figure 10.
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Figure 10. Constitutive permeability–porosity correlation with geometrical mean of simulation data.

The fitted correlation almost perfectly crosses the averaged data points, and R2 = 0.998
is obtained.

Direct comparison of the modified correlation with that by Gebart [8] for hexagonal
and squared lattices shows the impact of the random arrangement of fibers for the predicted
permeability. Figure 11 shows the comparison between the random, squared and hexagonal
arrangement of the fibers. Due to the logarithmic scaling of the y-axes, the differences are
quite large even though the curves are relatively close to each other.
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Figure 11. Comparison of the proposed correlations to correlations by Gebart [8] for a squared and a
hexagonal arrangement of the fibers, to estimate the permeability of fibrous media.

The correlations of the ordered-arranged fibers predict lower permeability than the corre-
lation for randomly ordered fibers below 0.8. This might explain why Gebart overestimated
the permeability when compared to experimental findings for a squared arrangement.
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3.3. Constitutive Diffusivity–Porosity Relationship for Randomly Arranged Parallel Fibers

Similar to permeability, we determined the effective diffusion coefficient of 300 random
RVEs in the x- and y-direction for each porosity. The porosity of the RVE was varied from
0.35 to 0.99. Again, 38,400 data points were calculated. The simulation results are plotted
in Figure 12. As expected, the effective diffusion coefficient tends towards 1 in the limit φ
→ 1 and drops towards zero at low porosity. As already observed for the permeability, the
variation in the data is greatest at low porosities, where the random arrangement of the
fibers leads to large relative changes in the predicted permeability. We found that a modified
version of the Perrins [28] relationship provided an excellent fit to the data across the entire
porosity range. We adapt Perrin’s original relationship by adapting two parameters.

De f f =
1
φ

(
1− 2(1− φ)

2− φ− C1(1− φ)C2

)
, (19)

where C1 and C2 are related to the geometry of the RVE.
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Figure 12. Constitutive diffusion–porosity correlation and simulation data.

Again, we used the lsqcurvefit function of Matlab®, with a Levenberg–Marquardt
algorithm for minimizing the Euclidean norm. The fitted parameters are listed in Table 2.

Table 2. Fit values of the diffusion–porosity correlation.

Parameter Best Fit Value

C1 0.1711
C2 0.7895

To validate the fit, we compared the correlation to the geometrical mean of the simula-
tion data in Figure 13. As it was observed for the permeability, the fitted correlation runs
almost perfectly through the averaged data, giving R2 = 0.999.

Figure 14 shows a comparison of our proposed correlation to the correlations by
Perrins [28] for fibers in a squared and a hexagonal arrangement.

The difference between the correlations is obvious. Especially for a porosity below 0.8,
the difference becomes significant. Effective diffusion coefficients calculated from ordered
arrangements of fibers are much larger compared to random arrangements.
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Figure 14. Comparison of the proposed correlation to correlations by Perrins et al. [28] for fibrous
media to estimate the effective diffusion coefficient.

4. Conclusions

In this work, we present improved constitutive transport correlations for diffusive
and convective mass transport in yarns. The proposed correlations were determined by
a new approach using digital reconstruction of the yarn and asymptotic homogenization
to work out the transport parameters. We propose to generate a large number of RVEs to
statistically represent the microstructure of the porous material under consideration. The
cell problems arising from the asymptotic expansion are then solved on the RVEs. The
constitutive transport correlations are obtained by curve fitting to calculate the transport
parameters. The proposed method for deriving constitutive transport correlations can be
applied in future studies to other manufactured porous materials for industrial applications,
e.g., battery electrodes, catalysts and filters. The prerequisites are a clear scale separation
and a porous structure that can be represented in an RVE and modified by varying the
characteristic structural properties, e.g., particle-size distribution or porosity.

The newly derived correlations for yarns facilitate a more accurate prediction of the
transport across the fiber banks in the yarns and tows and give a more detailed description
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of the transport phenomena within the structures. We adapted the correlations proposed by
Gebart and Perrins to a more realistic geometric representation of real textile structures [8,28].
We compared the proposed correlations with those in the literature, where fibers are
arranged in a squared or hexagonal pattern. The comparison showed that the random
arrangement significantly affects transport across the fibrous media, which is in agreement
with experimental results in resin transfer moulding [8]. However, the proposed correlations
are only applicable to yarns with parallel oriented fibers with a circular cross-section and in a
porosity range from 0.35 to 0.99. Additionally, the permeability correlation is only applicable
when the flow in the yarn is in the Stokes regime (Reynolds Number� 1).

In the future, we will compare the proposed correlations with experimental fabric
transport measurements to investigate the influence of the yarn structure on the transport
properties of the fabric.
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Abstract: Heat pumps are the ideal solution for powering new passive and low-energy buildings, as
geothermal resources provide buildings with heat and electricity almost continuously throughout
the year. Among geothermal technologies, heat pump systems with vertical well heat exchangers
have been recognized as one of the most energy-efficient solutions for space heating and cooling in
residential and commercial buildings. A large number of scientific studies have been devoted to the
study of heat transfer in and around the ground heat exchanger. The vast majority of them were
performed by numerical simulation of heat transfer processes in the soil massif–heat pump system. To
analyze the efficiency of a ground heat exchanger, it is fundamentally important to take into account
the main factors that can affect heat transfer processes in the soil and the external environment of
vertical ground heat exchangers. In this work, numerical simulation methods were used to describe a
mathematical model of heat transfer processes in a porous soil massif and a U-shaped vertical heat
exchanger. The purpose of these studies is to determine the influence of the filtration properties of
the soil as a porous medium on the performance characteristics of soil heat exchangers. To study
these problems, numerical modeling of hydrodynamic processes and heat transfer in a soil massif
was performed under the condition that the pores were filled only with liquid. The influence of the
filtration properties of the soil as a porous medium on the characteristics of the operation of a soil
heat exchanger was studied. The dependence of the energy characteristics of the operation of a soil
heat exchanger and a heat pump on a medium with which the pores are filled, as well as on the
porosity of the soil and the size of its particles, was determined.

Keywords: porous medium; soil; ground heat exchanger; filtration; heat pump; numerical simulation

1. Introduction

Today, the active use of renewable energy sources in the energy supply systems of
buildings is the main component of energy-efficient and passive construction projects.
Among geothermal technologies, the use of a heat pump system with vertical borehole heat
exchangers has become the focus of many researchers. Ground source heat pump systems
use the stable ground temperature as a source or sink of heat, which is higher and lower than
the air temperature in winter and summer, respectively, and therefore, such technologies
can provide better thermal efficiency than normal air source heat pumps [1]. However,
there are some unsolved problems in ground source heat pump technology. Several reasons
for this can be named. First, the problems of coordinating the implementation of the
thermodynamic cycle of a heat pump under conditions of constant load on the ground
heat exchanger and a variable load on the heat supply system have not been fully solved.
Secondly, when designing a geothermal heat pump and determining the dimensions of a
ground heat exchanger, one of the problems is the difficulty in determining in detail the
thermal characteristics of the ground medium, which are influenced by several factors
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and, above all, climatic conditions. The authors of [2] concluded that the simplifying
assumptions for analytical calculations of the soil temperature distribution are unrealistic,
since the change in the properties of the earth’s surface by months of the year has a
significant impact on the temperature distribution. Bloom et al. reviewed the technical and
economic factors affecting the design and performance of vertical geothermal heat pump
systems, and assessed the spatial correlation of these factors with geographic components
such as geology and climatic conditions. According to their research so far, subsurface
characteristics are not adequately considered during the planning and design of small-scale
GSHP systems, which causes under- or over sizing and, therefore, a long-term impact
on the maintenance costs and payback time of such systems [3]. Several factors, such
as the amount of precipitation, air temperature, windiness, and insolation, determine
the potential ability of a low-potential heat source to accumulate energy. Other factors
affecting the intensity of absorption and accumulation of energy are the composition and
properties of the upper soil layer, as well as its structure and moisture. It was noted in [4,5]
that the average monthly air temperature and seasonality affect the temperature of soil
layers at a depth of more than 1 m, but the soil temperature remains almost constant at
a depth of more than 10 m [6]. However, vertical heat exchangers have a much greater
installation depth, at which changes in the heat consumption of the soil are also possible,
for example, in the presence of convective groundwater flows. In this case, one cannot
simply enter the heat amount values recommended for calculations that can be obtained
from the soil, since the convective flow significantly increases this potential (for example,
up to 140 W/m2 with an average recommended value of 50 W/m2). Thus, in conditions
of absolute instability of the parameters that the thermodynamic cycle (Hampson–Linde
cycle) must provide, the change in the thermodynamic parameters of the heat pump cycle
cannot always be compensated by the controls provided for the heat pump. When setting
the efficiency parameters of the heat pump system, for example, COP = 5.6, changing the
value of low-potential energy can significantly reduce this indicator.

Theoretically, it is believed that an increase in the value of low-potential energy
input contributes to an increase in COP. In practice, when reducing the heat demand in a
house, one has to use various approaches to reduce the temperature of the superheated
thermodynamic carrier, for example, by injecting cold vapor behind the condenser, into
the compressor (if the heat pump is equipped with this technology), which reduces COP
by up to 30%, i.e., to 3.9 instead of 6. Therefore, when designing heat pump systems and
vertical ground heat exchangers, it is important to take into account the thermal properties
of the soil and the characteristics of heat transfer in the ground, for example, convective
flux in the presence of groundwater, and to perform design calculations of the ground heat
exchanger in more detail.

2. Analysis of Research Results and Publications

It is a well-known fact that the U-tube vertical ground heat exchanger is a simple and
reliable design [7]. The problem of heat transfer intensification between vertical ground heat
exchangers and soil has been studied by numerous researchers [8–10] and, first of all, by
numerical modeling [11–13] of heat transfer processes in the soil mass during the operation
of a heat pump. When modeling in calculation modules, heat transfer is usually divided into
heat transfer inside the ground heat exchanger and heat transfer outside it. To analyze the
efficiency of the ground heat exchanger, it is important to take into account the main factors
that can affect the heat transfer processes in the heat exchanger and in the environment
(soil). These factors include the composition of the cement mortar material [14], layout of
the tubes [15], recovery time, depth and diameter of the well [16,17], and soil properties [18].
In case of water flow in the soil, the heat transfer from the circulating fluid to the ground
heat exchanger tube can be considered predominantly convective. In the area from the tube
of the heat exchanger to the soil, conductive heat transfer prevails.

In [19], the results of computer simulation of the dynamics of the processes of accu-
mulation and extraction of heat in a soil mass with a single vertical heat exchanger are
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presented. The calculation results are compared with analytical and computational models.
Satisfactory agreement between the results is obtained. Study [20] numerically investigates
the process of heat transfer in a soil mass containing a horizontal ground heat collector.
Temperature conditions for operation are determined for a working ground heat exchanger
on the basis of calculations. The model of heat transfer in vertical ground heat exchangers
for heat pump systems is also considered in [21]. The solution to the problem of heat
transfer in the soil mass is obtained in an explicit form. The resulting mathematical formula
satisfactorily describes the temperature regime of the heat exchanger and can be included in
software used for the thermal analysis of ground heat exchangers. It also presents a model
of heat transfer inside the borehole, taking into account the thermal interaction between the
supports of the U-tube. This can be used to build a formula for thermal resistance inside
the borehole.

In [22], a three-dimensional model of heat transfer in these systems is presented, using
the finite volume method for implementation purposes. The proposed model takes into
account the interconnected processes of heat transfer in the tubes and the soil, which is
located between the tubes. Comparison of the calculation results for this model with
experimental data shows that the model provides a sufficiently high accuracy.

In [23], the results of computer simulation of borehole ground heat exchangers used
in geothermal heat pump systems are presented. The results are based on a 3D model
using the implicit finite difference method in a rectangular coordinate system. Each well is
approximated by a square column bound by the radius of the borehole. To solve the system
of difference equations, the iteration method is used at each step. A comparison is made of
the results of calculations by this method and by the model of a finite linear source. The
discrepancies between the results obtained by the two methods increase together with the
size of the borehole.

In [24], a three-dimensional computational hydrodynamic model of a ground source
heat pump with several energy accumulators is presented. The model is designed to inves-
tigate the heating performance of a system under continuous and intermittent operating
conditions and evaluate the system’s thermal energy recovery and performance indica-
tors. The 3D model is based on hybrid meshes with unstructured and structured types of
tetrahedra and hexagons. Satisfactory agreement between the results of CFD modeling
and experimental data is achieved. The study demonstrates that the soil temperature in
the intermittent operation mode is higher than in the continuous operation mode of the
heat pump. It has been established that intermittent operation not only helps to restore soil
temperature, but also improves the overall performance of the system.

In the works cited, the soil is considered to be a continuous medium. It is believed
that heat transfer occurs only through the thermal conductivity of the soil and depends
on the thermal resistance of the heat exchanger [25,26]. In reality, the soil is a porous
medium, and its pores can be filled with air and fluids [27–29]. In this regard, in addition
to thermal conductivity, heat transfer in the soil can also occur by convection of fluids or
gases in a porous medium. Convection can be either natural (due to the presence of a
temperature gradient in the mass) or forced (or mixed) in case of a pressure gradient in
the soil mass. Models of mass, momentum, and heat transfer through a porous medium
are being developed to numerically study this problem. In [30], to assess the effect of
groundwater flow on the operation of geothermal heat exchangers in heat pump systems
with a ground heat source, the heat transfer equation is applied, taking into account
advection in a porous medium, and its analytical solution is obtained based on Green’s
function method. This method is used to determine the effect of groundwater advection on
heat transfer. Calculations show that water advection in a porous medium can significantly
change the temperature distribution in the soil mass. The hydraulic and thermal properties
of soils and rocks affecting the transfer of heat by advection are described.

In [31], the influence of natural convection on the operation of heat exchangers in
closed-loop geothermal systems is studied. For numerical study of this problem the
Darcy–Brinkman–Forchheimer model [32,33] is used. The basic equations of continuity,
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momentum, and energy balance are derived taking into account the porosity of a soil
medium completely saturated with fluid. The flow of fluid in the pores occurs due to
natural convection. The discretization method on a structured grid is used for solving
the basic equations. The performance of the heat exchanger is estimated by the volume
of extracted energy and by the temperature of the heat carrier at the outlet of the heat
exchanger. The results are evaluated by comparing them with the results of calculations
according to known existing heat transfer models applied for heat transfer only by thermal
conduction. The effect of natural convection and the filtration characteristics of the soil on
the operation parameters of the heat exchange unit is determined.

Models of flow in porous media are used not only in problems of free convection
in a soil massif. They are also used in modeling the flow of nanofluids [34], including
micropolar ferrofluids [35].

The analysis of studies devoted to the issue of heat transfer in a soil porous medium
demonstrates that most of the applied models of ground heat exchangers operation assume
that the soil is a continuous medium with known thermophysical properties and that heat
transfer in the soil occurs only through heat conduction. Heat transfer models that consider
heat transfer only by thermal conductivity are adequate in cases where convection affects
the total volume of heat extracted from the soil to a much lesser extent. This takes place
when the permeability of the porous medium for gas or fluid is sufficiently small. If the
soil permeability is significant, it is necessary to apply heat transfer models that take into
account the presence of filtration transfer. These issues should be investigated in more
detail to determine the characteristics of fluid flow and heat transfer in a porous soil mass
during the operation of ground heat exchangers.

3. Purpose of the Study

The purpose of this study is to determine the influence of the filtration properties of
the soil as a porous medium on the performance characteristics of ground heat exchangers.
For the computational study of these issues, numerical simulation of hydrodynamics and
heat transfer in the soil mass was performed, with the assumption that the pores are filled
only with fluid; that is, the case of single-phase filtration of a substance in a soil mass
during the operation of a heat pump installation is considered.

4. Statement of the Problem of Heat Transfer in a Soil Mass in the Presence of
Filtration Processes

The problem of the temperature state of the soil mass during the operation of the
ground heat exchanger is formulated as follows. The process of heat transfer in the
computational domain, which has the shape of a rectangular parallelepiped with sides xmax,
ymax, and zmax, is considered. This parallelepiped covers a section of the soil mass with a
vertical U-tube heat exchanger filled with a fluid heat carrier circulating through it. The
scheme of the computational domain is shown in Figure 1.

The values xmax, ymax, and zmax are chosen so that the processes of heat transfer to
the ground heat exchanger have a minimal effect on the temperature conditions at the
boundaries of the computational domain. Soil is considered to be a porous medium,
assuming the pores are filled with water.
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Figure 1. Scheme of the computational domain.

As a result of the difference between the temperature of the heat carrier in the heat
exchanger and the temperature of the soil, a free-convection flow of the fluid occurs in
the soil mass, between the solid particles of the soil. For simulation of the flow of a fluid
in a porous medium, the Darcy–Brinkman–Forchheimer model [32] is used. This flow is
described by a system of equations, which includes:

– Continuity equation:
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– Energy equation:

Cpρp

(
∂tp

∂τ
+ u

∂tp

∂x
+ υ

∂tp

∂y
+ w

∂tp

∂z

)
= λp∇2tp (5)

where ∇2 = ∂2

∂x2 + ∂2

∂y2 + ∂2

∂z2 —Laplace operator; |V|—fluid flow velocity vector
modulus. The vertical coordinate z is directed from the soil surface (z = 0) down.
Thermophysical properties of the porous medium are calculated using formulas:

λp = ϕλ f + (1− ϕ)λs;

Cpρp = ϕC fρ f + (1− ϕ)Csρs.

To determine the coefficients K and cF, the following relationships (6) and (7) are
accepted, indicating their dependence on the porosity of the material ϕ and the diameter of
the soil particles dp

K =
dp

2

150
ϕ3

(1− ϕ)2 ; (6)
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cF =
1.75

ϕ3/21501/2 (7)

The boundary conditions for the system of Equations (1)–(5) are the following:

x = 0; x = xmax : u = 0;
∂υ

∂x
= 0;

∂w
∂x

= 0;t = t∞;

y = 0; y = ymax : υ = 0;
∂u
∂y

= 0;
∂w
∂y

= 0;t = t∞;

z = 0 : w = 0;
∂u
∂z

= 0;
∂υ

∂z
= 0;

∂t
∂z

= 0;

z = ymax : w = 0;
∂u
∂z

= 0;
∂υ

∂z
= 0;t = t∞.

As follows from the given boundary conditions for z = 0, heat transfer from the outer
surface of the soil is not taken into account. To simplify the problem, the heat exchanger
channel is represented by two straight vertical sections connected by a horizontal section.
Sections of the channel are considered to be square. The length of the sides of the square is
a, and the thickness of the channel walls is δ.

For the heat carrier flow in the heat exchanger channel, the energy equation has the
following form:

– For the section of the downward flow in the vertical section of the channel:

Ccρc

(
∂tc

∂τ
+ U

∂tc

∂z

)
= λc∇2tc; (8)

– For the upstream section in the vertical section of the channel:

Ccρc

(
∂tc

∂τ
−U

∂tc

∂z

)
= λc∇2tc; (9)

– For the horizontal section of the channel:

Ccρc

(
∂tc

∂τ
+ U

∂tc

∂x

)
= λc∇2tc; (10)

where U = G
a2 .

On the outer surface of the heat exchanger channel in contact with the soil, the
following conditions are assumed:

u = 0; υ = 0; w = 0;−λp
∂tp

∂n
=

tp − tc
δ
λw

+ 1
αc

, (11)

where n is the direction of the outer normal to the outer surface of the channel; αc is the
heat transfer coefficient in the heat exchanger channel, determined by the formula given
in [31]: αc = 3.66 · λc/De; De is the equivalent diameter of a square channel.

The system of Equations (1)–(10) with the given boundary conditions is solved using
the finite difference method. To solve the system of difference equations of fluid dynamics
in a porous medium (1)–(4), the SIMPLE algorithm [32] is used. To solve the energy
Equation (5) for a porous medium, together with Equations (8)–(10) for the heat carrier and
the conjugation condition (11), an explicit time scheme is used.

5. Results of Numerical Studies and Their Analysis

As an example, a ground heat exchanger is considered, the cross-section of which is a square
with the side a = 0.1 m. The thickness of the channel walls is 2 mm. Its total length is L = 32.67 m.

23



Materials 2022, 15, 4843

The material of the heat exchanger channel is polyethylene. Heat carrier consumption is
G = 0.21 × 10−3 m3/s. The heat carrier is an aqueous solution of polypropyleneglycol. Its
flow velocity is U = 0.021 m/s. The time period during which the heat carrier flows from the
inlet of the channel to the outlet is ∆τ = L/U = 1556 s (25.9 min). At the initial moment, the
temperature of the soil mass is t∞ = 10 ◦C. During 45 min, the temperature of the heat carrier
at the inlet to the heat exchanger is tc = 5 ◦C. Further, during the next 15 min, the cooling of
the heat carrier in the heat pump stops, and the heat carrier enters the heat exchanger with a
temperature of tc = 10 ◦C. After 15 min, the heat carrier cooling cycle is repeated. Two variants
of soil porosity are considered: ϕ = 0.48 and ϕ = 0.40 with soil particle diameter of dp = 0.5 mm.
The pores contain water. Thermal conductivity for solid particles is taken λs = 1.5 W/m/K
and for water—λf = 0.58 W/m/K [31]. At the boundaries of the computational domain, the
temperature is maintained at the level t∞ = 10 ◦C.

The results of the calculation of the temperature regime of the ground heat exchanger
are presented in the form of fluid velocity fields in the pores and temperature fields. Velocity
and temperature fields in the vertical section of the porous soil mass for the case ϕ = 0.48;
dp = 0.5 mm are presented in Figure 2. The free-convection flow of ground water in the
pores arises due to the difference between the temperatures of the heat carrier and the soil
mass. As can be seen from the figure, the water flow in the pores near the cooled surface of
the heat exchanger channel is directed downward. On the borders of the calculation area,
the flow of water in the pores is directed upwards.

To determine the effect of the medium filling the soil pores on the efficiency of
the ground heat exchanger, the problem solved for the case of pores filled with wa-
ter is also solved for the case of pores filled with air. Thermal conductivity for air is
λf = 0.026 W/m/K.

The distribution of the vertical velocity wz horizontally in the direction of the 0X axis
along the line intersecting the heat exchanger at a depth of 9.0 m is presented in Figure 3a.
The temperature distribution in the soil mass along this line is presented in Figure 3b.
Curves 1 refer to the case when the pores are filled with water, and Curves 2 refer to the
case when the pores are filled with air. From Figure 3a (Curve 1), it can be seen that the
maximum value of 1.6 × 10−6 m/s for velocity wz is observed near the surfaces of the
channel. For the case of filling the pores with air, the maximum velocity at the outer and
inner surfaces of the channel is much higher and amounts to wz ~4.7 × 10−6 m/s (Curve 2).

Changes in time of the heat carrier temperature at the inlet to the heat exchanger,
which is specified, and the heat carrier temperature at the outlet of the heat exchanger,
which is determined from the calculation, are presented in Figure 4. Data refer to the case
of filling the pores with water at ϕ = 0.48; dp = 0.5 mm.

Curve 1 shows the temperature of the heat carrier at the inlet to the heat exchanger,
and Curve 2 shows the temperature of the heat carrier at the outlet of the heat exchanger.
As can be seen from these figures, at the beginning of each hour, the temperature of the
heat carrier at the inlet to the heat exchanger channel is 5 ◦C. The temperature at the outlet
of the channel rises relative to the temperature at the inlet. Last 15 min. of every hour
the temperature of the heat carrier at the inlet to the heat exchanger rises to tc = 10 ◦C,
i.e., the heat carrier during these 15 min. not cooled in the heat pump. In this case, the
time period during which the heat carrier that entered the heat exchanger is completely
removed from it is ∆τ = 25.9 min. The period of time during which the temperature of the
heat carrier at the inlet to the heat exchanger rises to a temperature of tc = 10 ◦C is only
15 min. Therefore, the heat exchanger channel simultaneously contains both cooled and
uncooled heat carriers. As a result, the maximum values of the heat carrier temperature at
the outlet of the heat exchanger lag significantly in time from the maximum temperature
values of the heat carrier at the inlet to the heat exchanger.
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with water.

To determine the effect of soil porosity on the energy characteristics of a ground heat
exchanger, similar calculations are also performed for the case ϕ = 0.40; dp = 0.5 mm.
Figure 5 shows the difference between the temperature values at the outlet of the ground
heat exchanger for the case of ϕ = 0.40 and ϕ = 0.48 when the pores are filled with water.
This figure shows that the temperature of the heat carrier at the outlet of the heat exchanger
channel for the case ϕ = 0.40 is 0.002 . . . 0.016 ◦C higher than for the case ϕ = 0.48; that is, a
greater volume of extracted heat is provided with less porosity.
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Figure 5. The difference between the temperature values at the outlet of the ground heat exchanger
for cases of soil porosity ϕ = 0.40 and ϕ = 0.48, assuming the pores are filled with water.

The heat carrier temperature distributions along the heat exchanger channel for the
cases ϕ = 0.48 and ϕ = 0.40 at filling the pores with water and air are presented in Figure 6.
As can be seen from this figure, for the case of ϕ = 0.40, the temperature at the exit from
the heat exchanger is somewhat higher than for the case of ϕ = 0.48. From this, it follows
that a larger volume of extracted heat is provided at a lower porosity. For the case of filling
the pores with water, the volumes of heat withdrawn from the soil mass are 219.81 W at
ϕ = 0.48 and 231.27 W at ϕ = 0.40. The difference between these heat volumes is 11.46 W.

Due to the fact that the velocity of free-convection flow of the fluid in the pores under
these conditions is very small, the flow of the fluid does not significantly affect the heat
transfer from the ground to the heat exchanger. Therefore, the effect of porosity on the
intensity of heat transfer is manifested due to the change in the thermophysical properties
of the soil with a change in porosity.
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at dp = 0.5 mm for ϕ = 0.48 (1, 2) and ϕ = 0.40 (3, 4): 1; 3—pores filled with water; 2; 4—pores filled
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6. Discussion

As follows from the comparison of the data presented in Figure 3a, referring to the
cases of pores filled with water (Curve 1) and with air (Curve 2), the nature of the velocity
distribution for the case when the pores are filled with air is qualitatively similar to the case
when the pores are filled with water. However, in quantitative terms, the maximum flow
velocity when the pores are filled with air is three times higher than in the case of pores
filled with water.

As can be seen from the comparison of Curves 1 and 2 in Figure 6, relating to the case
ϕ = 0.48, for the case of pores filled with water, the temperature at the outlet from the heat
exchanger channel is approximately 0.075 ◦C higher than for the case of pores filled with
air. It follows from this that a greater volume of extracted heat is provided when the pores
are filled with water. For the conditions under consideration, the volumes of heat extracted
from the soil mass are 219.81 W when the pores are filled with water (dp = 0.5 mm; ϕ = 0.48)
and 165.27 W when the pores are filled with air. The difference between these heat volumes
is 54.54 W. For the case dp = 0.5 mm; ϕ = 0.40, the difference between the volumes of heat
extracted from the soil when the pores are filled with water and air is 48.0 W.

To determine the impact of the medium filling the soil pores on the energy charac-
teristics of the heat exchanger, the difference between the temperature values of the heat
carrier at the outlet of the soil heat exchanger for the cases of pores filled with water and
filling with air (dp = 0.5 mm; ϕ = 0.48) is calculated. The change in time for this difference is
presented in Figure 7. Figure 7 shows that the temperature of the heat carrier at the outlet
of the heat exchanger in the case of pores filled with water is 0.01 . . . 0.08 ◦C higher than in
the case of pores filled with air. This also confirms the fact that the energy characteristics of
the heat exchanger are higher when the pores are filled with water compared to when the
pores are filled with air.

The novelty of the presented results is that they, in contrast to most published works
on the problem of natural convection in soil, were obtained on the basis of solving a three-
dimensional problem of free convection for two types of media (water and air) filling soil
pores. A porous medium (soil) was represented as solid spherical particles of a given
diameter. Two variants of soil porosity were considered. The problem was solved for the
area where the vertical ground heat exchanger is located. In fact, the studies were carried
out for wet and absolutely dry soil. The physical model is based on the main manifestations
of the filtration process—the Darcy, Brinkman, and Forchheimer effects. These calculations
were performed for realistic heat pump operation modes—three quarters of the cycle the
compressor is working, one quarter is not. The main result of numerical simulation is that,
with the same geometry of the heat exchanger, its energy efficiency is higher with less soil
porosity. In addition, the heat exchanger works more efficiently in wet soil. This is due to
the influence of the thermal conductivity coefficient, the value of which increases with a
decrease in soil porosity and in the presence of moisture. But even in absolutely dry soil, it
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functions quite rationally. Its thermal efficiency is reduced by only 27% compared to wet
ground. Due to the low velocity (~10−6 m/s) of the free-convective flow of media filling
the pores, convection under these conditions has little effect on the heat transfer.
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The complexity of the practical engineering application of this model lies in the fact
that in typical soils with low humidity, the thermal performance of such a single U-tube
heat exchanger is not high enough at a depth range of up to 100 m. Therefore, it is advisable
to organize a group of such devices to achieve the required thermal power of 0.5–1 MW due
to the natural heat of the soil. This raises the problem of optimizing the mutual arrangement
of heat exchangers in the group. It is necessary to determine the distances between single
heat exchangers, the geometry of their arrangement, and the depth of well drilling. In the
problem of the accumulation of heat in the soil and its extraction from the soil, other time
intervals arise—seasonal, monthly (ten-day), or daily. These intervals determine the time
for the accumulation of heat and for its subsequent extraction.

The proposed numerical model and the results of calculations for this model can be
used in the design:

– Systems for low-temperature ground heat extraction for “green” heat pumps;
– Systems of forced accumulation and extraction at the required moment of time of the

injected heat, for example, in the conditions of off-season storage of heat or cold;
– Systems that do not use a compressor for air conditioning (for example, a cold-

water floor);
– Geothermal ventilation systems;
– Heat and power systems of passive buildings, “zero-energy” buildings;
– Air thermal curtain systems for ventilated building facades.

Some of these problems are already being solved [19,20,33–35].

7. Conclusions

Based on the results of the numerical solution of the system of equations concerning
the fluid dynamics and heat transfer in a porous medium filled with water and air, the
characteristics of the free-convection fluid flow in a soil mass in the presence of a vertical
U-tube ground heat exchanger were obtained. Free-convection flow occurs when there is a
temperature gradient in the soil mass, which is a consequence of the operation of the heat
pump, one component of which is the ground heat exchanger. The heat pump operates in
an intermittent mode, which results in a change in the time of the temperature state of the
soil mass and the energy performance of the heat exchanger.

The distributions of temperature and velocity of free-convection flow in a porous
soil mass were obtained using computational methods. The results obtained for different
values of soil porosity were compared. It was demonstrated that the maximum velocity
of free-convection water flow in pores under the considered conditions is of the order of
~10−6 m/s. Under these conditions, the effect of natural convection on the heat transfer in
the soil mass Is insignificant.
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An assessment of the energy performance of the ground heat exchanger, depending on
the porosity of the soil, showed that with the remaining operating parameters of the ground
heat exchanger being equal, a greater volume of heat extracted from the soil is provided
in cases of lower porosity. It also follows from the analysis of the energy characteristics of
the heat exchanger operation that these characteristics are higher when the pores are filled
with water than when the pores are filled with air; that is, when the pores are filled with
water, a greater volume of heat is extracted from the soil compared to the case when the
pores are filled with air.

In the future, this numerical model of heat transfer in soil under forced convection of
a liquid in a porous medium is supposed to be used in the design of a soil heat exchanger
located completely or partially in an aquifer. It is likely that the presence of an aquifer will
significantly increase the thermal performance of the heat exchanger. Also of interest is
the calculation of heat transfer in the “soil–multipass heat exchanger” system, in which
atmospheric air is used as a heat carrier. Such systems are used for geothermal ventilation of
the building. Geothermal ventilation is a modern innovative trend in building construction.
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Nomenclature

a Side of the square channel, m
C Specific heat, J/kg/K
cF Forchheimer coefficient
dp Soil particle diameter, m
g Gravity acceleration, m/s2

G Heat carrier consumption, m3/s
K Permeability, m2

lc Current channel length, m
L Total channel length, m
p Pressure, Pa
t Temperature, ◦C
u, υ, w Components of the velocity vector, m/s
U Velocity of heat carrier in the channel, m/s
x; y; z Rectangular coordinates, m
α Heat transfer coefficient, W/m2/K
β Coefficient of thermal expansion, 1/K
δ Channel wall thickness, mm
λ Thermal conductivity, W/m/K
µ Dynamic viscosity, Pa·s
ρ Density, kg/m3

τ Time, s
ϕ Porosity
Subscripts:
f Fluid
p Porous media
s Solid
c Heat carrier
w Channel wall
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Abstract: The magnetic induction assisted technique is an alternative heating method for hydrother-
mal zeolite synthesis with a higher heat-transfer rate than that of the conventional convection oil bath
technique. The research demonstrates, for the first time, the application of the magnetic induction
heating technique with direct surface contact for zeolite synthesis. The magnetic induction enables
direct contact between the heat source and the reactor, thereby bypassing the resistance of the heating
medium layer. A comparative heat-transfer analysis between the two methods shows the higher
heat-transfer rate by the magnetic induction heating technique is due to (1) eight-time higher overall
heat-transfer coefficient, attributed to the absence of the resistance of the heating medium layer and
(2) the higher temperature difference between the heating source and the zeolite gel. Thereby, this
heating technique shows promise for application in the large-scale synthesis of zeolites due to its
associated efficient heat transfer. Thus, it can provide more flexibility to the synthesis method under
the non-stirred condition, which can create possibilities for the successful large-scale synthesis of a
broad range of zeolites.

Keywords: hydrothermal synthesis; zeolite synthesis; magnetic induction; zeolite X; NaX; scaleup

1. Introduction

Zeolites are crystalline aluminosilicate microporous materials. They can be natural
or synthetic [1]. They have a three-dimensional framework structure, which has an open
pore with a size of approximately 0.3–1 nm [2]. Due to their high surface area, numerous
active sites, high thermal and chemical stability, and shape selectivity, zeolites are widely
used in many industrial applications as adsorbents, ion-exchangers, and catalysts [3–7].
Most of their applications are relevant to environmental remediation and renewable energy
for a sustainable society [8–12]. Zeolites are the largest volume used as ion-exchangers for
reducing the hardness of the water in detergent application. This revolutionary application
prevents the death of living creatures in rivers caused by the traditional phosphate substi-
tute compound, via a process known as “Eutrophication”. Conversely, the highest market
value of zeolites is as catalysts, particularly in refineries because of their unique properties.

Due to their numerous benefits and environmental friendliness, zeolites are demanded
in high capacity for various applications. However, their production technique still has
room to be improved for the high-quality zeolites at a low production cost. Synthetic
zeolites can be produced by hydrothermal method at a high temperature and pressure,
in an aqueous solution, and in a closed reactor system [13–15]. In a small scale, the heat
sources are typically provided by a convection hot air oven and an oil bath. Since the
heat transport mode is mainly convection, the arising problem is the slow heat transfer
across the reactor to the core of the zeolite gel, and there could be heat loss from the heat
source to the environment. Magnetic induction heating is a suitable technique for directly
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heating the zeolite gel system. This technique is applied by oscillating the magnetic field,
which causes the electrons in the magnetic material to move around and, consequently,
creates a large eddy of electron current [16]. In zeolite production by the hydrothermal
method, there are two possible methods for heat generation by magnetic induction: (1) via
the conductive properties of the solution [17] and (2) via induction of heat in the magnetic
vessel or material which contact with the zeolite gel. This can be used by coating application
of the stainless-steel substrate immersed in the zeolite gel. The heat in the substrate is
generated by induction of the coil by distance [18]. Alternatively, it can be used by direct
contact of the magnetic vessel with the reactor surface. For the first method, the heat is
generated in the zeolite solution because the gel solution exhibits conductive property
(i.e., the ionic strength) due to the mobile ions. However, the effect of magnetic induction
on the formation mechanism and destabilization of the zeolite framework is not clearly
known. It might destabilize certain crystalline domains of the zeolite, which are crucial
for the success of the zeolite synthesis. The second method is more flexible than the first
one. That is, it is not limited only to the conductive liquid. It can be applied to all types of
liquids. Applying fast heat transfer to the zeolite gel can reduce temperature gradient in the
bulk and can reduce the energy supply for the zeolite production. Importantly, the direct
contact of the heat from a magnetic vessel with the reactor system or magnetic material
contacting with the zeolite gel will not disturb or destabilize the crystalline domains of
the zeolite. Therefore, applying the magnetic induction heating by the direct contact of
the magnetic vessel to the zeolite is more practical and potential approach for producing
different zeolite types.

This research demonstrates, for the first time, the technique of applying magnetic
induction heating by direct surface contact of the magnetic vessel with the reactor surface
for the bench-scale zeolite synthesis. NaX type zeolite was hydrothermally synthesized
under the non-stirred condition. The temperature profiles and product quality at different
points in the reactor were investigated to evaluate the heat-transfer performance. The
clarification of their advantages by experimental data and theoretical calculation is essential
for elucidating this approach. The heating technique by the conventional convection oil
bath was conducted for comparison.

2. Materials and Methods
2.1. Apparatus Setup and Synthesis of NaX Zeolite

A 2.5-L turbine-agitator stainless-steel reactor is designed and fabricated. It is placed
on the ferromagnetic vessel. The reactor is equipped with a magnetic induction heating
plate (max. 1600 W, setting at 600 W), a programmable logic controller (PLC), and a data
logger, as shown in Figure 1. The magnetic field is created in this way: the 220 V, 50 Hz
alternating current is applied to the induction coil of the magnetic induction heater, cre-
ating an alternating electromagnetic field with a frequency of approximately 25 kHz and
amplitude in the order of a few micro-tesla (data provided by a commercial supplier). As
the alternating magnetic field creates an oscillating electric current and resistance in the
ferromagnetic plate, heat is generated inside the metal material by the eddy current. The
heat is transferred to the bulk liquid due to the temperature difference between the ferro-
magnetic plate and the reaction solution. Due to a relatively low magnetic susceptibility of
the reaction solution (the CGS volume magnetic susceptibility at 28 ◦C of −1.752 × 10−6),
direct induction heating of the solution is expected to be negligible. Four temperature
sensors at different locations inside the reactor: depth, radius, and angle positions (Ta = 1.5,
Tb = 6.5, Tc = 6.5, Td = 11.5 cm from the base of the reactor; Ta = 6.25, Tb = 6.25, Tc = 3.85,
Td = 6.25 cm from the center; Ta = 0, Tb = 30, Tc = 30, Td = 90◦ from the radius of the circle),
are installed to monitor their profiles. A pressure transducer is setup for the detection of the
pressure inside the reactor. The apparatus is controlled by the PLC, and data are recorded
via the data logger. The NaX zeolite is synthesized with the gel composition 4.42 SiO2:
1 Al2O3: 3.71 Na2O: 539 H2O. The 7.9 wt.% sodium hydroxide solution (solid NaOH from
Merck, 99 wt.%) is added to the sodium aluminate solution (homemade, 10.9 wt.% Al2O3,
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20.5 wt.% NaOH, 68.6 wt.% H2O) and stirred for 15 min in the beaker. The 7.9 wt.% sodium
hydroxide solution is added to sodium silicate solution (Panreac, 27.4 wt.% SiO2, 8.3 wt.%
Na2O, 64.3 wt.% H2O) and stirred for 15 min in the beaker. Then, the two solutions are
mixed in the reactor with the total gel of ca. 1.5 L. The gel is stirred with the impeller at
290 rpm for 1 h and subjected to static ageing for 16 h. The reaction occurs at 100 ◦C for 8 h
under the non-stirred or static condition. The temperature and pressure inside the reactor
are monitored throughout the synthesis. After the reaction is complete, the solid zeolite
product at two different points (the rim and center of the reactor) and the rest (bulk) are
separately collected. The zeolite is filtered, washed with deionized water, and dried in the
oven at 100 ◦C for 8 h. The phase and crystallinity of the zeolite are determined by X-ray
diffraction spectroscopy (XRD). The chemical composition is analyzed by X-ray fluores-
cence spectroscopy (XRF). The textural properties are investigated by low-temperature
N2-adsorption. The analysis of heat transfer using the oil bath technique (2000 W, max.
temp. 95 ◦C) for zeolite synthesis is conducted for comparison with the magnetic induction
heating technique. The immersed depth of the reactor in the oil bath is 120 mm.

Figure 1. The bench-scale reactor setup with the magnetic induction heating plate.

2.2. Characterization of the NaX Zeolite

The magnetic susceptibility of the reaction solution is measured at 28 ◦C using a
magnetic susceptibility balance (Sherwood Scientific, MSB MK1, Cambridge, UK). The
obtained zeolite is characterized by powder X-ray diffraction spectroscopy (XRD, Bruker,
AXS model D8 Advance, Karlsruhe, Germany) with CuKa (λ = 1.544 A) operating at 40 kV
and 30 mA. The measurement runs with 2 theta from 5 to 50 with a step size of 0.02 and
a scan speed of 1 s. The specific surface area and pore volume are determined by low-
temperature N2-adsorption at −196 ◦C (Microtrac MRB, BELSORP-mini, Osaka, Japan).
Before determining the adsorption isotherm, the sample is pretreated at 200 ◦C for 12 h
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(BELPREP-flow) to remove the humidity in the zeolite. The specific surface area is calcu-
lated by the Brunauer-Emmett-Teller (BET) method in the pressure range of p/p0 ≈ 0.03–0.1.
The total pore volume is determined by adsorption branch isotherm at p/p0 ≈ 0.98. The
crystal morphology is revealed using field emission scanning electron microscopy (FESEM,
JEOL, JSM-7610, Tokyo, Japan). The elemental composition of the zeolite is measured by
X-ray fluorescence spectrometry (XRF, Bruker, S8 TIGER, Karlsruhe, Germany).

3. Results and Discussion
3.1. The Synthesis of the NaX Zeolite

The temperature profiles of the zeolite gel at different locations in the hydrothermal
reactor by magnetic induction heating source and the convection oil bath heating source
are shown in Figure 2a,b, respectively. In magnetic induction heating, the ferromagnetic
vessel is the heating source, which directly conducts heat to the stainless-steel reactor. Thus,
the zeolite mixture is rapidly heated. The four temperatures rapidly rise to the target
temperature of 100 ◦C within 17.8 min at a heating rate of 4.2 ◦C/min. The temperatures
at the different locations of Ta, Tb, and Tc (deep side) show similar profiles at average
temperature ca. 100 ◦C, while Td (shallow side) stays rather at a lower temperature of
ca. 96 ◦C. However, its maximum reaches the target temperature. With oil bath heating, the
temperatures slowly rise to the target temperature of 95 ◦C at a heating rate of 1 ◦C/min.
This is due to the slow heat transfer by natural convection of the oil fluid, which necessitates
heating the oil body. All temperatures do not achieve the target temperature (Ta is at the
highest of 85 ◦C). The end temperatures are different. This indicates that the heat loss
to the environment easily occurs, resulting in inefficient heat transfer. This shows the
magnetic induction heating promotes a high heat-transfer rate and minimizes the heat
loss. The zeolite products synthesized by two different heating techniques are sampled
at different locations in the reactor: rim, center, and the rest of the bulk. In Figure 3, all
samples correspond to the FAU framework of NaX zeolite [19]. Figure 3a shows the XRD
patterns of NaX by the magnetic induction heating. The similar patterns and intensities
of three samples at different locations in the reactor signify that the mass transfer in the
zeolite gel is good. This corresponds to efficient heat transfer by homogenous temperature
profiles inside the reactor. Differently, the XRD patterns of samples synthesized by oil bath
heating present irregular intensities with the lowest one at the center position of the reactor
as shown in Figure 3b. This results by inefficient mass and heat transfer from the heat
source to the content in the reactor core.

The amount of zeolite product obtained by the magnetic induction heating is 51.6 g,
with a 56% yield referring to aluminium element, with a molar ratio of Si/Al = 1.14. By
the scanning electron microscopy, the bulk NaX zeolite reveals the intergrowth among
octahedral and irregular-shape morphologies with crystal size of ca. 1–1.2 µm as shown in
Figure 4a. It possesses specific surface area of 495 m2/g and pore volume of 0.23 cm3/g.
Whereas, the zeolite synthesized by the oil bath heating is 56.9 g with a 62% yield referring
to aluminium, with a molar ratio of Si/Al = 1.22. The crystal morphology is similar to
that of the zeolite synthesized by the magnetic induction heating, but its size is smaller
ca. 0.8–1 µm (Figure 4b). This shows slightly lower dispersion of the crystal size. Smaller
crystal size can contribute to larger contact surface area. The specific surface area and pore
volume are 520 m2/g and 0.24 cm3/g. The isotherms in both NaX zeolites are presented
in Figure 5.
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Figure 2. The temperature profiles of the reaction mixture of NaX zeolite for non-stirred synthesis by:
(a) magnetic induction heating; (b) convection oil bath heating.

Figure 3. The XRD patterns of NaX zeolite sampled at different locations, synthesized by: (a) magnetic
induction heating; (b) convection oil bath heating.
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Figure 4. The crystal morphologies of NaX zeolites synthesized by: (a) magnetic induction heating;
(b) convection oil bath heating.

Figure 5. The N2 adsorption and desorption isotherms of NaX zeolites synthesized by: (a) magnetic
induction heating; (b) convection oil bath heating. (Closed symbol: adsorption; open symbol:
desorption).

3.2. Comparative Study of the Heat-Transfer Efficiency Using Magnetic Induction and Convection
Oil Bath Heating Techniques

The magnetic induction heating technique is compared with the conventional convec-
tion oil bath heating. The geometry of the reactor vessel has a cylindrical shape. However,
the cartesian coordinate system is used to describe the space and directions of heat transfer
in the reactor vessel because of the symmetry of the properties around the z-axis (indepen-
dent of the angular positions). The representation of the cartesian coordinate system in the
cylindrical vessel is shown in Figure 6. This figure illustrates the temperature gradients
from the heat sources to the bulk of zeolite gel in the reactor. In the oil bath heating, the heat
transfers in the z and y axis. There are at least three resistances to heat transfer (Figure 6a):
Region 0–1 where the reactor bottom and wall is in contact with oil (Toil), and the heat
transfer at the boundary is governed by Newton’s law of cooling; Region 1–2 in which heat
is conducted through the stainless steel and the heat transfer is governed by Fourier’s law;
Region 2–3 where the reactor bottom and wall is in contact with the zeolite gel at ambient
temperature (Tzeolite gel), and the heat transfer at the boundary is governed by Newton’s
law of cooling.
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Figure 6. The temperature gradients: (a) in the glycerol oil bath heating system; (b) in the magnetic
induction heating system.

The heat-transfer equation for the convection oil bath heating is given in Equation (1):

Qoil bath =
∆Toil bathUoil bath

1
A

=
∆Toil bath

1
h1 A + L

kA + 1
h2 A

(1)

where

Qoil bath is the amount of heat flow in the oil bath heating system (W)
∆Toil bath is the temperature difference between Toil and Tzeolite gel , 70 (K)
Uoil bath is the overall heat-transfer coefficient in the glycerol oil bath heating system (W/m2·K)
A is the heat-transfer surface area of the reactor (m2)
L is the thickness of the reactor, 0.003 (m)
h1 is the free convective heat-transfer coefficient of the glycerol oil (Region 0–1) (W/m2·K)
h2 is the free convective heat-transfer coefficient of the zeolite gel (Region 2–3) (W/m2·K)
k is the thermal conductivity of the stainless steel (Region 1–2), 16 (W/m·K)

Uoil bath is calculated according to Equation (2):

Uoil bath =
1

1
h1

+ L
k + 1

h2

(2)
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In convection oil bath heating, Uoil bath is determined from both horizontal plate and
vertical plane/cylinder because the glycerol oil encompasses the reactor bottom and side
wall as shown in Figure 6a. For the horizontal plate of the reactor bottom, h1 can be
calculated according to the relation of dimensionless groups of Nusselt number (Nu) in
Equation (3), when the product of the Grashof number (Gr) and the Prandtl number (Pr) is
less than 2 × 108 [20].

Nu = 0.13(Gr·Pr)1/3 (3)

h1 =
k1

l
0.13(Gr·Pr)1/3 (4)

where

k1 is the heat conductivity of glycerol oil at reference temperature (W/m·K)
l is the characteristic length of heat-transfer surface (m)

The physical properties are determined at the reference temperature according to
Equation (5) [21–23].

Te = Tw − 0.25(Tw − T∞) (5)

where

Te is the reference temperature (K)
Tw is the average wall temperature (K)
T∞ is the free-stream temperature (K)

The Grashof number is calculated according to Equation (6) to be 15,602.

Gr =
l3ρ2gβ∆T

µ2 (6)

where

l is the characteristic length of heat-transfer surface for horizontal plate, 0.035 (m)
ρ is the density of glycerol oil at reference temperature, 1225 (kg/m3)
g is the gravitational acceleration (m/s2)
β is the coefficient of thermal expansion of glycerol oil, 5.65 × 10−4 (1/K)
∆T is the temperature difference of heated surface and ambient temperature, 70 (K)
µ is the dynamic viscosity of glycerol oil at reference temperature, 0.04 (kg/m·s)

The Prandtl number can be determined according to Equation (7) to be 377.

Pr =
Cpµ

k1
(7)

where

Cp is the specific heat capacity of glycerol oil at reference temperature, 2680 (J/kg·K)
µ is the dynamic viscosity of glycerol oil at reference temperature, 0.04 (kg/m·s)
k1 is the heat conductivity of glycerol oil at reference temperature, 0.284 (W/m·K)

Therefore, in the horizonal plate, the free convective heat-transfer coefficient of the
glycerol oil bath, h1, can be calculated to be 190 W/m2·K.

The free convective heat-transfer coefficient for the zeolite gel in the non-stirred reactor,
h2, can be calculated according to Equations (8) and (9), when Gr·Pr is less than 2 × 108 [20].

Nu = 0.13(Gr·Pr)1/3 (8)

h2 =
k2

l
0.13(Gr·Pr)1/3 (9)

where

k2 is the heat conductivity of the zeolite gel at reference temperature (W/m·K)
l is the characteristic length of heat-transfer surface for horizontal plate (m)
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The Grashof number and the Prandtl number in this case, can be calculated according
to Equations (10) and (11), respectively.

Gr =
l3ρ2gβ∆T

µ2 (10)

Pr =
Cpµ

k2
(11)

where

l is the characteristic length of the heat-transfer surface for horizontal plate, 0.035 (m)
ρ is the density of the zeolite gel at reference temperature, 1167 (kg/m3)
g is the gravitational acceleration (m/s2)
β is the coefficient of thermal expansion of the zeolite gel, 5.11 × 10−4 (1/K)
∆T is the temperature difference of the heated surface and ambient temperature, 70 (K)
µ is the dynamic viscosity of the zeolite gel at reference temperature, 0.0023 (kg/m·s)
Cp is the specific heat capacity of the zeolite gel at reference temperature, 4190 (J/kg·K)
k2 is the heat conductivity of the zeolite gel at reference temperature, 0.669 (W/m·K)

Thus, Gr and Pr are calculated as 3.87 × 106 and 14.4, respectively. Substituting
k2, l, Gr, and Pr, h2 is calculated to be 949 W/m2·K. Therefore, in horizontal plate, the
overall heat-transfer coefficient in the glycerol oil bath heating, Uoil bath, is calculated to
be 154 W/m2·K.

The Uoil bath at vertical plane/cylinder (side wall of the reactor) is determined based
on Equation (2). The h1 is calculated according to the relation of dimensionless group of
Nu in Equations (12) and (13) when 104 ≤ Gr·Pr ≤ 109 (Gr·Pr = 2.37 × 108) [20].

Nu = 0.59(Gr·Pr)1/4 (12)

h1 =
k1

l
0.59(Gr·Pr)1/4 (13)

where

h1 is the free convective heat-transfer coefficient of the glycerol oil for vertical plane/cylinder
(Region 0–1) (W/m2·K)
k1 is the heat conductivity of glycerol oil at reference temperature (W/m·K)
l is the characteristic length of heat-transfer surface for vertical plane/cylinder, 0.12 (m)

Thus, the h1 is calculated to be 173 W/m2·K. The h2 is calculated according to the rela-
tion of dimensionless group of Nu in Equations (14) and (15) for a vertical plane/cylinder
when 109 ≤ Gr·Pr ≤ 1013 (Gr·Pr = 2.25 × 109) [20].

Nu = 0.021(Gr·Pr)2/5 (14)

h2 =
k2

l
0.021(Gr·Pr)2/5 (15)

where

h2 is the free convective heat-transfer coefficient of the zeolite for vertical plane/cylinder
(Region 0–1) (W/m2·K)
k2 is the heat conductivity of zeolite at reference temperature (W/m·K)
l is the characteristic length of heat-transfer surface for vertical plane/cylinder, 0.12 (m).

Thus, the h2 is calculated to be 645 W/m2·K. From Equation (2), the Uoil bath in vertical
plane/cylinder is 133 W/m2·K. Therefore, Uoil bath of the total system can be determined
by the proportion of the contact surface, is 138 W/m2·K.

When employing the magnetic induction heating system, there are two resistances to
heat transfer as shown in Figure 6b: Region 1–2, in which heat is conducted through the
stainless steel, and the heat transfer is governed by Fourier’s law; Region 2–3, where the
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reactor bottom is in contact with the zeolite gel at ambient temperature (Tzeolite gel), and
the heat transfer at the boundary is governed by Newton’s law of cooling. Contrarily, in
Region 0–1, the heat is generated by induction, and the reactor bottom is in contact with
the bottom of the ferromagnetic vessel at constant temperature (Tinduction). There is no
resistance at this region.

The heat-transfer equation for the magnetic induction heating is given in Equation (16):

Qinduction =
∆TinductionUinduction

1
A

=
∆Tinduction

L
kA + 1

h3 A
(16)

where

Qinduction is the amount of heat flow in the magnetic induction heating system (W)
∆Tinduction is the temperature difference between Tinduction and Tzeolite gel , 223 (K)
Uinduction is the overall heat-transfer coefficient in the magnetic induction heating
system (W/m2·K)
A is the area of the reactor bottom (m2)
L is the thickness of the reactor bottom, 0.003 (m)
h3 is the free convective heat-transfer coefficient of the zeolite gel for the non-stirred reactor
(Region 2–3) (W/m2·K)
k is the thermal conductivity of the stainless steel (Region 1–2), 16 (W/m·K)

Uinduction is calculated according to Equation (17):

Uinduction =
1

L
k + 1

h3

(17)

h3 can be calculated according to Equations (18) and (19), when Gr·Pr < 2 × 108.

Nu = 0.13(Gr·Pr)1/3 (18)

h3 =
k3

l
0.13(Gr·Pr)1/3 (19)

With the heat input of the induction is 600 W, heating time is 3 min, Tinduction is 521 K,
and Tzeolite gel is 298 K, ∆Tinduction is calculated as 223 K. Substituting Gr, Pr, k3, and l, h3

is determined as 1396 W/m2·K. Thus, the overall heat-transfer coefficient in the magnetic
induction heating, Uinduction, is calculated as 1106 W/m2·K.

Finally, by substituting all values into Equation (16), the Qinduction is calculated to be
3848 W, and Qoil bath is 664 W. The calculation shows that Qinduction is greater than Qoil bath
due to two factors: (1) the overall heat transfer coefficient and (2) the temperature difference
between the heating source and zeolite gel. Firstly, Uinduction is eight times greater than
Uoil bath as the magnetic induction system does not depend on the free convective heat
transfer of the glycerol oil heating medium. The overall heat-transfer coefficient is in
analogy with the electrical conductance in the electrical circuit. The higher the electrical
conductance, the higher the electrical current flow. Similarly, the higher the overall heat-
transfer coefficient, the higher the heat transfer rate. Secondly, ∆Tinduction > ∆Toil bath as the
magnetic inductor can produce a surface temperature of the ferromagnetic vessel much
greater than the oil temperature. The temperature difference in heat transfer is in analogy
with the voltage potential in the electrical circuit. The higher the voltage, the higher the
electrical current flow. Similarly, the higher the temperature difference, the higher the
heat-transfer rate.

In addition, the energy supplies of both heating methods are determined based on
one gram of zeolite production as 84.6 kJ for magnetic induction heating and 258 kJ for
convection oil bath heating. It shows the advantage in energy saving by applying the
induction heating comparing to the convection glycerol oil bath heating. The energy supply
is three times lower.
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As a result, the high heat-transfer rate produced by the magnetic induction heating
could give an opportunity for the non-stirred method (without agitation) in the zeolite
synthesis system especially for large-scale production. Typically, the large-scale synthesis
needs stirring the zeolite gel, e.g., by impeller, during the reaction to increase the efficiency
of the heat transfer in the reaction content. Therefore, the magnetic induction heating
technique can create possibility to the successful synthesis of broad ranges of zeolites
including the structural types that prefer to form in the static condition.

4. Conclusions

The magnetic induction assisted technique is an alternative heating method for the
hydrothermal synthesis of zeolites with a high heat-transfer rate and a more uniform
temperature distribution. This technique, which involves direct contact between the surface
of the heat source and the reactor, exhibits a higher heat-transfer rate than that of the
conventional convection oil bath technique. This is due to (1) the eight-time higher overall
heat transfer coefficient, attributed to the absence of the resistance of the heating medium
layer and (2) the higher temperature difference between the heating source and the zeolite
gel. It results more energy saving (three-time lower) by the magnetic induction heating than
that by the convection oil bath. The magnetic induction heating by direct surface contact
shows promising application in the large-scale zeolite synthesis due to its efficient heat
transfer and energy saving. The efficient heat transfer from the heating source to the zeolite
gel provides more flexibility to the zeolite synthesis under non-stirred condition. Thereby,
it can give possibilities for the successful synthesis of various zeolites in the large-scale
production.
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Abstract: This paper presents the results of experiments carried out on a specially designed exper-
imental rig designed for the study of capillary pressure generated in the Loop Heat Pipe (LHP)
evaporator. The commercially available porous structure made of sintered stainless steel constitutes
the wick. Three different geometries of the porous wicks were tested, featuring the pore radius
of 1, 3 and 7 µm. Ethanol and water as two different working fluids were tested at three different
evaporator temperatures and three different installation charges. The paper firstly presents distribu-
tions of generated pressure in the LHP, indicating that the capillary pressure difference is generated
in the porous structure. When installing with a wick that has a pore size of 1 µm and water as a
working fluid, the pressure difference can reach up to 2.5 kPa at the installation charge of 65 mL.
When installing with a wick that has a pore size of 1 µm and ethanol as a working fluid, the pressure
difference can reach up to 2.1 kPa at the installation charge of 65 mL. The integral characteristics
of the LHP were developed, namely, the mass flow rate vs. applied heat flux for both fluids. The
results show that water offers larger pressure differences for developing the capillary pressure effect
in the installation in comparison to ethanol. Additionally, this research presents the feasibility of
manufacturing inexpensive LHPs with filter medium as a wick material and its influence on the
LHP’s thermal performance.

Keywords: Loop Heat Pipe; porous materials; mass transfer; heat transfer; phase transitions

1. Introduction

LHPs are very efficient heat transfer devices operating passively where the principle
of operation is based on evaporation and condensation of the working fluid at a specific
pressure related to the required conditions. In such a two-phase passive thermal control
apparatus, extensive amounts of heat can be transferred with stable control of the heat
source temperature. There has been a widespread effort to extend successful applications
of LHPs to more common terrestrial applications [1–8] in order to develop more passive
cooling systems, mainly based on liquid–vapour phase-change mechanisms to remove large
heat fluxes. The electronic terrestrial applications benefit from the cooling advantages of
LHPs (e.g., passive—electrical power-free, long-distance heat transfer, flexibility in design
and assembly, robustness, antigravity capability, noise and vibration-free operation).

The demand for cooling and thermal management of electronic devices increases
over the limits of the current state-of-the-art cooling technologies, which primarily re-
sult in challenges towards miniaturisation of electronics and transfer higher heat fluxes
from the electronic components produced at the present day by the space and terrestrial
electronics industry.

The wick structure installed in the evaporator is responsible for providing a high
capillary pressure to circulate the working fluid in the system. The most important param-
eters that characterise the wicks are permeability, thermal conductivity, capillary pumping
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performance, effective pore radius, interface heat transfer and wettability [9–11]. These
parameters are determined by the internal wick structure and material properties and
depend on the manufacturing process of the wick itself. According to the literature [9,12],
most porous structures used in LHPs have been made of metallic materials, such as nickel,
titanium, aluminium, stainless steel and, occasionally, ceramic, polymer and either sili-
cone or foam. The most widespread technology for the manufacturing of metal wicks
is sintering.

Nowadays, several laboratories endeavour to find a novel method of fabrication
of wick or new materials which provide high capillary forces and high permeability
or mass flow rate (e.g., additive manufacturing (AM)—colloquially known as 3D print-
ing) [9–11,13–15], as these two design features are typically inhibitive of each other. AM
is a very promising method of wick or LHP manufacturing; however, it is still costly and
needs a lot of research to be conducted in this area. The main drawback is currently the
minimum pore size that can be manufactured using AM, which limits the use of AM LHPs
in long-distance transport applications.

Some scholars make attempts to manufacture a low-cost, functional LHP [16] or utilise
the porous material manufactured by filter appliances companies as an LHP wick (e.g.,
Siedel [17]). Some attempt to use commercially available porous structures such as, for
example, stainless steel sintered porous structures. Hence, this research is a continuation of
the work carried on by Mikielewicz et al. [18–20] and presents the feasibility of manufac-
turing economical LHPs with sintered stainless steel powder by Tridelta Siperm GmbH
(Dortmund, Germany) [21] as a wick material and its influence on LHPs thermal performance.

This paper presents studies of the capillary effect in commercially available stainless
steel porous structures with different pore sizes of which the wick of the LHP evaporator
is made. Two working fluids were considered in the tests, namely water and ethanol, at
three different evaporation temperatures. Different installation charges were considered
and compared to find an appropriate amount of working fluid inventory and its influence
on LHP thermal performance. Characteristics of the distributions of pressure increase and
mass flow rate in the function of heat flux were presented and discussed.

2. Experimental Rig

The LHP evaporator with the sintered stainless steel porous wick was manufactured,
assembled and tested to evaluate the possible capillary pressure difference created by the
porous structure within the evaporator and its thermal performance. The evaporator was
designed to enable the wick to be exchanged to a different one with another pore size. The
experiment consisted of measuring the pressure rise in the evaporator while changing the
applied heat load to the evaporator casing, resulting in different thermal and operational
conditions. The test facility is schematically presented in Figure 1.

The principle of LHP operation is rather straightforward [1,2,20]. When heat is
supplied to the evaporator, the meniscus is formed at the liquid/vapor interface in the
evaporator wick, generating the required capillary forces to pump the fluid. Surface
tension developed in a wick is a source of the pumping force used to circulate the fluid
in the loop. The produced vapor flows down through the system of grooves then to
the evaporator, where the capillary pressure pushes out the vapor in the direction of the
vapor line towards the condenser rendering the fluid transport around the loop. The
compensation chamber (CC) serves for storing and sustaining the surplus of working fluid
and control of LHP operation.

Considering the large variety of working fluids possible to apply in the LHP instal-
lation, it was decided to use the most common and previously applied working fluids
in LHPs. Based on this analysis, the rig design requirements, physical properties of the
working fluid and its possibility of generating the largest capillary pressures for further
experiments were selected two fluids, namely distilled water and technical-grade ethanol.
Such fluids are suitable for analysis due to their high potential to generate a capillary pres-
sure difference in the porous structure (∆pc). A capillary pressure difference (∆pc = 2σ/Rp)
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depends on the surface tension of the working fluid (σ) and pore radius (Rp). Characteris-
tics of the theoretically feasible capillary pressure rise as a function of temperature for water
are presented in Figure 2 and for ethanol in Figure 3. Both cases presented the effect of pore
size on the generated pressure rise. In the considered temperature range, it can be seen that
water has a higher potential to create a capillary pressure rise for each of the considered
wick pore radiuses. The highest values of ∆pc are obtained for the smallest values of the
pore radius. With increasing temperature, the potential to generate ∆pc decreases.

Figure 1. The layout of LHP [20].

Figure 2. Capillary pressure rise characteristic for water as a working fluid.

Table 1 presents the basic physical properties of the selected working fluids. The
data were determined using the REFPOROP 10.0 software [22]. In the installation filled
with water, triple distilled water was used to avoid undesirable corrosion effects or the
formation of sediments inside the LHP elements during the evaporation and condensation
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processes, while in the case of the second working fluid, technical-grade ethanol with a
concentration of 99.7% was used.

Figure 3. Capillary pressure rise characteristic for ethanol as a working fluid.

Table 1. Comparison of the basic physical properties of water (H2O) and ethanol (C2H5OH).

Working
Fluid

Critical
Pressure

Critical
Temperature Molar Mass Triple Point

Temperature
Boiling

Temperature

[kPa] [◦C] [kg/kmol] [◦C] [◦C]
H2O 22.064 373.95 18.015 0.01 99.974

C2H5OH 6268 241.56 46.068 −114.15 78.420

In order to illustrate the changes in individual physicochemical parameters and
dimensional numbers as a function of temperature, an extract of the values of selected
physical properties of fluids for several selected operating temperatures of the LHP is
presented (Table 2). The data were determined using the REFPROP 10.0 software.

Table 2. Comparison of physicochemical parameters of water and ethanol versus temperature.

Working Fluid Liquid
Density

Vapor
Density

Specific
Heat of
Liquid

Specific
Heat of
Vapor

Enthalpy
of Vapori-

sation

Liquid
Viscosity

Vapor
Viscosity

Prandtl
Number
of Liquid

Prandtl
Number
of Vapor

Surface
Tension

[kg/m3] [kg/m3] [kJ/kgK] [kJ/kgK] [kJ/kg] [µPas] [µPas] [N/m]

H2O|T = 20 998.16 0.017314 4.1844 1.9059 2453.5 1001.6 9.5441 7.0038 0.9979 0.072736

H2O|T = 40 992.18 0.051242 4.1796 1.9314 2406.0 652.72 10.185 4.3263 1.0037 0.069596

H2O|T = 80 971.77 0.293670 4.1969 2.0120 2308.0 354.04 11.539 2.2177 1.0089 0.062673

H2O|T = 100 958.35 0.598170 4.2157 2.0800 2256.4 281.58 12.232 1.7480 1.0138 0.058912

H2O|T = 120 943.11 1.122100 4.2435 2.1770 2202.1 232.03 12.927 1.4412 1.0245 0.054968

C2H5OH|T = 20 789.59 0.112410 2.5121 1.5840 926.61 1195.2 8.6186 18.054 0.7826 0.022414

C2H5OH|T = 40 772.47 0.321860 2.7565 1.6488 904.94 821.65 9.2312 14.009 0.8082 0.019886

C2H5OH|T = 80 734.64 1.759100 3.2036 1.8150 846.97 429.47 10.431 9.0044 0.8542 0.015030

C2H5OH|T = 100 713.14 3.530000 3.4048 1.9319 809.83 322.63 110.22 7.4024 0.8785 0.012713

C2H5OH|T = 120 689.39 6.568700 3.5983 2.0846 766.47 246.81 116.14 6.1681 0.9052 0.010481
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In this study, the evaporator filled with three different wick materials was tested.
The evaporator design allows for the exchange of the porous wick. The outline of the
evaporator is presented in Figure 4. A sintered stainless steel cylindrical wick material
was manufactured by Tridelta Siperm GmbH, a provider of porous metals, and inserted
inside the evaporator casing (Figure 5) [20]. The porous wicks have a mean pore radius
of 1 µm, 3 µm and 7 µm, and porosity of 24%, 33% and 35%, respectively. Such material
was selected for its high resistance to corrosion and chemical compatibility with water
and ethanol [23]. The evaporator casing was made of copper. On the internal side of the
evaporator’s casing, 12 longitudinal vapor grooves necessary for transporting vapor to the
evaporator outlet were drilled. The cross-section of the evaporator casing is presented in
the photo (Figure 6) and the schematic (Figure 7). The entire length of the evaporator is
216.5 mm.

Figure 4. Photograph of the evaporator.

Figure 5. Examples of the wick manufactured by Tridelta Siperm GmbH [20].

One of the most difficult to design and the most important elements of LHP is the
CC, as it is responsible for the control of pressure and temperature in the system as well
as hydrodynamics within the loop. Following several tests, the volume of the CC was set
to 0.043 dm3 for the assumed dimensions of the evaporator. The sealed flange connection
combined the evaporator and the CC, guaranteeing tightness and the possibility to ex-
change the wick and perspective evaporator revisions. Inside the CC, two thermocouples
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were installed to observe the temperature gradient inside during the application of LHP
under different thermal loads.

Figure 6. Cross-section of evaporator casing [20].

Figure 7. View of the evaporator with connections to thermocouples and pressure transducer.

The thermal load was applied using the electrical resistance wire. The wire was wound
around the evaporator casing and connected to the laboratory DC supplier with adjustable
current and voltage. Knowledge of the latter enabled calculation of the effective electric
power applied to the resistor. Assuming that there was no heat loss through the insulation
in the heating zone, the applied electrical power was taken as the rate of heat supplied
to the system. Transport lines were made of smooth-wall copper tubes. The length of the
liquid line length was 1152 mm (including bayonet) with an internal diameter equal to
2 mm. The vapor line length was 880 mm with an internal diameter of 2.95 mm. Condenser
cooling was obtained using water circulating in a closed loop. Circulation of water was
provided using a circulation pump featuring a flow rate up to 0.175 L/min. In parallel, the
experimental rig was equipped with a visualisation section made from a transparent glass
tube enabling the inspection of working fluid flow structures. Therefore, a two-way valve
was installed to enable direct working fluid flow either through the copper vapor line or
the transparent vapor line.
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Figure 8 presents the outline of the LHP experimental facility where the location of all
measuring points is indicated, whereas Figure 9 shows is the general view of the rig.

Figure 8. General schematic of LHP experimental rig with an indication of the measurement points.

Figure 9. Photograph of the test facility with marked measurement points (before insulation): 1—compensation chamber;
2—evaporator; 3—vapour line; 4—glass tube for inspection of flow structure in vapour line; 5—condenser; 6—liquid line;
P1, P2, P3, P4—pressure transducers.
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The following measurement instrumentation was performed using:

1. Eighteen class 1, T-type thermocouples with measurement error equal to ±(2.0 × 10−3

× [T] + 0.3 ◦C + number) integrated with multiplexer EMT200. Locations of thermo-
couples are shown in Figures 7 and 8;

2. Four class 0.1 pressure transducers with the measurement range of 1000 kPa of
absolute pressure. Locations of pressure transducer measurement points are presented
in Figures 8 and 9;

3. Digital multimeter UT71E for the recording of electrical power supplied to the evapo-
rator through the resistance wire (measurement accuracy ±(2% + 50)).

Before measurements, the test rig was insulated using mineral wool with an alu-
minium coating to reduce the heat dissipation from the evaporator test section. In addition,
the liquid and vapor lines were insulated using synthetic rubber of 13 mm thickness.

Each of the measurements was proceeded by installation vacuuming using a two-
stage vacuum pump (model CPS VP6D). The maximum possible vacuum level of 99.999%
(1.95 × 10−3 kPa abs) was normally achieved. Before the LHP startup, the condenser
cooling section was filled with water. All measuring devices were connected and linked to
the camera recorder. Then, using a special applicator, the installation was charged with
working fluid. In order to obtain reproducible condensation conditions, the condenser
chiller was initiated before the heating section until the desired steady temperature was
obtained. The next steps consisted of a setup of the heating section recorder, launching the
automatic temperature transducers, time and heating section recorders (with an automatic
measurement recorder at 1 s intervals) and a recorder of pressure values displayed on panel
displays (with a camera recording at 60 s intervals). The average measurement duration
was determined to be about 120–130 min. Each of the measurement series was carried out
for three evaporator temperature settings with the same working fluid volume. Therefore,
each subsequent measurement required the use of cooling water in the thermostat with
a similar temperature level. After the measurement with the last third heater setting, the
installation was emptied from the working fluid, and then the above-mentioned procedure
was repeated from the beginning by changing the parameters according to the previously
described configuration of the test procedure.

The measurement uncertainties were estimated based on the analysis of systematic
component errors of the measurement system [24] and presented in Table 3.

Table 3. List of measurement errors.

Error Designation

Temperature ±0.2 ◦C
Pressure ±25 Pa

Heat input ±1.3 W
Working fluid volume ±1 mL

Mass flow rate ±2 × 10−5 kg/s

3. Results

As mentioned earlier, the experimental analysis consisted of experiments at three
different working fluid charges, 60 mL, 65 mL and 70 mL, three different wicks featur-
ing pores of 1 µm, 3 µm and 7 µm, and three different evaporator casing temperatures,
Tw = 90 ◦C, Tw = 100 ◦C and Tw = 110 ◦C. Two different working fluids were tested: water
and ethanol. In total, 12 saturated pressure levels were recorded in the case of water and
18 saturation pressure levels in the case of ethanol, while the thermal load was varied. This
paper presents the results of pressure difference possible to reach in the evaporator with
a porous wick for two installation charging ratios and two different fluids. The range of
investigated parameters is presented in Table 4. The subsequent discussion is given for the
case of a single filling volume of 65 mL and two test fluids.
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Table 4. Range of investigated parameters.

Working Fluid Charge Level [mL] Heater Temp [◦C] Pore Size [µm] P1–P2 [kPa]

WATER

65

90 1 2.5

90 3 1.0

100 1 2.2

100 3 1.4

110 1 0

110 3 1.7

70

90 1 1.5

90 3 0.7

100 1 1.6

100 3 1.0

110 1 0.9

110 3 0

ETHANOL

65

90 1 1.2

90 3 1.2

90 7 1.5

100 1 2.1

100 3 2.0

100 7 2.0

110 1 1.9

110 3 1.7

110 7 0.3

70

90 1 0.7

90 3 1.1

90 7 0.2

100 1 0.8

100 3 0.9

100 7 0.2

110 1 1.0

110 3 0.8

110 7 0.4

In the case of water, the results of pressure distributions are presented in Figures 10–13
for the charge volume of 65 mL. Analysis of the developed pressure in the case of water
as a working fluid shows the pressure values before and after the evaporator, which vary
with respect to the applied evaporator saturation temperature and the pore size. The level
of pressure drop in the vapor and liquid lines is much smaller with respect to the pressure
difference P2–P1, where P2 is the pressure after the evaporator (the highest pressure in the
loop). P1 is the pressure before CC (the lowest pressure in the loop). Some pressure fluctu-
ations are observed in all pressure distributions; however, consistent pressure differences
are noticed in the distributions. During the investigations, the measurement run lasted for
about 2.5 h, from which we can detect that reaching the steady-state conditions lasted for
the first 30 min.
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Figure 10. Distribution of pressure in function of time in case of water, charge volume 65 mL, Tw = 90 ◦C, (a) Rp = 1 µm,
(b) Rp = 3 µm.

Figure 11. Distribution of pressure in function of time in case of water, charge volume 65 mL, Tw = 100 ◦C, (a) Rp = 1 µm,
(b) Rp = 3 µm.

Figure 12. Distribution of pressure in function of time in case of water, charge volume 65 mL, Tw = 110 ◦C, (a) Rp = 1 µm,
(b) Rp = 3 µm.
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Figure 13. Distribution of pressure in function of time when using ethanol, charge volume 65 mL, Tw = 90 ◦C, (a) R = 1 µm,
(b) Rp = 3 µm, (c) Rp = 7 µm.

In Figure 10a, the rate of pressure increase is about 0.44 kPa/s, and the maximum
pressure difference P1–P2 was equal to 2.55 kPa. In the experiment presented in Figure 10b,
the pressure P1 stabilises at the level of 14.1 kPa, while in the vapor line, it stabilises at
12.9 kPa. The only difference between the experiment presented in Figure 10a,b is the size of
the pore, which was changed from 1 µm to 3 µm. That confirms the fact that the reduction
in the pore size leads to an increase in produced pressure. Figures 10a and 11a presented a
similar situation to those presented in Figures 10b and 11b; however, the evaporator casing
temperature increased from 90 ◦C to 100 ◦C. In this case, the pressure difference in the
installation P1–P2 amounts merely to 2.2 kPa. In the experiment presented in Figure 11a,
the pressure in the CC settled at the level of 15.0 kPa and 13.6 kPa in the vapor line, which
results in the maximum pressure difference in the installation of 1.4 kPa. This suggests that
the increase in evaporator casing temperature from 90 ◦C to 100 ◦C reduces the potential to
produce the capillary pressure difference. In the experiments presented in Figure 12a,b,
the evaporator casing temperature was set to 110 ◦C, whereas the pore size was equal to
1 µm and 3 µm, respectively. In the case of the run presented in Figure 12b, the pressure in
the vapor line was 14.2 kPa, and the pressure in the CC was 15.9 kPa, which results in the
maximum pressure difference in the installation equal to 1.7 kPa.

The analysis of the pressure distribution for ethanol as a working fluid and filling
volume of 65 mL was presented in Figures 13–15. The general observation is that the
pressure drops in the vapor and liquid lines are smaller in comparison to the pressure
difference in the evaporator. Another observation is that the pressure fluctuations are
generally smaller than in the case of water as a working fluid, although the operating
pressure of the loop is much higher than in the case of water.
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Figure 14. Distribution of pressure in function of time when using ethanol, charge volume 65 mL,
Tw = 100 ◦C, (a) Rp = 1 µm, (b) Rp = 3 µm, (c) Rp = 7 µm.
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Figure 15. Distribution of pressure in function of time when using ethanol, charge volume 65 mL,
Tw = 110 ◦C, (a) Rp = 1 µm, (b) Rp = 3 µm, (c) Rp = 7 µm.
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For experiments with ethanol as a working fluid, the experimental run lasted for 2.5 h,
and 30 min was related to the startup. The difference from the case of water was much
higher initial pressure in the installation.

In Figure 13a, the initial pressure stabilised at the level of about 13.5 kPa, and due to
the heat supply, the maximum pressure reached 30.2 kPa. In the case of other pore sizes as
well as other evaporator casing temperatures, the pressure reached values of 40.0 kPa. In
the case of the parameters presented in Figure 13b, the pressure in the CC settled at the
level of 30.2 kPa, while in the vapor line, it settled at the level of 29.0 kPa. Therefore, the
wick produces a pressure increase of 1.2 kPa for the evaporator casing temperature equal to
90 ◦C and the pore size of 1 µm. In the case of the experimental run presented in Figure 13b,
where the pore size is equal to 3 µm, the pressure before the CC settled at 35.1 kPa, and
the pressure in the vapor channel settled at the level of 33.9 kPa. This confirms that the
reduction in the pore radius leads to an increase in pressure. Figure 13c presents the results
for the case when the wick pore size is 7 µm. In that case, the pressure before the CC
stabilised at the level of 37.1 kPa, whereas the pressure in the vapor line was at the level
of 35.6 kPa. This indicates that the size of the pores has practically no influence on the
capillary pressure difference.

Figure 14 presents the results of experiments where the evaporator casing temperature
is 100 ◦C at the filling volume of 65 mL. From the results in Figure 14a, the pressure in the
CC is 32.0 kPa, and the pressure in the vapor line is 29.9 kPa; hence, the pressure difference
at the installation is 2.1 kPa. In the case presented in Figure 14b, the pressure in the CC
settled at the level of 35.0 kPa, and in the vapor line, it settled at the level of 33.0 kPa,
which gives a pressure difference in the installation of 2.0 kPa. This pressure difference
is smaller than in the case of the pressure difference from Figure 14a, which confirms the
fact that with the increase in the pore size, the potential to produce capillary pressure
difference decreases. In the case of pore size equal to 7 µm (Figure 14c), the pressure in
the CC stabilised at the value of 37.0 kPa, and in the vapor line, it stabilised at the level of
35.0 kPa. In Figure 15 presented are the results of experimental runs with the evaporator
casing temperature set to 110 ◦C and three different pore sizes of 1 µm, 3 µm and 7 µm.
A similar character of changes as in the case of evaporator temperature settings of 90 ◦C
and 100 ◦C is present. From the comparison of the three values of heater setting, with the
increase in evaporator casing temperature, at the same value of the pore size, the potential
to produce the capillary temperature difference decreases. Such a conclusion can be drawn
by comparing Figures 13a, 14a and 15a, where the pore size is 1 µm, and the difference
between these cases is only in the evaporator temperature setting. Other comparisons at
the same value of the pore size are shown in Figures 13b, 14b and 15b for the pore size
of 3 µm, and Figures 13c, 14c and 15c for the pore size of 7 µm. Due to the change in the
setting of wall temperature, the resulting pressure difference is 0.3 kPa.

Determination of Mass Flow Rate of Working Fluid in the LHP Evaporator

An essential parameter needed for the analysis of the pressure rise is the mass flow
rate of the working fluid passing through the evaporator. Due to the lack of the possibility
of direct measurement of the mass flow rate, an attempt was made to estimate it for the
tested conditions. By knowing the heat flux supplied to the evaporator casing and the
pressure and temperature range measured at the inlet and outlet of the evaporator, the
mass flow rate of the working fluid (

.
mf) inside the LHP was determined based on the heat

balance. The mass flow rate was determined from the ratio of the heat flux (
.

Q) supplied
to the evaporator casing divided by the enthalpy (h) difference between the evaporator
outlet and evaporator inlet. Enthalpy was determined using the data from the REFPROP
10.0 software:

.
m f =

.
Q

hevap.out − hevap.inl
(1)

The results of the calculations are presented in Table 5.
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The data presented in the table indicate the correlation between the heat source
temperature and pore size, which, in the case of water, causes an increase in the mass flow
rate as the temperature of the heat source increases and increases when the radius of the
pore increases. Ethanol seems to be the most optimal with the pore size equal to 7 µm.

The use of ethanol in the experimental rig with the same operating parameters caused
the observation of several times higher values of the mass flow rate regardless of the heat
source setting, comparing the results with the use of distilled water. Figure 16 presents
the dependence of the heat flux relation in the function of the achieved flow rate of the
working fluid. The figures show that the relationship is practically linear. The influence of
the pore radius on the vapor outlet and the applied temperature is noticeable. Figure 17
presents the dependence of the applied heat flux on the pressure increase where the eac
measurement comes from a different experiment. For water, the experimental points are
arranged in a linear trend, while in ethanol, the trend line was not linear, which means that
the measurements were burdened with greater error.

Figure 16. The mass flow rate in the function of applied heat flux for (a) water as a working fluid and (b) ethanol as a
working fluid.

Figure 17. Pressure change in the evaporator in the function of applied heat flux for (a) water as a working fluid and
(b) ethanol as a working fluid.
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Table 5. Determination of the mass flow rate using the heat balance method.

Heater
Temperature

Working
Fluid Pore Size Heat Flux

Enthalpy-
Evaporator

Inlet

Enthalpy-
Evaporator

Outlet

Mass Flow
Rate P1–P2

[◦C] [-] [µm] [W] [kJ/kg] [kJ/kg] [kg/s] [kPa]

110

water

1

52.1 283.3 2642 2.08 × 10−5 1.6

100 48.5 278 2638 2.03 × 10−5 1.8

90 51.0 221.1 2621 2.13 × 10−5 1.7

110

3

57.8 243.7 2640 2.41 × 10−5 0.5

100 55.3 237.8 2608 2.33 × 10−5 0.8

90 53.4 231.5 2633 2.23 × 10−5 1.0

110

ethanol

1

59.5 337.6 1254 6.49 × 10−5 1.1

100 66.5 352.6 1247 7.4 × 10−5 1.5

90 53.8 331.3 1233 5.96 × 10−5 1.3

110

3

62.4 339.7 1249 6.86 × 10−5 1.0

100 67.0 342.6 1241 7.46 × 10−5 1.5

90 54.5 339.7 1236 6.08 × 10−5 2.3

110

7

71.3 359.2 1275 7.79 × 10−5 0.2

100 70.0 344.7 1255 7.69 × 10−5 0.9

90 64.2 342.3 1244 7.12 × 10−5 1.0

4. Conclusions

The porous materials made of sintered stainless steel powder were tested as the evap-
orator wicks of the LHP. The experimental facility was assembled to study the efficiency of
the various porous structures, characterised by the pore size of 1 µm, 3 µm and 7 µm for
different working fluids. Two working fluids were tested, namely, water and ethanol.

The experiments indicate the crucial issue of adequate charge of installation with
the working fluid. For both fluids considered, it was found that the pressure difference
can reach up to 2.5 kPa for water as a working fluid and the pore size of 1 µm at the
installation charge of 65 mL and 1.6 kPa in case the filling is 70 mL. This corresponds to
65% or 70% of the charge in installation. For other values of fillings, significantly lower
values of pressure difference were obtained. In the case of ethanol, the results return a
similar qualitative trend.

The respective values of mass flow rate were determined based on the energy balance
for the evaporator and condenser separately. Good consistency of the results was obtained.
The available mass flow rate is about 2.5 times higher in the case of ethanol than in the case
of water at identical conditions.

Additionally, this research presents the feasibility of manufacturing inexpensive LHPs
with filter medium as a wick material and its influence on the LHP’s thermal performance.

Author Contributions: Conceptualisation, D.M. and K.B.; methodology, K.B.; software, K.B.; vali-
dation, D.M; formal analysis, K.B.; investigation, K.B.; resources, P.S.; data curation, P.S.; writing—
original draft preparation, P.S.; writing—review and editing, P.S.; supervision, D.M. All authors have
read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

59



Materials 2021, 14, 7029

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Pastukhov, V.G.; Maidanik, Y.F.; Vershinin, C.V.; Korukov, M.A. Miniature loop heat pipes for electronics cooling. Appl. Therm.

Eng. 2003, 23, 1125–1135. [CrossRef]
2. Maydanik, Y.F. Loop heat pipes. Appl. Therm. Eng. 2005, 25, 635–657. [CrossRef]
3. Launay, S.; Sartre, V.; Bonjour, J. Parametric analysis of loop heat pipe operation: A literature review. Int. J. Therm. Sci. 2007, 46,

621–636. [CrossRef]
4. Chen, Y.; Groll, M.; Merz, R.; Maydanik, Y.F.; Vershinin, S.V. Steady-state and transient performance of a miniature loop heat pipe.

Int. J. Therm. Sci. 2006, 45, 1084–1090. [CrossRef]
5. Ambirajan, A.; Adoni, A.A.; Vaidya, J.S.; Rajendran, A.; Kumar, D.; Dutta, P. Loop heat pipes: Review of fundamentals, operation,

and design. Heat Transfer. Eng. 2012, 33, 387–405. [CrossRef]
6. Vasiliev, L.; Lossouarn, D.; Romestant, C.; Alexandre, A.; Bertin, Y.; Piatsiushyk, Y.; Romanenkov, V. Loop heat pipe for cooling of

high-power electronic components. Int. J. Heat Mass Transfer. 2009, 52, 301–308. [CrossRef]
7. Bai, L.; Zhang, L.; Lin, G.; He, J.; Wen, D. Development of cryogenic loop heat pipes: A review and comparative analysis. Appl.

Therm. Eng. 2015, 89, 180–191. [CrossRef]
8. Hoang, T.T. Cryogenic loop heat pipes for space and terrestrial applications. In Proceedings of the 4th International Conference

and Exhibition on Mechanical & Aerospace Engineering, Orlando, FL, USA, 3–4 October 2016.
9. Esarte, B.; Bernardini, S.-J. Optimizing the design of a two-phase cooling system loop heat pipe: Wick manufacturing with the 3D

selective laser melting printing technique and prototype testing. Appl. Therm. Eng. 2017, 111, 407–419. [CrossRef]
10. Jafari, D.; Wits, W.W.; Geurts, B.J. Metal 3D-printed wick structures for heat pipe application: Capillary performance analysis.

Appl. Therm. Eng. 2018, 143, 403–414. [CrossRef]
11. Jafari, D.; Wits, W.W. The utilization of selective laser melting technology on heat transfer devices for thermal energy conversion

applications: A Review. Renew. Sustain. Energy Rev. 2018, 91, 420–442. [CrossRef]
12. Szymanski, P. Recent Advances in Loop Heat Pipes with Flat Evaporator. Entropy 2021, 23, 1374. [CrossRef]
13. Richard, B.; Pellicone, D.; Anderson, W.G. Loop Heat Pipe Wick Fabrication via Additive Manufacturing. In Proceedings of the

Joint 19th IHPC and 13th IHPS, Pisa, Italy, 10–14 June 2018.
14. Richard, B.; Anderson, B.; Chen, C.H.; Crawmer, J.; Augustine, M. Development of a 3D Printed Loop Heat Pipe. In Proceedings

of the 49th International Conference on Environmental Systems, Boston, MA, USA, 7–11 July 2019.
15. Hu, Z.; Wang, D.; Xu, J.; Zhang, L. Development of a loop heat pipe with the 3D printed stainless steel wick in the application of

thermal management. Int. J. Heat. Mass. Transfer. 2020, 161, 120258. [CrossRef]
16. Huang, B.-J.; Chuang, Y.-H.; Yang, P.-E. Low-cost manufacturing of loop heat pipe for commercial applications. Appl. Therm. Eng.

2017, 126, 1091–1097. [CrossRef]
17. Siedel, B.B. Analysis of Heat Transfer and Flow Patterns in a Loop Heat Pipe: Modelling by Analytical and Numerical Approaches

and Experimental Observations. Ph.D. Thesis, INSA de Lyon, Campus de la Doua, France, 2014.
18. Mikielewicz, D.; Szymanski, P.; Wajs, J.; Mikielewicz, J.; Ihnatowicz, E. The new concept of capillary forces driven evaporator

with application to waste heat recovery. In Proceedings of the VIII Minsk International Seminar: Heat Pipes, Heat Pumps,
Refrigerators, Power Sources, Minsk, Belarus, 12–15 September 2011; Volume 1, pp. 316–323.
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Abstract: Transpiration flow is a very important and still open subject in many technical applications.
Perforated walls are useful for the purpose of “flow control”, as well as for the cooling of walls and
blades (effusive cooling) in gas turbines. We are still not able to include large numbers of holes
in the numerical calculations and therefore we need physical models. Problems are related also
to the quality of the holes in perforated plates. The present transpiration analysis concerns with
experimental investigations of the air flow through perforated plates with microholes of 125 and
300 µm diameters. A good accordance of the results with other experiments, simulations and theory
was obtained. The received results very clearly show that technology manufacturing of plate holes
influences on their aerodynamic characteristics. It turned out that the quality of the plate microholes
using laser technology and, consequently, the shape of the hole, can affect the flow losses. Therefore,
this effect was investigated and the flow characteristics in both directions were measured, i.e., for
two plate settings.

Keywords: perforated plates; laser micromachining; holes manufacture; flow direction

1. Introduction

Perforated plates have been used for many years in numerous industrial sectors and
have been the subject of intensive research for decades [1–3]. Areas of application range
are very different, from absorption of sound [4], separators and micro filters [5,6], heat
exchangers [7,8], to a method of homogeneous flow generation [9] and a new cooling
concept for blade turbines [10]. Transpiration flows are also used in flow steering devices
to control the boundary layer separation, as well in passive shock wave control [11,12].
Laminar technology, which uses suction with perforated plates, is worth mentioning too.
These aspects have been presented in works on laminar wing technology [12,13]. Perforated
plates are the basis for microchannel cooling (or effusive cooling) of blades of gas turbines,
where aerodynamics and heat transfer interaction take place. In this case, the use of plates
allows the coolant to be distributed in a cooling layer with much better uniformity, as well
as better transport of the coolant to the blade surface and creating better protection of the
blade surface from hot gases [14].

The above examples of perforated plate applications, however, require the hole sizes
in the order of 100 µm. Even a small area with a perforation of approximately 5% already
requires thousands of holes. In this case, the use of drilling technology is unlikely to be
an option due to the high costs involved. Additive manufacturing (3D printing) is also
not a solution either, because with these hole sizes the powder material cakes inside the
hole. The only technology which can cope with making such a large number of holes is
laser technology.

The laser micromachining is most often carried out through direct illumination of
the workpiece by the focused laser beam (so-called “direct writing”) [15]. The lasers can
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operate in continuous-wave mode and also in pulsed mode. Pulse length for both lasers
modes can be adjusted from 10 µs and 50 ms, with the exact range depending on the
parameters used and laser model. During micromachining the laser pulses are focused on
the material surface (e.g., metal). The absorbed energy is transported deep into the material
in the process of thermal conductivity. The material located in the so-called heat-affected
zone (HAZ) partially melts and then evaporates. However, it usually comes with the
degradation of the processed material as a result of its damage around the micromachining
spot. The consequence of such process are thermal effects as, e.g., deformation, sintering
or discoloration of the edge of the material [16,17]. The disadvantages of laser technique
include relatively low accuracy (on the level of several micrometers), and possibility of
thermal damage of the workpiece material in HAZ.

Transpiration flows can be modeled in several ways. The first one that does not
take into account the flow losses through the microholes is the isentropic model. Models
supported by experimental data have been proposed, for example, in the works of Poll [18]
or Inger and Babinsky [19,20]. They all relate to the air flow through cylindrical holes and
include constants, which take into account the imperfections of the microholes. The models
proposed by Inger and Babinsky contain the influence of viscosity and compressibility
and also the shape of the opening of the hole. Numerical modeling of anisotropic drag
for a perforated plate with an array of cylindrical holes was carried out in Youngmin and
Young [21], but these results cannot be used for technical issues.

In experimental studies on perforated plates, it is usual to determine the characteristics
of such a plate, i.e., the dependence of the pressure drop across the plate as a function of the
mass flow rate. Such formulas are then successfully applied in numerical simulations [22].
The problem in experiments using perforated plates is less important that the hole channel
performed by the laser is not actually cylindrical, as this feature can be taken into account
in aerodynamic perforation. With hole sizes in the order of hundreds of micrometers, a
serious problem from an aerodynamic point of view is that the hole diameter made on the
laser side is slightly different from that on the exit side, causing the hole channel to become
conical. This channel shape will affect the aerodynamic characteristics depending on which
diameter, larger or smaller, is at the inlet of the channel. Therefore, the motivation, the
aim for this work, was to show the influence of micro-hole technology on the aerodynamic
characteristics of perforated plates. When using such plates in various applications, one
should keep in mind that a given characteristic corresponds to a specific flow direction.
With a change in the direction of the flow in the holes of a given plate, its characteristics
change, as will be shown below in the experimental studies.

2. Experimental Setup

This paper concerns the flow direction effects across the perforated plates on their
aerodynamic characteristics. The study of plate aerodynamic characteristics with micro-
holes was carried out using general experimental data on a macro scale. In this regard,
experimental investigations were performed using air as medium over two perforated
plates with parameters displayed in Table 1, where D is a hole diameter, L—hole channel
length, S—perforation, F—plate area.

Table 1. Plates parameters in the experiment.

Plate Name D (mm) L/D S (%) F (m2)

K1 0.125 8.00 4.09 0.00283
K3 0.3 4.67 5.70 0.00283

Investigations have been performed for a range of Mach numbers from Ma < 0.1 up to
choked condition of the flow in microholes, M = 1. The flow of compressible gas dynamics
in channels has been studied considering different aspects of flow physics and can be found
in various books and papers, e.g., the continuum approach [23], the molecular approach [24]
and general analytical relations [25]. The basic theory necessary to obtain information from
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experimental data is outlined below. The equation of state of gas represents the relationship
between the parameters of an ideal gas. When this equation is transformed, the speed of
sound is defined as:

a =
√

κRT =

√
κp
ρ

(1)

R—gas constant, κ—specific heat constant, p—pressure, T—temperature, ρ—density.
Molecular properties related to the size of the continuum is another characteristic

parameter of gas, namely the mean free path between the gas molecules translates into the
average distance between them and is described as:

λ =
kλµ(T)

√
2RT

p
(2)

where kλ =
√

π
2 . Viscosity in this equation depends on the temperature and could be

defined as:

µ(T) =

(
T

Tre f

)v

(3)

k—thermal conductivity, µ—dynamic viscosity, p—pressure, ω—viscosity index, U—
velocity.

The dimensionless parameters that determine the appropriate scales in the flows are
defined by the Reynolds number Re and the Mach number Ma. The characteristic quantities
which determine these parameters are based on the hole diameter and the average flow
velocity, i.e., Ma = U

a , Re = ρUD
µ .

Experiments were conducted in the measurement section which is shown in Figure 1.
The arrow in the figure indicates the direction of the flow, which is from left to right. The
flow resulting from the pressure variance between the ambient and the pressure in the
vacuum vessels downstream of the Valve 7. The air parameters in the laboratory space,
i.e., the temperature of approximately 20–22 ◦C and the atmospheric pressure on a given
measurement day correspond to the ambient conditions. The air flow starts from the
ambient through the Flow Meter 1, further through the Control Valve 2, Compensation
Chamber 3 to Frame 4. The tested perforated plate with micro holes is mounted in Frame 4.
Behind the plate, air flows through Chamber 5, Valve 6 (the flow condition controller
behind the micro-holes) and follows through cut-off Valve 7 into the vacuum vessels. A
schematic diagram of the measurement system is shown in Figure 2.

During the experimental campaign, the following quantities were measured: mass
flow rate, pressures, and temperature at the relevant points. Since the mass flow rate varied
significantly depending on the pressure difference on both sides of the perforated plate,
therefore depending on the mass flow range, this value was measured by means of three
various laminar flow meters, (Alicate: 20, 100, 1500; Tucson, AZ, USA; SLPM; Standard
Litre Per Minute at ambient condition, i.e., pressure of 1013 hPa and temperature of 298
K). The accuracy of mass flow rate measurement is ±0.01 SLPM of measured value. The
stagnation parameters, i.e., pressure and temperature were measured in Compensation
Chamber 3. Pressure was measured using a Dwyer Prandtl probe (Dwyer, Michigan City,
ND, USA), Model 167-6, with a diameter of 1/8”. A Kulite pressure transducer (Kulite,
Leonia, NJ, USA) with accuracy of 0.1% (FS, full scale), i.e., ±1 hPa, was connected to this
probe. Temperature was measured using a thermoelement (Czaki, Raszyn, Poland) with
accuracy of 0.1 K. The pressure before and after the perforated plates was measured using
a pressure scanner (MEAS, Hampton, VA, USA) with accuracy of 0.05% (FS), i.e., ±0.5 hPa.

The investigations of the flow through a porous plate were carried out under ambient
conditions. The specified mass flow rate flows over area F, which induces a pressure
difference ∆P = Pin − Pout. The pressure Pin was equal to the atmospheric pressure P0 and
the pressure Pout downstream the plate was set using Valve 6. In this way, with appropriate
manipulation of the control valve, the individual characteristics can be measured.
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Figure 2. Arrangement of the measurement system.

A detailed zoomed view of the plate is shown in Figure 3. The diameter of perforated
plates was 60 mm and they were manufactured from stainless steel. A microscopic view
of K1 plate is shown in Figure 3. This is the view on the inlet side respect to the laser
position and one can notice the degradation of the holes edge as a result of its damage
around the laser spot. The accuracy of micro-hole diameter assessment is 10 µm and its
width is 2 µm. The perforation values were given by the producer of plates. These values
are presented in Table 1. The production porosity specification of plates K1 and K3 was a
4.1 and 5.7%, respectively. Actually, the aerodynamic porosity (the value that is measured
during experiments) differs from that declared by the producer.
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Aerodynamic porosity informs about what mass rate actually flows through the plate
with a given cross-section (F) and at a given pressure difference. The differences between
geometric and aerodynamic porosity are due to the inaccuracy of the hole manufacture
and gas-dynamic effects. Hence, we use these two different definitions of the porosity. The
porosity declared by the manufacturer results from the settings of the technological process,
i.e., the diameter of the holes and their arrangement on a given surface. Aerodynamic
porosity considers all these imperfections. The exact way of determining the aerodynamic
porosity is presented in [26,27].

To verify the influence of the hole channel shape on the aerodynamic characteristics,
the given plate was placed with the smaller hole opening at the inlet first (Figure 4a) and
then reversed to obtain the bigger hole opening at the inlet (Figure 4b). The results for
the latter plate setting are named as ‘reversed’ (rev). A 137 µm-diameter hole drilled in
the plate represents the entrance of the laser beam (marked as TOP in Figures 3 and 4b),
while 115 µm-diameter is the exit. The exit of the laser beam characterises with the
smaller diameter and the conical shape of the hole. The lengths of the holes diameter
were calculated by the computer program (Dynamic Studio 4.4.3). The quality of the
picture, resolution, lighting, and contrast seen under the microscope is incomparably better
compared to what can be seen in the picture in the article, so the measurement error is
estimated at approx. ±2 px, which corresponds to approx. ±1 µm.
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Figure 4. Shape of the hole channel with the velocity direction for the basic (a) and reversed (b) plate
setting; plate K1.

Measurement uncertainties were estimated for the mass flow rate and the pressure
difference, but they are very small and almost not visible on the picture (they are smaller
than the chart points). To calculate the uncertainties of the above-mentioned quantities,
exact differentials were used, containing such variables as pressure, temperature and air
density. Average value of the obtained measurement errors for the mass flow rate are equal
to 1.7%. High-accuracy pressure transducers (MEAS, Hampton, VA, USA) were used to
measure the pressure, therefore the measurement errors for the pressure difference were
smaller than 0.04%.

3. Experimental Results

The results presented in this section correspond to the basic plate setting (Figure 4a).
The Reynolds number Reout is based on the orifice’s diameter and outlet parameters. The
Mach number in the plate hole, Mah, is Reynolds numbers function (Figure 5). As can be
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noted, except for one point for K1, where Re = 33, there can be distinguished only one flow
regime for Reynolds numbers higher than 50, which is linked to the turbulence transition.
It can be also noticed the effects of compressibility in flow through the holes of perforated
plate. The flow velocity (Mah—non-dimensional velocity coefficient) distribution at a high
Reynolds number changes its linear character. These effects are stronger for the smaller
hole diameter of the perforated plate.
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The mass flow rate Q is specified by the formula from the experimental studies in
Reference [26]:

Q = FS$hUh (4)

The mass flow rate for a single hole, Qh = Q/N, as a function of Reynolds number
is shown in Figure 6. Since the velocity resulting from the mass flow rate is a variable
in the calculation of Reynolds number, the nature of this relationship is not unexpected.
Therefore, the dependency between the mass flow rate Qh and the Reynolds number is
saw as almost linear (small deviation for high Reynolds numbers) and plotted in Figure 6.
Higher mass flow rates for the same Reynolds number are obtained for the larger holes
orifice in the whole range of the parameters.
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3.1. Aerodynamics of Perforated Plates

The aerodynamics of perforated plates which was studied for years in many different
experiments has been focused on plates with large holes. Examples that can be found in
the literature concern for example the pressure loss coefficient over thickness of plate [28],
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turbulent flow over the perforated plate [9] and high Reynolds numbers (Re > 10,000) [29].
In this paragraph, the obtained results will be compared with the ones of two specific paper
that considers various hole diameters in different kinds of plates [26,27]. Implementing the
stagnation parameters to Equation (4), we obtain Equation (5).

Q = FS
Mah

(
1 + κ−1

2 Mah

) κ+1
2(κ−1)

P0

√
κ

RT0
(5)

The experimental formula obtained in Reference [18] leads to:

Mah = 1.2
(

∆P
P0

)0.55
(6)

The curve resulting from Equation (6) is plotted together with experimental data in
Figure 7. This plot shows that velocity coefficient is tending to unity with a pressure drop
on both sides of the plate increases. The experimental data coincide very well with that
model and the precise fitting coefficients are introduced in Table 2 beneath, where that
relation is specified by the formula:

Mah = A
(

∆P
P0

)B
(7)
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Table 2. Coefficients for the Equation (7) formula, Mach number dependence from pressure drop.

Plate A B

K1_basic 1.22 0.60
K3_basic 1.21 0.59

It can be seen that Coefficients A and B are very similar to that from Equation (6) and
quite good compatibility with B/D model is achieved.

3.2. Characteristics Depending on the Flow Direction

Analysis connected with perforated plates usually involve cylindrical hole assumption,
which is true when holes are made using drilling technology. In this experiment, laser
technology was used to make the perforated plates, hence the hole channel has a shape
closer to conical than to cylindrical. To verify if the shape of the hole channel really
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influences the aerodynamic characteristics, the given plate has been reversed to set the
bigger hole opening at the inlet. The results for such plate setting are shown in Figure 8a
(plate K1) and Figure 8b (plate K3). The pressure difference is a function of the mass flow
rate in the hole, Qh. It can be noted that for the same pressure difference the mass flow
rate is smaller in the case of ‘reversed’ setting for both plates with various diameter. It is
also seen that the Coefficients A and B from Equation (7) for the latter case also differ to
those for the basic plate setting (Table 3 and Figure 9). The velocity in the hole increases
slower with the pressure drop, which indicates a higher aerodynamic drag in the flow for
the ‘reversed’ plate setting.
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Table 3. Coefficients for the Mach number pressure drop dependency for ‘revised’ plate setting.

Plate A B

K1_rev 1.06 0.60
K3_rev 1.04 0.58
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The above results show how much the manufacturing of plate holes influences the
aerodynamic characteristics. A lower pressure drop at the same flow rate was obtained
for the basic setting, i.e., the smaller hole cross-section is located at the inlet of the flow
through the plate. This behaviour is related to the shape of the hole, i.e., in subsonic flow
with increasing cross-sectional area the flow velocity decreases and the pressure in the hole
increases, which translates into a lower pressure drop across the plate compared to the
reverse setting where the flow in the hole accelerates and the pressure loss increases.

The above results show how important the hole performance technology is in relation
to the aerodynamic characteristics of perforated plates. If the laser technology is chosen,
due to its influence on the shape of the holes as described in detail above, it is necessary
before using perforated plates to accurately determine the direction of flow in the conical
hole in the flow characteristics study of the plate. Further on, in the specific application
of perforated plates, it is imperative that this flow direction is respected, i.e., the correct
positioning of the plate in direction of the pressure drop in the flow.

4. Conclusions

This paper concerns the laser technology effects on the flow across the perforated
plates and their aerodynamic characteristics. The measurements of the aerodynamic
performance of the plate with microholes were carried out using the universal macroscale
experimental data. Aerodynamic characteristics for two different plates with different
perforations, hole diameters and channel lengths were presented. To verify the influence of
the hole manufacture technology on the plates characteristics, two flow directions (basic
and reversed plate setting) were studied.

The investigation showed that the laser technology of making microholes is not
indifferent to the flow direction through the plate. For the same pressure difference the
mass flow rate is smaller in case of ‘reversed’ setting for both plates, i.e., the smaller hole
cross-section is located at the outlet of the flow through the plate. The experimental data
were also compared with Equation (6) representing the B/D model. A good accordance
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was obtained, although the Coefficients A and B from Equation (7) are different for different
plate settings. The received results very clearly show the technology manufacturing of plate
holes influences on their aerodynamic characteristics. Perhaps a larger range of parameters
(diameter, perforation) would show a greater difference. Nevertheless, this investigation
requires continuation in the future.

In the case of perforated plate applications where the required holes diameter in the
plate is below 0.3 mm, there is practically no choice of hole manufacturing technology, and
we are forced to choose the laser technology. It is, therefore, very important that before
using perforated panels, it is necessary to accurately determine the flow direction in the
conical shape hole in the flow characteristics study of the plate, i.e., the same position
of the plate in the direction of the pressure drop across the perforated plate both in the
investigation and in the application.
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Abstract: Additive manufacturing offers a wide range of possibilities for the design and optimiza‑
tion of lightweight and application‑tailored structures. The great design freedom of the Laser Pow‑
der Bed Fusion (LPBF) manufacturing process enables new design and production concepts for heat
pipes and their internal wick structures, using various metallic materials. This allows an increase in
heat pipe performance and a direct integration into complex load‑bearing structures. An important
influencing factor on the heat pipe performance is the internal wick structures. The complex and fil‑
igree geometry of such structures is challenging in regards to providing high manufacturing quality
at a small scale and varying orientations during the printing process. In this work, new wick con‑
cepts have been developed, where the design was either determined by the geometrical parameters,
the process parameters, or their combination. The wick samples were additively manufactured with
LPBF technology using the lightweight aluminum alloy Scalmalloy®. The influence of the process
parameters, geometrical design, and printing direction was investigated by optical microscopy, and
the characteristic wick performance parameters were determined by porosimetry and rate‑of‑rise
measurements. They showed promising results for various novel wick concepts and indicated that
additive manufacturing could be a powerful manufacturing method to further increase the perfor‑
mance and flexibility of heat pipes.

Keywords: additive manufacturing; heat pipes; laser powder bed fusion; wick structures; heat
pipe performance

1. Introduction
The high energy and packing densities in certain industries, such as the automotive

industry with its electrically powered cars, high‑tech and computer hardware industries,
and the aviation and space flight industries, drive the need for effective and reliable heat
transfer. With this, heat pipes are gaining relevance as they have the ability to effectively
transfer heat over a large distance [1]. The vital elements of the heat pipes are the inner
wick structures [2,3]. They enable fluid transfer through capillary action and thus sig‑
nificantly determine their performance. However, the currently available uniform wick
structures, such as grooved or sintered structures, suffer from conventional manufactur‑
ing constraints [4–6]. These limit their size and shape and thus the performance of the
heat pipe [7,8]. Therefore, grooved and sintered shape type structures have recently been
combined within a wick design in order to achieve better properties [7]. However, with
conventional techniques, this requires increasingly complex manufacturing routes.

Current progress in the additive manufacturing of metals, in particular Laser Powder
Bed Fusion (LPBF), offers a promising manufacturing process, as it allows great design
freedom in terms of shape, geometry, and material properties [9,10]. These advances have
created new possibilities for the design of heat‑transferring devices [11,12]. Specifically,
the additivemanufacturing of heat pipes can enable newdesign possibilities and improved
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performance. New and unusual heat pipe geometries, as well as their direct integration
into functional components, can be achieved [13–16]. Furthermore, themanufacturing con‑
ditions are customizable to a large degree, e.g., by adapting the laser exposure, such that
thematerial properties of thewick structure could also be advanced and tailored on a small
scale. This allows the inner wick structures to be directly determined by the geometric de‑
sign [8,11,12,17] or the process parameters [18].

Ameli et al. [8] used LPBF with aluminum powder to manufacture cubic porous wick
samples by forming octahedral unit cells with a regular and random distribution. These
samples were characterized by their permeability and porosity and achieved comparable
values to conventionally sinteredwicks. Jafari et al. [19] used analysis methods introduced
by Holley and Faghri [20] to conduct a detailed analysis of similar additively manufac‑
tured porous wicks from stainless steel and recorded significantly higher permeabilities
and wick performance parameters at similar porosities. In further work, Jafari et al. [18]
utilized the process parameters of the additive manufacturing process to create a porous
bulkmaterial using stainless steel suitable for heat pipe wick structures. They investigated
the capillary performance, porosity, and pore radius of the printed samples, measuring an
average porosity of 2.5–43% and pore radii of 9–23 µm. An application of an additively
manufactured primary wick of a Loop Heat Pipe (LHP) was tested by Esarte et al. [6].
They developed geometrically determined porous structures and manufactured them us‑
ing stainless steel powder. The heat transfer test showed a 10% increase compared to a
LHP with a conventionally manufactured primary wick. Chang et al. [21] manufactured
a flat aluminum heat pipe with grooved wick structures. The authors suggested that the
rough surface of the additive manufacturing process further increases the capillary perfor‑
mance. In a previous case study, Kappe et al. designed and integrated various concepts
of heat pipes into complex test structures [15]. The test samples were additively manu‑
factured from Scalmalloy® by LPBF and examined in thermal experiments. The compar‑
ison revealed multiple challenges of the different structural concepts and manufacturing
characteristics. However, the general feasibility was demonstrated and the first promising
integrated heat pipes could be fabricated.

While additivemanufacturing has the potential to push the boundaries of possibilities
for heat pipe design andhasmotivated a range of researchwork, it still has some challenges
and limitations:
• Metals with low density and high thermal conductance, such as aluminum, are fa‑

vored for heat pipes, as they enable a lightweight design and increase the heat dissi‑
pation over the structure [1]. However, in LPBF, the properties of aluminum alloys
pose a challenge for manufacturing filigree wick structures as the resolution is typ‑
ically decreased in comparison to other materials. Many studies, therefore, are still
confined to low thermal conductance materials such as steel or titanium alloys.

• The characteristics of LPBF depend strongly on the direction of printing. The pre‑
sented results and improved wick characteristics have mostly been based on samples
manufactured in the ideal, vertical orientation, where no overhang is introduced by
the cylindrical shape. For designs with a more complex shape or the integration into
a structural component, the printing orientation can vary for each section of the heat
pipe. With increasing deviation from the ideal position, multiple problems arise, such
as the necessity of support structures and specialized laser exposure strategies such
as downskin.

• The characterization of the wick performance differs depending on the test method
used, which makes comparability between different studies using additive manufac‑
turing and conventional designs difficult.
This work aimed to develop different concepts for additively manufactured wick

structures to achieve better wick performance and manufacturability even with unfavor‑
able printing directions andmaterials. Different characterization methods were used to in‑
vestigate these influences. The wick concepts presented in this paper were designed for an
exemplary application in the optical bench of a nanosatellite [22–24]. However, the design
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and integration of the heat pipe still require further investigation. Groovedwick structures
with different geometries, porosities, and hybrid concepts were designed and manufac‑
tured by LPBF using Scalmalloy® metallic powder. In addition, the influence of the man‑
ufacturing parameters and the printing orientation was investigated. The concepts were
examined by means of optical microscopy to evaluate the manufacturing quality. With
mercury intrusion porosimetry and helium pycnometry combined with rate‑of‑rise mea‑
surements, the wick performance of the manufactured samples was characterized. The
results of the different measurement methods were compared to identify deviations and
possible limits of the setups.

2. Design of the Wick Samples
The different concepts for additively manufactured wick structures can be classified

into three different categories, whereby the design of the wick structure is determined by
• its geometric parameters,
• the LPBF process parameters,
• both the geometric parameters and process parameters.

For the geometrically defined wick structures, different groove shapes, namely tri‑
angular, rectangular, trapezoidal, arterial, and sloped grooves were selected. Figure 1a
shows the CAD models of the grooved wicks and their characteristic geometrical param‑
eters. A parameter study was carried out to provide initial statements on the required
characteristic dimensions. This was based on a detailed theory described in [25], which
refers to a one‑dimensional model. An optimization for the respective case was conducted
by calculating various parameter combinations. The characteristic dimensions, as seen in
Figures 1a and 2a, were outputs of the parameter study and are summarized in Table 1.
The sloped grooves shown in Figure 1b were developed to compensate for some of the
problems arising from a horizontal printing orientation. The walls between the groove
had a varying angle to the horizontal direction, ranging from 90◦ at the bottom to 45◦ in
the middle. In this way, overhanging surfaces with angles under 45◦ were avoided. At
the same time, the walls were designed to be fabricated with a single laser track each to
minimize unwanted fusing of unmelted powder.
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Table 1. Grooved wick dimensions.

Groove Type Dimension Value

general

outer ∅ Do [mm] 10.0
inner ∅ Di [mm] 8.0

vapor channel ∅ Dv [mm] 6.6
groove height δ [mm] 0.7
sample length L [mm] 50.0

triangular groove width w [mm] 0.5
opening angle Φ 39.3◦

rectangular groove width w [mm] 0.5

trapezoidal groove width w [mm] 0.5
opening angle Φ 70◦

arterial
groove width w [mm] 0.25

artery ∅ d [mm] 0.5
channel height H [mm] 0.25

The geometry of the porous wick structure shown in Figure 1c was defined by the
LPBF process parameters and consisted of a cylindrical volume element inside the solid
outer wall. At first, the pores were deliberately formed by the manufacturing process. For
the fabrication of porous structures, three main parameters were identified from previous
experience and parameter studies: the laser power P, the laser track scan speed v, and
the hatch distance h between the laser tracks. These parameters were varied to produce
different porous samples. Multiple approaches exist for obtaining a single parameter to
compare the processing conditions; see [26]. Here, the specific energy density e was used,
which is defined as:

e = P/(v × h) (1)

In order to create a fluid loop in the heat pipe, a porosity ε of approximately 45%,
comparable to conventionally sintered wicks, and a permeability K > 1 × 10−10 were de‑
termined by the parameter study.

The porous rectangular and porous arterial wick as shown in Figure 1d aimed to in‑
crease thewick permeability by implementing pathswith lowflow resistance into thewick.
At the same time, the porous sections should lead to a high capillary force. As there are no
theoretical models to predict their performance, the samemanufacturing parameters were
applied and the same porosity values were targeted.

The intended minimum wall thickness of t ≥ 1.0 mm was recommended in the ma‑
terial data sheet [27] and the guide value of overhang angles δ ≤ 45◦ could not be met
for all designs and printing orientations. To test the boundaries of manufacturability for
structures deviating from these guidelines, non‑standard manufacturing parameters were
used based on experiences from previous parameter studies. Furthermore, inside the va‑
por channel of the grooved and hybrid wicks, support rings were implemented, as can be
seen in Figure 2b. They supported the upper section of the wick when printing horizon‑
tally to reduce related problems in manufacturability. The depth of the rings was 1.0 mm
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with a height Hs of 0.7 mm, spaced out with gaps of 2 mm along the samples. This re‑
sulted in a 33% coverage of the liquid‑vapor interface in the vapor channel, which might
have negatively influenced the fluid loop but increased the manufacturability.

3. Additive Manufacturing by LPBF and Specimen Preparation
The wick concepts were additively manufactured using an EOSM 400 LBPFmachine.

The specimens were made of the aluminum alloy Scalmalloy® with a particle size distri‑
bution of D10 = 2010 µm, D50 = 3610 µm, and D90 = 5373 µm measured with a Microtrac
MRB Camsizer X2. A layer thickness of 60 µm for all samples was specified. To provide an
inert atmosphere, nitrogenwas used. A rotating stripe scanning strategywith scan vectors
rotated for every layer was utilized. In addition, a single contour exposure was used for
the geometrically determinedwick structures, while no contour exposure was used for the
porous samples. For the manufacturing of the grooved wick concepts, five different man‑
ufacturing contour parameter sets were chosen, as shown in Table 2. The contour laser
track parameter draws the outline and therefore has the biggest influence on the surface
quality and the resolution of surface features. Parameters P1 and P2 were process contour
parameters commonly used for printing bulk material of Scalmalloy® at Fraunhofer EMI,
whereby parameters 3–5 were adapted for the printing of the filigree grooves.

Table 2. Contour parameters for grooved wicks, with parameters P1 and P2 as contour parameters
commonly used for bulk material with different surface roughnesses, and parameters P3, P4, and P5
adapted for printing filigree structures.

Parameter PContour [W] vContour [mm/s]

P1 600 400
P2 900 3000
P3 600 3000
P4 100 250
P5 300 500

The parameters for the porous wick samples were chosen based on the results from
preliminary porosity measurements. The influence of the energy density and hatch was
visible in the density of the wicks. The porosities determined with the weighing method
ranged between 38% and 60% and therefore achieved the target porosity of 30% to 60%.
Here, the main influence was the energy density, with the lowest energy density reach‑
ing the highest porosity. Simultaneously, the porosity decreased with the hatch distance.
Three different energy densities with different laser power and relatively high hatch dis‑
tances between 0.46 and 0.67 mm were picked based on two criteria: high porosity and
small pores. The porosity of the sample should be high to increase the permeability of the
wick. Simultaneously, the pores should be small to increase the capillary pressure as the
driving force of the fluid loop. The porouswickswere printed using the parameters shown
in Table 3.
Table 3. Printing parameters for porous wicks.

Parameter P1 P2 P3

P [W] 335 600 500
v [mm/s] 2950 3000 2000
h [mm] 0.46 0.64 0.67
e [J/mm2] 0.25 0.31 0.37

ε [%] 59.6 45.8 38.4

The removal of the residual powder after the printing process was done in two steps.
By cleaning with compressed air, the majority of the remaining powder was removed. In
a final cleaning step, the samples were dispersed in an ethanol bath and treated in an ultra‑
sonic bath. This way, the residual powder, especially in the fine pores of the porous wicks,
could be further reduced. However, single powder residues could still be detected. For all
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samples, a specimen of 10 mm in length for the optical microscopy was cut with an abra‑
sive wet cuttingmachine. This cutting process created a planar surface on the wick sample,
which was used as a contact point with the liquid in the rate‑of‑rise measurements. For the
samples examined with the mercury intrusion method, two additional 10 mm specimens
were prepared.

The specimens for the optical microscopy were further processed. Firstly, they were
cold‑mounted in epoxy resin. Then they were ground and subsequently polished. Polish‑
ing cloths with different grain sizes were used to increase the surface quality. This process
was cooled with a lubricant and a diamond spray was used as a polishing agent.

4. Experimental Setup
4.1. Microscopy and Preliminary Measurements

To study the microstructure of the wick samples, a Zeiss Axio Imager.Z2m optical
microscope was used. The microscope was equipped with a camera to produce digital
images. The microstructure features, such as the characteristic dimensions of the grooved
wicks and the pore diameter of the porous wicks, were measured, as seen Figure 3.
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For a preliminary assessment of the porosity of the porous wicks, cubical samples
were manufactured with identical process parameters. Their porosity was determined by
the following relation [28]:

ε = 1 − ρa

ρt
(2)

where ρt was the bulk material density. The apparent density was ρa = m/V, where the
massmwasdetermined byweighing and the volumeV bymeasuring the outer dimensions
of the cube samples.

4.2. Mercury Intrusion Porosimetry
Themercury intrusion porosimetrywas carried outwith aQuantachrome Poremaster

60. It measures pore sizes between 3.6 nm and 1100 µm by intruding the sample with non‑
wetting mercury [29]. The evaluated sample was placed in a glass cell. The latter was
connected to a pressure chamber and evacuated. With the following intrusion of mercury,
the pressure increased continuously. Simultaneously, the volume change was recorded at
the stemof themeasurement assembly. This datasetwas then further analyzed by applying
the Washburn equation, first formulated in [29,30]:

p =
−2σ ∗ cos θ

rp
(3)

wherein σ represented the surface tension of the liquid, θ the contact angle between the
liquid and the solid, which was assumed to be 140◦ for the combination of mercury and
aluminum, and rp as the cylindrical pore radius. By differentiation of (3) with the assump‑
tion of constancy of σ and θ, the volume pore size distribution Dv

(
rp
)
was determined

to be:
Dv

(
rp
)
=

p
rp

dV
dp

(4)
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A series of ∆V/∆p measured with the mercury intrusion method as a cumulative
curve was then reduced to a distribution of pore volume per radius interval. Furthermore,
the permeability of the wick structure could be determined as a function of the pore diam‑
eters and porosity [31]:

K =
εwickdp

2

16τ
(5)

with dp being the mean pore diameter gained from analyzing the pore size distribution.
The porosity was calculated to be

εwick = Vintruded/(Awick ∗ l) (6)

with Vintruded being the total volume of the intruded mercury and Awick the wick area of
the sample. The measured porous area in the polished cut image was defined as the wick
area and l was the sample length. The effective pore tortuosity τ was a modeled measure
for the deviation of the pore shape of the straight cylindrical capillaries and straight diffu‑
sion paths. This was also determined in the mercury intrusion measurement as described
in [32].

4.3. Helium Pycnometry
The Quantachrome MICRO‑ULTRAPYC 1200e was used for further analysis of the

density of the printed samples. A helium pycnometer was used to determine the true den‑
sity of porous samples with open pores. This was based on the constant volume principle
and included a sample and a reference chamber with a known volume VR, which was con‑
nected via an initially closed transfer valve. The sample was placed in the sample chamber
with the volume VC, which was then filled with helium by increasing the pressure. The
ultimate pressure p1 was recorded and the transfer valve to the reference chamber opened.
After the pressure equalization, the pressure p2 was recorded. With these values, the sam‑
ple volume VP could be calculated by [33]:

VP = Vc +
VR

1 − (p1/p2)
(7)

With the sample mass m and the apparent density æa, the true density æt = m/VP
was put into εth = 1 − ρa

ρt
to receive the theoretical porosity εth.

4.4. Rate‑of‑Rise Experiment
For the rate‑of‑rise experiment, the Sartorius R160P analytical balance was used. For

the experimental setup, a beaker with a platform, a frame to hang the sample, and a ther‑
mometer were used, as seen in Figure 4. The wick sample was hung into the frame with
a sample holder. The latter had an opening with decreasing diameter in which to wedge
the wick sample. By encasing the whole setup, the measurement error of the scale by cir‑
culating air, and the vaporization when using volatile working fluids were reduced. The
temperature of the liquid and the ambient temperature were recorded with the thermome‑
ter to derive the fluid properties. Before each experiment, the balance was calibrated with
an internal calibration weight.

As the working liquid, distilled water at 22 ◦Cwas used for the majority of the rate‑of‑
rise experiments. It should be noted that distilled water is not the desired working liq‑
uid for the heat pipe application. It has been found that acetone in combination with
Scalmalloy® is a more viable working liquid. To bring the wick sample in contact with
the liquid, a syringe was used to fill the reservoir. The filling was stopped at the moment
of contact, which was observed when the liquid meniscus enclosed the bottom of the sam‑
ple. The experiment was stopped after 60 s, as the equilibrium height was reached for all
samples after this period. The output of the rate‑of‑rise measurements was the capillary
pumping mass as a function of time. To derive the wick performance from this data, a
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linear fitting approach as commonly used in studies [7,19,34], was utilized. With the fol‑
lowing assumptions, the liquid rising process can be described [20] as:
• One‑dimensional and steady‑state laminar flow in the wick,
• uniform saturation with liquid along the wetted length,
• no initial and entry effects in the liquid reservoir,
• and evaporation of the liquid is neglected as the closed space by the glass cover mini‑

mizes the evaporation of the test liquid.
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For the rise of a liquid in the wick structure, the momentum balance of the capillary
pressure ∆pcap, the pressure loss according to friction ∆p f , and the hydrostatic pressure
∆ph in the wetted height of the sample was:

∆pcap = ∆p f + ∆ph (8)

The description of the capillary pressure by the Laplace–Young equation, which is
directly related to the Washburn equation [34] and the viscous friction by Darcy’s law,
led to:

2σ

re f f
=

µε

K
h

dh
dt

+ ρgh (9)

Here re f f was the effective pore radius with re f f = rp/ cos θ, µ the dynamic viscosity,
g was the gravitational acceleration, h the capillary rise height, and dh/dt the capillary
rise velocity. For the porosity ε, the measured values from the helium pycnometry were
usedwhere available. A linear fittingmethodwas used to gain the performance parameter
K/re f f . For that, Equation (9) was rewritten with the performance parameter ∆pcap ∗ K:

∆pcap ∗ K ∗ 1
h
− ρgK = µε

dh
dt

(10)

By defining x = 1/h and y = dh/dt, the following equation resulted [34]:

y =
∆pcap ∗ K

µε︸ ︷︷ ︸
slope

∗ x − ρgK
µε︸︷︷︸

intercept

(11)

For this equation, a linear fitting could be performed with sets of data of x and y
from the rate‑of‑risemeasurements. Since the experimentmeasured the capillary pumping
mass instead of the liquid height, the following relation was used [19]:

h =
m

ρεA
(12)
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This assumed a constant porosity and cross‑section of the wick A along the rise direc‑
tion of the liquid. The parameters x and y were therefore obtained by:

x =
1
h
=

ρεA
m

; y =
dh
dt

=
1

ρεA
dm
dt

(13)

The slope of this fitting line then could then be used to determine the wick perfor‑
mance ∆pcap ∗ K or K/re f f . For the fitting, x and y‑values were taken mostly from the
intermediate rising period. At the later stage, the equilibrium height was reached and the
values for y became very small.

5. Results and Discussion
Several experimental setupswere carried out to evaluate the characteristics of the new

wick concepts. For the grooved and porous wick structures, the following investigations
were performed:
• Microscopy to evaluate process parameters and contour accuracy.
• Helium pycnometry to calculate the porosity.
• Rate‑of‑rise experiment to calculate the capillary performance.

Additionally, the porouswick structureswere examined bymercury intrusion porosime‑
tryto determine the open pore porosity and the wick performance.

5.1. Additive Manufacturing and Geometrical Analysis
In the following, the manufactured samples were presented using optical microscopy

images. The geometries were measured, including the porosities of the porous samples.

5.1.1. Grooved Wick Concepts
One wick sample was manufactured for each groove type with each parameter, as

shown in Table 2. The polished cut images of the vertically printed trapezoidal grooved
wick samples are displayed in Figure 5. Sample 1, which was manufactured with parame‑
ter P1, showed the least conformitywith the input geometry. Because of unwantedmelting,
the resulting grooves were narrow. Samples 2 and 3 had well‑developed grooves, but the
trapezoidal shape was not completely realized. The sample manufactured with parame‑
ter P4 showed good geometrical agreement but with a very rough surface due to the low
energy density of the laser tracks. While the rough surface might prove beneficial for its
function as a wick, the increased porosity of the outer hull could cause leakage problems.
Sample 5 displayed the best results regarding groove shape and surface quality. Measure‑
ments of the characteristic dimensions, groove depth, and width, deviated less than 5%
from the CAD model. In summary, while it was possible to produce acceptable results by
choosing a standard parameter, adapting the process parameters of the contour and edge
laser tracks positively affected the shape of the microstructure. With a very low power
input, rough and partly porous groove structures could be achieved.

In Figure 6, an overview of the four different grooved wick geometries, all printed
with parameter P5, is illustrated. The diameter of the artery in the vertically printed arterial
wick was represented well, while the entry channel was too wide. As the channel entry,
being the liquid‑vapor interface, is important for the function of the heat pipe, this area
should be improved. The characteristic dimensions measured for the triangular grooves
matched well with the input model. Unwanted melted powder partly blocked some of
the grooves, which could hinder the liquid flow in the wick and therefore reduce the heat
pipe performance. The rectangular and trapezoidal grooves both showed good results
regarding geometric accuracy.
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Figure 6. Optical microscopy images of grooved wicks printed vertically (top row) and horizontally
(bottom row) with parameter P5 (PContour = 300 W; vContour = 500 mm/s).

For the horizontally printed wick samples, the deviations from the intended shape
were higher. The causes are summarized in Figure 7. The grooves at the top of the sam‑
ples were elongated, while the grooves on the sides were deformed or missing completely.
This was an effect of the penetration depth of the laser, which could lead to the unwanted
melting of previous layers. Some areas had an overhang angle of over 45◦ and were only
partially supported by the support rings. Increasing the amount of support further would
decrease the area of the liquid‑vapor interface, which would negatively impact the heat
pipe performance. At the same time, it would increase the difficulty of removing the re‑
maining powder from the grooves after the printing process.
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5.1.2. Porous Wick Concepts
The polished cut images of the produced porous wick samples, printed with parame‑

ters P1 to P3, are shown in Table 3 above and depicted in Figure 8. The vertically printed
samples showed a separation of the porous wick in the center and the solid outer wall. The
dimensions of thewall showed very small deviations compared to the CADmodel input of
less than 3%. The visible small pores could influence the leak tightness. The wick had a re‑
duced thickness of up to 45% compared to the CADmodel, which led to a gap between the
inner wall and wick with an average size between 0.21 and 0.27 mm. The reduced volume
of the wick had a direct impact on the achievable heat pipe performance. At the same time,
the gap could have positively affected the fluid loop by increasing the overall permeability
of the wick. Some designs, such as the annular heat pipe, make use of this effect [25]. This
influence was less evident for the horizontally printed samples. They also showed a gap
in the lower and side areas, while the top part was connected to the outer wall. The porous
structure was densified in this area, as the laser melted the subjacent porous layers when
it exposed the top of the outer wall.
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Amore detailed analysis of the poreswas possiblewith the pore size distributionmea‑
sured with the mercury intrusion method. The distributions of the horizontally printed
porous wick samples are shown in Figure 9. This shows the intruded mercury volume
over the pore diameter, normalized on 1 g of the sample. The depicted pores ranged from
3 to 200 µm and were sown in a logarithmic scale.
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The graph shows a similar distribution, with the most prevalent pore diameter ly‑
ing between 88 µm for P2 and 104 µm for P3. The average pore size for all samples was
around 45 µm. These pore sizes were relatively small compared to the defined porous
SLM structures presented in the literature [8,19]. Small pores benefit the achievable cap‑
illary pressure, while in combination with a low porosity also lead to a decrease in wick
permeability. The horizontally printed porous samples P1H and P2H showed similar re‑
sults in the measurements with a most prevalent pore diameter of around 108 µm.

Figure 10 gives an overview of the measured wick porosities: the expected porosity
from the preliminary measurements, the theoretical porosity from the helium pycnome‑
try, and the porosity measured from the mercury intrusion. The porosities of the helium
pycnometry and mercury intrusion agreed very well and ranged between 20% and 35%,
as seen in Figure 10. For samples P1 and P2H, there was a larger deviation, which could
stem from pores with a complex intrusion path. These could have been blocked to some
extent for the liquid mercury, but accessible for the helium with low viscosity. Both mea‑
surements showed a discrepancy of up to 40% from the expected values determined in the
preliminary measurements. The reason for this is most likely the limitations of the pre‑
liminary analyzation method, which included closed pores when measuring the apparent
density. The two setups discussed in this chapter only included open pores, which were
reachable by the fluid. Another reason could be the difference in geometry of the porous
cube and thewick sample, whichmight have affected themicrostructure and porosity. The
trends of the expected porosity and the He‑experiment corresponded well with the high‑
est porosity achieved with parameter P1. The effect of vertical and horizontal printing
orientation on the porosity was small considering the results from the He‑measurement.
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Figure 10. Measured porosities of porous wick concepts by weighting of a porous cube, helium
pycnometry, and mercury intrusion porosimetry.

5.1.3. Alternative Wick Concepts
The benefit of the high design freedom of AM was used in the alternative concepts

for wick structures. By adding artery and grooves, the porous wick took advantage of
their increased permeability and enlarged liquid‑vapor‑interface, respectively. Figure 11
shows the alternative wick samples printed with parameter P1 (also see Table 3 above).
Due to manufacturing restrictions, the results showed no porous structure in these wick
samples. Even though the energy density in the wick was reduced in the same way as in
the full porous structures, the small dimensions led to a complete melting of the contour
tracks. The increased hatch distance could take no effect here, as the contour track, which
resolved the groove/artery geometry, dominated. This was also true for the horizontally
printed samples. A solution would be to increase the dimensions of the heat pipe or use
a metallic powder with a lesser heat conductance. In this way, the geometrical resolution
could improve, as the melting pool of the laser tracks becomes smaller.

More promising for an application with the given material and geometrical restric‑
tions is the sloped grooves concept also shown in Figure 11. This showed well‑defined
grooves both for the vertical and horizontal printing orientation.
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5.2. Characterization of the Wick Performance
The performance of the grooved wick concepts was characterized using the rate‑of‑

rise method. For the porous concepts, the helium pycnometry and mercury intrusion
experiments were additionally used and compared to the rate‑of‑rise measurements in
Section 5.3.

5.2.1. Grooved Wick Concepts
Figure 12 depicts the recorded mass change as a function of time for the grooved

wick concepts printed vertically with parameter P5. The triangular grooved wick is not
shown, as no capillary pumping could be observed with these samples. The arterial and
trapezoidal grooves achieved a similar equilibriumpumpingmass, with the arterial groove
having a steeper initial rising mass flow. The main rising occurred in the first 5 s, after
reaching the equilibrium pumping mass, the mass flow strongly declined.
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From these mass‑time graphs, the following performance parameters were obtained
by the previously described linear fitting method from Equations (11)–(13). The arterial
and trapezoidal achieved similar performance parametersK/reff of 1.73 and 1.70µm,while
the rectangular wick achieved 0.28 µm.

The effect of the manufacturing parameter on the grooved wick performance is de‑
picted in Figure 13. While the standard parameters resulted in a limited performance,
parameters P4 and P5 showed a vast improvement. While the samples with parameter P5
showed the best match with the input geometry in the polished cut images, the rougher
surface of sample P4 appeared to have a positive impact on the capillary pumping. The
trapezoidal grooves 4 and 5 achieved a performance parameter of 2.96 and 1.70 µm, re‑
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spectively. The rectangular grooves also showed the best performance manufactured with
these parameters, but were significantly smaller. It appears that the angled channel en‑
try and the higher groove volume of the trapezoidal grooves had a large impact on the
wick performance.
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5.2.2. Porous Wick Concepts
Regarding the heat pipe performance, the lower porosity reduced the expected wick

permeability. The achieved porosities were in the range of conventionally sintered heat
pipes [35] and therefore could have led to a similar performance. The resulting perfor‑
mance parameters are shown in Figure 14. The performance K/reff of up to 3.22 µm for
sample P2 was the same order of magnitude as a comparable study [19], which achieved
values between 1.04 and 7.14 µm. The performance of the horizontally printed samples
here was around a factor 2 lower than the vertically printed ones, indicating a strong influ‑
ence of the printing orientation on the permeability of the porous wicks.
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5.2.3. Alternative Wick Concepts
Finally, the results for the alternative wicks are summarized in Table 4. The porous

groovedwick achieved a performance similar to the regular grooved samples, while show‑
ing no pumping for the horizontally printed sample. Due to the very small arteries, the
porous arterial wick had a very low performance but achieved a better result for the hori‑
zontal orientation. As seen in the polished cut image in Figure 11, thewick showed slightly
porous parts and a groove‑like structure, which could explain the comparably good per‑
formance result. The sloped grooves accomplished satisfying values, especially in the first
revision. A high groove volume, as is present in these samples, apparently had a positive
influence on the resulting performance.
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Table 4. Performance of the alternative wick concepts.

K/reff [µm] Porous Grooved Wick Porous Arterial Wick Sloped Grooves Sloped Grooves, 1st Rev.

vertical 1.450 0.017 1.971 8.943
horizontal 0.000 2.277 1.530 ‑

5.3. Comparison of the Measurement Methods
The two investigation methods presented in this paper, the porosimetry by mercury

intrusion and the rate‑of‑rise measurements, both enabled the characterization of the heat
pipe performance with the parameter K/reff . For the mercury intrusion porosimetry, the
measured permeability values were divided by the effective pore radius re f f . This radius
was gained by re f f = rp/cosθ, with the measured average pore radius rp and the contact
angle of water‑aluminum θ of 45◦ [25]. As is shown earlier, the rate‑of‑rise measurements
provided K/reff by the linear fitting. The resulting values as a function of the specific en‑
ergy density (P1: 0.25 J/mm²; P2: 0.31 J/mm²; P3: 0.37 J/mm²) are compared for the verti‑
cally and horizontally printed porous wick samples in Figure 15.
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A large deviation of absolute values could be observed when comparing the twomea‑
surement methods, with the performance parameter gained from the porosimetry being
considerably lower. Possible reasons are the differences in the data reduction approaches,
which both rely on different assumptions. For the porosimetry, the permeability was mod‑
eled with cylindrical pores, while the pore radius was measured directly. In contrast,
the rate‑of‑rise experiment was modeled with a one‑dimensional and steady‑state laminar
flow in the wick and needed more external input values like fluid properties. While the
absolute values differed, the trends of both measurement methods agreed very well. With
both setups, peak performance at a medium energy density could be observed. The reduc‑
tion of performance when printing in horizontal orientation could also be resolved with
both methods but was more apparent in the rate‑of‑rise measurements. This was probably
due to the influence of the flow direction, which was not considered in the porosimetry
measurements. For the characterization of the performance of different wick concepts,
both methods were applicable on their own, while the comparability of their absolute re‑
sults was limited. At the same time, the comparison of the different concepts should not
overly rely on the measured K/reff value. While it is a good indicator of performance for
variations of the same concept, the different working principles of the concepts might not
be properly be displayed by thesemeasurements. To investigate thewickperformancemore
closely, more complex test setups such as thermal conductance experiments are required.

6. Conclusions
In this work, new concepts for LPBF additively manufactured wick structures were

investigated. Various designswere developedwhich exploited the design freedom of addi‑
tive manufacturing. The wick structures were determined by geometric parameters, pro‑
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cess parameters, or a combination of both. Furthermore, the influences of the printing
direction on the wick structures were determined. For all the different test specimens, the
characteristic capillary parameters porosity, permeability, effective pore radius, and cap‑
illary performance were determined and discussed. Thereby, the rate‑of‑rise experiment,
helium pycnometry, and mercury intrusion porosimetry were applied and the influence
on the results was identified. The main conclusions of this work are the following:
• Additive manufacturing with LPBF enables the manufacture of different wick con‑

cepts through geometric design, process parameters, or a combination of the two.
The groovedwick concepts, especially with trapezoidal and arterial groove geometry,
achieve very goodwick performances K/reff of up to 3.0 µm. However, standardman‑
ufacturing parameters are not suitable for accurately reproducing the CAD design of
filigree structures. It is necessary to develop special process parameters. Furthermore,
the porous wick structures achieve a performance K/reff of 2.7 to 3.2 µm for the verti‑
cally printed samples. This demonstrates their great potential, but many closed pores
are still suspected. Further adjustments to the process parameters are necessary.

• The printing direction has a significant effect on the printing quality of the wick struc‑
tures and thus on the capillary performance. Specific process parameters, geomet‑
ric features such as inner support rings, or adapted geometries such as the sloped
grooves, also enable printing in the horizontal direction. Specifically, sloped grooves
show an extraordinary performance parameter K/reff of 8.9 µm, which demonstrates
the potential of this concept. This is especially promising when using heat pipes with
complex profile shapes, where it is not always possible to manufacture in the opti‑
mum orientation.

• Different measurement methods for evaluating the wick performance show large de‑
viations and are therefore only comparablewith each other to a limited extent. Whereas
measurements with the aid of porosimetry cannot take into account the flow direction
of the liquid, the rate‑of‑rise experiment can, which is important for the comparison of
the different print orientations. However, the experiments here showed a good initial
comparison between the different concepts, but to enable an accurate evaluation of
the wick concepts, thermal conductance and heat transfer limit experiments of filled
heat pipes are essential.

• The production of filigreewick structures frommetals with high thermal conductivity
is challenging. The use of different aluminum alloys enables a higher printing reso‑
lution, which provides further optimization potential for the geometrically defined
wick structures.
In summary, the presented study showed the great potential of additive manufactur‑

ing with LPBF of wick structures, which in the future could allow the heat pipes to be
produced in a single manufacturing step. Furthermore, the wick performance, and thus
the heat conduction of the heat pipes, can be further increased through adapted and opti‑
mized wick designs.
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Abstract: In the presented work, the properties of carbon materials obtained in the reaction of sodium
bicarbonate (C-SB) and ammonium oxalate (C-AO) with magnesium by combustion synthesis were
investigated. For the materials obtained in this way, the influence of the type of precursor on their
properties was analyzed, including: Degree of crystallinity, porous structure, surface topography,
and electrochemical properties. It has been shown that the products obtained in magnesiothermic
process were found to contain largely the turbostratic carbon forming a petal-like graphene material.
Both materials were used as modifiers of carbon paste electrodes, which were then used to determine
the concentration of chlorophenol solutions by voltammetric method. It was shown that the peak
current determined from the registered differential pulse voltammograms was mainly influenced by
the volume of mesopores and the adsorption capacity of 4-chlorophenol for both obtained carbons.

Keywords: combustion synthesis; salts with carbon in molecule; carbon materials; modified CPEs

1. Introduction

The presence of an increasing amount of pollutants in the environment, including
micropollutants, entails the development of research in the field of analytical methods.
This method should be more sensitive and accurate, and on the other hand, easy to apply,
which will allow their use not only in specialized laboratories, but also by various services
working for environmental protection. The standardization of the methods used is also
important. Among the whole range of analytical methods (classical, including chromato-
graphic, spectrophotometric), electrochemical methods are of significant importance [1],
the measurement possibilities of which are related to the availability of specific/selective
electrodes. Carbon paste electrodes (CPEs) are of significant importance in this respect due
to their simple structure, easy production, low price, and the possibility of multiple uses in
electroanalysis. The usefulness of CPEs in electroanalysis can be significantly improved by
using their modification consisting in adding a third component to the basic composition
of carbon paste (graphite-paraffin/mineral oil) [2]. Carbon modifiers of CPEs (including
graphene, carbon nanotubes) have particular advantages, e.g., good contact of their surface
with the analyte, high efficiency of analyte accumulation, electrical conductivity.

Research is constantly being carried out on the relationship between their properties
and their effectiveness as modifiers. The properties of these materials (carbon modifiers)
and the method of their preparation are of significant importance.

One of the methods used is combustion synthesis (self-propagating high-temperature
synthesis) with the use of the carbon-containing precursors leads to their destruction and
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the formation of various carbonaceous materials like carbon nanoparticles [3], carbon
encapsulates [4], exfoliated graphite [5]. About ten years ago, we reported the use of
chlorine-containing organic compounds as precursors in combustion synthesis initiated by
sodium azide [6,7]: The carbon materials thereby obtained possessed unique structural and
surface properties, and the nature of the chlorine-containing substrate played an important
role. The physicochemical properties of these carbons, crystallinity, porosity, adsorption
capacity, electrochemical behavior, surface chemistry, varied according to the kind of
organic precursor used. Recently, metallothermic reduction of oxalic acid [8], magnesium
oxalate [9] or ammonium oxalate (acetate) [10] was utilized with magnesium for preparing
carbon materials. The properties of the obtained carbons were characterized in some detail,
generally apart from the porous structure. Their uses have also not been studied. Only
in one study [10], the adsorption of 4-chlorophenol was investigated. All products of
the magnesiothermic precess [8–10] were found to contain largely the turbostratic carbon
forming a petal-like graphene material.

Taking all this into account, it could be assumed that these materials could prove to be
good modifiers for carbon paste electrodes. It also seemed advisable to use also carbon
obtained from inorganic salt, in addition to previously produced only from organic salts.

In this work, carbon material was produced using the described method, based on
sodium bicarbonate and ammonium oxalate, and the influence of the type of precursors
(anions of the salts used) on the physicochemical properties of the obtained carbons was
investigated. At the same time, the usefulness of the so obtained carbon materials as
modifiers of carbon paste electrodes (CPE) for the determination of the concentration of
organic compounds in an aqueous solution was assessed.

Among the environmental pollutants, 4-chlorophenol was chosen as an example of
an organic pollutant from the group of halogenophenol derivatives with a high degree of
toxicity, occurring in the environment in a wide range of concentrations [11,12].

2. Materials and Methods

In typical a reaction, powdered magnesium (Mg—of particle diameter below 100 µm)
and sodium bicarbonate NaHCO3 or ammonium oxalate (NH4)2C2O4 were triturated dry
in ceramic mortar, to obtain homogenic mass. Pressed sample of mass about 10 g was
placed in steel crucible, and the combustion process was operated in a steel reactor of
volume 275 cm3, filled with argon under pressure 10 bar. Combustion was carried out
thermoelectrically with resistance wire held to the surface of substrate mixture. Results of
calorimetric measurements gave values of reaction heats as follows (1,2):

3Mg + NaHCO3 → 3MgO + C + NaH Q = 4692 J/g (1)

5Mg + (NH4)2C2O4*H2O→ 5MgO + 2C + 2NH3 + 2H2 Q = 4344 J/g (2)

Raw reaction products were cleaned by hours of leaching with concentrated hydrochlo-
rid acid, and next boiling in water. Obtained carbon materials were further referred to as
C-SB (sodium bicarbonate) and C-AO (ammonium oxalate).

2.1. Diffraction Analysis

X-ray diffraction (XRD) pattern was measured (D500 Diffractometer, Siemens, Karl-
sruhe, Germany) using Cu Kα radiation, in the 2Θ range 10–60◦ for raw reaction products
and for cleaned reaction products with a 0.05◦ step.

2.2. Porosity and Texture

The porosity of the cleaned combustion products was characterized by low-temperature
nitrogen adsorption, the relevant isotherms of all samples were measured at 77.4 K on
the ASAP 2010 volumetric adsorption analyzer (Micromeritics, Norcross, GA, USA). Be-
fore each adsorption measurement, the sample was outgassed under vacuum at 200 ◦C.
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Scanning electron micrograph study was performed with using DSM 942 (Carl Zeiss, Jena,
Germany) scanning electron microscope (SEM) for EHT = 2.00 kV.

2.3. Voltammetric Investigations

The electrochemical experiments were carried out using an Autolab potentiostat/
galvanostat (model PGSTAT 20, Eco Chemie B.V., Utrecht, The Netherlands) connected to a
desktop computer and controlled by a GPES 4.9 software(Eco-Chemie, Utrecht, Netherland.
All experiments were carried out in a conventional three-electrode system. The electrode
system contained as working electrode carbon paste electrode, a platinum wire as a counter
electrode, and a saturated calomel electrode as a reference electrode.

2.4. Preparation of Carbon Paste Electrodes

The bare carbon paste electrode was prepared by mixing 65% of graphite powder
(diameter < 20 µm) and 35% of high purity paraffin oil (both components from Sigma-
Aldrich, St. Louis, MO, USA) in an agate mortar by hand mixing for about 20 min to get
homogenous carbon paste. The paste was packed into the cavity of Teflon electrode body
and smoothened on weighing paper.

The modified carbon paste electrodes [2] were prepared by mixing graphite powder
and modifier (5 or 10%) with paraffin oil. Homogenization is then achieved by careful
mixing using agate pestle and mortar and afterwards rubbed by intensive pressing with the
pestle. The mixture was kept at room temperature for two days. The ready-prepared paste
was then packed into the hole of the electrode body and the carbon paste was smoothed
onto a paper until it had a shiny appearance.

3. Results and Discussion
3.1. Structure and Porosity of Obtained Carbon Materials

XRD spectra recorded for as obtained raw carbon materials C-SB and C-AO as well
as cleaned (HCl, H2O) ones presented in Figures 1 and 2 revealed effects of byproducts
removing.

Figure 1. XRD patterns of C-SB (sodium bicarbonate), a—raw reaction product, b—cleaned. Symbols:
* graphite, + MgO, # Mg2Si.
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Figure 2. XRD patterns of C-AO (ammonium oxalate), a—raw reaction product, b—cleaned. Symbols:
* graphite, + MgO, # Mg2Si.

It has been shown that the cleaning procedure used effectively removes the MgO
compound from the structure (in the case of CA-O a trace amount remains, perhaps due to
the occlusion phenomenon), while in both cases, a trace amount of Mg2Si appears in the
structure. The calculated parameters characterized the structure of both carbon materials
(interlayer spacing of crystalline structure d002 and number of layers NC) are collected
in Table 1. For comparison, in Table 1, both parameter values for graphite G-SA used in
CPEs are shown. These data show that the structure of both obtained carbon materials
is intermediate between typical for graphite and carbon black [13–16]. The values of the
interlayer spacing d002 of the crystal structure and the number of layers NC presented in
Table 1 show relatively small differences of these parameters for both carbons (C-AO and
C-SB). Significant differences between the parameters characterizing the porous structure
of both obtained carbons concern mainly the specific surface area and the volume of the
mesopores, for C-AO their values are respectively 1.28 and 2.31 times greater than for C–BS.

Table 1. Characteristics of structure and porosity of obtained carbon materials.

Carbon Material d002 (nm) NC SBET (m2/g) C Vmi (cm3/g) Vme (cm3/g)

G-SA 0.3357 >200 4.5 160 0.0008 0.007

C-SB 0.3362 62 39 137 0.005 0.062

C-AO 0.3361 66 50 110 0.005 0.143

The parameters of the porous structure of the obtained carbons C-SB and C-AO,
i.e., the specific surface areas (SBET) and micropore volumes (Vmi) as well as mesopore
volumes (Vme) calculated from determined low-temperature nitrogen adsorption isotherms
(Figure 3 and for G-SA in [17]) are presented in Table 1. The values of BET surface areas, as
well as micro- and mesopores volumes, are less than for typical carbon blacks or graphitized
carbon blacks [15] but higher than for graphite. Pore size distribution for both carbon
materials, as well as for graphite used in carbon paste electrodes, are shown in Figure 4.
The pore size distribution for carbons C-AO and C-SB shows similarity for both carbons
and reflects the differences in their mesopore volumes. The major part of the mesopore
volume ranges in size from about 23 to 50 nm and further enters the macropore region. The
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second narrower range of mesopore sizes is 2–17 nm, which, however, has a much smaller
pore volume.

Figure 3. Nitrogen adsorption-desorption isotherms on cleaned carbon materials at 77 K.

Figure 4. Pore size distribution of obtained cleaned carbon materials as well as graphite used in CPEs.

Surface texture shown in SEM micrographs is given in Figures 5 and 6. The SEM
images of both carbon materials are similar and represent a petal-like grapheme material.
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Figure 5. SEM image of carbon material C-SB obtained from NaHCO3.

Figure 6. SEM image of carbon material C-AO obtained from (NH4)2C2O4.

3.2. Influence of the CPE Modifier on the Voltammetric Measurements Results

Differential pulse voltammograms (DPV) for the modified CPEs as an example with
0.5 mmol/L 4-CP solutions are shown in Figure 7.
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Figure 7. DPV curves registered for 0.5 mmol/dm3 4-CP solutions in 0.1 mol/dm3 Na2SO4 using
carbon paste electrodes containing 10 wt.%. of tested materials-modifiers: 1—bare CPE, 2—C-SB,
3—C-AO.

From all the DPV curves (CPEs without as well as with 5% and 10 wt.%. modifiers
content) the peak currents Ip and the peak potentials E were determined. All the obtained
values are presented in Table 2. The peak potentials reveal slightly different values from
0.78 to 0.79 V for all the used 4-CP concentrations and both modifier’s contents or the
unmodified CPE. The recorded DPV curves show the dependence of the peak current on
the 4-CP solution concentration (Figure 8).

Table 2. Peak currents and potentials determined from DPV curves for carbon paste electrodes modified by adding various
quantity of obtained carbon materials.

Modifier Materials Modifier Content (%)

Concentrations of 4-Chlorophenol
Solutions (mmol/L)

Peak Current (nA)
Peak Potential (V)

0.50 0.30 0.20 0.10

bare CPE - 24 20 14 9 0.79 ± 0.02

C-SB
5 68 41 29 18 0.79 ± 0.02

10 103 76 52 31 0.79 ± 0.02

C-AO
5 97 71 50 32 0.78 ± 0.02

10 152 121 87 57 0.78 ± 0.02

The calibration relationships (peak current versus 4-chlorophenol concentration) were
fitted for all CPEs by linear least squares regression analysis. The equations obtained by
us, as well as the regression coefficients, are presented in Figure 8. A linear relationship
is observed for all CPEs (R2 > 0.98). The Ip exhibit increasing values with an increasing
4-CP concentration for each of the used content of CPE modifier. The peak currents in
the case of each modified CPE are about 1.5–2 times higher when the 4-CP concentration
is increased two times. The results collected in Table 2 also show the other dependence.
The increase of the CPE modifier content gives an increase in the peak current. When
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the modifier content was enhanced (from 5% to 10 wt.%) one can observe a peak current
increase of about 1.7 times. Significant differences in peak current also give the kind of
used modifier, obtained carbon material. For each of both contents of modifier and each
used 4-CP concentration the C-AO gives higher Ip values than C-SB by about 1.5–1.7 times.
The specific surface area of C-AO is about 1.3 times higher than of C-SB. The Vmi of both
carbons are almost equal but Vme is about two times higher for C-AO. It means that the
width of pores is important (for both carbon materials in the range of about 25–70 nm).

Figure 8. The dependence of peak current in DPV curves on 4-CP concentration for: 1—C-AO
10 wt.%, 2—C-SB 10 wt.%, 3—C-AO 5 wt.%, 4—C-SB, 5 wt.%, 5—bare CPE.

Similar dependence Ip on SBET was previously observed in the case of activated
carbon and carbon black materials used as CPE modifiers [16,18]. Increasing the surface
area enhanced peak currents for CPE in 4-chlorophenol solutions. For another type of
electrode, the powdered carbon electrodes in the case of cyclic voltammetric measurements
in 4-CP solutions, such kind of dependence was also observed [15].

Another interesting observation concerns the value of the current Ip measured for
both carbon materials produced in this work. In our earlier work [16] for the electrode
modified with the addition of Vulcan XC72 carbon black (6%) and for the 0.5 M solution of 4-
chlorophenol, the peak current value was 79 nA. However, in this work, for 5% of additives
of C-SB and C-AO carbon materials as modifiers, the current values were 68 and 97 nA,
respectively. So they were similar to those for the XC72 carbon black used as a modifier.
This was despite the fact that this carbon black has a specific surface area approximately
4.6 and 5.9 times greater than that of carbons C-AO and C-SB, respectively. This may be
due to the difference in the morphology of the carbon black and our carbon materials.

Vulcan XC72 carbon black has an intermediate structure between amorphous and
graphitic, called turbostratic structure. The layers of carbon blacks are parallel to each
other but not arranged in order, usually forming concentric inner layers. Carbon black is
composed of carbon primary spherical particles of diameters about 30 nm fused together
by covalent bonds, thus forming aggregates. Several aggregates can interact to give place
to a secondary structure known as agglomerate [19].

Comparing the properties of the above-mentioned carbon black [16] and the carbons
obtained in this work, it can be seen that the SBET value is not a proper parameter influ-
encing the measured Ip of CPE. The analysis of other parameters showed that the Vme
of the carbon black is only 1.38 times greater than the C-AO. Another property of the
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compared carbon materials, i.e., the adsorption capacity of 4-chlorophenol, also shows a
great similarity, e.g., for carbon black and carbon C-AO it is close to 0.5 mmol/g, which
was determined, respectively, in the works [10,16]. In recent works on modified carbon
paste electrodes [20], carbon nanotubes and reduced graphene oxide have been presented
as frequently used modifiers. The products obtained in magnesiothermic process were
found to contain largely the turbostratic carbon forming a petal-like graphene material.
These materials show promise as modifiers for carbon paste electrodes due to the good
contact of their surface with the analyte.

4. Conclusions

The aim of the work was to demonstrate that the proposed type of carbon materials
can be successfully used as a modifier of carbon paste electrodes for the determination of
chlorophenols concentration by electrochemical method.

Compared to other works on obtaining such specific carbon materials by combustion
synthesis, the carbons analyzed in this work were obtained using organic and also inorganic
salts containing carbon in their anions, which gives them specific features. It has been
shown and confirmed that the products obtained in magnesiothermic process were found
to contain largely the turbostratic carbon forming a petal-like graphene material. They
were characterized by a relatively small specific surface area and volume of micropores, but
a relatively large volume of mesopores. This was shown much better for carbon obtained
from ammonium oxalate. The peak current, indicating the effectiveness of the carbon
paste electrode modifier, recorded by the DPV method for this carbon as the CPE modifier
was comparable to that determined for the carbon black with a specific surface area of
4.5 times greater. This indicates that the surface area and volume of the micropores cannot
be the only parameters taken as parameters determining the value of the peak current. The
usefulness of carbons produced by the magnesiothermic method as effective CPE modifiers
has been used to determine the concentration of 4-chlorophenol.

This encourages the use of these electrodes for the determination of other pollutants
as well, which may also contribute to the wider use of electrochemical methods in the
analysis of environmental samples.
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Abstract: This article presents the results of experimental research on the non-stationary management
of the internal climate of buildings with a non-constant stay of people. During the absence of people,
a significant drop in air temperature and corresponding energy conservation in heating is possible.
The effectiveness of porous building materials is shown, provided that the appropriate characteristics
are selected. Daily fluctuations in the outside temperature are completely extinguished by a layer
of foam polystyrene insulation. The absence of channel porosity in the structural material of the
wall is a guarantee of the stability of its thermal and humidity regime. This, in turn, prevents the
development of mold and mildew.

Keywords: porous materials; channel porosity; internal climate; non-constant stay of people; heating;
energy conservation

1. Introduction

The use of porous materials can provide new and unexpected possibilities in problems
that are considered to be already solved [1]. However, an important factor is the use of a
material with correctly selected characteristics [2]. Our article presents the results of using
such materials for non-stationary climate control (NSCC) in non-residential buildings. The
term NSCC refers to the programmed control of heating, ventilation, and air condition-
ing systems in non-residential buildings during the absence of people. In this case, the
temperature in the rooms is not kept constant, but changes depending on the presence
of people.

Heating costs are as significant for the individual consumer as on a national scale.
Residential and public buildings account for 41% of total energy consumption, of which
almost 60% are the costs of heating and ventilation [3]. Thus, energy conservation in
heating is a natural tendency wherever it does not lead to a decrease in the quality of life.

The most inefficient use of energy is observed in buildings with a non-constant stay
of people. This category includes mostly public buildings—schools, universities, office
buildings, shopping malls, etc. In such places, it is natural to control the indoor climate
actively [4]. During the absence of people, there is no need to comply with the thermal
comfort requirements; consequently, a significant decrease in air temperature is possible.
This is highly efficient and it is a very important, inexpensive, and easily implemented
way to increase the energy efficiency of buildings [5]. In the case of two-stage regulation
(Figure 1), before the end of the working day, it is enough to turn off the heating system so
that, in some cases, up to 5% of the system capacity is left to prevent pipelines freezing.

100



Materials 2021, 14, 2307

Materials 2021, 14, x FOR PEER REVIEW 2 of 10 
 

 

A controlled decrease in air temperature begins in the premises. It is limited only by 
technical requirements (safety of equipment, plants, works of art in museums, etc.) [6]. If 
there are no special requirements, then it is important to prevent moisture condensation 
on the enclosing structures. From this point of view, the minimum permissible tempera-
ture is min

int.t  = 10 °C. Before the arrival of people (workers, students, visitors, etc.), the 
heating is switched on in advance. Provided that it is technically possible, the heating 
system is switched on with increased power. This will ensure that the temperature rises 
faster by the start of the working day. The difference indicated by the colored areas in the 
figure below in the time–power coordinates is a geometric representation of daily energy 
conservation. 

 
Figure 1. The principle of two-stage climate control (Q—relative power of the heating system; τ—
time of day; tint.—internal air temperature). 

This method of energy conservation has been known for a long time [7]; however, its 
widespread adoption has been hindered for several reasons. Firstly, there was no theoret-
ical basis and method for active microclimate control calculations. The authors have car-
ried out the necessary theoretical studies in this area. An engineering method for calcu-
lating the programmed regulation of a heating system was also developed [8]. The method 
allows the stages of temperature reduction and subsequent heating to be calculated in 
relation to the size and design of a building. 

Secondly, this method of energy conservation is often confused with room tempera-
ture regulation according to heating schedules [9]. The use of heating schedules is a sta-
tionary regulation method as it is aimed at long-term maintenance of a certain tempera-
ture in rooms. In fact, in this case, the heating system operates with a reduced but constant 
heat output, depending on the outside and inside temperatures. In the case of active cli-
mate control, the heating system is turned off completely, but for a limited time, when 
there are no people in the premises. 

The third reason is the widespread belief that a decrease in indoor temperature can 
lead to an undesirable change in the temperature distribution in building envelopes. This 
fact, in turn, can cause subsequent saturation of the enclosing structures with moisture 
and, as a result, mold and fungal crops can appear. 

The last reason should be recognized as the most significant one. The reason for the 
cases of negative experience of using the NSCC method, according to the authors, is due 
to a simplified approach to the use of insulation materials. By default, all porous materials 

100 % 100 % 

140 % 

0÷5 % 

Q, % 

tint. °C 

 

20°C 20°C 

Normal 
mode 

Cooling Extra  
heating 

τ 

τ 

Working 
hours 

Absence of people Working 
hours 

Normal 
mode 

Figure 1. The principle of two-stage climate control (Q—relative power of the heating system;
τ—time of day; tint.—internal air temperature).

A controlled decrease in air temperature begins in the premises. It is limited only by
technical requirements (safety of equipment, plants, works of art in museums, etc.) [6]. If
there are no special requirements, then it is important to prevent moisture condensation on
the enclosing structures. From this point of view, the minimum permissible temperature
is tmin

int. = 10 ◦C. Before the arrival of people (workers, students, visitors, etc.), the heating
is switched on in advance. Provided that it is technically possible, the heating system is
switched on with increased power. This will ensure that the temperature rises faster by the
start of the working day. The difference indicated by the colored areas in the figure below
in the time–power coordinates is a geometric representation of daily energy conservation.

This method of energy conservation has been known for a long time [7]; however, its
widespread adoption has been hindered for several reasons. Firstly, there was no theoretical
basis and method for active microclimate control calculations. The authors have carried out
the necessary theoretical studies in this area. An engineering method for calculating the
programmed regulation of a heating system was also developed [8]. The method allows
the stages of temperature reduction and subsequent heating to be calculated in relation to
the size and design of a building.

Secondly, this method of energy conservation is often confused with room temperature
regulation according to heating schedules [9]. The use of heating schedules is a stationary
regulation method as it is aimed at long-term maintenance of a certain temperature in
rooms. In fact, in this case, the heating system operates with a reduced but constant heat
output, depending on the outside and inside temperatures. In the case of active climate
control, the heating system is turned off completely, but for a limited time, when there are
no people in the premises.

The third reason is the widespread belief that a decrease in indoor temperature can
lead to an undesirable change in the temperature distribution in building envelopes. This
fact, in turn, can cause subsequent saturation of the enclosing structures with moisture and,
as a result, mold and fungal crops can appear.

The last reason should be recognized as the most significant one. The reason for the
cases of negative experience of using the NSCC method, according to the authors, is due to
a simplified approach to the use of insulation materials. By default, all porous materials are
considered to be good thermal insulation materials, though they are not only characterized
by high thermal resistance.
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Unlike other building materials, they are characterized by a different combination
of various thermophysical characteristics. Along with the thermal conductivity coeffi-
cient, these include density, thermal diffusivity, porosity, hygroscopicity, and a number of
others [10,11]. It is the combination of these characteristics that is important in this case.

In this case, the influence of porosity on moisture permeability is especially im-
portant [12,13]. Porous materials have a varied structure, which largely determines the
possibility of moisture penetration. There are several types of porosity such as general,
closed, and open as well as channel porosity. Channel porosity is especially important
from the point of view of moisture permeability since it depends on the closed porosity
weakly and is considered to be an independent parameter [14]. Moreover, it is the porosity
that determines the gas and moisture permeability of a material [15]. The predominance of
channel porosity can be accompanied by moisture migration in building materials, which
can lead to undesirable consequences [16,17]. Excess moisture on the wall can even unpre-
dictably affect the operation of heating system devices [18,19]. In this case, the presence
of moisture can indeed lead to the appearance of mold and fungal crops. Moisture in
microchannels can remain for a long time, even with the next heating of the wall [20]. This
may also be facilitated by the formation of hydrates in a limited space of pores [21,22].

In addition, the presence of moisture in microchannels and micropores can have
unexpected effects on thermal conductivity. Recent studies have shown that the transfer
of the interaction between the solid and the liquid phase contained in the pores to the
capillary level and the appearance of hydrogen bonds can dramatically increase the thermal
conductivity of a material [23]. It has even been proposed that the consideration of these
processes be transferred to the nanoscale, when the effect of aggregation processes occurring
between nanoparticles in various aqueous solutions becomes noticeable [24]. In our case,
this means a noticeable decrease in the thermal insulation properties of the material and
confirms the inadmissibility of the constant presence of moisture in the pores.

Another important result of the latest research is the ability to predict the properties
of various materials based on machine learning methods. In this direction, we can note
the successful application of the Gaussian process regression (GPR) model to predict
delamination in various composites [25]. The use of such methods makes it possible to
predict the relationship between predictors of properties of permeable concrete with any of
the required properties, including density, porosity, and thermal conductivity [26]. This
will allow porous materials with the required properties for subsequent construction to be
chosen at the design stage.

In this direction, the authors have undertaken extensive experimental research. The
results of one of these experiments are presented in this article. The aim of the research
was to prove the safety of the NSCC method when using porous materials with correctly
selected characteristics. In this case, the non-stationary control of the internal climate for a
limited time, even on weekends, should not lead to a significant change in the temperature
distribution in the structures. At the same time, the absence of channel porosity should
prevent moisture migration.

2. Design and Realization of Experiments
2.1. Characteristics of the Research Object

For research, a typical building with a non-constant stay of people was chosen
—Koszalin University of Technology (Poland). Here, people stay in rooms without outer-
wear. The type of work is easy mental work. The normalized air temperature in rooms is
+20 ◦C. The city is located in a climatic zone with a design temperature for a heating design
of −16 ◦C. The research was carried out in several adjacent rooms on the top floor of a
7-storey building. The premises, with an area of about 16.5 m2, has only one external wall,
facing southeast. The size of the windows (in the frame) is 1.6 × 1.6 m, and the frames
are metal plastic with double glazing. The ratio of glazing area to floor area is 0.136. In
each room, under the window, there is a 1072 W Purmo panel heater equipped with a
thermostatic valve. The construction of walls using porous materials is very important for
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performing research. The four-layer structure includes a bearing layer (aerated concrete
blocks), expended polystyrene insulation, and plaster on both sides, as shown in Figure 3a.
The thermal and physical parameters of the design (according to the manufacturer’s speci-
fications) are given in Table 1. A heat–humidity calculator based on the European standard
was used for the calculations [27].

Table 1. Indicators of thermal protection of the external wall structure.

No. of the Layer
Layer Material or

Thermal Resistance
Material Density Layer Thickness Coefficient of Heat

Conductivity
Heat

Resistance

kg/m3 m W/(m·K) m2·K/W

Rse
Heat exchange on the

external surface - - - 0.040

1 Lime-cement plaster 1850 0.015 0.82 0.018

2
Masonry of aerated
concrete blocks on

cement mortar
600 0.24 0.16 1.500

3 Foam polystyrene 12 0.10 0.045 2.220

4 Mineral thin-layer
plaster 1480 0.02 0.8 0.025

Rsi
Heat exchange on the

inner surface - - - 0.130

Σ - - - 3.933

Thus, the heat transfer coefficient of the outer wall was k = 1/3.933 = 0.254 W/(m2·K).
This complies with the European norms for thermal protection of buildings in force from
1 January 2014 (required value: 0.25 W/(m2·K)). However, this indicator is lower than the
norms that came into practice on 1 January 2017 (0.23 W/(m2·K)) and those introduced from
1 January 2021 (0.20 W/(m2·K)). An important factor is the manufacturer’s guarantee of the
absence of through-channel porosity of aerated concrete blocks and expanded polystyrene.
In addition, the alkaline reaction of aerated concrete is an additional property that prevents
the development of fungal crops.

2.2. Research Program

It was necessary to investigate the efficiency of porous materials in two-stage non-
stationary climate control on working days (Figure 1). It was important to prove the
safety of the NSCC method for enclosing structures. It was also planned to determine
the optimum start time of heating so that the required temperature in the premises was
reached by 8 a.m. The following experimental plan was developed when the heating
system was turned off one hour before the people left (8 p.m.), and the temperature was
continuously recorded from 7 p.m. to 8 a.m [28]. The measurement interval was 10 min,
and the temperatures of indoor and outdoor air, temperatures on both surfaces of the wall,
and at selected points inside its structure were measured.

2.3. Experimental Unit and Research Technique

The experimental complex was based on the AVT5330 multipoint electronic tempera-
ture recorder (Figure 2a) with software for operation in Windows. Automatic measurement
is possible at any interval, starting from 2 s.
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Figure 2. Measurement complex: (a) AVT5330 recorder; (b) DS18B20 sensor.

The recorder provides the connection of 8 DS18B20 temperature sensors (Figure 2b).
The connection is made with a 2-m cable. For protection from external influences, the
sensor is insulated with a heat-shrinkable sheath. The sensors were pre-calibrated in a
certified laboratory.

In Figure 3, the layout of the sensors is shown. Sensors 2, 3, 5, and 8 were placed
inside the wall in channels 8 mm in diameter at different depths. At the same time, sensor 3
recorded the temperature at the boundary of the carrier layer and the insulation (Figure 3a).
Sensors 7 and 1 were fixed directly on the inner and outer surfaces of the wall, sensor 4
recorded the air temperature in the room, and sensor 6—the temperature of the outside air
at a distance of about 0.5 m from sensor 1.
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Figure 3. Placement of temperature sensors: (a) along the thickness of the enclosing structure
(centimeters); (b) in the plane of the wall.

The sensors were placed at a sufficient distance from each other (Figure 3b) in order to
avoid changes in the measurement results. Channels were drilled from inside the room, and
sensors 1 and 6 were passed through the window frame. The volume of the drilled channels
was negligible in comparison with the volume of the wall covered by the experiment and
could not affect the heat transfer process.

Simulation of the operating modes of the heating system was carried out using Danfoss
thermostatic valves. Setting the valve to the minimum position led to the shutdown of the
heating device. Setting the valve to the maximum position provided heating with power of
up to 150%.

3. Research Results and Discussion

Preliminarily, using our own methodology [29], calculations of temperature changes
in the premises were performed, assuming that the outside temperature was −7 ◦C and
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there was a possibility of increasing the power of the heating system during heating up to
155%, as shown in Figure 4.
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After that, experimental studies began according to the program mentioned above.
As an example, the measurement results are given for a typical day with a drop in

outdoor temperature to −2.0 ◦C. Figure 5 shows the temperature change recorded by each
sensor during the period when the heating system was turned off. Figure 6 shows the
temperature profiles for the selected moments in the same period.
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The temperature in the room, on the inner surface of the wall, and in its bearing layer
did not undergo significant changes, despite the complete shutdown of the heating system
and noticeable fluctuations in the outside temperature. Outside temperature fluctuations
at night were almost completely extinguished by the layer of foam polystyrene. This is
precisely the technological task of thermal insulation. An additional thermal buffer is the
carrier layer made of aerated concrete blocks.

Thus, the obtained data confirm the safety of the method of active climate control
for enclosing structures. The impossibility of significant penetration of a zone with a
temperature below the dew point (about 6 ◦C) deep into the wall structure has been proved.
This makes it impossible to moisten the carrier layer and prevents the further development
of unfavorable phenomena (mold, fungal cultures). Thus, the effectiveness of the use of
materials that do not have channel porosity was also proved.

Fluctuations in the temperature of the internal air turned out to be much fewer than
the calculated ones (Figure 4). This can be explained by the fact that the calculation
method considers the internal volume of the building as empty space. In reality, interior
walls, ceilings, furniture, and equipment are massive heat accumulators. This softens the
temperature drop after the heating system is turned off. An additional factor is the use of
porous materials in the construction of the wall.

The rise in the outside temperature in the morning can be explained by the influence of
solar radiation. In addition, the extreme changes in the internal temperature after turning
on the heating are caused by the proximity of the heater.

Since the temperature drop in these rooms was very small, there was no need to start
the heating phase ahead of time, as it was supposed by theory (see Figures 1 and 2). The
heating system was switched on at the beginning of the working day. The thermostatic
valves were immediately set to the calculated position.

The studies were carried out every winter from 2015 to 2019, when the building
structure was additionally insulated. Additional thermal protection only enhanced the
achieved effect and the conclusions drawn during the research. The goal of the work was
recognized as being achieved and the experiments were terminated.

4. Conclusions

1. Studies have confirmed the ease of use and high economic effect of the method of
saving energy through non-stationary control of the internal climate in buildings with
a non-constant occupancy of people.

2. It has been proven that despite the complete shutdown of the heating system, there
were no noticeable temperature fluctuations in the room, on the wall surface, and
inside the bearing layer of the enclosing structures. Night-time fluctuations in the
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outdoor temperature were completely extinguished by the insulation layer, which is
its technological purpose.

3. The method does not cause moisture migration and permanent moisturizing of porous
building and insulation materials. As a result, there is no danger of a significant
change in the thermal insulation properties of materials and undesirable development
of mold and fungal crops.

4. An additional guarantee of the absence of adverse side effects is the use of building
materials that do not have channel porosity. At the same time, modern modeling
methods allow us to predict and correctly apply materials with precisely selected
properties already at the design stage.

5. The research results indicate a significantly greater effect of the NSCC method in
comparison with the theoretical change in temperature. This, firstly, proves the effec-
tiveness of the use of porous materials in the construction of walls. On the other hand,
it reveals that it is necessary to make adjustments to the calculation methodology,
taking into account the internal structure and equipment of the building.
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Abstract: The article presents the modeling of the dynamics of the vapor-gas mixture and heat and
mass transfer (sorption-desorption) in the capillary structure of the porous medium. This approach is
underpinned by the fact that the porous structure is represented by a system of linear microchannels
oriented along the axes of a three-dimensional coordinate system. The equivalent diameter of these
channels corresponds to the average pore diameter, and the ratio of the total pore volume to the
volume of the entire porous material corresponds to its porosity. The entire channel area is modeled
by a set of cubic elements with a certain humidity, moisture content, pressure and temperature.
A simulation is carried out taking into account the difference in temperatures of each of the phases:
solid, liquid and gas.

Keywords: porous medium; heat transfer; mass transfer; mathematical modeling; numerical re-
search methods

1. Introduction

Most of the materials used in construction have a capillary-porous structure. The
thermal insulation properties of these materials depend on the condition parameters:
temperature, pressure, humidity and moisture content. Predicting the heat loss levels
from the premises to the surrounding space through enclosing structures depends on the
accuracy and reliability of heat and mass transfer through the capillary-porous media.

Many computational schemes use models based on the phenomenological theory of
mass and heat transfer [1–3], whereby a real porous structure is replaced by a homogeneous
continuous medium. The transfer processes for this continuous medium are expressed by
mass and energy conservation equations, where volume-averaged physical values and
effective transfer coefficients are used [4–7].

This approach is quite justified, as the shape of pores, their quantity and distribution
in the material volume are random parameters, if we do not mean formed cracks in pore
connecting interpore space or channel porosity. The shape of such pores has a pronounced
configuration and size. It is the channel porosity (cracks, as shown in Figure 1) that can
significantly change thermophysical properties of the material. Naturally, in this case,
averaging of physical values over material volume results in errors in the calculations of
heat and mass transfer parameters.

In some cases, the use of this approach to solving problems of heat and mass transfer
results in uncertain individual values of transfer equations. In particular, it refers to source
terms, included with different signs in liquid and vaporous moisture mass conservation,
and expressing the moisture transition rate from one phase to another, during liquid
evaporation or condensation inside the material.

As it is difficult to determine this value, both mass conservation equations are usually
summed up. The resulting mass transfer equation no longer contains the specified value.
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However, in this case, the resulting equation describes the transfer of a certain total
moisture content, including both liquid and vapor phases. In this instance, the moisture
evaporation or condensation rate inside the material remains in the energy equation. Many
researchers use this technique. But at the same time the physics of the effects of evaporation
(condensation) remain undisclosed. We, however, avoided the indicated method and
directly considered the effects of the phase transition-evaporation or condensation. This is
the main idea of the article.
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For example, this approach is applied in the work [3], where the authors propose a
one-dimensional model, consisting of energy, dry air and total humidity equations.

In the work [5], they propose a mathematical model for the drying of wet building
materials, taking into account the presence of water and vapor. Pressure and temperature
are taken as variables. The authors consider simultaneous capillary water transfer and
vapor diffusion in two-dimensional areas. The effect of dry air movement was not consid-
ered in these models. In the work [8], a mathematical model is represented by equations
of moisture and heat, transferred through a silica brick; these parameters were taken as
independent variables. In the work [9] the same approach is proposed, but moisture and
heat are transferred through a complex anisotropic material structure. In the presented
works, the models take into account three basic phenomena: vapor diffusion, capillary
suction in a porous medium and advective transfer of moist air through thin channels. A
similar calculation scheme for moisture transfer in brick is presented in [10] and it is based
on the same control potentials.

An expanded mathematical model of heat and mass transfer in the homogeneous
porous building materials is presented in [11–13]. It includes four basic transfer equations:
water vapor, dry air, liquid moisture and energy. Dry air and water vapor densities, as well
as a volume fraction of liquid moisture and temperature, are used as independent variables.
The analyzed building material, namely brick, is considered as a porous material. A solid
phase is the material from which the brick is made; water and moist air are present in its
pores. The amount of water in the building material pores changes as a result of the transfer
caused by capillary pressure gradient, as well as evaporation and condensation processes,
while the amount of vapor also changes as a result of diffusion and phase transition
processes. In the presented models, phase heat equilibrium is assumed, therefore a unified
equation of energy transfer is considered. It also assumes averaging the parameters within
material volume.

Another approach, used to describe heat and mass transfer processes in capillary-
porous materials, is associated with a model of the evaporation zone deepening [14–16].
According to this model, there are dry and moist zones in a wet material. In a dry zone,
moisture is present only in a gaseous form (as vapor), and in the moist zone, all pores are
occupied by liquid moisture. The liquid evaporates only at the interface of these zones, it
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is deepening towards the wet moist zone. It is assumed that the heat is supplied to the
evaporation boundary by applying thermal conductivity of the material dry layer and
spent on moisture evaporation.

The mathematical formulation of this process is based on a Stefan-type problem [17].
Similar models are proposed in the works [14,15]; however, they neither consider radiation
heat transfer on the dried surface, nor analyze the step size sensitivity or computational
grid density. Currently, the heat and mass transfer models, based on the capillary-porous
structure, represented as the so-called pore network, are used [18–23]. According to this
model, a real microstructure of the porous material is replaced by a system of interconnected
and intersecting channels with a known arrangement and geometric dimensions. Results
of the mass transfer study, using this approach, are presented in [24–30].

Figure 2 shows the most common network models, where pores are represented by lines.
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In these works, several numerical approaches are proposed for modeling the transfer
of heat, mass and momentum during porous material dehydration. These approaches
are characterized by spatial scale and physical processes to be reflected in the models.
These models consider the material as a continuum divided into microvolumes. It is
assumed that in these microvolumes (MV) individual phases are superimposed on each
other, meaning that they cannot be analyzed separately. Therefore, MV should be large
enough, for example larger than the pore size, in order to provide averaging of material
properties within the MV. On the other hand, MV should also be small enough to prevent
changes in the studied parameters within these volumes (e.g., temperature), resulting
from macroscopic gradients and associated nonequilibrium conditions at this microscale
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level. Transfer inside the material is modeled by averaged material properties, obtained
either experimentally, or by numerical calculation. Thus, complex pathways and microscale
transfer processes are included in a concentrated way in the material properties and transfer
equations, instead of explicitly taking them into account by modeling. A typical example is
the use of the Darcy’s law combined with fluid permeability, i.e., a macroscopic material
property, in order to describe the fluid transfer inside a porous material at the continuum
level, inherently including complex transfer phenomena at the microscale level. These
material properties are often a complex function of temperature and moisture.

In the works [22,23], it is shown that the model of a porous medium drying zone is the
result of generalization of many phenomenological observations and experimental studies,
and describes liquid phase distribution during drying of porous media. But they fail to
explain the internal mechanism of the “evaporation zone” phenomenon. Namely, which
of the drying factors affects liquid phase distribution during drying of porous media?
Therefore, in these works, the pore network models are proposed, which are applicable for
the slow isothermal drying of porous media.

In the works [24,25], associated heat and mass flows in the voids of complex geometry
are considered. The conventional drying models, presented in the above works, are based
on the assumption that a porous medium is a fictitious continuum, for which heat and mass
balances are derived either by homogenization or by volume averaging. The pore network
models are mainly developed because it is impossible to study transport phenomena at
the pore level. Therefore, the exact description of a transfer in a porous medium is greatly
simplified to the description of individual phases, i.e., gas and liquid.

In the works [25–27,30–33], the unsaturated moisture transfer processes in hygroscopic
capillary-porous materials are simulated, demonstrating a wide pore size distribution. The
pores are seen as computational nodes, where certain variables are computed, namely fluid
pressure or vapor partial pressure. Transfer phenomena are described by one-dimensional
approximations at the discrete pore level. Based on the mass balance at each node, two
linear systems are formed to be solved numerically, in order to obtain partial vapor pressure
in each gas pore (and in the boundary layer) and fluid pressure in each pore.

Correct determination of macroscopic parameters becomes the main problem to be
solved. Through continuous advances in the imaging technology [34], as well as the use of
methods of pore networks construction based on digital images of microstructures [35], it
will only be a matter of time before these parameters are precisely determined based on
the high performance pore network computations.

2. Materials and Methods

In this paper, a pore network model is used to study heat and mass transfer through a
capillary-porous building material. In order to study temperature and moisture conditions
of the capillary-porous material, a corresponding computational grid is formed, which is a
system of rectangular channels, arranged in parallel to coordinate axes, and intersecting
with each other.

Equivalent diameters of these channels correspond to the average pore diameter of the
analyzed porous medium; a ratio of the total pore volume to the porous material volume
corresponds to this material porosity.

2.1. Dispatch Model and Data
2.1.1. Computational Grid

One of the options to construct such a network is shown in Figure 3a–d.
The design model is based on a cubic element with s side. The pores are represented

as intersecting square section channels. The side of the dk square corresponds to the known
equivalent pore diameter of the material. The side length s of a cubic element is calculated
from the condition

s3ε = 3sdk
2 − 2dk

3 (1)
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where ε is the known material porosity, expressing a ratio of pore volume to the total
volume of the porous material.
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The analyzed network model of heat and moisture transfer through a porous medium
assumes that the most intensive vapor-air mixture (gas phase) and heat transfer occurs
in the direction of 0Z axis through K1K2 channels (Figure 3b,c), arranged parallel to this
axis. These channels in sections are squares with dk side. Regarding heat and mass transfer
through the building wall constructions, these channels are considered perpendicular to
outer and inner surfaces of the building enclosure and connected to the inner and outer
air media. According to this model, a liquid phase is arranged in the form of separate
inclusions (mark 1 in Figure 3) in the network channels with I1I2; J1J2 axes are parallel
to 0X and 0Y axes and perpendicular to K1K2 channels through which the gas phase is
transferred. These inclusions of the liquid phase are in the form of rectangular columns.
It is assumed that cross-sections of the channels, where liquid columns are arranged, are
rectangles with dk and dl1 sides. It is assumed that columns with the liquid phase are
interconnected by channels with M1M2, N1N2, P1P2 and Q1Q2 axes; they are parallel to the
0Z axis. The channels, connecting liquid columns, also contain a liquid phase. According
to the assumed model, liquid evaporates or condenses on the column surfaces, occupying
sections I1I2 and J1J2 channels (Figure 3).
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As a result of evaporation or condensation, the liquid mass in these columns, as well
as their height, can vary with time. The liquid mass in the column-connecting channels is
considered constant with time. Width of specified channels with M1M2, N1N2, P1P2 and
Q1Q2 axes corresponds to dk value, and their height dl2 is calculated from the minimum
possible moisture content of the liquid phase wl,min in the material, corresponding to
conditions of the analyzed problem, wl,min value is determined by the minimum relative
air humidity ϕmin in a porous material or in the external medium during the entire process
of heat and mass transfer. This value is taken from the problem’s initial or boundary
conditions. In order to determine wl,min from ϕmin, the sorption-desorption curve for an
analyzed material should be used.

The liquid phase moisture content is considered as a ratio of the liquid mass in a
certain volume of the porous material to this volume value. In the scope of considered
cubic element, the moisture content is described by wl min = ml/s3 expression, where ml
is the liquid moisture mass, contained in this element. The liquid mass, contained in the
considered channels with M1M2, N1N2, P1P2 and Q1Q2 axes, can be calculated as

ml,min = 4sdKdl2ρl .

This value can also be obtained from the following expression

ml,min = wl,min(φmin)s3.

By making the last two expressions equal, we can get the width of channels dl2

dl2 =
wl,min(φmin)s2

4dKρl
.

With this configuration of the computational domain, the total pore volume in the
considered cubic element is

Vp = dK
2s + 4dl1dK ×

(
s
2
− dK

2

)
+ 4(s − dl1)dKdl2.

This value shall correspond to the specified material porosity ε. It follows from the
condition (1) that

Vp = s3ε = 3sdk
2 − 2dk

3.

By making the last two expressions for Vp equal, we can get the width of channels dl1,
where liquid columns are arranged

dl1 =
dK ×

(
s
2 − dK

2

)
− dl2 × s

(
s
2 − dK

2 − dl2
) .

This network model assumes that the heat and mass transfer processes proceed
symmetrically relative to ABCD, HEFG, BEFC and AHGD planes. That is, there is no mass
and heat transfer through these planes.

Intersections of these symmetry planes with the section, shown in Figure 3c, are
represented by N1N2 and M1M2 segments, whereas intersections of symmetry planes with
the section, shown in Figure 3d, correspond to WT, TS, SV and VW segments. The pore
volume in a cubic element occupied by the liquid phase is

Vl = 4dk × dl2 × s + 4dk × dl1 × (dh − dl2). (2)
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If the moisture content of the liquid phase in a porous material is equal to wl, then its
mass in the considered cubic element is

δml = Vl × ρl = wl,0 × s3.

This equality, taking expression (2) into account, makes it possible to establish a
relationship between the height of liquid columns dh and the material moisture content wl

dh =
wls3 + 4ρldkdl2 × (dl1 − s)

4ρldkdl1
. (3)

2.1.2. Transfer Model

In order to study the behavior of moisture content and temperature of the porous
material with time, the mass and heat balance equations are formulated for the considered
cubic elements, arranged sequentially in the direction of a 0Z axis. The balance equations
are formulated for discrete instants of time τk with ∆τ interval.

The mass transfer in a gas phase, i.e., in a mixture of dry air and water vapor, occurs
mainly in a channel with K1K2 axes by molecular diffusion and filtration. Mass transfer by
the diffusion occurs due to mass concentration gradients (partial density) of dry air and
vapor in a gas mixture, and it is described by Fick’s law:

ja,di f = −Dva
∂ρa

∂z
(4)

jv,di f = −Dva
∂ρa

∂z
(5)

where ρv, [kg/m3] is partial density of water vapor in a mixture; ρa, [kg/m3] is partial
density of dry air in a mixture; jv,dif, [kg/(m2s)] is vapor flow density due to diffusion; ja,dif,
[kg/(m2s)] is dry air flow density due to diffusion; Dva, [m2/s] is the diffusion coefficient
of water vapor and dry air in a gas mixture.

Density values of dry air and water vapor are calculated according to the ideal gas
state equations;

ρa =
pa

RaTg
(6)

ρv =
pv

RaTg
(7)

where pa,pv, [Pa] is partial pressure of dry air and water vapor in a mixture; Ra, Rv,
[J/(kg·K)] are gas constants of dry air and water vapor; Tg, [K] is gas mixture temperature.
Besides, the gas medium (vapor-air mixture) transfer also occurs due to filtration.

Density values of vapor and air flows due to filtration are described by the Darcy equations;

ja, f il = −ρa
Kg

µg

∂pg

∂z
(8)

jv, f il = −ρv
Kg

µg

∂pg

∂z
(9)

where Kg, [m2] is permeability coefficient of the porous material for a gas medium; µg,
[Pa·s] is dynamic viscosity coefficient of a gas medium; pg = pa + pv, [Pa] is vapor-air
medium pressure.
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The gas phase in a cubic element occupies the space of a channel with K1K2 axis, as
well as part of the channel volumes with I1I2 and J1J2 axes (Figure 3). The volume, occupied
by a gas phase, is calculated from the following expression:

Vg
k
i = dK

2s + 4
(

s
2
− dK

2
− dhk

i

)
dKdl1 (10)

where dhk
i is liquid column height in the i-th element at τk instant of time.

The balance equation of dry air mass in a cubic element with i number for τk instant
of time is derived from the condition that air enters the considered element with diffusion
J+a,di f and filtration J+a, f il flows from an adjacent element with i − 1 number through a
surface with dκ2 area, and it is transferred to the next adjacent element with i + 1 number
flows J−a,di f and J−a, f il . In order to derive this equation, in expressions (4), (8) describing
air flows by diffusion and filtration, the derivatives with respect to z variable are replaced
by finite differences.

Dry Air Transport Dodel

Taking expression (6) into account, this equation is represented as:

pa
k
,i

RaTg
k
,i

Vg
k
i −

pa
k−1
,i

RaTg
k−1
,i

Vg
k−1
i =

(
J+a,di f − J−a,di f + J+a, f il − J−a, f il

)
dK

2∆τ (11)

J−a,di f = −Dva,i+1/2
s

(
pa

k
,i+1

RaTg
k
,i+1

− pa
k
,i

RaTg
k
,i

)

J+a, f il = − ρa
k
,i−1/2

s
Kg
µg

(
pa

k
,i + pv

k
,i − pa

k
,i−1 − pv

k
,i−1

)

J−a, f il = − ρa
k
,i+1/2

s
Kg
µg

(
pa

k
,i+1 + pv

k
,i+1 − pa

k
,i − pv

k
,i

)
.

This is the conservation equation for the local dry air mass. The left side of the
equation is the mass difference in an elementary cubic cell between two successive points
in time (through a time step), obtained from the law for an ideal gas. The right-hand side is
recorded for the same times and consists of the difference in mass flows due to diffusion
due to the concentration gradient and mass flow due to filtration due to the total pressure
gradient. These two effects on the right side of expression (11) are not opposite to each
other, but complement each other. Many researchers use this approach.

In this discrete equation, the values with the i index describe gas medium parameters
in the considered an element of the porous material. Formally, it is considered that they
refer to R node, located in the center of this element (Figure 3). Values with fractional
indices are calculated as arithmetic (or weighted) mean values related to adjacent elements.
Values with k index refer to the current moment of time, and those with the k−1 index to
the previous one.

Water Vapor Transfer Model

The mass balance equation for water vapor is also based on the condition that vapor
transfer through a cubic element occurs by diffusion and filtration in the direction of 0Z
axis. Diffusion and filtration water vapor flows are described by expressions (5) and (9),
where the derivatives are replaced by finite differences.

Besides, it is considered that water vapor, evaporated from liquid column surfaces
enters the gas medium with a diffusion flow J+ l_v,di f through I1I2; J1J2 channels.

The vapor mass balance equation, considering expression (7), is written as:

pv
k
,i

RvTg
k
,i

Vg
k
i −

pv
k−1
,i

RvTg
k−1
,i

Vg
k−1
i =

(
J+v,di f − J−v,di f + J+v, f il − J−v, f il

)
dK

2∆τ+

+4Jl_v,di f dl1dK∆τ,
(12)
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where

J+v,di f = −Dva,i−1/2

s

(
pv

k
,i

RvTg
k
,i
−

pv
k
,i−1

RvTg
k
,i−1

)
;

J−v,di f = −Dva,i+1/2

s

(
pv

k
,i+1

RvTg
k
,i+1

−
pv

k
,i

RvTg
k
,i

)
;

J+v, f il = −
ρv

k
,i−1/2

s
Kg

µg

(
pa

k
,i + pv

k
,i − pa

k
,i−1 − pv

k
,i−1

)
;

J−v, f il = −
ρv

k
,i+1/2

s
Kg

µg

(
pa

k
,i+1 + pv

k
,i+1 − pa

k
,i − pv

k
,i

)
;

Jl_v,di f = − Dva,i
s
2 − dhk

i

(
pv

k
,i

RvTg
k
,i
−

pv_l
k
,i

RvTg_l
k
,i

)
+

pv_l
k
,i

RvTg_l
k
,i

uS;

(
s
2 − dhk

i

)
is a distance from the surface of liquid columns to R point; us is Stefan’s

speed; pv_l
k
,i is the partial pressure of water vapor directly above the surface of liquid

columns; Tg_l
k
,i is the temperature of the liquid column surface, where liquid is evapo-

rated from.

Liquid (Water) Transfer Model

Liquid phase transfer in the channels with M1M2, N1N2, P1P2 and Q1Q2 axes occurs
due to filtration, resulting from the action of pressure gradient in a liquid medium. This
filtration flow is described by the Darcy equation

jl = −ρl
Kl
µl

∂pl
∂z

(13)

where jl [kg/(m2s)] is density of the filtration fluid flow; pl [Pa] is pressure in a liquid phase;
µl [Pa·s] is the dynamic coefficient of medium liquid viscosity; [Pa·s] is the dynamic coeffi-
cient of medium liquid viscosity; ρl [kg/m3] is liquid density; Kl [m2] is the permeability
coefficient of the porous material for a liquid medium. Pressure in a liquid phase is defined
as the difference between a vapor-gas medium and capillary pressure:

pl = pg − pc.

Considering this expression, Equation (13) can be written as

jl = ρl
Kl
µl

∂pc

∂z
(14)

since it can be assumed that ∂pg
∂z << ∂pc

∂z .
Capillary pressure pc depends on the specific moisture content wl. In this regard,

derivative ∂pc
∂z in the expression (16) is replaced by ∂pc

∂z = dpc
dwl

dwl
dh

∂h
∂z . Derivative dpc

dwl
is

determined from the experimental dependence of capillary pressure pc on the specific
moisture content wl, derivative dwl

dh is calculated from the expression (3):

dwl
dh

=
4dl1dKρl

s3 = Ch

Accordingly, the mass balance equation for a liquid phase is derived

ρl

(
dhk

i − dhk−1
i

)
dl1dK =

(
J+ l, f il − J− l, f il

)
dl2dK∆τ− Jl_v,di f dl1dK∆τ; (15)
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where

J+ l, f il =
ρl
µl

Ch

(
Kl

dpc

dwl

)∣∣∣∣
i−1/2

hk
i − hk

i−1
s

;

J− l, f il =
ρl
µl

Ch

(
Kl

dpc

dwl

)∣∣∣∣
i+1/2

hk
i+1 − hk

i
s

.

Equation (17), as well as Equation (13) for water vapor consider the diffusion transfer
Jl_v,di f of evaporated moisture from liquid column surfaces into a gas phase.

The partial pressure of water vapor above the surface of liquid columns is calculated as

pv_l
k
,i =psut

(
Tg_l

k
,i

)
· ϕ
(

wl
k
,i, Tg_l

k
,i

)
,

where psut

(
Tg_l

k
,i

)
is saturation pressure, corresponding to the surface temperature of

liquid columns; ϕ
(

wl
k
,i, Tg_l

k
,i

)
is relative air humidity, corresponding to specific moisture

content wl
k
,i. This dependence is determined from the sorption-desorption isotherm for a

specified material.

Model of Heat Transfer in a Vapor-Air Medium

The energy conservation equation for volume Vg
k
i of the vapor-air mixture is based

on the condition that heat enters this volume by convection Qg_conv and heat conductivity
Qg_cond. The heat convective flows Qg_conv are created by diffusion and filtration flows of
dry air and water vapor.

In addition, the heat Ql_g_conv is transferred by convection into a gas medium with
moisture flow, evaporated from liquid column surfaces. The heat flow with heat conductiv-
ity that Qg_cond generates is due to the presence of a temperature gradient in a gas medium
along the 0Z axis. By means of heat conductivity, the heat Ql_g_cond also enters the consid-
ered volume from the surface of liquid columns, resulting from temperature differences be-
tween a gas medium and a liquid phase. Besides, the heat Qs_g_cond = Qs1_g_cond + Qs2_g_cond
centers a gas medium from the surfaces of pore walls by means of heat conductivity. A
block diagram of the movement of heat and material flows (and their corresponding desig-
nations) for the central nodal part of a single elementary cubic element of material, which
is shown in Figure 3c, which in an enlarged form is shown in Figure 4.
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Figure 4. Scheme of heat transfer for the gas phase in an elementary cubic element.
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Considering the above, the heat balance equation for a gas medium is derived:

Vg
k
i

(
Ia

k
i + Iv

k
i

)
= Vg

k−1
i

(
Ia

k−1
i + Iv

k−1
i

)
+ Q+

g_conv − Q−
g_conv + Q+

g_cond − Q−
g_cond + Ql_g_conv + Ql_g_cond+

+Qs1_g_cond + Qs2_g_cond;

where

Q+
g_conv =

(
J+a,di f + J+a, f il

)
Ia,ki−1/2 dK

2∆τ+
(

J+v,di f + J+v, f il

)
Iv,ki−1/2 dK

2∆τ;

Q−
g_conv =

(
J−a,di f + J−a, f il

)
Ia,ki+1/2 dK

2∆τ+
(

J−v,di f + J−v, f il

)
Iv,ki+1/2 dK

2∆τ;

Q+
g_cond = q +g dK

2∆τ; Q−
g_cond = q−gdK

2∆τ;

Ql_g_conv = 4Jl_v,di f Il_v,ki dl1dK∆τ; Ql_g_cond = 4q+ l_gdl1dK∆τ;

Qs1_g_cond = 4q+s1_g(s − dl1)dK∆τ; Qs2_g_cond = 4q+s2_g fs2_g∆τ+ 4q+s3_g fs3_g∆τ.

After substituting these expressions into the heat balance equation for gas, we get:
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k
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)
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i

(
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i + Iv
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i

)
+

+
(
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+4q+ l_gdl1dK∆τ+ 4q+s1_g(s − dl1)dK∆τ+ 4q+s2_g fs2_g∆τ+ 4q+s3_g fs3_g∆τ

(16)

where
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k
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k
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s ; q−g = −λg
tg

k
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k
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( s
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i )
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k
,i−ts1_g

k
,i

dK/2 ; q+s2_g = −λg
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k
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k
,i

dl1/2 ;

q+s3_g = −λg
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k
,i−ts2_g

k
,i

dK/2 ; fs2_g = 2dK

(
s
2 − dK

2 − dhk
i

)
; fs3_g = 2dl1

(
s
2 − dK

2 − dhk
i

)
;

ts1_g
k
,i is temperature [◦C] of the channel wall surfaces with K1K2 axis, which is in

contact with a vapor-gas medium; ts2_g
k
,i is the temperature of channel wall surfaces with

I1I2 and J1J2 axes, which are in contact with a vapor-gas medium; tn

(
pv

k
i

)
is saturation

temperature, corresponding to vapor pressure; pv
k
i ; Ca; Cv; Cw, [J/(kg·K)] are specific

heat capacity values of dry air, water vapor and water; rv, [J/kg] is specific heat of vapor
formation; λg, [W/(m·K)] is the heat conductivity coefficient of a vapor-gas mixture; fs2_g;
fs3_g are contact surfaces of a vapor-gas mixture with channel walls with I1I2; J1J2 axes
I1I2; J1J2.

Model of Heat Transfer in the Liquid Phase

The energy conservation equations for a liquid phase are derived for liquid volume
Vl = dKdl2s +

(
dhk

i − dl2
)

dKdl1, including channel volumes, dl2, high, containing a con-

stant liquid volume, and volumes of liquid columns, dhk
i − dl2 varying with time. If the

liquid temperature value in J1; J2; I1; I2 nodes (Figure 1) in the design element with i
number is tw

k
,i, then the heat content in this liquid volume at the time step k is calculated

from the expression Ql
k
,i = Cwρwtw

k
,i

[
dKdl2s +

(
dhk

i − dl2
)

dKdl1
]
.

Through channels with M1M2, N1N2, P1P2 Q1Q2 axes, where the liquid fraction is
located, the heat transfer is performed by means of heat conductivity due to the temperature
gradient, as well as by convection with filtration liquid flows.

From the surfaces of liquid columns, heat is removed from the considered volume by
means of heat conductivity and convection with liquid flow, evaporating from the column
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surface and transferred into a vapor-air mixture. Heat is also transferred from liquid to
channel walls by M1M2, N1N2, P1P2 and Q1Q2 axes, as well as to channel walls with
J1J2 and I1I2 axes, where the liquid columns are located. Thus, the energy conservation
equation for the liquid fraction is represented as:

Cwρwtw
k
,iVl

k
,i = Cwρwtw

k−1
,i Vl

k−1
,i − q− l_gdl1dK∆τ− Jl_v,di f Cwtg_l

k
,idl1dK∆τ

+(q+w − q−w)dKdl2∆τ+
(

J+ l, f ilCwtw
k
i−1/2 − J− l, f ilCwtw

k
i+1/2

)
dl2dK∆τ−

−q− l_s1 fs1_l∆τ+ q− l_s2 fs2_l∆τ+ q− l_s3 fs3_l∆τ

(17)

where

q− l_g = −λw
tg_l

k
,i−tw

k
,i

dhk
i

; q+w = −λw
tw

k
i −tw

k
i−1

s ; q−w = −λw
tw

k
i+1−tw

k
i

s ;

q− l_s1 = −λw
tw−s1

k
,i−tw

k
,i

dl2
; q− l_s2 = −λw

tw
k
,i−tw−s2

k
,i

dl1/2 ; q− l_s3 = −λw
tw

k
,i−tw−s2

k
,i

dK/2 ;

fs1_l = (2dl2 + dK)(s − dl1); fs2_l = 2dK

(
dhk

i − dl2
)

; fs3_l = 2dl1
(

dhk
i − dl2

)
.

tw−s1
k
,i is the temperature ([◦C]) of channel wall surfaces with M1M2; N1N2; P1P2;

Q1Q2 axes, which are in contact with a liquid phase; tw−s2
k
,i is temperature of channel wall

surfaces with I1I2; J1J2 axes, which are in contact with a liquid medium; λw, W/(m K) is
liquid heat conductivity coefficient; fs1_l is a contact surface of a liquid phase with channel
walls, through which the liquid is filtered fs2_l ; fs3_l- are contact surfaces of a vapor-gas
mixture with channel walls, where the liquid column is located.

Heat Transfer Model in a Solid Structure

The energy conservation equation for a solid fraction of the considered element,
occupying volume Vs = s3(1 − ε), is derived taking into account the fact that heat transfer
occurs along a solid body in the direction of 0Z axis by means of heat conductivity.

The heat flow by means of heat conductivity enters the cubic element and leaves it
through the face with the area of fs = s2 − dK

2 − 4dKdl2. On the surfaces of channel walls
with the K1K2 axis, the heat exchange of a solid fraction with a gas medium occurs. On
channel walls with I1I2 and J1J2 axes, the heat exchange occurs with a gas phase, present in
these channels, as well as with liquid columns. On channel walls with M1M2, N1N2, P1P2
and Q1Q2 axes, there is a heat exchange of solid phase with a liquid medium.

Thus, the energy conservation equation for the solid fraction is represented as:

Csρsts
k
,iVs = Csρsts

k−1
,i Vs + q+s fs∆τ− q−s fs∆τ− 4q−s1_g(s − dl1)dK∆τ+

+4q+s1_l fs1_l∆τ− 4q+ l_s2 fs2_l∆τ− 4q+ l_s3 fs3_l∆τ−
−4q−s2_g fs2_g∆τ− 4q−s3_g fs3_g∆τ

(18)

where

q+s = −λs
ts

k
i −ts

k
i−1

s ; q−s = −λs
ts

k
i+1−ts

k
i

s ; q−s1_g = −λs
ts1_g

k
,i−ts

k
,i

s2/2 ; q+s1_l = −λs
ts

k
,i−tw−s1

k
,i

s2/2 ;

s2 = 0, 5(s − dK)− dl2;

q+ l_s2 = −λs
tw−s2

k
,i−ts

k
,i

s1,1/2 ; q+ l_s3 = −λs
tw−s2

k
,i−ts

k
,i

s1,2/2 ;

q−s2_g = −λs
ts2_g

k
,i−ts

k
,i

s1,1/2 ; q−s3_g = −λs
ts2_g

k
,i−ts

k
,i

s1,2/2 ;

s1,1 = 0, 5(s − dl1); s1,2 = 0, 5(s − dK).

The temperature-moisture state of a capillary-porous material is described by a system
of equations for the mass and energy conservation: (11); (12); (15); (16); (17); (18). This
system of equations is written for all cubic elements with the numbers I = 1...N.

Its solution makes it possible to calculate the values of network functions describing:
partial pressure of dry air pa

k
,i; partial pressure of water vapor pv

k
,i; height of liquid columns

dhk
i ; vapor-air mixture temperature tg

k
i ; liquid phase temperature tw

k
,i and solid fraction

120



Materials 2021, 14, 1819

temperature of a porous material ts
k
,i. Except for indicated values, this system of equations

also contains: liquid column surface temperature tg_l
k
,i; surface temperature of channel walls

with K1K2 axis, which is in contact with a vapor-gas medium ts1_g
k
,i; surface temperature

of channel walls with I1I2; J1J2 axes, which are in contact with a vapor-gas medium ts2_g
k
,i;

surface temperature of channel walls with M1M2; N1N2; P1P2; Q1Q2 axes, which are in
contact with a liquid phase tw−s1

k
,i and surface temperature of channel walls with I1I2 and

J1J2 axes, which are in contact with a liquid medium tw−s2
k
,i. In order to determine specified

temperature values on the medium contact surfaces, the matching conditions are used.

2.1.3. The Matching Conditions on the Surfaces

The matching conditions on the surfaces of liquid columns, where a vapor-air mixture
contacts with the liquid, and from which evaporation (condensation) occurs, are as follows:

q− l_g = rv Jl_v,di f + q+ l_g

or

− λw
tg_l

k
,i − tw

k
,i

dhk
i

= rv Jl_v,di f − λg
tg

k
,i − tg_l

k
,i

0, 5s − dhk
i

.

The value is determined from this expression: tg_l
k
,i:

tg_l
k
,i =

λw
dhk

i(
λg

0,5s−dhk
i
+ λw

dhk
i

) tw
k
,i +

λg

0,5s−dhk
i(

λg

0,5s−dhk
i
+ λw

dhk
i

) tg
k
,i −

rv Jl_v,di f(
λg

0,5s−dhk
i
+ λw

dhk
i

) .

The matching condition on channel walls with M1M2; N1N2; P1P2; Q1Q2 axes, which
are in contact with a liquid phase, are represented as:

q− l_s1 =q+s1_l

or

− λw
tw−s1

k
,i − tw

k
,i

dl2
= −λs

ts
k
,i − tw−s1

k
,i

0, 5s2
.

This expression determines tw−s1
k
,i

tw−s1
k
,i =

λw
dl2(

λs
0,5s2

+ λw
dl2

) tw
k
,i +

λs
0,5s2(

λs
0,5s2

+ λw
dl2

) ts
k
,i.

The matching condition on channel walls with K1K2 axis, where the heat exchange of
a vapor-gas mixture with a solid phase of the porous material occurs, is as follows:

q+s1_g = q−s1_g

or

− λg
tg

k
,i − ts1_g

k
,i

0, 5dK
= −λs

ts1_g
k
,i − ts

k
,i

0, 5s2
.

This equation determines the contact surface temperature of channel walls with K1K2
axis with a vapor-air medium

ts1_g
k
,i =

λs
s2(

λg
dK

+ λs
s2

) ts
k
,i +

λg
dK(

λg
dK

+ λs
s2

) tg
k
,i.
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In order to determine the surface temperature ts2_g
k
,i of channel walls with I1I2; J1J2

axes, which are in contact with a vapor-gas medium, the matching conditions are repre-
sented as

q+s2_g fs2_g + q+s3_g fs3_g = q−s2_g fs2_g + q−s3_g fs3_g

or with consideration of the above expressions
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From the presented expression, it follows that
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The surface temperature tw−s2
k
,i of channel walls with I1I2; J1J2 axes, which are in

contact with a liquid medium, is determined using the matching condition

q+ l_s2 fs2_l + q+ l_s3 fs3_l = q− l_s2 fs2_l + q− l_s3 fs3_l .

which, taking above expressions into account, is represented as
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From this expression, it follows that
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2.2. Condition for Solving Equations

In order to solve the problem of heat and mass transfer dynamics in the considered
formulation, the initial and boundary conditions for presented equations should be formu-
lated. The initial distribution of temperature t0 and moisture content wl,0 over the material
thickness can be set as initial conditions. The boundary conditions shall reflect ambient
temperature t∞ and a certain indicator of its moisture condition: relative air humidity
ϕ∞ or partial pressure of water vapor pv,∞ or its concentration ρv,∞ in air. Also, the total
pressure of a vapor-air mixture outside the material pg,∞ = pa,∞ + pv,∞, should be set; it
usually corresponds to the atmospheric pressure.

3. Results

As an example, the change in temperature and moisture condition in time of a porous
material, Z = 0.1 [m] thick was analyzed. Its porosity is ε = 0.157. Thermophysical properties
of the considered material correspond to properties of a ceramic brick. Permeability
coefficient for gaseous medium Kg = 2.2 × 10−13, [m2]. For the dependences of the
permeability coefficients and capillary pressure for the liquid in the material on the moisture
content, the data given in [9] were used. Note that the values of capillary pressure and the
coefficient of permeability of a liquid in a material depend significantly on its moisture
content. For the considered range of changes in moisture content w = 3...60 [kg/m3]
capillary pressure, respectively, varied within pc = 9.5 × 106...0.1 × 106 [Pa], and the ratio
of the permeability coefficient (for liquid) to its dynamic coefficient viscosity varied in
the range Kl/µl = 4.0 × 10−16 . . . 6.7 × 10−11 [m2] [9]. The heat capacity and thermal
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conductivity coefficients for each phase were chosen to be constant and, accordingly, equal:
Ca = 1006.43; Cv = 1875.2; Cw = 4183, [J/(kg·K)] and λg = 0.0259; λw = 0.612; λs = 0.7,
[W/(m·K)]. The specific heat of the liquid-vapor phase transition is rv = 2.260·106, [J/kg],
and the diffusion coefficient of vapor in air is Dva = 2.31 × 10−5, [m2/s].

3.1. Evaporation Processes

At the initial time, the material moisture content is wl,0 = 60 [kg/m3]. This value
produces half of the maximum possible moisture content in the material, at which time
all pores are filled with liquid. At the specified moisture content, the relative air humidity
inside the material is practically equal to one. The initial material temperature is 20 [◦C].
The material is placed in an air medium, its temperature is also 20 [◦C], the relative humidity
is ϕ = 0.6. At this point, ρv,∞ = 0.0104 [kg/m3].

The calculation results of the variation with time in temperature and moisture condi-
tions of the capillary-porous material for these conditions are shown in Figure 5.
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surfaces (e), moment of time: 1 − τ = 2.5 × 105 s; 2 − τ = 5.0 × 105 s; 3 − τ = 7.5 × 105 s.
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As is shown in Figure 5a,b, the partial pressure of water vapor, as well as relative
air humidity inside the material, decrease with time. The maximum values of these
quantities are observed in the middle section of the material. In the direction of heat and
mass exchange surfaces (z = 0 and z = 0.1 m), these quantities decrease to their values in
the external medium. The material moisture content wl changes in a similar way to wl
(Figure 5d).

As a result, at the initial time, the material and environment temperature are identical,
while the material internal energy is spent on the evaporation process in the initial period
of heat and mass transfer. Therefore, its temperature initially decreases and becomes lower
than the initial value. Then, as the external medium temperature becomes higher than the
material temperature, heat flows into the material from the outside. This heat is spent on
the evaporation process and the gradual material heating. Its temperature rises over time
(Figure 5c).

The distribution of evaporated vapor mass flows Jl_v,di f over the material thickness is
shown in Figure 5e. As is shown in this figure, the evaporation process inside the material
most intensely occurs in the areas near its surfaces. Over time, the maxima of curves
Jl_v,di f (z) gradually move into the material.

In the second example, a material with the same initial parameters is placed in an air
medium at 35 [◦C]. The partial density of water vapor in the air medium is the same as
in the first case: ρv,∞ = 0.0104 [kg/m3]. Naturally, the relative humidity of the external air
medium falls down to ϕ = 0.26.

The calculation results of the variation with time in temperature and moisture condi-
tions of the capillary-porous material for these conditions are shown in Figure 6.

As can be seen from a comparison of Figure 6 with Figure 5, the behavior of the water
vapor partial pressure with time, the relative air humidity and moisture content inside
the material, is basically the same as in the previously considered case, when the initial
material temperature was the same as external medium temperature. However, when the
medium temperature outside the material is higher than the initial material temperature,
its drying is much more intensive.

It has been proven by the moisture content degree in the material wl for the same
time intervals, analyzed in the first variant. If in the first variant at τ = 7.5 × 105 [s], the
maximum moisture content in the middle part of the material, with its maximum, is wl =
35.65 [kg/m3] (Figure 5d), then in the second variant, the specified moisture content will
be wl = 7.48 [kg/m3] (Figure 6d).

Unlike the first variant, the temperature inside the material changes with time. From
the initial time, the porous material temperature starts to increase due to the initial tem-
perature difference between the material and the external medium. The heat, entering the
material from the outside, is spent on material heating and liquid evaporation inside the
material.

The distribution of evaporated vapor mass flows Jl_v,di f over the material thickness is
shown in Figure 6e.

As in the previously analyzed variant, the evaporation process inside the material in
the initial period occurs most intensely in the areas near its surfaces. Over time, the maxima
of curves Jl_v,di f (z) gradually move into the material and merge into one maximum in
its middle.

3.2. Condensation Processes

The next example considers the case when the investigated porous material, which
at the initial moment of time has a temperature of t0 = 35 ◦C and a moisture content
wl,0 = 3.8 [kg/m3], is placed in an air environment with a temperature of t∞ = 20 [◦C] and a
relative humidity of ϕ∞ = 0.6 In this case, as in the previous cases, ρv, ∞ = 0.0104 [kg/m3].
Under such conditions, the process of moisture condensation begins on the surfaces of the
sample, and then in its inner layers. The results of calculating the change in time of the
temperature-humidity state of the sample under these conditions are shown in Figure 7.
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Figure 6. Distribution of the vapor partial pressure over the material thickness (a), relative air
humidity (b), temperature (c), moisture content (d), and vapor flow density from the liquid column
surfaces (e), moment of time: 1 − τ = 2.5 × 105 [s]; 2 − τ = 5.0 × 105 [s]; 3 − τ = 7.5 × 105 [s]

As seen from Figure 7a,b, as a result of moisture condensation on the surfaces and
inside the material, the partial pressure of water vapor, as well as the relative humidity
of the air inside the material, increases over time. Over time, the moisture content of
the porous material also increases (Figure 7e) and approaches the value of the maximum
hygroscopic value corresponding to the humidity of the outside air. The temperature on
the surfaces and inside the material gradually decreases (Figure 7c,d).

The modulus of the vapor flux density Jl_v,di f (z), which condenses inside the material
(the flux itself is negative), has its maximum values at the surface in the initial period. Over
time, the maximum value of the modulus of the vapor flow Jl_v,di f (z), which condenses
inside the material, moves to the middle of the sample.
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Figure 7. Distribution of the vapor partial pressure (a), relative air humidity (b), temperature (c, d),
moisture content (e), and vapor flow density from the liquid column surfaces (f; g) over the material
thickness and moment of time: 1 − τ = 5 × 103 [s]; 2 − τ = 2.5 × 105 [s]; 3 − τ = 5.0 × 105 [s].

4. Discussion

As follows from the presented results, the analyzed network model of a wet capillary-
porous material can be used to calculate the dynamics of changes in its temperature and
moisture conditions.
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This model makes it possible to calculate distribution over the thickness and change
in time of the partial pressure of water vapor, temperature and liquid moisture content
inside the material with the changes in temperature and moisture of the outside air.

According to the results of computational studies, evaporation (or condensation)
inside the pores of a material with a change in external conditions occurs more intensively
near its boundaries. Over time, the most intense areas of evaporation pass into the depth
of the material. Note that the dynamics of temperature change are more intense than the
dynamics of changes in humidity and moisture content.

For all considered cases, the times of establishment of thermodynamic equilibrium
are rather long at more than 10 days (more than 7.5 × 105 s). Such dynamics logically
correspond to the physics of the resulting effects.

The model is non-equilibrium, it is based on the differences in the parameters of the
state of the vapor-gas and liquid phases in the micropores of the material. The difference in
temperatures reached up to 1.5 [◦C], in pressures-up to 5 [MPa], mainly due to the capillary
pressure in the microchannel with a solid liquid. By the way, the capillary pressure was
not specified by an analytical expression containing the surface tension, but the original
tabular data [9] were used, taking into account the deviation of the microchannel from a
strict cylindrical shape, for example, its possible cone shape.

The model is not devoid of limitations and incompleteness of taking into account the
accompanying physical effects. It is applicable for a temperature range of no less than
0 [◦C] and no more than 100 [◦C]. At subzero temperatures, water freezes (or ice melts), and
such a phase transformation is not taken into account. At temperatures above 100 [◦C], it is
necessary to complicate the model and take into account the effects of volumetric boiling
of the liquid. The model also does not take into account the adhesion of vapor molecules
on the surface of the solid material of the walls of the microchannel, does not take into
account the possible film flow over the surface of the walls and does not take into account
possible structural modes of liquid flow in the microchannel, such as slug, foam, dispersed
and other flows.

Possible further studies of the proposed model are as follows. First of all, this could in-
volve checking the model for: sensitivity to changes in fixed parameters and characteristics
of a solid material (pore diameter, integral porosity index, its permeability); dependence of
thermophysical characteristics on temperature and pressure; the structure of the filtration
fluid flow; and other factors. It is of interest to make similar calculations for other materials,
for example, thermal insulation. It is possible to develop a model for a different pore shape,
for example, a spherical one.

It is extremely interesting to compare the model calculations with some data that were
previously obtained by the authors in the experimental study of the dynamics of changes
in the moisture content of a number of building and heat-insulating materials, depending
on the humidity of the surrounding air.

In studying the condensation processes, calculations showed that in the first 5 min
the specific mass flows of water vapor are very high—they reach 10−6 [kg/(m2·s)] and
higher. It can result in the formation of a continuous film of dropping liquid (water) on
the material (brick) surface and complete filling of pores with water in a thin near-surface
layer to a material depth of 0.5...1 [mm]. When the ambient temperature drops to sub-zero
values (in degrees Celsius), this condition can result in the ice formation in near-surface
micropores. A further decrease in temperature is accompanied by volumetric expansion of
ice, leading to microdestructions of the material surface, leading to a loss of surface strength.
Therefore, the modeling results of water vapor condensation can be applied to engineering
calculations in the processes and technologies against the surface microdestruction in
facade building structures.

5. Conclusions

The presented model includes a certain number of parameters, thermophysical prop-
erties and characteristics of a porous material. Some of them depend heavily on moisture
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content. It refers chiefly to capillary pressure and filtration coefficients. The computational
model also describes the dependence of the material equilibrium moisture content on the
air relative humidity (sorption curve). To provide solid results on the temperature-moisture
condition of a porous material, based on the proposed calculation model, reliable data
on the specified characteristics of materials are required. These characteristics for specific
materials should be obtained from complex experimental studies using special laboratory
facilities, which is a research problem to be solved. To derive required thermophysical
characteristics of the studied material from the experimental data, we may use the proposed
transfer model to solve inverse problems of heat and mass transfer.

It is also important to obtain reliable information on the structure of porous materials
based on modern optical or electronic microscopy, using fluorescent substances that fill
the pores.

The developed model can be effectively used in describing the processes of drying
capillary-porous materials; in fact, from the problem involving this area of heat and mass
transfer, the original problem statement arose. This model is probably not quite suitable
for studying colloidal structures.

It is also advisable to thoroughly check the model (verification or validation) using other
numerical modeling approaches, for example, using the LBM model or direct CFD-modeling.

Undoubtedly, such bifurcations of the further use of the model will require its corre-
sponding correction, adjustment and, of course, time.
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Abstract: Three carbon materials with a highly diversified structure and at the same time much less
different porosity were selected for the study: single-walled carbon nanotubes, heat-treated activated
carbon, and reduced graphene oxide. These materials were used for the adsorption of 2,4-D herbicide
from aqueous solutions and in its electroanalytical determination. Both the detection of this type of
contamination and its removal from the water are important environmental issues. It is important to
identify which properties of carbon materials play a significant role. The specific surface area is the
major factor. On the other hand, the presence of oxygen bound to the carbon surface in the case of
contact with an organochlorine compound had a negative effect. The observed regularities concerned
both adsorption and electroanalysis with the use of the carbon materials applied.

Keywords: single-walled carbon nanotubes; activated carbon; reduced graphene oxide; 2,4-D;
adsorption; electroanalysis

1. Introduction

The widespread use of chlorophenoxy herbicides in agriculture is an important
source of soil and water contamination [1]. One of the most important herbicides, 2,4-
dichlorophenoxyacetic acid (2,4-D), is used in several countries to control weeds. Even
over 70 years after its introduction, 2,4-D continues to be the most common and widely
used herbicide worldwide [2,3]. It is directly applied onto soil or sprayed over crop fields
and, from there, often reaches surface waters and sediments. The choice of 2,4-D as the test
substance was dictated by the fact that it belongs to a group of organochlorine pollutants
to surface waters and groundwater which are characterized by high harmfulness of living
organisms. The purpose of this work was to evaluate the adsorption potential of chosen
carbon materials with a strongly differentiated structure for 2,4-D as the target water con-
taminant. So far, in research on the effectiveness of use as adsorbents against herbicides or
phenol derivatives, activated carbons differing in porosity or surface chemistry were most
often used [4–7]. Carbon materials with a different internal structure were used relatively
rarely in such studies [8–10]. Moreover, many studies used carbon materials of various
types with very different porosities (SBET) [8–10], which made it practically impossible to
assess the influence of their internal structure differences on the adsorption efficiency.

Carbon materials, especially those classified into the graphite family, have a variety of
textures (nanotexture and microtexture) and structures [11,12].

The graphite family refers to carbon materials that are similar to graphite in the sp2

hybridization of carbon atoms and the presence of several hexagonal carbon layers in the
structure. There are numerous members of this family. For example, activated carbon
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that is formed by subjecting turbostratic carbon to a chemical reaction (activation) that
consumed a part of the carbon. The activation results in surface pores, which cause the
specific surface area to be high, as needed for fluid purification through the adsorption of
the molecules to be removed.

The graphite family also includes graphite oxide, which is a covalent form of interca-
lated graphite. The conversion of graphite to graphite oxide involves its oxidation. The
separation of the layers is a step in one of the methods of making graphene. The further
reduction results in the removal of the oxygen and forming graphene oxide and, at the end,
the reduced material known as reduced graphene oxide (rGO). The rGO sheets are usually
considered as one kind of chemically derived graphene.

Carbon nanotubes (CNTs) are cylindrical molecules that consist of rolled-up sheets
of single-layer carbon atoms (graphene). Among them, there are single-walled nanotubes
(SWCNTs) with a diameter even less than 1 nm and multi-walled nanotubes (MWCNTs),
consisting of several concentrically inter-linked nanotubes (diameters more than 100 nm).
Like their building block graphene, CNTs are chemically bonded with sp2 bonds.

Carbon materials of a completely different type of structure were selected and used for
the studies. The only common feature for them was a similar value of the specific surface
area. The materials selected were commercial single-walled carbon nanotubes and reduced
graphene oxide, as well as demineralized and high temperature, heated activated carbon
to reduce its specific surface area.

In our work, apart from the adsorption properties of carbon materials, their electroana-
lytical usefulness was also tested. The electrochemical properties of carbon (graphite) paste
electrodes (CPEs) modified by the addition of these carbon materials and their application
in electroanalysis of 2,4-D were investigated.

2. Materials and Methods
2.1. Reagents and Materials

The graphite powder (45 µm), spectroscopic grade paraffin oil, as well as the 98%
2,4-dichlorophenoxyacetic acid (2,4-D), were purchased from Sigma Aldrich (St. Louis,
MO, USA). Commercial, high-purity, open, single-walled carbon nanotubes (SWCNTs),
from Nanostructured & Amorphous Materials, Inc. (Houston, TX, USA), were chosen for
investigation. The second used carbonaceous nanomaterial was commercially reduced
graphene oxide (rGO) received from Advanced Graphene Products Sp. z o.o. (Nowy
Kisielin, Zielona Góra, Poland). The final carbon material used for comparison was
extruded commercial activated carbon R3ex (Norit) demineralized with concentrated HF
and HCl acids and next annealed in argon at 1800 ◦C (AC1800) [13]. All three carbon
materials were selected in such a way that their specific surface area differs not too much.
At the same time, their structure was extremely diverse.

2.2. Adsorbents Characterization
2.2.1. Adsorption–Desorption N2 Isotherms

The porous structure of the carbon materials used for investigations was characterized
using nitrogen adsorption–desorption isotherms at 77.4 K (ASAP 2020, Micromeritics,
Norcross, GA, USA). On this basis, the main parameters characterizing the porosity of the
chosen carbon materials, the specific surface area (SBET), micro- (Vmi), and mesopore (Vme)
volumes were calculated.

2.2.2. Microscopic Studies

Measurements of the surface-bonded oxygen content were carried out using a scan-
ning microscope (Philips XL30/LaB6, Amsterdam, Netherlands) coupled with an energy
dispersive X-ray spectrometer (DX4i/EDAX device). SEM images were also determined.
High-resolution transmission electron microscopy (HRTEM) images for SWCNT were taken
using a transmission electron microscope F20X-TWIN (FEI-Tecnai) operated at 200 kV [14].
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2.2.3. Raman Spectra

The characterization of the tested carbon materials was done by Raman spectroscopy
using a Renishaw inVia Raman Microscope (Wotton-under-Edge, Gloucestershire, UK)
with an exciting wavelength of 514.5 nm.

2.3. Adsorption from Aqueous Solutions

Batch experiments were carried out to examine the adsorption properties of the chosen
carbon materials. All of the adsorption experiments were conducted at a room temperature
of 25 ◦C in glassy Erlenmeyer flasks contacting different initial solutions of 2,4-D (0.02 L)
with a given amount of carbon material (0.01 g).

The adsorption isotherms for the 2,4-D were constructed from solutions with an
initial concentration ranging between 0.2 and 1 mmol/L. The flasks were then placed
in the laboratory shaker and agitated at 100 rpm for 24 h. After this time, the samples
were filtered through filter paper and analyzed for the 2,4-D content. The amount of the
herbicide adsorbed per unit mass of adsorbent at equilibrium, qe (mmol/g), was calculated
from the following formula:

qe =
(C0 − Ce)V

m
(1)

where C0 and Ce (mmol/L) are 2,4-D concentrations at initial and final steps, respectively,
m (g) is the mass of the adsorbent added, and V (L) is the volume of the solution.

The kinetic studies were conducted for an initial 2,4-D concentration of 0.5 mmol/L.
The flasks were agitated at 100 rpm. Samples were taken at different preset contact time
intervals, filtered to prevent the presence of adsorbent in the samples, and analyzed spec-
trophotometrically. The amount of 2,4-D adsorbed at time t, qt (mmol/g), was evaluated
by applying the following formula:

qt =
(C0 − Ct)V

m
(2)

where Ct (mmol/L) is the 2,4-D concentration at time t.
The quantification of the 2,4-D presents in aqueous solution was made using UV–Vis

spectrophotometry (Carry 3E, Varian, Palo Alto, CA, USA) at the wavelength of 278 nm.
The calibration curve was constructed (0.02–0.8 mmol/L) by plotting absorbances vs. 2,4-D
concentrations (y = 0.956x + 0.035; R2 = 0.999).

2.4. Voltammetry

All the voltammetric measurements were conducted with an AutoLab PGSTAT 20
(Eco Chemie, Utrecht, Netherlands) potentiostat. For all electrochemical measurements,
the conventional three-electrode system was used: (1) a modified carbon paste electrode,
(2) a Pt wire, and (3) a saturated calomel electrode, which functioned as the working
electrode, the auxiliary electrode, and the reference electrode, respectively. Differential
pulse voltammetry (DPV) was used in this study. The measurements were carried out in a
homemade 40 mL glass cell. Voltammograms were registered from 0 to 2.0 V at a sweep
rate of 50 mV/s. The pulse height and width were set as 50 mV and 50 ms, respectively,
and the sampling time was 50 ms. A Teflon holder with a hole at one end for filling the
carbon paste served as the electrode body. Electrical contact was made with a stainless-steel
rod through the center of the holder. Modified CPEs were prepared by thoroughly mixing
2.5, 5, or 10 wt.% of modifying carbon material and graphite powder with the subsequent
addition of mineral oil. All ingredients were placed in an agate mortar, crushed with a
pestle and the mixture was kept at room temperature for 3 days. The prepared paste was
then packed into the hole of the electrode body and smoothed onto a paper.
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3. Results and Discussion
3.1. Physicochemical Characterization of the Carbon Materials

The low-temperature nitrogen adsorption–desorption isotherms on the carbon mate-
rials are presented in Figure 1. The specific surface areas (SBET), as well as the micropore
(Vmi) and mesopore (Vme) volumes, were calculated from the N2 adsorption isotherms,
and the results are listed in Table 1. The SBET was calculated by the BET method, while the
Vmi and Vme volumes were calculated using the t-plot method.
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Table 1. Physicochemical properties of the carbon materials tested.

Adsorbent SBET
(m2/g)

Vmi
(cm3/g)

Vme
(cm3/g)

Vmi/Vmi +
Vme

Oxygen Surface
Content, (% wt.)

SWCNT 597 0.267 0.314 0.460 4.9
AC1800 554 0.239 0.133 0.642 1.4

rGO 512 0.220 0.272 0.447 17.1

Table 1 shows that the specific surface areas of the tested materials are not very
diverse (the maximum difference between them is 85 m2/g). A similar relationship can be
noticed in the case of the micropore volume, while there are significant differences in the
mesopore volume—the AC1800 exhibits the lowest Vme as a result of its high-temperature
treatment [7,13].

The results of the performed HRTEM analysis for SWCNT [14] are presented in
Figure 2a–c. As can be observed, CNTs are long and partially opened. On the external
walls, some amorphous carbon forming the debris is observed. The images (Figure 2) show
a large variation in the surface morphology of the tested carbon materials, resulting from
their internal structure.
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Figure 3 shows the Raman spectra obtained for the tested carbon materials. The
peaks at about 1350 and 1580 cm−1 correspond to D and G bands, respectively. The D-
band represents the A1g vibration mode caused by the disordered structure of the carbon
materials, whereas the G-band corresponds to the E2g vibration mode in the graphitic
lattice of carbon materials [15].
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Figure 3. The Raman spectra of the SWCNT, AC1800, and rGO.

For the carbon materials used in this research, the D-band was located at 1348, 1350,
and 1349 cm−1 for SWCNT, AC1800, and rGO, respectively, and the G-band was at 1573,
1581, and 1588 cm−1, respectively. Using the ratio of peak intensities ID/IG, one can use
Raman spectra to characterize the disorder level in carbon materials. The appropriate values
were 0.031, 2.21, and 1.30 for SWCNT, AC1800, and rGO, respectively. As one can see, the
carbon materials tested are highly differentiated in terms of internal structure arrangement.
SWCNT shows the highest difference in intensities of the D and G bands [14,16]. The
opposite situation can be observed for the heat-treated activated carbon AC1800. The
heating temperature (1800 ◦C), although significantly reducing its pore volume, is too low
for graphitization [13].

The relative intensity ratio of both peaks (ID/IG) for the rGO sample is a measure of
disorder degree and is inversely proportional to the average size and number of the sp2

clusters [15,17].
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3.2. Adsorption Study

The adsorption of the 2,4-D from aqueous solutions onto single-walled carbon nan-
otubes, heat-treated activated carbon, and reduced graphene oxide was studied by means
of the adsorption kinetics and the construction of adsorption isotherms.

Adsorption kinetics of 2,4-D from the water on the carbonaceous materials is shown
in Figure 4. It was observed that the adsorption rapidly increased in the first steps of the
process and reached the adsorption equilibrium within about 1–2 h.
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To further analyze the adsorption kinetics, the data from Figure 4 were fitted by
pseudo-first-order (PFO) (Equation (3)) and pseudo-second-order (PSO) (Equation (4))
kinetic models:

log(qe − qt) = log qe −
k1

2.303
t (3)

t
qt

=
1

k2q2
e
+

1
qe

t (4)

where k1 and k2 are the rate constants of PFO (1/min) and PSO adsorption (g/mmol·min),
respectively.

The values of k1 and k2 were calculated from the slope and intercept of the plots of
log(qe − qt) versus t and t/qt versus t, respectively, and are given in Table 2.

Table 2. The pseudo-first- and pseudo-second-order rate constants for adsorption of 2,4-D on the
carbonaceous materials.

Adsorbent Pseudo-First-Order Pseudo-Second-Order

qe(EXP)
(mmol/g)

k1
(1/min) R2 qe(CAL)

(mmol/g)
k2

(g/mmol·min) R2 qe(CAL)
(mmol/g)

SWCNT 0.604 0.022 0.935 0.423 0.049 0.999 0.612
AC1800 0.559 0.019 0.975 0.323 0.016 0.999 0.579

rGO 0.441 0.021 0.992 0.305 0.038 0.999 0.462

The R2 values for the PSO kinetic model are equal or greater than 0.999 for adsorption
of the herbicide on all of the carbonaceous materials. Furthermore, a better agreement
between the experimental (qe(EXP)) and calculated (qe(CAL)) values of equilibrium adsorption
capacity was observed for the PSO kinetic model than for the PFO. This suggests that the
adsorption of the 2,4-D on the adsorbents follows the pseudo-second-order kinetic model.

The adsorption results revealed that the 2,4-D was adsorbed faster on the SWCNT
than on the rGO and that the microporous material of heat-treated activated carbon led
to a much longer time to reach the adsorption equilibrium. The values of the k2 for 2,4-D
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followed the sequence: AC1800 < rGO < SWCNT. This order in the rate of adsorption can
be explained by the different porous structures of the materials—the content of mesopores,
which play the role of transporting arteries. The adsorption rate increased with an increase
in the content of mesopores in the total porous structure of the carbon materials.

Adsorption isotherms of the 2,4-D on the SWCNT, AC1800, and rGO are presented
in Figure 5. To understand the adsorption isotherm, the data from Figure 5 were fitted
by the Langmuir (Equation (5)) and Freundlich (Equation (6)) models with the following
nonlinear forms:

qe =
qmbCe

1 + bCe
(5)

qe = KFC1/n
e (6)

where qm (mmol/g) is the maximum adsorption capacity, b (L/mmol) is the Langmuir
parameter, while the KF ((mmol/g)·(L/mmol)1/n) and n are the Freundlich constants.
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The suitability of these models was verified based on the correlation coefficient R2

and standard deviation equation ∆q (%) as:

∆q = 100 ×

√
Σ
[(

qexp − qcal
)
/qexp

]2

N − 1
(7)

The results (Table 3) show that the Langmuir and Freundlich isotherm models fitted
reasonably well the adsorption data for all of the adsorbents. However, the Langmuir
model fitting was slightly better for experimental data due to the higher R2 and lower
∆q values. This suggested the monolayer and homogeneous adsorption of 2,4-D onto the
SWCNT, AC1800, and rGO surface.

Table 3. The Langmuir and Freundlich isotherm equation parameters for adsorption of 2,4-D on the
carbon materials.

Adsorption Model Parameter SWCNT AC1800 rGO

Langmuir

qm (mmol/g) 2.001 1.652 1.222
b (L/mmol) 2.127 2.168 2.030

R2 0.991 0.993 0.994
∆q (%) 2.139 2.888 4.244

Freundlich

KF ((mmol/g)·(L/mmol)1/n) 1.806 1.462 0.934
n 1.403 1.439 1.540

R2 0.977 0.975 0.972
∆q (%) 5.229 7.462 5.231
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Equilibrium adsorption experiments revealed that the SWCNT had the highest 2,4-
D adsorption capacity, compared to the AC1800 and rGO adsorption capacities. These
findings can be attributed to the SWCNT’s high specific surface area and micropore volume
values that facilitate the efficient adsorption of 2,4-D. Both, the Langmuir and Freundlich
parameters (qm and KF) follow the order of the BET specific surface areas (rGO < AC1800
< SWCNT). After converting the adsorption per 1 m2 of surface area, a relatively small
difference between SWCNT and AC1800 (0.0033 and 0.0030 mmol/m2, respectively) can
be observed, and in the case of rGO, this value (0.0024 mmol/m2) was much lower than
for the two previous materials.

The worst adsorption capacity of the rGO can be explained by taking into account one
more factor besides SBET, namely, the surface chemistry, and more specifically the amount
of oxygen bound to the carbon surface. While in the case of SWCNT and AC1800, it was
relatively small and comparable, in the case of rGO, it was very large (several times greater).
The presence of the acidic surface oxygen groups decreases the adsorption efficiency. This
phenomenon is associated with the hydration of polar carboxyl groups leading to the
creation of water clusters, which can block active sites on the adsorbent surface and
reduce its availability for adsorbent molecules [6,18]. In many studies, it was found
that the presence of oxygen on the surface of carbon materials reduces the adsorption of
organic compounds of similar structure to 2,4-D, e.g., 2-(4-chloro-2-methylphenoxy)acetic
acid (MCPA), 2-(4-chloro-2-methylphenoxy)propanoic acid (MCPP), and 4-(4-chloro-2-
methylphenoxy) butanoic acid (MCPB) [6].

Comparisons of 2,4-D monolayer adsorption capacity of the SWCNT, AC1800, and
rGO with those of other adsorbents reported in previous studies are given in Table 4. The
adsorption capacities reported in this study are high compared to other carbonaceous
materials.

Table 4. Comparison of the 2,4-D adsorption on various adsorbents.

Adsorbent SBET
(m2/g)

Langmuir Adsorption
Capacity, qm (mg/g) Ref.

SWCNT 597 442.3 this paper
AC1800 554 365.1 this paper

rGO 512 270.1 this paper
groundnut shell char 43 3.02 [19]

CB-C carbon black 97 68.6 [20]
CB-V carbon black 227 72.2 [20]

AC from sugarcane bagasse 507 153.9 [21]
AC from groundnut shell 709 250.0 [19]

commercial AC F-400 800 137.7 [22]
commercial AC SX-2 885 180.4 [23]

AC from coconut shell 991 233.0 [21]
commercial AC F-300 965 191.2 [23]
AC from data stones 763 238.0 [24]

AC from corncob 1274 300.0 [25]

3.3. Electroanalytical Research

The first stage of DPV studies was the evaluation of the effect of the accumulation
time on the peak current of the oxidation of 2,4-D in a solution (0.5 mmol/L) for the
CPEs modified with all the tested carbon materials. The current intensity was found to
increase with the accumulation time until 7 min, after which it maintained a constant value
(Figure 6a). In further studies, an accumulation time of 7 min was used.

Voltammograms for the CPE as an example with 10% content of carbon modifiers are
shown in Figure 6b. From all the DPV curves (without as well as with 2.5%, 5%, and 10%
modifiers content), the peak currents and the peak potentials were determined.
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Similar to the dependence of the amount of adsorbed 2,4-D (qm) on the value of the
specific surface area (SBET) of the carbon material, changes of the peak currents can be
observed, recorded during the voltammetric measurements with the use of a carbon paste
electrode modified by the addition of SWCNT, AC1800 or rGO. The values of the peak
currents decrease with the decrease in the specific surface area of the CPE modifiers for
different amounts of their additions and different concentrations of 2,4-D solutions. Similar
relationships have already been described in the literature [7,8]. They have even been
shown to be linear [8]. In our case, the decreasing relationship is also close to linear, but
the peak current for CPE modified by the addition of rGO shows too much decrease.

For example, for the concentration of the 2,4-D solution 0.5 mmol/g and the content
of the CPE modifiers 10% wt., the peak intensity (µA)/SBET (m2/g) ratios for SWCNT and
AC1800 are 0.00552 and 0.00538, respectively, while for rGO it is only 0.00431. This too
low value for rGO as a CPE modifier results, as can be considered, from the high oxygen
content in this carbon material.

The differential pulse voltammetry was applied to determine the concentration of
2,4-D using the modified CPEs in the range of 0.002–0.5 mmol/L. Calibration curves were
fitted by linear regression using the peak current versus concentration and the detection
(LOD) and quantitation (LOQ) limits of the CPEs were calculated using the following
formulas:

LOD =
3σ

a
(8)

LOQ =
6σ

a
(9)

where a is a slope of the calibration curve (y = ax + b), and σ is a standard deviation of the
blank signal.

The linear regression equations, as well as the respective correlation coefficients, are
presented in Table 5.

The sensitivity of all modified electrodes was much greater than that of the unmodified
(graphite) electrode. Moreover, the sensitivity of the methods was correlated with the
amount and type of modifier. The LOD decreased with the increase of the amount of the
modifier content from 2.5 to 10% as well as with the SBET of the carbon materials used. The
best sensitivity (0.468 µmol/L) was observed for the CPE modified with SWCNT (10%).
The sensitivity of these methods is comparable to other electrochemical methods for 2,4-D
determination described elsewhere. The LOD was found to be 0.08 µmol/L for graphite-
polyurethane electrode [26], 0.2 µmol/L for R3ex activated carbon modified CPE [8],
0.23 µmol/L for mercury electrode [27], 0.400 µmol/L for silica-gel modified CPE [28],
0.7 µmol/L for Carboxen 1000 carbon molecular sieve modified CPE [8], 0.83 µmol/L
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for electrochemical sensor based on molecularly imprinted polypyrrole membranes [29],
0.98 µmol/L for F-300 activated carbon modified CPE [23], 1.14 µmol/L for SX-2 activated
carbon modified CPE [23], 3.15 µmol/L for bismuth film modified screen-printed carbon
electrode [30], and 3.4 µmol/L for Carbopack B carbon black modified CPE [8].

Table 5. Linearity results for the modified carbon paste electrode.

Electrode
Linear Regression Equation R2 LOD LOQ

y = ax + b (µmol/L) (µmol/L)

graphite CPE y = 0.054x + 0.006 0.992 50 100

SWCNT (2.5%) CPE y = 3.484x + 0.076 0.999 0.775 1.549
SWCNT (5.0%) CPE y = 4.931x + 0.109 0.997 0.555 1.095
SWCNT (10%) CPE y = 5.760x + 0.138 0.998 0.468 0.937

AC1800 (2.5%) CPE y = 3.111x + 0.015 0.992 0.868 1.736
AC1800 (5.0%) CPE y = 4.833x + 0.089 0.994 0.561 1.117
AC1800 (10%) CPE y = 5.378x + 0.171 0.995 0.502 1.004

rGO (2.5%) CPE y = 2.480x − 0.029 0.997 1.089 2.177
rGO (5.0%) CPE y = 3.631x + 0.074 0.995 0.744 1.487
rGO (10%) CPE y = 4.061x + 0.161 0.996 0.673 1.330

4. Conclusions

The conducted research has shown that the adsorption and electrochemical properties
of carbon materials in solutions of aromatic organochlorine compounds depend on, to a
large extent, their porosity. In the case of the presence of a larger amount of oxygen bonded
with their surface than usual (only a few % by weight), a worsening of their adsorption
and electrochemical properties can be observed. The general conclusions are as follows:

• The higher the specific surface, the better the adsorption, as well as electroanalytical
properties, of carbon materials;

• Suitability of carbon materials for adsorption and electroanalysis seems to be corre-
lated;

• The internal structure of carbon materials affects their surface characteristics;
• In the case of organochlorine compounds, the presence of oxygen on the carbon

surface reduces their adsorption.
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