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Abstract: The radio determination service system (RDSS), a navigation and positioning system
independently developed by China, features services such as short-message communication, position
reporting, and international search and rescue. The L-band pseudo-range and phase data are the
primary data sources in precise orbit determination (POD) for geostationary Earth orbit (GEO)
satellite in the BeiDou system, especially in the orbit manoeuvre period. These data are the only
data sources in the POD for GEOs. However, when the pseudo-range and phase data is abnormal
due to unforeseen reasons, such as satellite hardware failure or monitoring receiver abnormalities,
the data abnormality leads to orbit determination abnormalities or even failures for GEOs, then the
service performance and availability of the RDSS system are greatly degraded. Therefore, a new
POD method for GEOs based on BeiDou short-message communication ranging data has gained
research attention to improve the service reliability of the BeiDou navigation satellite system (BDS)-3,
realising the deep integration of communication and navigation services of the BDS. This problem
has not been addressed so far. Therefore, in this study, a new POD method for GEO satellites is
investigated using high-precision satellite laser ranging (SLR) data and RDSS data. The SLR data
are used as the benchmark to calibrate the time delay value of RDSS equipment, and RDSS data are
only used in the orbit determination process by fixing the corrected RDSS time delay value, and the
satellite orbit parameters and dynamic parameters are solved. Experimental analysis is conducted
using the measured SLR and RDSS data of the BDS, and the orbit accuracy in this paper is evaluated
by the precise ephemeris of the Multi-GNSS pilot project (MGEX) and SLR data. The results show
that the orbit accuracy in the orbital arc and the 2-h orbital prediction arc for GEOs are 6.01 m and
6.99 m, respectively, compared with the ephemeris of MGEX, and the short-arc orbit accuracy after
4 h of manoeuvring is 11.11 m. The orbit accuracy in the radial component by SLR data is 0.54 m.
The required orbit accuracy for GEO satellites in the RDSS service of the BDS-3 is 15 m. The orbit
accuracy achieved in this paper is superior to that of this technical index. This method expands the
application field of the RDSS data and greatly enriches the POD method for GEOs. It can be adopted
as a backup technology for the POD method for GEOs based on RNSS data, significantly improving
the service reliability of the BeiDou RDSS service.

Keywords: BeiDou system (BDS); geostationary earth orbit (GEO) satellite; radio determination
satellite service (RDSS); satellite laser ranging (SLR); multi-GNSS pilot project (MGEX)

1. Introduction

The BeiDou system (BDS) is a navigation and positioning system developed in China
that provides two service modes, the radio navigation satellite service (RNSS) and the
radio determination satellite service (RDSS) [1–3]. The benefits of RDSS as a featured
part of BDS are to provide regional short message communication, global short message
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communication, fast location reporting, and international search and rescue (SAR) services.
RDSS users can not only know where they are but also tell others where they are. They
can also transmit information to other RDSS users and send distress signals to rescue
coordination centres (RCC) in distress. Therefore, the RDSS is an important component and
a distinctive feature of the BDS. With more than ten years of development, the application
scope of the BeiDou RDSS has been continuously expanded, including aviation, maritime,
land transportation, and emergency rescue, et al. Therefore, the RDSS is an important
component and a distinctive feature of the BDS, as GPS, GLONASS, and Galileo do not
feature this component [4–7].

Scholars at home and abroad have conducted extensive research on BeiDou short-
message communication ranging data, including the RDSS positioning algorithm, signal
design, generalised RDSS design and extension, and combined navigation of the RDSS
and strap-down inertial navigation system (SINS). A series of research results have been
achieved, and the connotation of the satellite navigation system has been enriched [8].
However, the deep integrated application of BeiDou short-message communication and
BeiDou navigation services has not been realised yet. The short-message communication
ranging data have not been applied to the field of BeiDou satellite orbit determination, and
the orbit accuracy for BeiDou satellites based on RDSS data has not been systematically
analysed by the measured short-message communication ranging data.

GEO satellites, as an indispensable part of the BDS constellation composition, bear
not only the responsibility of communication transmission but also the task of enhancing
the geometric dilution of precision (GDOP) [9,10]. At present, BeiDou GEO satellite orbit
determination mainly adopts L-band multi-frequency pseudorange, phase data, and ka-
band inter-satellite link data of the RNSS system. The Overlap Orbit Differences (OOD)
method is used to evaluate the accuracy of the 3D position of its post-precision products,
which is a 2 m level for the BDS-2 GEO satellite based on the L-band multi-frequency
pseudorange and phase data [11,12], and about 24 cm for the BDS-3 GEO satellite in the
orbital arc based on the L-band data and Ka-band inter-satellite link data [2,13,14]. The
laser ranging (SLR) data internationally jointly measured were used to evaluate the orbit
accuracy in radial direction, which was 40 cm for the BDS GEO satellites [15–17].

In the case of abnormal RNSS and inter-satellite link data due to uncontrollable factors
such as satellite navigation unit failure and inter-satellite link equipment failure, GEO
satellite orbit determination accuracy can considerably decrease or orbit determination may
fail, which undermines the positioning and timing service performance and availability
of the BDS [18]. In case such anomalies occur during the orbit manoeuvre or recovery of
GEO satellites, the kinematic orbit determination method is adopted for GEOs. L-band
data are the only data resource, if the L-band data are abnormal in this period, the orbit
error increases sharply and seriously affects RDSS service performance.

Currently, when the aforementioned problems occur, the out-station beam of this GEO
satellite will be closed forcibly, and then the RDSS service of this GEO satellite will be
stopped. However, only three GEO satellites of the BDS-3 provide the RDSS services, and
the beam coverage areas of the three satellites are different. If the out-station beam of a GEO
satellite is closed in the aforementioned situation, the RDSS services cannot be provided
to users in the beam coverage area of that satellite. To solve the aforementioned problem,
RDSS data can be used for GEO satellite orbit determination, which can be adopted as
a backup method during GEO satellite orbit manoeuvre and recovery, improving the
reliability of the GEO satellite orbit determination mode.

Dr. Xing adopted the RDSS data to make the orbit determination for the BDS-3 GEO
satellite, and the orbit accuracy for GEO is better than 10 m [19]. In the BDS GEO satellite
orbit determination method by RDSS data, the RDSS equipment time delay calibration
is the first problem to be solved. Dr. Xing adopted the combined orbit determination
method using the RNSS data and RDSS data to solve the RDSS equipment time delay.
But before the time delay calibration, the time delay value of one RDSS station needs
to be accurately calibrated off-line. Then, based on the RNSS data, the equipment time
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delay value of the other RDSS stations can be solved simultaneously when the orbit and
dynamical parameters are solved in the combined orbit determination. Since the RNSS
equipment also has a time delay, it is necessary to adopt SLR data or the user equivalent
range error (UERE) method to regularly calibrate the RNSS equipment time delay [20], so
it needs two equipment delay calibrations to achieve the accurate RDSS equipment time
delay calibration.

This study proposes a new precise orbit determination (POD) method for GEO satel-
lites based on BeiDou short-message communication ranging data. The method uses
high-precision SLR data as the benchmark for the calibration of RDSS equipment time
delay. We need not calibrate the time delay value of a certain RDSS station before the time
delay calibration. Based on the precisely calibrated RDSS equipment time delay, RDSS data
are used only in the orbit determination process. Thus, the high dependency of the existing
GEO satellite orbit determination method on RNSS data can be reduced, the continuity
and reliability of the precise orbit products of BeiDou GEO satellites during the orbit ma-
noeuvre and recovery will be improved, and the integrated application of short-message
communication and navigation services of BDS will be realised.

In this paper, we first describe the new POD method for the GEO satellites based on
RDSS data and the principle of solving time delay parameters of RDSS equipment based
on the SLR data. Then, we present the experiments by the measured RNSS, RDSS, and
SLR data of the BDS. Finally, we evaluate the accuracy of the estimated RDSS time delay
value, the orbit accuracy of GEO satellites based on the observation residuals, overlap orbit
differences, and orbit accuracy in radial direction based on the SLR data.

2. Measurement Model of RDSS

BDS adopts an active positioning mode in the RDSS system, which adopts 4-way
ranging observations. There are C-band uplink signals and S-band downlink signals in
the out-station beam. There are L-band uplink signals and C-band downlink signals in
the in-station beam. The out-station C-band uplink signals are transmitted by the master
control centre (MCC) to a GEO satellite, the S-band downlink signals are transformed by
GEOs to the RDSS user, the L-band uplink signals are transformed by the RDSS user to
all observable GEO satellites, and the C-band downlink signals are transformed by GEOs
to the MCC. The MCC accomplishes the 4-way ranging observations and estimates the
position of the RDSS user within 1 s [5,6]. Figure 1 shows the schematic of the RDSS.

CD

UD

UdCd
Ud

Cd

Figure 1. Schematic of the RDSS 4-way ranging observations.

The RDSS observation model is as follows:
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ρS1 = DC1 + c · δtC1O + c · δtS1O + DU1 + c · δtU + dU1 + c · δtS1I + dC1 + c · δtC1I + ΔEAll1 + ε
ρS2 = DC1 + c · δtC1O + c · δtS1O + DU1 + c · δtU + dU2 + c · δtS2I + dC2 + c · δtC2I + ΔEAll2 + ε

τall = δtC1O + δtS1O + δtU + δtS1I + δtC1I

(1)

DC1 =
√
(XS1(t1)− XC)

2
+ (YS1(t1)− YC)

2
+ (ZS1(t1)− ZC)

2

DU1 =
√
(XU(t2)− XS1(t1))

2
+ (YU(t2)− YS1(t1))

2
+ (ZU(t2)− ZS1(t1))

2

dU1 =
√
(XS1(t3)− XU(t2))

2
+ (YS1(t3)− YU(t2))

2
+ (ZS1(t3)− ZU(t2))

2

dC1 =
√
(XS1(t3)− XC)

2
+ (YS1(t3)− YC)

2
+ (ZS1(t3)− ZC)

2

dU2 =
√
(XS2(t4)− XU(t2))

2
+ (YS2(t4)− YU(t2))

2
+ (ZS2(t4)− ZU(t2))

2

dC2 =
√
(XS2(t4)− XC)

2
+ (YS2(t4)− YC)

2
+ (ZS2(t4)− ZC)

2

(2)

where ρS1 , ρS2 are the RDSS observation data for GEO01 and GEO02, respectively. DC1 is
the geometric range between MCC and GEO01 satellite in the out-station C-band uplink;
DU1 is the geometric range between GEO01 satellite and RDSS user in the out-station
S-band downlink; dU1 is the geometric range between GEO01 satellite and RDSS user in
the in-station L-band uplink; dC1 is the geometric range between MCC and GEO01 satellite
in the in-station C-band downlink; dU2 is the geometric range between GEO02 satellite
and RDSS user in the in-station L-band uplink; dC2 is the geometric range between MCC
and GEO02 satellite in the in-station C-band downlink. ε is the observation noise. c is
the speed of light. δtC1O is the transmission time delay in MCC in out-station downlink;
δtS1O is the time delay of the out-station transferring link for GEOs; δtU is the transmission
time delay of the RDSS user; δtS1I , δtS2I are the time delay of the in-station transferring
link for GEO01 and GEO02, respectively; δtC1I and δtC2I are the time delay of the receiver
in MCC from GEO01 and GEO02, respectively. τall is the sum of the time delays of the
out-station beam and the in-station beam, including the transmission time delay in MCC
and the time delay of the out-station transferring link for GEOs, the transmission time
delay of the RDSS user, the time delay of the in-station transferring link for GEOs and the
time delay of the receiver in MCC. ΔEAll1 is the sum of all errors, including the troposphere
delays correction, the ionosphere delay correction, the Sagnac effect correction, the general
relativistic correction in the out-station C-band uplink, the out-station S-band downlink, the
in-station L-band uplink and the in-station C-band downlink and the antenna phase centre
correction for GEOs, the RDSS user, and MCC receiver. (XC, YC, ZC) and (XU , YU , ZU)
are the coordinates of RDSS MCC station and RDSS user, respectively, which are known
quantities; (XS1, YS1, ZS1) and (XS2, YS2, ZS3) are the orbital positions of satellites GEO01
and GEO02, respectively.

3. Orbit Determination Method for GEO Satellite Based on RDSS Data

3.1. Principles of Orbit Determination

According to the RDSS measurement principle, the orbit accuracy of GEO satellites
based on RDSS data considerably depends on the time delay accuracy of RDSS equipment.
The time delay for the MCC and satellite is calibrated by a special instrument before being
adopted in the BDS. The user equipment time delay is usually calibrated in the special
equipment calibration field and the accuracy is better than 10 ns. Owing to equipment
aging and hardware replacement, the time delay of RDSS equipment involves the problem
of long-term drift [21–23]. The common method is recalibration and retesting; during this
process, the equipment of the MCC needs to be off the line and the user equipment needs to
be returned to the equipment calibration field for recalibration. Therefore, the time delay
recalibration of RDSS equipment is tedious and time-consuming, potentially affecting the
RDSS service of BDS, especially since the recalibration of the satellite equipment delay cannot
become true [24–27]. For navigation satellites, with centimetre- or millimetre-scale precision,
SLR is a high-accuracy measurement method that is independent of radio measurements
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and is also an important means of evaluating orbit accuracy [10,28,29]. All the BeiDou
satellites in orbit are equipped with laser reflectors, laying an important foundation for the
accuracy evaluation and time delay calibration of the RDSS data in the BDS.

For the new method of POD for GEO satellites by only using the RDSS data, first
the time delay of the RDSS equipment is calculated based on SLR data, and then in the
POD process, the corrected RDSS time delay value is fixed. The satellite orbit and dynamic
parameters are solved only by using the RDSS data.

3.2. Principles of Calibrating Time Delay for RDSS Equipments Based on SLR Data

For calibrating RDSS equipment time delay based on SLR data, first the SLR data and
RDSS data are preprocessed, then a reasonable dynamical model is selected, and, finally,
SLR and RDSS data are jointly used for orbit determination. The estimated parameters
are the satellite orbit, dynamic parameters, and the RDSS equipment time delay. All GEO
satellites are processed together. The normal equations of the SLR data and the RDSS data
are formed, respectively. The former only contains the partial derivatives of the satellite
orbital parameters and dynamic parameters, while the latter contains the partial derivatives
of the satellite orbital parameters, the dynamic parameters, and the partial derivatives of the
RDSS time delay parameters. The final normal equations are formed by superpositioning
both normal equations, and the joint orbit determination is completed through the least
square method. The process flow chart of calibrating RDSS equipment time delay based on
SLR data is shown in Figure 2.

For SLR observation ri
m and RDSS four-way ranging observation ρ

ij
CU , with the error

term removed, the observation equations are as follows:

ri
m = 2 ∗

∣∣∣Xm(t)− Xi(t)
∣∣∣

ρ
ij
CU =

∣∣∣XC(t)− Xi(t)
∣∣∣+ ∣∣∣XU(t)− Xi(t)

∣∣∣+ ∣∣∣XU(t)− Xj(t)
∣∣∣+ ∣∣∣XU(t)− Xj(t)

∣∣∣+ c · τall
(3)

where Xm(t) is the coordinates of the SLR station m, XC(t) and XU(t) are the coordinates
of RDSS MCC station k and user l, respectively, which are known quantities; Xi(t) and Xj(t)
are the orbital positions of satellites i and j, respectively; τall is sum of the time delays of
the out-station beam and the in-station beam.

The error equation can be concluded by linearising Formula (4).

V(t) =

⎡⎢⎣ ∂ri
m

∂Xi(t0)
0 0

∂ρ
ij
CU

∂Xi(t0)

∂ρ
ij
CU

∂Xj(t0)
1

⎤⎥⎦
⎡⎣Xi(t0)

Xj(t0)
c · τall

⎤⎦− L(t) (4)

where Xi(t0) and Xj(t0) are the initial orbital positions, velocities, and dynamic model
parameters of satellites i and j, respectively. Based on Equation (3), the RDSS equipment
time delay is estimated using the least-squares batch method.

Because SLR observation is subject to weather conditions, it is impossible to achieve
all-weather observations. Therefore, the POD method by SLR and RDSS data cannot be
a routine method for GEOs. While RDSS data can be obtained in real time, this paper
adopts the SLR data to calibrate the time delay of the RDSS. RDSS data are used only for
GEO satellite orbit determination, for which only the parts corresponding to RDSS data in
Formulas (1) and (2) are used.
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Figure 2. Flow chart of calibrating RDSS equipment time delay based on SLR data.

3.3. Program Design

The RDSS data are obtained from seven RDSS calibration stations deployed in Beijing,
Sichuan, Hainan, Southeast China, and Northeast China, and two in Xinjiang. The SLR
station was deployed in Beijing. The arc length for orbit determination is three days, and
the data sampling rate is 60 s. The estimated parameters include the GEO initial orbit
parameters of GEO satellites, solar radiation pressure parameters, and RDSS equipment
time delay parameters. The RDSS equipment time delay is the sum of outstation and
in-station link equipment time delays τall . The normal equations of SLR data and the
RDSS four-way ranging data are formed. Based on these, the pseudorange/pseudophase
data and the RDSS four-way ranging data can be processed independently, thus flexibly
processing different types of data.
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As for the SLR data preprocessing, first, the phase centres of the antennas of tracking
stations are corrected; second, the phase centres of the antennas that transmit satellite
navigation signals are attributed to the centre of mass of the satellite; third, the Marini
model is used to deduct the tropospheric error; and finally, the errors of general relativity
and the tidal effect are corrected. In the RDSS data preprocessing, the phase centres of
the satellite and station antenna are corrected; then, the Black model is used to correct the
errors of tropospheric delay and the 14-parameter Klobuchar model is used to correct the
ionospheric delay; finally, the error terms of the Earth rotation effect and general relativity
are corrected.

The orbits for BDS-2 5 GEO satellites, BDS-3 3 GEO satellites are determined. Table 1
shows the strategies for the combined POD methods by RDSS and SLR data.

Table 1. Strategies for the combined POD methods by RDSS and SLR data.

POD Methods by RDSS and SLR Data

Satellite 8 GEO: C01, C02, C03, C04, C05 in BDS-2 system
C59, C60, C61 in BDS-3 system

Stations

Seven RDSS calibration stations deployed in Beijing,
Sichuan, Hainan, Southeast China, and Northeast
China, and two in Xinjiang
One SLR station: Beijing

Arc length 3 days, sampling interval: RDSS data: 60 s
SLR data: 1 s

observation RDSS data in Seven RDSS calibration stations
SLR data in Beijing station

Estimated parameter
GEO Initial orbit of the satellite, solar radiation
pressure parameters and RDSS equipment time
delay parameters

Parameter estimation method Least squares algorithm

Gravitational field model EGM 2008 12 × 12

Sun, Moon gravity and the gravitational
force of the other planets

Jet Propulsion Laboratory Development Ephemeris
405 (JPL DE405)

Solar radiation pressure (SRP) An empirical SRP model which is similar to
BERNESE ECOM 9 parameter model

Solid tides, ocean tide perturbation IERS Convention 2003

Precession and nutation IAU2000R06

EOP parameters Constraints to the International Earth Rotation and
Reference Systems Service (IERS) C04 model

4. Experiment and Analysis

The RDSS data are from 1 to 3 July 2019 and from 1 June to 31 July 2021. The SLR data
are on 2 July 2019 and from 1 June to 31 July 2021 in Beijing. These data are jointly used
for the time delay calibration of the RDSS equipment, and the RDSS data from 1 to 10 July
2019 and from 29 May to 31 July are used for sliding orbit determination with a 3-day arc
length and orbit determination. We evaluate the accuracy of the estimated RDSS time delay
value, the orbit accuracy of GEO satellites based on the observation residuals, overlap orbit
differences, and orbit accuracy in radial direction based on the SLR data.

4.1. Accuracy Analysis of RDSS Time Delay

Assume that the out-station beam number of an RDSS four-way range is i, the in-
station beam number is j, and the channel number of the in-station beam is k. Then, the
time delay number of the RDSS data is 240 × (i − 1) + 24 × (j − 1) + k. Since BDS-2 has
10 out-station beams, 10 in-station beams, and 24 channels in one in-station beam, the time
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delay number ranges from 1 to 2400. For satellite C01, the out-station beam number i is 1 or
2, and the in-station beam number j is 1 or 2. If C01 is used as the out-station and in-station
satellite simultaneously, the time delay value is within the following four ranges.

num =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 to 24 i = 1, j = 1
24 to 48 i = 1, j = 2
240 to 264 i = 2, j = 1
264 to 288 i = 2, j = 2

(5)

The out-station beam number i for satellite C02 is 3 or 4, and the in-station beam
number j is 3 or 4. Therefore, the time delay number of satellites C01 to C05 can be obtained
when they are both out-station and in-station satellites. For C01 to C05 satellites, the time
delay number of the RDSS data is as follows:

num =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 to 48 and 240 to 288 f or C01

528 to 576 and 768 to 816 f or C02
1056 to 1104 and 1298 to 1344 f or C03
1584 to 1632 and 1824 to 1872 f or C04
2112 to 2160 and 2352 to 2400 f or C05

(6)

The SLR observations of satellites C01 to C05 were carried out in Beijing. The values
and standard deviation (std) of the RDSS combined time delay solved in the POD based on
SLR and RDSS data from 1 to 3 July are shown in Figure 3. In the figure, the horizontal axis
represents the combined time delay number.

Figure 3. RDSS time delay value solution and post-testing standard deviation.

As the figure indicates, some of the combined time delay parameters cannot be esti-
mated because there are no corresponding RDSS observation data. For example, as satellite
C04 does not have in-station and out-station data, the combined time delay parameters of
this satellite have no solution. The std of most of the combined delay is less than 1 ns, and
the std of some time delay is greater than 1 ns but less than 1.5 ns because of insufficient
observation data, which means the internal consistency of the time delay is better than 1 ns.
The estimated combined time delay value is within ±200 ns.
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4.2. Observation Residuals of RDSS Data

The POD experiments by RDSS data are only made by fixing the RDSS time delay
value based on SLR data calibration. Only the satellite orbit and dynamic parameters are
solved. The residual sequence of the RDSS data from 1 to 3 July is shown in Figure 4. The
root mean square (RMS) value of the RDSS residuals for the GEO satellite is 1.74 m. The
residual magnitude is decided by the observation accuracy of the data type. Because the
observation accuracy of RDSS data is 1 to 2 m, the residual magnitude is normal.

Figure 4. Observation Residuals of RDSS Data.

4.3. Overlap Orbit Differences (OOD)

The International GNSS Service (IGS) and the Multi-GNSS Experiment (MGEX) work
together to provide the highest-quality GNSS data and products for free. Among the
dozens of analysis centers, the BDS system precision products provided by Wuhan Uni-
versity (WHU, Wuhan, China) are the most complete. The SLR data internationally jointly
measured were used to evaluate the orbit accuracy in radial direction, which was 40 cm
for the BDS GEO satellites [29]. It is used as the reference orbit for evaluating the orbit
accuracy in this paper. The differences between the orbits obtained from RDSS data-based
orbit determination and the reference orbit at the same time and the same arc segment
show the orbit accuracy by the new POD method based on RDSS data only, including in
the orbital arc and the 24 h orbital prediction arc. The signal-in-space range error (SISRE)
in orbit is determined by the orbit error in the R (radial), T (normal), and N (tangential)
directions, which is as follows:

SISREorbit =

√
1.0 × ΔR2 + (0.09 × ΔT)2 + (0.09 × ΔN)2 (7)

The OOD Comparisons in the Orbital Arc

If orbit A is determined by the data on days n + 1, n + 2, and n + 3, orbit B is
determined by the data on days n + 2, n + 3, and n + 4, and the orbital difference of the
overlapping arc segments in the R, T, and N directions on days n + 2 and n + 3 are counted
and used as the OOD comparison values for orbit A in the orbital arc. Figures 5 and 6
show the sketch map of the evaluation of the OOD comparisons in the orbital arc and
the 2-h orbital prediction arc.
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Figure 5. Evaluation of the OOD comparisons in the orbital arc. The red arc segments represent the
overlapping arc segments.4.3.2. The OOD Comparisons in the 2-h Orbital Prediction Arc.

Figure 6. Evaluation of the OOD comparisons in the 2-h orbital prediction arc. The red arc segments
represent the overlapping arc segments.

Orbit B is used as the reference orbit for evaluating the orbit accuracy in the 2-h orbital
prediction arc of orbit A. The differences between the 2-h orbital prediction arc of orbit A
and orbit B in the R, T, and N directions are counted and used as the OOD comparison
value for orbit A in the 2-h orbital prediction arc.

Tables 2 and 3 give the OOD comparisons for C01, C02, C03, and C05 satellites in the
orbital arc and the 2-h orbital prediction arc in the POD of 1 to 3 July 2021, respectively.
Figures 7 and 8 give the OOD comparisons for the C02 satellite in the orbital arc and the
2-h orbital prediction arc, respectively. In these tables and figures, R, T, N, Positions and
SISRE (orbit) represent the results in the radial direction, along-track direction, cross-track
direction, the three-dimensional (3D) position, and SISRE in the orbital arc, respectively.

Table 2. Overlapping orbit differences for GEOs in the orbital arc (unit: m).

Satellites R T N Positions
SISRE
(Orbit)

C01 0.47 6.05 1.81 6.33 0.74
C02 0.41 5.35 1.74 5.64 0.65
C03 0.38 5.37 1.62 5.63 0.63
C05 0.43 6.97 0.63 7.01 0.76
C59 0.48 5.99 1.86 6.29 0.74
C60 0.39 5.32 1.77 5.62 0.64
C61 0.34 5.30 1.59 5.54 0.60

Mean Values 0.41 5.76 1.57 6.01 0.68

Table 3. Overlapping orbit differences for GEOs in the 2-h orbital prediction arc (unit: m).

Satellites R T N Positions
SISRE
(Orbit)

C01 0.56 6.73 2.25 7.12 0.85
C02 0.53 6.49 2.78 7.09 0.82
C03 0.40 5.55 2.54 6.12 0.68
C05 0.58 7.91 2.56 8.34 0.94
C59 0.57 6.77 2.28 7.17 0.86
C60 0.51 6.46 2.74 7.03 0.81
C61 0.36 5.47 2.5 6.03 0.65

Mean Values 0.50 6.48 2.52 6.99 0.80
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Figure 7. Overlapping orbit differences for C02 in the orbital arc.

 

Figure 8. Overlapping orbit differences for C02 in the 2-h orbital prediction arc.

The tables and figures show that in the POD for GEO satellites based on only RDSS
data, the position error and SISRE in orbit in the orbital arc for GEO satellites are 6.01 m
and 0.68 m, respectively; the position error and SISRE in orbit in the 2-h orbital prediction
arc are 6.99 m and 0.80 m, respectively. The orbit error in the radial direction is better than
0.6m, but those in the tangential and normal directions are about 6 m and 2 m, respectively.
Due to the geostationary characteristics of GEO satellites, only domestic RDSS stations
are used for orbit determination, so their geometric configuration is poor. The correlation
between the RDSS measurement and the orbit in the radial direction is about 0.98. Those
in the normal direction and the tangential direction are very small, especially that in the
tangential direction, which is the smallest.

The 3D position error of GEO satellites using RNSS data in the orbital arc and the 2-h
orbital prediction arc are 1.46 m and 2.03 m, respectively. The orbit results by the POD
based on only RDSS data display slightly low precision due to noise from RDSS data and
the ionospheric delay error after the correction by the 14-parameter Klobuchar model with
a residual error of 1 to 2 m. The pseudorange data and phase data are used in the POD
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by RNSS data. The measurement noise of the pseudorange data is about 30 cm and the
measurement noise of the phase data is about 2 mm.

The orbit accuracy is in the order of C03, C02, C01, and C05 from high to low. This
is related to the observation geometry. Since the domestic stations are approximately
distributed from 75◦E to 125◦E, the C01, C02, C03, C04, and C05 satellites are, respectively,
fixed at 140◦E, 84◦E, 110.5◦E, 160◦E, and 58.75◦E, the station geometry of C03 satellite is the
best. C59, C60 and C61 satellites in BDS-3 are fixed at 140◦E, 84◦E and 110◦E, respectively,
so the orbit accuracy is equivalent to that of the C01, C02, and C03 satellites.

The combined POD methods by RDSS and SLR data are adopted to solve the RDSS
time delay in this paper. The stability of the time delay is important for the orbit accuracy
for GEOs. Therefore, the POD experiments over 2 months from 1 June to 31 July 2021
are performed with the time delay estimated on 1 June 2021 to verify the applicability of
the time delay and the orbit accuracy over multiple days. Figures 9 and 10 give the OOD
results in the R, T, and N, SISRE for C03 and C60 satellites in the orbital arc and the 2-h
orbital prediction arc in the POD experiments from 1 to 30 of June, respectively.

Figure 9. OOD results for C03 and C60 in the orbital arc in the 30 POD experiments.

Figure 10. OOD results for C03 and C60 in the 2-h orbital prediction arc in the 30 POD experiments.
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The figures show that in the 30 POD experiments, the mean value of the SISRE in
orbit in the orbital arc for C03 and C60 satellites are 0.67 m and 0.74 m, respectively; which
in the 2-h orbital prediction arc are 0.71 m and 0.85 m, respectively. This analysis shows
that the multiday orbit accuracies with the adjusted time delay values are high and stable.
The corrected RDSS time delay value is stable in about 30 days. This calibration method is
applicable for at least 30 days. We can regularly calibrate the RNSS equipment time delay
about every 1 or 2 months. When the orbit accuracy for GEO satellites in BDS is better than
10 m, the horizontal positioning accuracy at different locations averages about 9 m. Orbit
accuracy using RDSS data must be suitable for a horizontal positioning precision of less
than 20 m of BeiDou-3 RDSS service, with an orbit accuracy higher than 15 m. Therefore,
the orbit accuracy achieved in this paper is far superior to the index requirement.

Next, the short-arc dynamic orbit determination experiments are made based on the
4-h RDSS data after the orbit manoeuvre to test the fast orbit recovery capability of GEO
satellites after the orbit manoeuvre based on RDSS data. The precise ephemeris of MGEX is
used as the benchmark. The experiments are made once in one day from 1 June to 30, 2021,
the mean value of these 30 POD experiments is the last results. The orbit accuracies in the
short-arc orbit determination for GEO satellites are shown in Table 4.

Table 4. Orbit accuracy in Short-arc orbit determination for GEO satellites based on RDSS data (unit: m).

Satellites R T N Positions
SISRE
(Orbit)

C01 1.95 8.76 5.33 10.44 2.16
C02 2.21 9.78 6.05 11.71 2.44
C03 2.14 9.32 6.14 11.29 2.36
C04 2.80 10.14 7.60 12.98 3.02
C05 2.78 10.06 7.55 12.88 3.00
C59 1.90 8.65 5.13 10.23 2.10
C60 1.78 8.14 4.89 9.66 1.97
C61 1.67 8.13 5.03 9.71 1.88

Mean values 2.15 9.12 5.97 11.11 2.37

As the table shows, in the short-arc dynamic orbit determination based on RDSS data
only for GEO satellites, the position accuracy for GEO satellites after 4 h of manoeuvring is
11.11 m. Although this is slightly inferior to the current RNSS data-based orbit determination
accuracy during recovery, it can meet the aforesaid accuracy index requirement of 15 m.

4.4. Orbit Accuracy Analysis in Radial Direction Based on the SLR Data

The orbit accuracy in radial direction for satellites C01, C02, C03, and C05 was vali-
dated with SLR observation data, and the SLR residual details of satellites C01 and C03
are shown in Figures 11 and 12, respectively. The orbital accuracies in radial direction
for satellites C01, C02, C03, and C05 based on RDSS data only are 0.547, 0.569, 0.510, and
0.617 m, respectively, with a mean value of 0.561 m. The accuracies are slightly inferior to
the orbit accuracy of BeiDou GEO satellites based on the global network data. The large
deviation of SLR residuals comes from the orbital error in the radial direction of GEO
satellites. In this paper, the observation stations were deployed in regions in China, and
there are only seven stations with a limited observation accuracy of RDSS data of 1 to 2 m.
Due to the geostationary characteristics of GEO satellites, the constraints of RDSS data in
the radial direction for GEO satellites are limited. Moreover, the constraints in the normal
and tangential directions are very small by the satellite to ground measurement data for
GEO satellites. Therefore, the orbit errors in the radial, normal, and tangential directions
cause a large deviation in the SLR residual error in the radial direction.
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Figure 11. SLR residuals of the orbit for C01 satellite.

Figure 12. SLR residuals of the orbit for C03 satellite.

The SLR measurements for C01 to C05 satellites are carried out intermittently lasting
2 months from 1 June to 31 July 2021 in Beijing. The experiments are performed to verify
the orbit accuracy analysis in a radial direction over multiple days. Table 5 gives the SLR
residuals of the orbit for the C01–C05 satellites based on RDSS data. Figure 13 gives the
SLR residuals for the C01 and C02 satellites.

Table 5. SLR residuals of the orbit for C01-C05 satellite based on RDSS data (unit: m).

Satellites 2 July 2019 1 June to 31 July 2021

C01 0.55 0.56
C02 0.57 0.54
C03 0.51 0.50
C04 - 0.55
C05 0.62 0.57

Mean values 0.56 0.54
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Figure 13. SLR residuals of the orbit for C01, C02 satellite from 1 June to 31 July 2021.

The tables and figures show that the SLR residuals are greater than −1 m but less
than 1 m. The RMSs of the SLR residuals for C01 and C02 satellites are 0.56 m and 0.54 m,
respectively. The RMS of the SLR residuals for GEO satellites in BDS-2 system is 0.54 m. By
contrast, the accuracy of the RNSS phase data of the global network is about 40 cm. There are
a large number of observation stations. With the development of the BDS, the improvement
of observation accuracy of RDSS data, and the deployment of RDSS calibration stations on a
wide scale, the orbit accuracy based on the RDSS data only for GEO satellites is expected to
improve by a large margin.

5. Conclusions

In order to solve the problem of unstable orbital results of the BeiDou GEO satellites
caused by RNSS data anomalies at different times, this study proposed a new POD for GEO
satellites based on RDSS data only, and the time delay of RDSS equipment was calibrated
by SLR data. The service performance and reliability of RDSS systems are improved. This
study focused on the deep integration and application of short-message communication
and navigation services of the BDS. Experiments based on SLR and RDSS data measured
in the BDS were performed, and the main conclusions from this study are summarised as
follows:

(1) The time delay accuracy of the RDSS data was better than 1 ns, while the obser-
vation accuracy of the RDSS was 1 to 2 m. Therefore, the time delay calibration accuracy
meets the demand for time delay accuracy in the case of orbit determination for GEO
satellites based on RDSS data.

(2) The OOD comparisons in the orbital arc and the 2-h orbital prediction arc for GEO
satellites were 6.01 m and 6.99 m, respectively. The orbit accuracy for GEO satellites needs
to be higher than 15 m in the RDSS service in BDS. Therefore, the orbit accuracy achieved
in this study is considerably higher than this index.

(3) In the short-arc dynamic orbit determination based on RDSS data only for GEO
satellites, the position accuracy after 4 h of manoeuvring is 11.11 m. The RDSS ranging
data was used to achieve the orbit determination of GEO satellites when RNSS data were
unavailable during the recovery period after manoeuvring. Thus, the POD methods of
GEO satellites during the recovery period are enriched.

(4) The orbital accuracy in the radial direction based on the SLR data for GEO satellites
was 0.54 m. The accuracy depends on the measurement accuracy of RDSS data and the
current situation of regional station deployment. In the development of the BDS, we should
strive for more and better satellites, orbits, and link resources. In addition, we should
continuously improve the technical system of the RDSS and its measurement accuracy, as

15



Remote Sens. 2022, 14, 4602

well as widely deploy RDSS calibration stations to further improve the orbit accuracy of
GEO satellites based on the RDSS data only.

(5) In view of the application of RDSS data in the orbit determination for BeiDou GEO
satellites, this study has only conducted preliminary exploration. The orbit accuracy for
GEO satellites based on RDSS is lower than that of GEO satellites based on RNSS data,
which remains to be studied in depth in the next step. However, it should be noted that
the new POD method based on RDSS data only for the GEO satellite proposed in this
paper greatly expands the application scope of RDSS data. The functions of positioning,
short-message communication, timing service, and orbit determination can be achieved
based on RDSS data. The method also enriches the measurement approaches in the orbit
determination for GEO satellites, which provides a backup orbit determination technology
for BeiDou GEO satellites during the orbit manoeuvre or recovery period.
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Abstract: The BeiDou global navigation satellite system (BDS-3) provides positioning, navigation
and timing services for global users, moreover, it provides BDS satellite-based augmentation system
(BDSBAS) single-frequency (SF) and dual-frequency multi-constellation (DFMC) services for users
in China and its surrounding areas. The BDSBAS SF service is in accordance with Radio Technical
Commission for Aeronautics (RTCA) standard protocol (RTCA MOPS) and augment GPS constel-
lation, while the BDSBAS DFMC service is in line with SBAS L5 DFMC standard protocol and is
aimed at supporting any combination of BDS/GPS/Galileo/GLONASS constellations, including
only a single constellation operation. We introduced the development status of the BDSBAS system,
including the system architecture and navigation user algorithms. Based on the GPS measurements,
the accuracy, integrity and availability of the BDSBAS SF service were evaluated, and with the BDS
measurements, the accuracy of the BDSBAS DFMC service was preliminarily analyzed. The integrity
and availability of the BDSBAS DFMC service will be discussed in future work as some of the DFMC
integrity parameters are still under discussion for optimization. The results show that, for BDSBAS SF
service, the horizontal and vertical position accuracy were about 1.0 m and 2.0 m (95%), respectively,
which were improved by 39% and 33%, respectively, compared with the GPS SF position accuracy.
For BDSBAS DFMC service, the horizontal and vertical position accuracy were about 0.6 m and
1.2 m (95%), respectively, which were improved by about 25% and 20% compared with the BDS
dual-frequency position accuracy. No system integrity risk event was detected during the testing
period for BDSBAS SF service. The average availability of the BDSBAS SF service was about 98%
which was mainly affected by the availability of ionospheric grid delay corrections.

Keywords: BDSBAS SF service; BDSBAS DFMC service; accuracy; integrity; availability

1. Introduction

The satellite-based augmentation system (SBAS) can broadcast ephemeris and clock
error corrections, ionospheric delay corrections and the corresponding integrity informa-
tion to users through geostationary orbit satellites (GEO), to improve the accuracy, integrity,
continuity and availability of the Global Navigation Satellite System (GNSS) core constella-
tions service. Because of the benefits of the augmentation service, including large service
areas and relatively low construction and maintenance costs, many countries and regions
have established SBAS systems to meet the navigation performance requirements of high
real-time and integrity applications such as aviation users for all phases of flight, from en
route through category I approach [1].

Current global SBAS operational systems include the Wide Area Augmentation Sys-
tem (WAAS) of the United States which has been operational since 2003 and can support
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CAT I-like approach capability (LPV-200) [2,3]; Japan’s Multi-functional Transport Satellite
Satellite-based Augmentation System (MSAS) has been operational since 2007 and sup-
ported non-precision approach operations [4–6]; the European Geostationary Navigation
Overlay Service (EGNOS) system in European Union whose precision approach operations
capability began in 2011 [7–9]; both the Indian Global Positioning System (GPS) Aided
Geostationary Earth Orit Augmented Navigation (GAGAN) system [10,11] and the Russian
System of Differential Correction and Monitoring (SDCM) system [12,13] are in develop-
ment with plans for horizontal and vertical guidance. In addition to the system already in
operation, there are some future SBAS under development: the BeiDou Satellite-Based Aug-
mentation System (BDSBAS) by China, the Korea Augmentation Satellite System (KASS)
by South Korea, the SBAS for Africa and Indian Ocean (A-SBAS) and the Australian SBAS
(AUSBAS) [14].

BDSBAS is an important part of the BDS system, and provides services for users in
China and the surrounding areas. It will be an important supplement to the availability
of Global SBAS services. Since civil aviation is the most demanding user for SBAS, the
International Civil Aviation Organization (ICAO) established standards and recommended
practices (SARPs) providing overarching standards and guidance for global SBAS imple-
mentation, and organized the SBAS Interoperability Working Group (IWG) for SBAS service
providers to assure common understanding and implementation of the SARPs [15–17].
Incorporation of the ICAO SARPs has become one of the most important jobs of BDSBAS
system construction, and BDSBAS provides two kinds of augmentation service: single-
frequency (SF) service and dual-frequency multi-constellation (DFMC) service, both in
accordance with ICAO standards [18,19].

The BDSBAS SF service augments GPS constellation and meets the RTCA minimum
operational performance standards (RTCA MOPS) which defined the GPS L1 C/A signal
minimum performance, functions and characteristics. The service provides GPS satellite
ephemeris and clock error corrections referenced to the L1 NAV message, ionospheric
grid delay corrections, integrity information of corrections, GEO navigation and almanacs,
degradation factors and clock–ephemeris covariance matrix, and uses BDSBAS-B1C signal
of GEO satellites to broadcast the augmentation messages to GPS/SBAS users, aiming to
support APV-I precision approach [19].

The BDSBAS DFMC service is compatible with the SBAS L5 DFMC protocol and the
augmentation messages are transmitted by GEO satellites through BDSBAS-B2a signal
to augment BDS/GPS/Galileo/GLONASS dual-frequency signals. For BDS, it is recom-
mended to use B1C and B2a dual-frequency signals and the ephemeris corrections are
referenced to the B1C CNAV1 navigation message. For GPS, it is recommended to use L1
C/A and L5 dual-frequency signals and the ephemeris corrections are referenced to the L1
NAV navigation message. For Galileo, it is recommended to use E1 and E5a dual-frequency
signals and the ephemeris corrections are referenced to the E5a F/NAV navigation mes-
sage. For GLONASS, it is advised to use L1OC and L3OC dual-frequency signals and
the ephemeris corrections reference is to be determined (TBD). BDSBAS DFMC message
mainly contains GNSS ephemeris and clock error corrections, integrity messages, clock–
ephemeris covariance matrix, degradation parameters, and SBAS satellites ephemeris and
almanacs. Compared with SF service, the DFMC service increases the SBAS availability and
performance by direct mitigation of ionospheric delay with dual-frequency and inclusion
of additional GNSS constellations such as BDS, Galileo and GLONASS, aiming to achieve
CAT-I precision approach.

The DFMC service is intended to support any combination of constellations, including
only a single constellation operation. At the current test stage, the BDSBAS DFMC service
provides BDS and GPS augmentation information, and will gradually increases the dual-
frequency augmentation information for the Galileo and GLONASS systems. Table 1 shows
the comparison of the BDSBAS SF service and the DFMC service.
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Table 1. Comparison of the BDSBAS SF service and the DFMC service.

SF Service DFMC Service

Broadcast Signal BDSBAS-
B1C BDSBAS-B2a

Broadcast Satellites 3GEO 3GEO

Augmentation constellation(s) GPS BDS/GPS/Galileo/GLONASS

SBAS Network Time GPS Time BDS Time

Clock and Ephemeris slow corrections Broadcast Broadcast

Clock fast corrections Broadcast Not Broadcast

Clock–Ephemeris correction integrity Broadcast Broadcast

Clock–Ephemeris covariance matrix Broadcast Broadcast

Ionospheric grid delay corrections and integrity Broadcast Not Broadcast

Degradation information Broadcast Broadcast

SBAS (GEO) satellites ephemeris and almanacs Broadcast Broadcast

The BDSBAS SF service has already begun to provide initial service since 31 July 2020.
Reference [20] shows the BDSBAS general design, system time datum, coordinate reference
system and signal characteristics, [21] analyzed the pseudorange bias errors of BDSBAS
monitoring receivers and their effect on the performance of the BDSBAS service. A general
aviation flight test performance of BDSBAS was given by [22]. We focus to introduce the
BDSBAS architecture design, user algorithms of broadcast messages and preliminarily
evaluated the system performance of accuracy, integrity and availability in accordance with
ICAO standards based on monitoring receivers distributed in the China service area with
the real observations.

2. BDSBAS Architecture Overview

BDSBAS is operated by the BDS control system and consists of a regional monitoring
network in China, two master control stations and three GEO satellites. The two master
control stations are backup to each other to enhance the system robustness. To meet the
needs of current SBAS users as well as the next generation of SBAS system construction,
two parallel threads are dealt with in each master control station processing center for SF
service messages and DFMC service messages, respectively.

BDSBAS has chosen a regional network for the SBAS services. To estimate and model
the regional ionosphere for SF service, the receiver network is evenly distributed in the
service area of China [23]. Each monitoring station is equipped with three independent
receivers identified as A/B/C which can receive BDS and GPS pseudorange and carrier
phase observation data at present. The observation data from monitoring stations are sent
to the master control stations through ground and satellite network links for information
processing. Some of monitoring stations equipped with hydrogen atomic clocks are iden-
tified as class I stations to ensure the system time reference stability, and the others are
identified as class II stations which are widely distributed in the service area. Both the
measurements of class I and class II monitoring stations are used to compute differential
corrections and integrity information. The workflow of the BDSBAS system is shown in
Figure 1.
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Figure 1. The workflow of the BDSBAS system. The red line indicates the SF service messages
processing and the green line indicates the DFMC service messages processing.

The master control station is the data processing center. The received GNSS measure-
ments are first dealt with at the preprocessing facility to identify and eliminate outliers,
detect the cycle slip of carrier phase data, correct the code noise and multipath errors in real
time, and compute the common errors in the propagation path, such as tropospheric delay,
ionospheric delay, receiver antenna phase center corrections. The code noise and multipath
errors are corrected in real time with the code noise and multipath correction (CNMC)
algorithm which is a kind of carrier-smoothing pseudorange method detail described
in [23]. The tropospheric delay is corrected with Black model and the ionospheric delay is
corrected with dual-frequency iono-free combination. The preprocessed observations are
then sent to the differential correction processing (CP) facility and integrity processing (IP)
facility to calculate the differential corrections and evaluate the system output safety.

The CP facility selects preprocessing measurements from A receivers of the monitoring
stations, and calculates the differential corrections for SF and DFMC services. For SF service,
GPS ephemeris and clock-slow corrections, clock-fast corrections and ionospheric grid delay
corrections are determined with respect to L1 C/A signal. For DFMC service, ephemeris
and clock corrections are calculated for multiple constellations with dual-frequency. The
calculation methods of ephemeris and clock corrections were introduced by [24,25]. GEO
Cartesian and Keplerian parameters as well as almanacs are also computed. The corrections
are then passed along to the IP facility for evaluation. The IP facility uses preprocessing
data screening from B receivers of the monitoring stations to ensure the reliability of
SBAS services. The user differential range error (UDRE) monitor determines a confidence
bound on the satellite ephemeris and clock corrections with the carrier smoothed iono-free
pseudoranges. In parallel, the grid ionospheric vertical error (GIVE) monitor estimates the
ionospheric delay confidence bounds for a set of ionospheric grid points (IGPs).

If all the corrections are properly bounded, the corrections and integrity information
are then arranged in accordance with RTCA MOPS and SBAS L5 DFMC standards sepa-
rately and uploaded to the three GEO satellites in a sequence of messages by the message
arrangement and upload facility. Both SF and DFMC SBAS messages are broadcast to the
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SBAS users with the data rate of 250 bits per second. BDSBAS SF messages are broadcast
on BDSBAS-B1C signal and BDSBAS DFMC messages are broadcast on BDSBAS-B2a signal
of GEO satellites.

3. Message User Algorithms and Service Performance Evaluation Methods

SBAS can be used in many non-aviation applications and the SARPs proposed by
ICAO for the SBAS system can be also extend beyond aviation to other SBAS users. This
section describes the user algorithm referred to ICAO SARPs for determination of user
position as well as the protection levels with BDSBAS message type (MT) information. The
navigation and protection level results of monitoring receivers are used to evaluate the
BDSBAS service performance and the evaluation methods are detailed discussed in the
following paragraphs.

3.1. Message User Algorithm

The user algorithms include application methods for differential corrections and
integrity information. The satellite position and clock-slow corrections will be added to the
satellite coordinate vector and clock offset computed from the broadcast ephemeris. The
fast corrections will be applied to correct pseudorange measurements. SBAS ionospheric
grid delay corrections should be used for single frequency users, to correct the ionospheric
delay error of the observation data. For a given satellite without satellite position and clock
corrections, it shall not be used in the position equation.

The integrity information is used to indicate an alert condition on one satellite or
multiple satellites. Anytime a “don’t use” or “not monitored” indication is received, the
corresponding satellite should not be used for navigation. Otherwise UDREIs are used for
the evaluation of σ2

UDRE indicating the accuracy of combined fast and slow error corrections.
The accuracy of ionospheric grid delay corrections indicated in σ2

GIVE is computed form the
GIVEIs. These correction accuracies will be applied to determine the weighting matrix for
the weighed least squares solution of SBAS user position equation.

Compared with the navigation messages broadcast by the core constellations, the
information broadcast by the SBAS system has high frequency update. The fast corrections,
slow corrections, and ionospheric corrections are all designed to provide the most recent
information to the user. However, there is always the possibility that the user will fail to
receive one of these messages. To guarantee integrity even when some messages are not
received, SBAS designs the degradation factors of this information to monitor the old data
to ensure that they remain valid until they time out. To provide increased availability inside
the service volume and increased integrity outside, SBAS broadcast the relative covariance
matrix for clock and ephemeris errors to calculate the broadcast σUDRE degradation val-
ues specified as δUDRE, as a function of user position. The degradation information is
broadcast through different message types and applied to calculate the model variance for
the measurements.

The user algorithms of SBAS SF messages are described in detail in RTCA MOPS
DO-229D, and the comparable definition of SBAS DFMC operations are given in SBAS L5
DFMC ICD. The calculation processing for SF and DFMC messages are similar. Taking
the SF messages as an example, the user computation processing with SBAS messages is
introduced as shown in Figure 2.

23



Remote Sens. 2022, 14, 4314

Figure 2. Algorithm flowchart of BDSBAS SF messages [19].

According to Figure 2, after receiving GPS L1 signal and SBAS augmentation messages,
the satellites used for navigation are selected according to the satellite vehicle (SV) health
status, whether the differential corrections were received and the corresponding integrity
information. Once the satellite is unhealthy, or its differential corrections are not received,
or the UDREI of the satellite is greater than 12, the measurements of the satellite will not be
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used. If the MT 28 messages are received normally, the UDRE degradation value δUDRE
will be computed with MT 28 as Equation (1), otherwise δUDRE is equal to 1 [19,22].

δUDRE =
√

lT · C · l + εC

C = (E · Fscal)T · (E · Fscal)
Fscal = 2(scale−5)

εC = Ccovariance · Fscal

E =

⎡⎢⎢⎣
E1,1 E1,2 E1,3 E1,4

0 E2,2 E2,3 E2,4
0 0 E3,3 E3,4
0 0 0 E4,4

⎤⎥⎥⎦
(1)

where l is the line-of-sight vector from the user to the satellite. εC indicates the quantization
errors, derived from Ccovariance which is broadcast in an MT 10 message. If MT 10 data
are not available, εC is set to zero. C is the relative clock–ephemeris correction covariance
matrix reconstructed with the parameters Ei,j broadcast in MT 28 message, scale is the scale
exponent also broadcast in an MT 28 message.

Degradation value δUDRE is applied to model the variance for the measurement
residual error σ2

f it. If MT 7 and MT 10 are successfully received, the variance for the

measurement residual error σ2
f it will be computed with δUDRE as well as the degradation

parameters obtained from MT 7 and MT10. Otherwise, σ2
f it will be computed with δUDRE

as well as the default value. The detail computation methods of the measurement residual
error variance σ2

f it are shown in [19].
Then, the position results and corresponding protection levels are calculated based on

the weighted least squares solutions, as expressed as Equation (2).

X = (GTWG)
−1

GTWL (2)

where X is the unknown position parameters, G is the observation geometry matrix, L
is the observations vector, W is the weight matrix which can be expresses as a diagonal
matrix, at least four satellites are visible and useful to ensure that the first term is inversed.

W = diag

(
1
σ2

1
, · · · 1

σ2
n

)
(3)

where σ2
i is expressed as

σ2
i = σ2

i, f it + σ2
i,UIRE + σ2

i,tropo + σ2
i,air (4)

In the Equation (4), σ2
i, f it is the variance for the measurement residual error of satel-

lite I, σ2
i,UIRE is the variance of residual of ionospheric model correction, σ2

i,tropo is the

variance of the residual of tropospheric model correction, and σ2
i,air is the variance of the

observation noise.
The protection level equations are described in detail by [26].

3.2. Service Integrity Evaluation Method

With the continuous improvement of the service accuracy of GNSS core constellations
such as the GPS and BDS, SBAS systems pay more attention to the service integrity augmen-
tation. In the actual navigation processing, users usually do not know their true position
error (PE), they can only compute the protection levels (PL), taking all relevant error sources
into account associated with the observation geometry and integrity data provided by the
SBAS system. The definition of the system integrity performance requirement includes an
alert limit (AL) against which the requirement can be assessed. If the PL is too large to be
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contained within the AL, the SBAS service will be indicated as not available. We used the
monitoring receivers with precisely known coordinates evenly distributed in the service
area to analyze the BDSBAS service integrity. Once a PE of any monitoring receiver exceeds
the AL without receiving an alert in time, while the calculated PL is smaller than the AL,
a piece of hazardously misleading information (HMI) exists. The SBAS service integrity
orders that the HMI probability (PHMI) should be less than a certain probability. ICAO
provides specific requirements of PHMI for different operations. The evaluation method of
SBAS service integrity is shown as follows:

(1) During the testing period, the starting and ending epochs are indicated as tstart and
tend, respectively, and the observation sampling interval is expressed as T.

(2) The position coordinates of the monitoring receivers are calculated with BDSBAS
broadcast information. The deviation of the estimate coordinates from the true coordi-
nates of the receivers are computed and divided into horizontal position errors (HPE)
and vertical position errors (VPE). The time series of HPE and VPE are taken as the
statistical samples.

(3) The associated integrity messages of BDSBAS are used to compute the horizontal pro-
tection levels (HPL) and vertical protection levels (VPL) for the monitoring receivers.

(4) At epoch i, comparing the HPE value and HPL value against the horizontal alert limit
(HAL) value. If the three values satisfy the relationship as HPL < HAL < HPE, it
indicates a horizontal HMI event, Bool(x) is set equal to 1, otherwise, Bool(x) is set
equal to 0. Meanwhile, comparing the VPE value, VPL value against the vertical alert
limit (VAL) value, if the three values satisfy VPL < VAL < VPE, it indicates a vertical
HMI event, and Bool(y) is set equal to 1, otherwise, Bool(y) is set equal to 0.

(5) Using all the experimental samples, the probability of HMI of service integrity is
determined as:

PHMI = 1 −

tend−Top
∑

t=tstart ,inc=Top

{
t+Top

∏
i=t,inc=T

Integrity_Flag(i)

}
tend−tstart

Top

Integrity_Flag(i) =
{

0, (Bool(x)i + Bool(y)i) > 0
1, other

(5)

where Integrity_Flag(i) is the service integrity indicator, where “0” indicates integrity risk
occurred and “1” indicates there is no integrity risk; PHMI is the probability of HMI; Top is
the service sample interval and usually is set to 150 s for APV I approach; T is observation
data sampling interval.

3.3. Service Availability Evaluation Method

Service availability is an indication of the ability of the system to provide usable service
within the specified coverage area. It can be expressed as the percentage of time that the
position accuracy and integrity of the SBAS service remain within the specified threshold.
The availability determined with the GNSS and SBAS observations is described below:

(1) During the testing period, the starting and ending epochs are indicated as tstart and
tend, respectively, and the observation sampling interval is expressed as T.

(2) The time series of receiver HPE and VPE are calculated with SBAS corrections and
the corresponding HPL and VPL are determined with the SBAS integrity information.

(3) At observation epoch i, the receiver HPE and VPE are compared with the service
horizontal accuracy threshold (HPOSlim) and vertical accuracy threshold (VPOSlim),
respectively, to determine the accuracy availability indicator at epoch i.

Pos_ f lag(i) =
{

1, HPE < HPOSlim&VPE < VPOSlim
0, other

(6)
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where Pos_ f lag(i) is the accuracy availability indicator at epoch i, “1” indicates service
accuracy is available, and “0” indicates service accuracy is not available.

(4) The service integrity indicator is calculated as Equation (5). Considering both the
service integrity indicator and accuracy availability indicator, the service availability
is given by Equation (7):

Avail =

tend−Top
∑

t=tstart ,inc=Top

{
t+Top

∏
i=t,inc=T

[Integrity_Flag(i) · Pos_ f lag(i)]

}
tend−tstart

Top

(7)

where Avail means the service availability, Top is the service sample interval and usually is
set to 150 s for APV I approach.

Based on the service integrity and availability evaluation methods, the BDSBAS service
performance is preliminarily evaluated with real observation data.

4. BDSBAS Service Performance Evaluation

Currently, the BDSBAS SF service augments GPS L1 C/A signal, and BDSBAS DFMC
service augments BDS B1C and B2a dual-frequency signals and GPS L1 C/A and L5
dual-frequency signals. Since only a few of GPS satellites broadcast L5 signal and can be
monitored in the Chinese service area, the GPS dual-frequency service performance cannot
be reasonably evaluated. In addition, the definitions of some degradation parameters
in the BDSBAS DFMC protocol are under discussion for optimization, the integrity and
availability of the DFMC service will be discussed in future work. The BDSBAS DFMC
service only evaluates the accuracy performance based on BDS constellation.

The performance accuracy, integrity and availability of the BDSBAS SF service as
well as the accuracy of the BDSBAS DFMC service are preliminarily evaluated, using
the observations of 30 monitoring receivers evenly distributed in China from 1 July to
10 July in 2020. These monitoring receivers are independent from those generating BDSBAS
differential corrections.

4.1. BDSBAS SF Service Accuracy

According to the user algorithms of BDSBAS messages, the single point position (SPP)
results of the BDSBAS SF service were achieved through 30 monitoring receivers’ data. To
reduce the observation errors such as multipath error, observation noise, carrier smoothed
pseudoranges are used in the SPP estimation. In consideration of calculation efficiency and
carrier-smoothed pseudoranges accuracy, the data with 20 s observation sampling interval
were adopted. The coordinates of the monitoring receivers are regularly maintained with
geodetic survey and GNSS network adjustment calculation, and the 3D coordinate accuracy
of these receivers is usually better than 5 cm. As the precise coordinates of the monitoring
receivers were already known, the position errors in horizontal and vertical directions
were analyzed. The 95th percentile values of absolute value of horizontal and vertical
position errors of each day were evaluated, and the time series results during 10 days for
30 receivers were shown in Figure 3.

In Figure 3, the lines in the top subgraph indicate the time series of horizontal position
errors of 30 receivers and the lines in the bottom subgraph show the position errors in the
vertical direction. Different colors indicate different monitoring receivers. The horizontal
axis represents time in days, and the vertical axis represents position errors in meters. It
shows that the variance of position errors for the same monitoring receiver is relatively
stable in different days. The HPE of different receivers has little difference, varying from
1 m to 1.5 m, while the dispersion of VPE among different receivers is relatively large,
varying from 1.5 m to 3 m. The VPE variation of different receivers is mainly caused by the
accuracy of corresponding ionospheric grid corrections.
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Figure 3. Time series of 95th percentile position errors for 30 monitoring receivers under BDSBAS SF
service. One color represents one receiver.

The 24 h time series of position errors of one monitoring receiver are shown as an
example, compared between the BDSBAS + GPS SF service and the GPS SF service. The
position errors in the north–south, east–west and vertical directions are shown in the top,
middle and bottom subgraphs of Figure 4, respectively. In the figure, the red lines indicate
the positions errors of the BDSBAS + GPS SF service and the black lines represent the
position errors of GPS SF service. The horizontal axis expresses time in hours. As shown in
Figure 4, the 95% position errors of the BDSBAS + GPS SF service are 0.638 m, 0.506 m and
1.548 m in the north–south, east–west, and vertical directions, respectively, while the 95%
position errors of the GPS SF service are 1.388 m, 0.851 m and 2.427 m in the north–south,
east–west, and vertical directions, respectively. The position accuracy of the BDSBAS + GPS
SF service is obviously improved compared with the GPS SF service.

Figure 4. Comparison of position errors between the BDSBAS + GPS SF service (red lines) and the
GPS SF service (black lines).
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The average value of 95% absolute value of position errors over 10 days is used to
evaluate the position accuracy of the monitoring receiver. The position accuracies of the
BDSBAS + GPS SF service and the GPS SF service are compared analyzed and the statistics
for 30 monitoring receivers are listed in Table 2.

Table 2. The position accuracy statistics of monitoring receivers under the BDSBAS + GPS SF service
and the GPS SF service (unit is meters).

Rcv ID

Horizontal
(95%)

Vertical
(95%) Rcv ID

Horizontal
(95%)

Vertical
(95%)

BDSBAS + GPS GPS BDSBAS + GPS GPS BDSBAS + GPS GPS BDSBAS + GPS GPS

1 0.769 1.699 1.837 2.488 16 1.129 1.631 2.662 3.039

2 0.744 1.688 1.739 2.477 17 0.865 1.629 2.503 2.708

3 1.101 1.693 2.444 3.727 18 1.197 1.480 1.910 2.451

4 0.964 1.538 1.398 2.773 19 1.022 1.980 2.358 3.157

5 0.961 1.558 1.338 2.840 20 1.048 1.910 2.072 2.868

6 1.071 1.977 2.736 3.304 21 1.039 1.414 1.617 2.654

7 1.085 2.147 2.270 3.254 22 1.120 1.396 1.686 2.668

8 1.116 1.495 1.829 2.424 23 1.101 1.689 2.107 2.675

9 0.971 1.531 1.823 2.479 24 1.025 1.665 1.931 2.716

10 0.962 1.574 1.451 2.791 25 0.806 1.588 1.559 2.915

11 0.972 1.524 1.393 2.782 26 0.773 1.595 1.526 2.972

12 0.794 1.526 1.331 2.806 27 1.234 1.593 1.682 2.265

13 1.129 1.651 1.600 2.619 28 1.192 1.644 1.393 2.600

14 0.849 1.668 1.782 2.617 29 0.970 1.633 2.656 3.964

15 0.841 1.662 1.868 2.752 30 1.197 1.631 2.656 4.060

Mean 1.00 1.65 1.91 2.86

The results show that the horizontal and vertical position accuracies of the 30 monitor-
ing receivers are less than 1.5 m and 3 m, respectively, achieved with BDSBAS + GPS SF
service. The average accuracies of all 30 receivers in horizontal and vertical directions are
about 1 m and 2 m and are improved by about 39% and 33%, respectively, compared with
GPS SF service.

4.2. BDSBAS DFMC Service Accuracy

The service accuracy of the BDSBAS DFMC service is similarly analyzed with 30 BDS
monitoring receivers. The testing data sampling interval is 20 s. The absolute value of
horizontal and vertical position errors with 95% confidence level are calculated every day
and the time series of all monitoring receivers 95th percentile position errors are displayed
in Figure 5.

In Figure 5, the lines in the top subgraph indicate the time series of horizontal position
errors and the lines in the bottom subgraph show the position errors in vertical direction.
Different colors indicate different monitoring receivers. The X-axis represents time in days,
and the Y-axis represents position errors in meters. It shows that the variance of position
errors for the same monitoring receiver is relatively stable in different days, and the position
errors of all receivers are relatively consistent. The HPE of different monitoring receivers
varies from 0.5 m to 1.0 m, and the VPE of different monitoring receivers varies from 1.0 m
to 1.5 m. As most ionospheric delay errors can be eliminated by using dual-frequency
observations, the vertical position accuracy of the BDSBAS DFMC service is significantly
improved compared with the BDSBAS SF service.
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Figure 5. Time series of 95th percentile position errors of 30 monitoring receivers under BDSBAS
DFMC service. One color represents one receiver.

The time series of position errors are compared analyzed between the BDSBAS DFMC
service and the BDS dual-frequency service and the results of one monitoring receiver
are shown in Figure 6 as an example. The position errors in the north–south, east–west
and vertical directions are shown in the top, middle and bottom subgraphs, respectively.
The red lines indicate the BDSBAS DFMC service and the black lines represent the BDS
dual-frequency service. The X-axis represents time in hours. It is noted that the position
errors (95%) are 0.51 m, 0.57 m and 1.60 m in north–south, east–west and vertical directions,
respectively, under BDS dual-frequency service, and the position errors (95%) are 0.25 m,
0.23 m and 0.77 m in north–south, east–west and vertical directions under BDSBAS DFMC
service. The position accuracy of the BDSBAS DFMC service is also clearly improved
compared with the BDS dual-frequency service.

Figure 6. Comparison of position errors between the BDSBAS DFMC service (red lines) and the BDS
dual-frequency service (black lines).
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The average value of 95% absolute value of position errors of 10 days is calculated
to represent the position accuracy of the monitoring receiver. The position accuracies of
30 monitoring receivers under the BDSBAS DFMC service and the BDS dual-frequency
service are comparatively analyzed and the statistics results are listed in Table 3.

Table 3. The position accuracy comparison under the BDSBAS DFMC service and the BDS dual-
frequency service (unit is meters).

Rcv ID

Horizontal
(95%)

Vertical
(95%) Rcv ID

Horizontal
(95%)

Vertical
(95%)

BDSBAS + BDS BDS BDSBAS + BDS BDS BDSBAS + BDS BDS BDSBAS + BDS BDS

1 0.558 0.765 1.050 1.176 16 0.677 0.931 1.237 1.377

2 0.365 0.642 0.733 1.079 17 0.741 0.928 1.263 1.469

3 0.571 0.758 1.140 1.485 18 0.552 0.844 1.025 1.392

4 0.547 0.748 1.186 1.507 19 0.515 0.737 1.085 1.379

5 0.423 0.649 1.001 1.353 20 0.560 0.706 1.210 1.455

6 0.539 0.784 1.259 1.537 21 0.480 0.653 0.987 1.403

7 0.624 0.892 1.277 1.606 22 0.679 0.845 1.089 1.361

8 0.834 1.023 1.333 1.537 23 0.676 0.835 1.158 1.343

9 0.503 0.730 0.830 1.144 24 0.526 0.701 1.140 1.400

10 0.758 0.904 1.322 1.459 25 0.552 0.756 1.031 1.395

11 0.508 0.708 1.066 1.307 26 0.659 0.855 1.333 1.706

12 0.503 0.754 0.896 1.287 27 0.467 0.716 1.176 1.343

13 0.572 0.715 0.981 1.244 28 0.704 0.859 1.092 1.314

14 0.586 0.767 0.965 1.298 29 0.725 0.915 1.259 1.342

15 0.881 1.133 1.203 1.520 30 0.571 0.789 0.981 1.200

Mean 0.60 0.80 1.11 1.38

The results show that the horizontal and vertical position accuracies of 30 monitoring
receivers are less than 1.0 m and 1.5 m, respectively, under BDSBAS DFMC service. The
average values of the 30 monitoring receivers’ position accuracies in horizontal and vertical
directions are about 0.6 m and 1.2 m, respectively, which are improved by about 25% and
20% compared with BDS dual-frequency service.

4.3. SF Service Integrity and Availability

According to the performance specifications of ICAO Annex 10 for APV-I approach,
the HAL and VAL are 40 m and 50 m, respectively, and the horizontal and vertical accuracy
thresholds (95%) are required to be above 16 m and 20 m, respectively. The position errors
and position protection levels are calculated with the monitoring receiver observations
from 1 July to 10 July in 2020. The horizontal integrity and vertical integrity are assessed by
the accumulate Stanford diagrams and shown in Figures 7 and 8, respectively.

Stanford diagram outlines the key concepts related to integrity. The X-axis represents
the position error and the Y-axis represents the protection level. The misleading information
(MI) is defined as when the position error exceeds the protection level but is still less than
the required alert limit of the system. If the protection level is less than the alert limit
while the position error exceeds the alert limit, it is labelled as hazardously misleading
information (HMI). When this occurs, the user is in a potentially dangerous situation as
the system is providing dangerous information to the user who is unaware. The integrity
risk is the probability that a position error is larger than the alert limit without any alert. If
the protection level is less than the system alert limit and the position error is less than the
protection level, then the system is available and operating within its normal bounds. If
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the protection level has exceeded the alert limit, the system service cannot be trusted even
though the position error may be acceptable.

Figure 7. Horizontal integrity assessment with Stanford diagram. No misleading information (MI)
and no hazardously misleading information events exist. The 99.9375% testing epochs are operating
within their normal bounds in horizontal direction according to APV-I approach requirement.

Figure 8. Vertical integrity assessment with Stanford diagram. No misleading information (MI) and
no hazardously misleading information events exist. The 99.8025% testing epochs are operating
within their normal bounds in vertical direction according to APV-I approach requirement.
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It is noted that no integrity risk event occurred during the whole test interval. The
availability percentages of the integrity service are about 99.9% and 99.8% in the horizontal
and vertical directions, respectively.

To illustrate the detail relation between the protection level and the position error, the
24 h time series of position errors and the corresponding protection levels are shown in
Figure 9 at the Beijing station. HPE and HPL are shown in the top subgraph and VPE and
VPL are presented in the bottom subgraph. The unit of the X-axis is hours and of the Y-axis
is meters. The blue lines indicate position error and the black lines indicate protection level.
It shows that the protection level can envelope the position error with 100% confidence,
which means that there is no integrity risk event.

Figure 9. Time series of position errors and protection levels at the Beijing station.

If the position error is less than the system accuracy threshold as well as the integrity
service is under normal operation, the system service is considered available. Considering
both the accuracy and the integrity performance, the service availabilities of all monitoring
receivers are analyzed and shown in Table 4. The results shown that the average value
of the service availabilities of the 30 monitoring receivers is about 98%. Some of the
receivers located at the service marginal areas have lower service availabilities as their
vertical position errors exceed vertical accuracy threshold (20 m), mainly related to the low
accuracy of nearby grid corrections as well as the poor dilution of precision (DOP). The
accuracy and availability of grid ionospheric corrections at the service marginal areas are
low for very few monitoring stations distributed at these areas, which leads to a smaller
number of augmented satellites which could be observed in the areas at some time, and
leads to the challenge of the service availability.
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Table 4. Statistics results of monitoring receiver service availability.

RcvID Availability RcvID Availability

1 0.995 16 0.995
2 0.999 17 0.995
3 0.984 18 0.995
4 0.984 19 0.944
5 0.926 20 0.961
6 0.934 21 0.993
7 0.981 22 0.914
8 0.989 23 0.988
9 0.991 24 0.973
10 0.995 25 0.976
11 0.993 26 0.995
12 0.994 27 0.995
13 0.983 28 0.994
14 0.978 29 0.979
15 0.995 30 0.982

Average value 0.98

5. Conclusions

We introduce the development status of the BDSBAS system, including the system
architecture and the message user algorithms. The accuracies of the BDSBAS SF service
and the DFMC service are discussed with system monitoring receiver observations. The
preliminary performance of the BDSBAS SF service integrity and availability are evaluated
according to ICAO standards. The results show that the position accuracies of the BDSBAS
SF service are about 1.0 m and 2.0 m in the horizontal and vertical directions, respectively,
which are improved by about 39% and 33% compared with the GPS SF service. The position
accuracies of the BDSBAS DFMC service are about 0.6 m and 1.2 m in the horizontal and
vertical directions, respectively, which are improved by about 25% and 20% compared
with the BDS dual-frequency service. For the BDSBAS SF service, no integrity risk event
was detected during the test period, and the average service availability is about 98%. By
increasing the effective monitoring areas of grid ionospheric corrections, the availability of
the BDSBAS SF service could be further improved, which is an important research field for
BDSBAS system upgrading.
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Abstract: The BeiDou global navigation satellite system (BDS-3) has already provided worldwide nav-
igation and positioning services for which the high-precision BDS-3-predicting orbit is the foundation.
The arc length of the observed orbits and the solar radiation pressure (SRP) are two important factors
for producing precise orbit predictions. The contribution studies the influences of these factors on
BDS-3 orbit prediction. Three-month data from 1 July 2021 to 30 September 2021 are used to analyze
optimal arc lengths and different ECOM SRP models for obtaining precise BDS-3 orbit predictions.
The results show that the best-fitting arc length for the BDS-3 MEO/IGSO satellite is 42–48 h by
comparing the final precise ephemeris and SLR validation. Furthermore, the ECOM9 SRP model
shows improved orbit-prediction accuracy than that of the ECOM5 SRP model when the satellites
move in and out of the eclipse season. As for the ECOM9 SRP model, the user range error (URE)
accuracy of 6 h orbit predictions when satellites are in and outside of the eclipse season is 0.036 m
and 0.030 m, respectively. In addition, the orbit prediction accuracy of the BDS-3 satellites does not
decrease significantly since BDS-3 satellites apply the continuous yaw-steering (CYS) attitude mode
during the eclipse season.

Keywords: BDS-3; precise orbit prediction; satellite laser ranging; eclipse season; ECOM solar
radiation pressure model

1. Introduction

On 23 June 2020, with the successful launch of the last BeiDou global navigation
satellite, the BeiDou global navigation satellite system (BDS-3) was fully completed and
includes three geostationary earth orbit (GEO) satellites, three inclined geosynchronous
orbit (IGSO) satellites, and twenty-four medium earth orbit (MEO) satellites [1]. BDS-3 can
provide global services, such as positioning, velocity, and timing with accuracies of 10 m,
0.2 m/s, and 20 ns, respectively. Since the satellite orbit is the foundation for high-precision
services and applications of BDS-3 [2], any global navigation satellite system (GNSS) error
will directly affect the accuracy of navigation and positioning solutions, e.g., the emergence
of real-time precise point-positioning real-time kinematic (PPP-RTK) technology [3], real-
time atmospheric monitoring [4,5], early GNSS-based earthquake warning, and other
technologies [6–9]. Therefore, precise real-time GNSS satellite orbits are urgently required
for scientific and industrial communities. International GNSS Service (IGS) ultra-rapid
(IGU) orbits are always implemented in BDS-3 real-time applications [10], and each IGU
orbit product contains the observed orbits of the first 24 h, as well as the predicted orbits of
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the next 24 h. However, only certain parts of the predicted orbits are useful for real-time
users since the IGU orbits are updated every 6 h with a latency of 3 h. Therefore, it is
essential to study BDS-3-predicted orbits. The accuracy of the predicted orbits depends on
the accuracy of the initial satellite conditions (satellite position and velocity at the initial
epoch) and the accuracy of the solar radiation pressure (SRP) models [11].

The initial conditions of the satellite are affected by the fitted arc length of the observed
orbit, and the satellite orbits are then predicted based on the initial conditions. Choi et al.
(2013) studied Global Positioning System (GPS) ultra-rapid orbit-prediction strategies and
found that the optimal arc length of the observed orbits is around 40–45 h [11]. Li et al. (2015)
assessed the impact of the arc length on GPS precise point position (PPP) solutions [12], and
the results showed that the highest PPP ambiguity fix rates can be achieved when using
predicted orbits with an arc length of 42 h. Geng et al. (2018) analyzed the effect of the
arc length of the observed orbits on multi-GNSS orbit prediction performances [13], and
they found that the optimal arc length is 42–45 h. The optimal arc lengths for predicting
orbits of GPS, GLONASS, BDS-2, and GALILEO satellites have been studied for many
years; however, few existing manuscripts involve the same research effort for the BDS-3
satellites. How the accuracy of the BDS-3 predicted orbits varies with the arc length of the
observed orbit needs to be uncovered. Therefore, it is necessary to study the optimal fitting
arc length for BDS-3-predicted orbits.

As one of the major error sources of satellite orbit determination, solar radiation pres-
sure model errors significantly affect the precision of precise satellite orbit determination
and prediction [14,15]. Numerous studies have conducted research on the SRP model of
GNSS satellites [16–18]. However, the research on the SRP model is limited to precise
orbit determination, and few are related to precise orbit prediction. The accuracy of GPS
satellites could decrease to 300 m in 3 days because of the existence of solar radiation
pressure perturbations [19]. Therefore, investigating different solar radiation pressure
models in orbit prediction is necessary. Although the ECOM SRP model is a widely used
SRP model in precise GNSS orbit determination [18], the ECOM SRP model is designed for
GPS satellites, and its applicability to BDS-3 satellite orbit prediction needs to be further
verified. Therefore, this article will concentrate on the impact of the ECOM SRP model on
BDS-3 satellite orbit prediction.

The BDS MEO satellites enter the eclipse season twice a year, each time lasting
8–15 days [20]. If this study does not consider the eclipse season and only investigates satel-
lite orbit-prediction accuracies in the non-eclipse season, all orbit prediction starting times
are outside the eclipse season. Hence, orbit prediction times are extended to 8–15 days,
which would significantly reduce the prediction accuracy of the satellite orbit. Therefore, it
is worthy to study the prediction accuracy of BDS-3 satellite orbits during the eclipse season.
The China Satellite Navigation Office (CSNO) released BDS-3 satellite metadata in 2019,
announcing that the BDS-3 MEO/IGSO satellites adopt continuous yaw steering (CYS)
attitude modes during eclipse seasons [18]. The accuracy of current GNSS satellite orbits
is significantly degraded during eclipse seasons, particularly for long-arc solutions and
orbit predictions [21]. Duan et al. (2019) pointed out that the reason for such degradations
is primarily due to the ignorance of thermally imbalanced forces [22]. Xia et al. (2022)
also found that orbit degradations result from the unaccounted non-conservative forces,
e.g., thermal radiation during Earth’s shadow transitions [23]. The above studies are all
based on the precise orbit determination of the BDS-3 satellites, and the study of the orbit
prediction accuracy of the BDS-3 satellites during the eclipse season is essential as well.

This contribution mainly studies the impact of the arc length and ECOM SRP models
on BDS-3 orbit prediction. The article is organized as follows. We first introduce the
orbit-prediction method and the experimental data in Section 2. Afterward, the final precise
ephemeris and SLR data were used to evaluate BDS-3’s orbit prediction accuracy by using
different arc lengths in Sections 3.1 and 3.2, and the orbit prediction accuracy of the BDS-3
satellites during and outside of eclipse seasons is provided in Section 3.3. Additionally,
we analyze the impact of different ECOM SRP models on the predicted orbit accuracy of
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the BDS-3 satellites in Section 3.4. Finally, discussions and conclusions are provided in
Sections 4 and 5.

2. Orbit Prediction Method and Data Collection

2.1. Orbit Prediction Method

Satellite orbit prediction accuracy relies on the satellite’s initial conditions and solar
radiation pressure parameters. Hence, in the following paragraph, we will indicate the
solution of the satellite’s initial conditions and solar radiation pressure parameters over an
arc period using the least-squares method.

Let the position, velocity, and dynamic parameters of the satellite at the initial time t0
be

(
r0,

.
r0, p0

)
. By considering the influence of various perturbation forces, the position and

velocity
(
r,

.
r
)

of the satellite at epoch t can be obtained by integrating the satellite dynamics
equation. We can predict the satellite orbit at the epoch t as follows:(

r,
.
r
)
= F

(
t, r0,

.
r0, p0

)
(1)

where F is the nonlinear integral function. The observation equation can be described by
Equation (2):

rt − r = Φ(t, t0)
[
Δr0 Δ

.
r0 Δp0

]T (2)

where Φ(t, t0) =
[

∂r
∂r0

∂r
∂

.
r0

∂r
∂p0

]
is the state transition matrix; Δr0, Δ

.
r0, Δp0 denote the

correction value of the initial position, velocity, and dynamic parameters, respectively.
Assuming that the satellite position at the epoch ti in the precise ephemeris is ri during

an arc length [ti, tm], the m-dimensional observation equation can then be constructed
as follows:

Y = θ
(
Δr0, Δ

.
r0, Δp0

)
(3)

where the following is the case.
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θ1
(
Δr0, Δ

.
r0, Δp0

)
θ2
(
Δr0, Δ

.
r0, Δp0

)
...

θm
(
Δr0, Δ

.
r0, Δp0

)
⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎣
Φ(t1, t0)

[
Δr0 Δ

.
r0 Δp0

]T

Φ(t2, t0)
[
Δr0 Δ

.
r0 Δp0

]T

...
Φ(tm, t0)

[
Δr0 Δ

.
r0 Δp0

]T

⎤⎥⎥⎥⎥⎦
The satellite’s position, velocity, and dynamic parameters at the initial epoch t0 can

be calculated by applying least-squares estimations in Equation (3). Finally, the predicted
orbits are generated through orbit integration using precise satellite initial conditions.

2.2. Data Collection and Dynamic Model

The final orbit products released by the Center for Orbit Determination in Europe
(CODE) are used for BDS-3 orbit prediction research studies, and the data’s length ranges
from 1 July 2021 to 30 September 2021. The final precise ephemeris is not only used as
observed orbits but also as reference orbits for evaluating the accuracy of BDS-3-predicted
orbits. Table 1 summarizes the precise orbit-prediction strategies in the experiment, in-
cluding the dynamical models and integration method. It is noteworthy that in order to
reduce the influence of Earth orientation parameter (EOP) errors on the predicted orbit,
this study uses the final EOP released by the IERS Earth orientation center. Moreover, the
same empirical force parameters, integration methods, and integration step sizes are used
in this experiment.
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Table 1. Dynamical models and integration method.

Models Reference/Source

Geopotential EGM 2008, 12 × 12 degree [24]
N-body gravitation JPL DE405 ephemeris [25]
EOP Fixed to IERS EOP 14 C04 dataset
SRP model ECOM5 model, ECOM7 model, ECOM9 model
Solid earth tides, pole tides IERS conventions 2010 [26]
Ocean tides FES2004 [27]
Relativity effect IERS2010
Integration Collocation Integration method
Integration step size 900 s

As can be seen on the website of the precise orbit-determination strategies adopted by
the major analysis centers of IGS (see https://files.igs.org/pub/center/analysis/, accessed
on 17 January 2022), most analysis centers use nine-parameter ECOM or its simplified
version to determine precise orbits [28]. Therefore, ECOM and its simplified version were
used in our BDS-3 orbit prediction strategy to assess its accuracy in orbit prediction. The
ECOM SRP model adopts the form of constant components in addition to periodic terms.
Three sets of parameters were used to absorb the influence of solar radiation pressure [29].
The ECOM SRP model formulas are as follows:

→
a = asrp,D · →

eD + asrp,Y · →eY + asrp,B · →eB
asrp,D = D0 + DCu cos u + DSu sin u
asrp,Y = Y0 + YCu cos u + YSu sin u
asrp,B = B0 + BCu cos u + BSu sin u

(4)

where
→
a represents the acceleration of SRP, asrp,D, asrp,Y, asrp,B are the SRP accelerations of

the D-axis, Y-axis, and B-axis, respectively. u is the argument of the ascending node, and
D0, DCu, DSu, Y0, YCu, YSu, B0, BCu, and BSu are constant parameters, which are estimated
in the orbit’s determination process. In the following, when these nine parameters are used
for parameter estimations, we call this strategy the ECOM9 SRP model. Springer et al. (1999)
introduced a simplified ECOM SRP model containing only 5 parameters (D0, B0, Y0, BCu,
and BSu) [30], which is called the ECOM5 SRP model. The experimental results confirm
that when the ECOM SRP model with 7 parameters (D0, DCu, DSu, Y0, B0, BCu, and BSu)
is used, the orbit’s overlap accuracy with resepct to BDS-2’s precise orbit determination can
be greatly improved [31], which is called the ECOM7 SRP model in the following.

3. Results and Analysis

The accuracies of BDS-3-predicted orbits with different arc lengths are compared to the
IGS final precise orbits and SLR data. Three-month data from 1 July 2021 to 30 September
2021 are used in this experiment. The BDS-3 satellite orbit prediction accuracy during
and outside of eclipse seasons is provided. Finally, the impacts of different ECOM SRP
models on the predicted orbit accuracy of the BDS-3 satellite are discussed. Because of
the poor orbital accuracy of the BDS-3 GEO satellites, the BDS-3 GEO satellites will not
be considered in this experiment. It should be noted that in Sections 3.1–3.3, we use the
ECOM9 SRP model for orbit prediction.

3.1. Impacts of the Arc Length on Orbit Prediction

The user range error (URE) is used to verify the accuracy of the predicted orbit.
The satellite URE is associated with the maximum opening angle of the satellite relative
to Earth [15]. Without considering the satellite clock error, the MEO satellites’ URE is
computed as follows [21]:

UREMEO =

√
(0.99ΔR)2 + (0.14ΔT)2 + (0.14ΔN)2 (5)
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where ΔR, ΔT, ΔN are the radial, along-track, and cross-track components of the satellite
orbit, respectively. For IGSO and GEO satellites, URE is computed as follows.

UREGEO/IGSO =

√
(ΔR)2 + (0.99ΔT)2 + (0.99ΔN)2 (6)

It can be seen from the Formulas (5) and (6) that the most significant contribution to
URE is the radial component of the satellite orbit.

The orbit prediction accuracy of BDS-3 MEO satellites is first calculated in the exper-
iment. The 24–72 h satellite-orbit arc lengths are used as initial observation data. IGS’s
final precise ephemeris is used as the reference. We use the root mean square (RMS) in the
radial (R), along-track (T) and cross-track (N) directions and URE to evaluate the accuracy
of BDS-3-predicted orbits. The accuracy of the first 6 h and 24 h of predicted orbits is used
to evaluate the impact of the arc length on BDS-3 MEO orbit prediction.

As shown in Figure 1, the smallest orbital URE is in the fitted arc length of 42–48 h
for both 6 h and 24 h orbit prediction. It can be observed that the accuracy of the radial,
along-track, and cross-track are similar to that of the URE, and the best fitting arc length
is 42–48 h. The results also show that when the prediction intervals are 6 h, the URE is
the smallest at the arc length of 42 h, and the URE, radial, cross-track, and along-track are
0.029 m, 0.019 m, 0.022 m, and 0.054 m, respectively. When the prediction intervals are 24 h,
the URE is also the smallest at the arc length of 42 h, and the URE, radial, cross-track, and
along-track are 0.051 m, 0.027 m, 0.034 m, and 0.111 m, respectively.

Figure 1. The accuracy of the first 6 h (top) and 24 h (bottom) of predicted BDS-3 MEO orbits with
different arc lengths.

Meanwhile, the orbit prediction accuracy of BDS-3 IGSO satellites is analyzed. BDS-3
has three IGSO satellites (C38, C39, and C40). In this contribution, these BDS-3 IGSO
satellites are taken as an example to explore the best-fitting arc length.

As is shown in Figure 2, the results of BDS-3 IGSO are consistent with those of BDS-3
MEO satellites. The smallest orbital URE is in the fitted arc length of 42–48 h for both 6 h
or 24 h length orbit prediction. The results show that when the prediction intervals are
6 h, the URE is the smallest at the arc length of 42 h, and the URE, radial, cross-track, and
along-track are 0.193 m, 0.125 m, 0.080 m, and 0.125 m, respectively. When the prediction
intervals are 24 h, the URE is also the smallest at the arc length of 42 h, and the URE, radial,
cross-track, and along-track are 0.231 m, 0.108 m, 0.080 m, and 0.189 m, respectively. It is
noteworthy that, compared to BDS-3 MEO satellites, the accuracy of BDS-3 IGSO satellite
orbit prediction is significantly reduced when the fitted arc length is less than 36 h. The
reason may be that the BDS-3 IGSO satellite has a longer orbital period than the MEO
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satellite. Therefore, when the fitted arc length is less than 36 h, the accuracy of BDS-3 IGSO
satellite orbit predictions will diminish compared to that of the BDS-3 MEO satellites.

Figure 2. The accuracy of the first 6 h (top) and 24 h (bottom) of predicted BDS-3 IGSO orbits with
different arc lengths.

3.2. Satellite Laser Ranging Validation

Satellite laser ranging is a commonly used method for evaluating orbit accuracy, and its
accuracy can reach the millimeter level [32]. Currently, BDS-3 has four MEO satellites (C20,
C21, C29, and C30) that are observed by SLR stations coordinated by the International Laser
Ranging Service (ILRS). This paper uses the SLR data to verify the BDS-3 satellite’s best-fit
arc length. The experiment uses three-month SLR data from 1 July 2021 to 30 September
2021. Moreover, we used 24 h predicted orbits for conducting evaluations.

As shown in Figure 3, the best-fitting arc length is 42–48 h for C20, C21, and C30
satellites. The conclusion is consistent with the result of the final IGS precise ephemeris.
However, the SLR residual of the C29 satellite is the smallest when the fitting arc is 60 h. It
should be noted that the orbit prediction accuracy of the C29 satellite under the fitting arc
length of 42–72 h is almost the same as 60 h, with differences within 3 mm.

As is shown in Figure 4, most SLR residuals for BDS-3 satellites are within ±20 cm.
There are 361, 287, 238, and 245 normal points for C20, C21, C29, and C30 satellites,
respectively. In this paper, the absolute values larger than 50 cm have been removed. After
gross error elimination, there are 354, 281, 232, and 227 normal points left; thus, in this
experiment, we used more than 96% of the original data for analysis. The accuracy of
the predicted orbit is evaluated by SLR, and the RMS values of the SLR residuals for C20,
C21, C29, and C30 are 5.36, 5.51, 5.49, and 6.01 cm, respectively. The overall RMS value
of SLR residuals for the BDS-3 MEO satellites is 5.59 cm, which shows that the orbital
accuracy of the BDS-3 MEO satellites is still maintained at a high level after 24 h of satellite
orbit predictions.
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Figure 3. SLR residuals for BDS-3 MEO satellites with different arc lengths.

When the fitting arc length is 42 h, the laser-ranging validation residuals for those four
satellites are shown in Figure 4.

Figure 4. SLR residuals for BDS-3 satellites with prediction interval of 24 h (red circles represent
SLR residuals).

3.3. Orbit Prediction Accuracy When Satellites Are during and Outside of Eclipse Season

For the BDS-2 satellite, studies have shown that its orbit determination accuracy will
decrease significantly during the eclipse period [20], but there are few studies analyzing
the orbit prediction accuracy of the BDS-3 satellite during the eclipse season. Therefore,
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in the following section, this study explores the orbit prediction accuracy of the BDS-3
satellite during the eclipse season. The BDS-3 IGSO and MEO satellites enter the eclipse
season when the |β| angle (the elevation angle of the sun above the orbital plane) is less
than 8.7◦ and 12.97◦, respectively [33]. Figure 5 shows the eclipse seasons for the BDS-3
satellites. The period of the BDS-3 satellites during the eclipse season is from 1 July 2021 to
30 September 2021.

 
Figure 5. Eclipse seasons for the BDS-3 satellites (1 July 2021 to 30 September 2021, red dots represent
eclipse seasons).

As shown in Figure 5, 18 BDS-3 satellites experienced the eclipse seasons during the
selected three months. Day of year (DOY) 202 to 230, 2021, was selected, during which
eight satellites (C19, C20, C21, C22, C32, C33, C41, and C42) were within the eclipse season.
Meanwhile, DOY 243 to 273, 2021 was selected, during which the same eight satellites were
outside if the eclipse season. Taking the selected eight BDS-3 satellites as an example, we
analyzed the orbit prediction accuracy of BDS-3 satellites using different arc lengths when
satellites move in and out of eclipses seasons. It should be pointed out that the selected
eight BDS-3 satellites are all MEO satellites. Figure 6 shows the orbit prediction accuracy of
different arc lengths when the satellites move in and out of eclipses seasons.

It can be seen from Figure 6 that the arcs of 42–48 h length are the best fitting arc lengths
for both satellites moving out of eclipse seasons and those into eclipse seasons. Taking
the 48 h fitting arc length as an example, when the prediction intervals are 6 h, the URE
increases from 0.0344 m out of eclipse seasons to 0.0419 m during eclipse seasons, which
corresponds to an increase of 22%; when the prediction intervals are 24 h, the URE increases
from 0.0592 m out of eclipse seasons to 0.0772 m in eclipse seasons, which corresponds to
increases of 30%. Compared with the significant decrease in the orbital accuracy of the
BDS-2 satellite moving in eclipse seasons, the BDS-3 satellites do not experience a significant
decrease in their orbit prediction accuracy. The reason may be due to the advanced attitude
control mode of the BDS-3 satellites. In addition to the yaw-steering (YS) mode, the BDS-3
MEO/IGSO satellites adopt the continuous yaw steering (CYS) attitude mode in eclipse
seasons [20]. The CYS mode not only meets the requirements of the power supply and
thermal control of the BDS-3 MEO/IGSO satellites but also avoids rapid yaw slews near
the sun–spacecraft–Earth geometries. The results indicate that the proper attitude mode
improved BDS-3’s orbit prediction accuracy.
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Figure 6. The URE of BDS-3 predicted orbits in and out of eclipse season with prediction intervals of
6 h (top) and 24 h (bottom).

3.4. Analysis of Different ECOM SRP Models for Orbit Prediction

BDS-3 satellites adopt a different attitude control mode from the BDS-2 satellite. For
the BDS-3 MEO/IGSO satellites, the CYS mode is adopted during the eclipse seasons, and
the YS mode is adopted out of eclipse seasons.

The BeiDou satellite navigation system has three satellite attitude-control modes: YS
mode, orbit-normal (ON) mode, and CYS mode.

The BDS-2 satellite adopts the YS and ON modes. For the YS mode, the satellite
uses the solar sensor and the Earth sensor to detect the position of the sun and the Earth;
thus, this mode satisfies that requirement in which the satellite antenna points to the
center of the earth and the solar panel is always perpendicular to the direction of the
sun’s illumination. After the BDS-2 IGSO/MEO satellites move into the eclipse season
and the β angle (defined by the angle of the sun above the orbit plane) is between −4◦
and +4◦, the attitude control mode of the BDS-2 IGSO/MEO satellites changes from the YS
mode to the ON mode [34]. As for the ON mode, the yaw angle ϕ (defined by the angle
between the instantaneous velocity and the body-fixed x-axis) is always zero. However,
studies have shown that when BDS-2 IGSO/MEO satellites move into the eclipse season,
the satellites adopting the ON mode will cause a significant decrease in the accuracy of
the satellite’s orbit determination [35]. Therefore, the CYS mode is adopted in the BDS-3
MEO/IGSO satellites.

When the BDS-3 MEO/IGSO satellites move in the eclipse season, the satellite adopts
the YS and CYS modes. During most of the eclipse season, the BDS-3 MEO/IGSO satellites
use the YS mode. The CYS mode includes two periods of midnight-turn maneuver and
noon-turn maneuver. Midnight-turn maneuver and noon-turn maneuver are activated
when the β angle is between −3◦ and +3◦, and the sun’s azimuth angle |α| (defined by the
angle between Earth-satellite vector and Earth-“noon” vector on the orbit plane) is ≤10◦ or
|α ± 180◦| ≤ 10◦ [20]. As for the CYS mode, the solar sensor can no longer control the
yaw’s attitude, and the BDS-3 MEO/IGSO satellites start to yaw with estimated hardware
yaw rates in order to make the yaw angle transform 180◦. Yaw attitude departs from the
nominal values and it can take up to 30 min to 1 h to correct [36]. Compared with the YS
mode, the CYS mode adopts the method of starting the maneuver in advance and ending
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the maneuver with a delay; thereby, the CYS mode avoids rapid yaw slews near collinear
sun–spacecraft–Earth geometries.

The satellite attitude control mode will affect the solar radiation pressure related to
the irradiated surface, which will further affect the accuracy of the satellite’s precise orbit
predictions [37]. Therefore, it is necessary to study the BDS-3 satellite’s orbit prediction
accuracy for different ECOM SRP models in and out of the eclipse seasons.

Similarly to Section 3.3, eight BDS-3 satellites (C19, C20, C21, C22, C32, C33, C41, and
C42) were selected to study the orbital prediction accuracy of the ECOM5, ECOM7, and
ECOM9 SRP models when moving in and out of the eclipse seasons.

As shown in Figure 7, the orbit prediction accuracy of the ECOM5, ECOM7, and
ECOM9 SRP models is similar in and out of eclipse seasons. The orbital UREs using the
ECOM5, ECOM7, and ECOM9 SRP models are 0.035 m, 0.031 m, and 0.030 m outside eclipse
seasons, respectively. However, the orbital UREs using the ECOM5, ECOM7, and ECOM9
SRP models are 0.048 m, 0.037 m, and 0.036 m during the eclipse seasons, respectively. The
results show that the orbital URE of the ECOM9 model is 19% lower than that of using the
ECOM5 SRP model. In addition, the ECOM7 and ECOM9 SRP models show similar orbit
prediction accuracy, and both are better than the ECOM5 SRP model. The reason may be
that the added parameters absorb more orbital errors.

Figure 7. Accuracy of BDS-3 predicted orbits with different ECOM SRP models when satellites move
in and out of eclipse seasons (6 h prediction interval).

In addition, we study the orbit prediction accuracy for different ECOM SRP models
with different arc lengths. Figure 8 shows the orbit prediction accuracy for different ECOM
SRP models out of the eclipse seasons with the prediction interval of 24 h.
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Figure 8. Average RMS and URE of BDS-3 predicted orbits with different ECOM SRP models out of
eclipse seasons (24 h prediction interval).

As shown in Figure 8, the optimal arc lengths using the ECOM5, ECOM7, and ECOM9
SRP models are 42–48 h. The difference in orbit prediction accuracy between ECOM7 and
ECOM9 SRP models is within 2 mm, and the performances of both ECOM7 and ECOM9
SRP models surpass the ECOM5 SRP model. Moreover, when the fitted arc length is less
than 48 h, the orbital accuracy of the ECOM7 and ECOM9 SRP models is better than that
of the ECOM5 SRP model. However, when the fitted arc length is longer than 48 h, the
ECOM5 SRP model exhibits improved orbit prediction accuracy. The reason is that the
ECOM5 SRP model shows improved orbit prediction accuracy in the along-track direction.

Figure 9 shows the orbit prediction accuracy of different ECOM SRP models during
the eclipse seasons with the prediction interval of 24 h. The optimal arc lengths using
the ECOM5, ECOM7, and ECOM9 SRP models are 42–48 h. The ECOM7 and ECOM9
models have good performances with respect to orbit prediction during the eclipse seasons,
for which the orbital UREs are both 0.065 m. However, the orbit prediction accuracy of
the ECOM5 SRP model during the eclipse seasons is unsatisfactory, particularly in the
cross-track direction. When the arc length is longer than 36 h, the orbit prediction accuracy
in the cross-track direction becomes worse, and the cause needs to be further studied.
Therefore, using the ECOM9 or ECOM7 SRP model is recommended when performing
precise orbit predictions for the BDS-3 MEO satellites during eclipse seasons.
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Figure 9. Average RMS and URE of BDS-3 predicted orbits with different ECOM SRP models in
eclipse seasons (24 h prediction interval).

4. Discussion

This contribution studies two critical factors (arc length and SRP model) affecting the
BDS-3 satellite’s orbit-prediction accuracy. We use precise ephemerides and SLR data to
verify the BDS-3 satellite’s best-fit arc length. Our results show that the best-fitting arc
length for the BDS-3 satellites is at 42–48 h. In addition, the BDS-3 satellite’s orbit prediction
accuracy does not decrease significantly during the eclipse seasons, which should be
attributed to the advanced attitude control mode for the BDS-3 satellite. We also find out
that the BDS-3 satellite’s orbit prediction accuracy of the ECOM5 SRP model during the
eclipse seasons is unsatisfactory, especially in the cross-track direction. Therefore, when
the BDS-3 satellites are within the eclipse seasons, we recommend using the ECOM9 or
ECOM7 SRP model for orbit prediction.

Since the Earth’s orientation parameters also have a significant influence on the orbit-
prediction accuracy, we will study the use of real-time earth orientation parameters to
analyze orbit-prediction accuracies in the future.

5. Conclusions

Three-month data from 1 July 2021 to 30 September 2021 were used to analyze orbit-
prediction accuracies under different conditions, including precise ephemerides and SLR
data, and to study the effect of arc lengths on orbit-prediction accuracy. We also explore the
orbit-prediction accuracy of different ECOM SRP models during and outside of the eclipse
seasons. Based on the above results, we can reach the following conclusions.

The final precise ephemerides and SLR validations show that the best-fitting arc length
for the BDS-3 satellites is 42–48 h. In contrast to the BDS-3 MEO satellites, the BDS-3
IGSO satellites have diminished orbit-prediction accuracies when the fitting arc length is
shorter than 36 h. The result shows that the orbital accuracy of the BDS-3 MEO satellites
maintains a high level after 24 h of satellite orbit predictions. The UREs of BDS-3 MEO-
and IGSO-predicted orbits are 0.051 m and 0.231 m, respectively. SLR validation shows
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that the BDS-3 satellites have the best orbit prediction accuracy for the arc length of 42 h;
thus, the average SLR residual is approximately 5.59 cm with a prediction interval of 24 h.

Regardless of whether the satellites are within or outside of the eclipse seasons, the best
fitting arc length is 42–48 h. Compared with the BDS-2 satellite’s attitude control mode, the
BDS-3 satellites adopt the CYS mode, which does not significantly reduce orbit-prediction
accuracies during the eclipse seasons. When the arc length is 42 h and the orbit is predicted
for 24 h, the UREs of the BDS-3 MEO satellite are 0.077 m and 0.059 m during and outside
of the eclipse seasons, respectively.

The experimental results show that the ECOM9 SRP model has the best orbit prediction
accuracy during and outside of eclipse seasons. The UREs of the 6 h predicted orbit are
0.036 m and 0.030 m, respectively. Compared with ECOM7 and ECOM9 SRP models, the
ECOM5 SRP model has worse orbit prediction accuracies during the eclipse seasons.
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Abstract: China’s BDS-3 global navigation satellite system has been built and is providing official
open Positioning, Navigation, and Timing (PNT) service with full operational capability (FOC)
since July 2020. The main new civil B1C and B2a ranging code signals are broadcasted on the two
carriers with central frequencies of 1575.42 MHz and 1176.45 MHz, which were shared by other
GNSSs. Compared with traditional signals, such as GPS L1 C/A and BDS B1I, the new civil signals
have better modulation and wider bandwidth to be expected to achieve a better range performance.
In order to evaluate code ranging accuracies directly, a zero-baseline experiment using a geodetic
GNSS antenna and a four-channel intermediate frequency (IF) signal recorder was conducted. Two
channels were used to receive the signals with a central frequency of 1575.42 MHz at a 62 MHz
sampling rate, and the other two channels are for 1176.45 MHz. The raw IF data were post-processed
using a software-defined receiver (SDR) to compute the code signal path differences between two
channels with the same frequencies. Compared with the traditional hardware receiver, SDR has the
characteristics of flexible use and good operability, but its running speed is slow. The root-mean-
square (RMS) and bias values of the path differences from BDS B1C, BDS B2a, and GPS L5C were used
to evaluate their accuracies. The results show that there is a weak negative correlation between the
satellite elevation and the ranging accuracy when the satellite elevation ranges from 30◦ to 90◦. The
ranging accuracy of the B1C signal is lower than that of B2a, which may be caused by different code
rates, bandwidth, and signal structure. The GPS L5C is used for precision analysis as a comparison.
It shows that the code signal path differences accuracy of L5C is close to the B2a.

Keywords: BDS-3; ranging code; zero-baseline; raw IF data

1. Introduction

Since the 1980s, China has been committed to the development of its own global satel-
lite navigation system with independent intellectual property rights, which was named
the BeiDou Navigation Satellite System (BDS). The construction of the BDS is divided into
three stages: the BeiDou double satellites positioning system (BDS-1), the BeiDou regional
navigation system (BDS-2), and the global system (BDS-3) [1]. BDS-1 was announced in
mid-2003 to operate two geostationary satellites and a backup satellite [2], which has now
been deactivated. BDS-2 has officially started to provide Positioning, Navigation, and
Timing (PNT) services to the Asia Pacific region on 27 December 2012 [3]. The BDS-3 was
put into use after the successful launch of the last networking satellite in June 2020. After
that, the number of BDS satellites that can provide navigation signals in space reached
55, including 30 networking satellites of BDS-3 [4]. Among the 30 networking satellites of
BDS-3, there are 24 medium earth orbit satellites (MEO), three inclined geosynchronous
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orbit satellites (IGSO), and three geostationary orbit satellites (GEO) [1–3]. It can provide
global users with PNT services, short message communication, and other services, trans-
mitting five public service signals centered at B1I (1561.098 MHz), B3I (1268.52 MHz), B1C
(1575.42 MHz), B2a (1176.45 MHz), and B2b (1207.14 MHz) [5–9]. Compared with BDS-2,
BDS-3 has significantly improved system coverage, spatial signal accuracy, spatial signal
continuity and availability [10–12]. The continuity and availability of BDS-3 space signal are
about 99.99% and 99.78%, respectively [13]. The signal transmitted at each frequency point is
composed of ranging code and navigation data modulated on the carrier signal. Users can
compute the propagation time of the signal at each time to calculate their position. According
to the public system documents, the positioning accuracy of the Beidou satellite navigation
system in the world will reach 10 m horizontally and 10 m vertically (95%). In the Asia-Pacific
region, the positioning accuracies are 5 m horizontally and 5 m vertically (95%) [3].

In addition to the BeiDou navigation system, the GNSS has another three major
global navigation systems. The Global Positioning System (GPS) was launched by the US
Department of Defense in 1973. Its space segment consists of 24 satellites and 3 standby
satellites. [14]. GPS III, a new generation of modern GPS satellites, has higher navigation
accuracy, transmission power, and signal integrity with the new L1C civil signal [15]. The
Galileo system consists of 24 operational satellites and 6 standby satellites [14]. The Galileo
system plans to carry out extensive infrastructure development and deployment activities
to achieve full operational capability (FOC) [16]. The GLONASS system launched its first
networking satellite in 1982. Its fully operational constellation consists of 24 satellites
distributed in three orbital planes. It will deploy GLONASS-K2 satellite and improve the
tracking network to meet the needs of modernization [17].

With the advent and wide application of BDS-3, people have carried out all-round
research on BDS-3, including signal characteristics, positioning accuracy, precision point
positioning (PPP), etc. The comparison of BDS-3 features with other satellite navigation
systems has also been widely promoted. Xie et al. [18] points out that the signal strength of
the same type of satellite BDS-3 is greater than that of BDS-2. The MP combination is used
to study the deviation between the pseudo-range and carrier phase measurement of BDS-3
and BDS-2. The authors point out that the BDS-2 coding is affected by the satellite-induced
deviation of 1 m from the horizon to the zenith. Liu et al. [19] calculated the signal-in-space
range error (SISRE) of different types of navigation satellites. The average SISREs of BDS-3
MEO, IGSO, and GEO satellites are 0.52 m, 0.90 m, and 1.15 m. The SISRE of BDS-3 MEO
satellite is slightly lower than that of Galileo by 0.4 m, slightly higher than that of GPS
by 0.59 m, and significantly better than that of GLONASS by 2.33 m. BDS-3 can achieve
significant positioning accuracy. Fan [20] uses the user equivalent range error (UERE) to
describe the signal quality of BDS-3 satellite in polar and global conditions. The UERE of
BDS-3 is in the range of 0.5–1.0 m. To eliminate the ionosphere delay, orbit error, multipath
error, troposphere delay, and satellite clock error, the zero-baseline experiment can be
used for analysis. It can also evaluate the ranging accuracy of the signal. Yang et al. [21],
using zero-baseline inter-station single-difference (SD) and ultra-short-baseline SD methods
determines that the measurement accuracy of the BDS-3 system code and carrier phase
are 33 cm and 2 mm, respectively. Deng et al. [22] used three zero-baseline experiments
to find that the noise of code phase measurement and carrier measurement of BDS-3 are
improved compared with BDS-2, and millimeter-level noise is measured on the B3I signal.
Roberts et al. [23] compared and fused the observation accuracy of BeiDou and GPS by
using the zero-baseline experimental data. The relative positioning accuracy of BeiDou can
reach millimeter level, but it is lower than that of GPS. The integrated use of BeiDou and GPS
can improve positioning accuracy. In addition, the initial positioning performance of the BDS-3
under different modes such as single-point positioning and RTK is also studied [24–26]. The
above research on ranging performance and accuracy often requires a long time of complex
observation and tedious post-processing of data operation, so it is impossible to directly obtain
an index to quantitatively measure the signal ranging performance.
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In this contribution, the ranging code accuracy and performance of two new BDS-3
civil signals B2a and B1C are preliminarily analyzed and compared with GPS L5C. The four-
channel IF signal recorder is used by us to collect the raw IF signals of two BDS frequency
points and conduct the zero-baseline experiment. The code ranging accuracy is analyzed
by calculating the code signal path difference based on the waveform’s extreme value
difference, which can directly reflect the ranging performance, avoiding the complicated
observation and data processing. This ranging accuracy evaluation method is first applied
to the ranging accuracy analysis of BDS-3 B1C and B2a.

A software-defined receiver (SDR) was used to process the raw intermediate frequency
(IF) signal to calculate the code-level path differences. SDR, which is a general framework
for highly flexible multiple system solutions, is also applicable to general GNSS equip-
ment [27]. It realizes all signal processing processes through programmable software or
microprocessors Its advantage is particularly important in the case of GNSS because of the
series of signals used in PNT services. If traditional hardware receivers are used, new hard-
ware components must be developed or purchased, while SDR can include the processing
function of new signals only by updating the software [28]. Our research covers multiple
signal frequency bands, so SDR is selected for signal processing. However, although SDR
has greater flexibility, it has an obvious disadvantage that the signal processing speed is
extremely slow. The amount of raw IF signal data used in this study is large.

The remaining chapters of this paper are arranged as follows. In Section 2, the two
civil signals of BDS-3 and other relevant details with the rationale of the zero-baseline
experiment are described. In Section 3, the specific steps of our zero-baseline experiment
will be described. In Section 4, we discuss the sampling results and the accuracy comparison
among the three signal frequency points in detail. Finally, the conclusions and summary of
the study, as well as the unsolved problems of this research, are discussed in Section 5.

2. Materials and Methods

2.1. Signals

BDS-3 has been provided official open PNT service since 31 July 2020. The BDS-2
regional satellite navigation system was built earlier than BDS-3, which has opened three
civil signals for B1I (1561.098 MHz), B2I (1207.14 MHz), and B3I (1268.52 MHz). The open
civil signals of BDS-2 are mainly modulated by Binary Phase Shift Keying (BPSK). After
the completion of BDS-3, the BDS-3 inherits the B1I and B3I signals of BDS-2, and the
signal modulation methods of B1I and B3I are strictly consistent with BDS-2 to ensure the
interoperability of system signals. BDS-3 began to adopt new civil signal frequency points
such as B1C (1575.42 MHz), B2a (1176.45 MHz), and B2b (1207.14 MHz) [5–9], and the
observational accuracy of the BDS-3 signals is comparable to GPS L1/L2/L5 and Galileo
E1/E5a/E5b, according to the report [29]. Frequency multiplexing exists among GNSSs.
Figure 1 shows the frequency distribution of the current four global satellite navigation
systems. If the frequency band numbers in Figure 1 have the same position on the frequency
coordinate axis, they have the same frequency center, and there is a potential possibility of
interoperability between systems. Frequency overlap puts forward higher requirements for
compatibility and interoperability among systems.
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Figure 1. Frequency distribution of GNSSs.

B1C and B2a are the service signals that BDS-3 mainly opens to users. B1C and B2a can
broadcast signals through 24 medium earth orbit satellites (MEO) and 3 inclined geosyn-
chronous orbit satellites (IGSO). The signals broadcasted by the satellite are distinguished
by capturing different pseudo-random noise codes (PRN). PRN numbers ranging from 19
to 46 belong to BDS-3 satellites, of which 38, 39, and 40 are IGSO satellites. The code length
of the two signals is 10230, uniformly. However, the difference is that the coding rate of
B2a is 10.23 Mcps, while that of B1C is 1.023 Mcps [7,8].

By referring to the official spatial signal interface document (ICD) of the BeiDou
system, the B1C signal is composed of data component and pilot component [8]. The
carrier center frequency of both is 1575.42 MHz, where the GPS L1 and Galileo E1 are also
broadcasted on it. The structural characteristics of B1C can be listed in Table 1.

Table 1. The characteristics of the B1C signal.

Signal Component Center Frequency/(MHz) Modulation Rate Speed/(sps)

B1C_data 1575.42 BOC (1,1) 100
B1C_pilot 1575.42 QMBOC (6,1,4/33) 0

The pilot component adopts quadrature multiplexed binary offset carrier (QMBOC)
modulation, which allows the signal to be composed of a narrow-band component with
larger power distribution and a broadband component with smaller power distribution [30].
This shows that the B1C signal can be compatible with high-performance receiving mode and
low-complexity receiving mode, which is a relatively novel feature of the BDS-3 B1C signal.

The complex envelope form of B1C signal [31] can be written as:

S(B1C)= s(B1CD)
(t)+js(B1CP)

(t) (1)

where s(B1CD)(t) is the data component of the signal, which is generated through the
modulation of navigation message D(B1CD)

(t), ranging code C(B1CD)
(t), and subcarrier

signal. s(B1CP)
(t) is the pilot component of the signal, which is modulated by subcarrier

and ranging code C(B1CP)
(t), the navigation message is not modulated in it. s(B1CD)(t) and

s(B1CP)
(t) are distributed in the power ratio of 1:3. The modulated B1C signal can finally be

written as the following expression in bandpass form [31]:

S(i)
(B1C)

(t) =
√

2P(B1C)

[
1
2

D(i)
(B1C)

(t)C(i)
(B1CD)

(t) cos(2πft) +

√
3

2
C(i)
(B1CP)

(t) sin(2πft)

]
(2)

In the formula, S(i)
(B1C)

(t) represents the signal from the satellite labeled i, D(i)
(B1C)

(t)
represents the modulated navigation message, P(B1C) represents the signal power of B1C,
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C(i)
(B1CD)

(t) is the ranging code of the data component, and C(i)
(B1CP)

(t) is the ranging code of
the pilot component. The design of this data component and pilot component will greatly
improve the ranging ability of the signal.

As for the ranging code, it is a layered code structure of B1C that the sub-code chip is
strictly aligned with the time of the first code chip of the main code. The code rate of the
B1C ranging code is 1.023 Mbps. It is obtained by truncating a Weil code with a length of
10243 chips. The Weil code sequence with length n is defined as follows:

W(t, w)= L(t) ⊕ L(t + w) (3)

L(t) is a Legendre sequence of fixed length N, w is the phase difference between two
Legendre sequences, and the value is 1 to 5121. The Legendre sequences of length N are
defined as follows:

L(t) =

⎧⎪⎨⎪⎩
1; t �= 0, intx; t = x2modN
0; t = 0
0; else

(4)

The B1C ranging code can be obtained by cyclic interception of the Weil code.
B2a is another public navigation service signal broadcast by BDS-3. The BPSK(10)

method is selected for its signal modulation in the data component and pilot component.
Similarly, according to the spatial interface document of the BDS, we can express the signal
in the form of a complex envelope [32]:

S(B2a)= s(B2aD)
(t)+js(B2aP)

(t) (5)

where s(B2aD)
(t) represents the data component of the signal, and s(B2aP)

(t) represents the
pilot component of the data. We can also write the signal in bandpass form [32]:

S(i)
(B2a)(t) =

√
2P(B2a)

[
D(i)
(B2a)(t)C

(i)
(B2aD)

(t) cos(2πft) − C(i)
(B2aP)

(t) sin(2πft)
]

(6)

In this formula, D(i)
(B2a)(t) represents the modulated navigation message data, C(i)

(B2aD)
(t)

is the data code of the data component, and C(i)
(B2aP)

(t) is the data code of the pilot compo-
nent. P(B2a) gives the power of the B2a signal. The code rate of B2a ranging code is 10.23
Mcps and the code length is 10,230. Two thirteen-level linear shift registers g1(x) and g2(x)
are used to generate two extended gold codes of 10,230 chips, and both of them obtain B2a
ranging code through modulo-2 addition. The two polynomials are:

g1(x)= 1 + x + x5+x11 +x13 (7)

g2(x)= 1 + x3+x5++ x9 +x11+x12+x13 (8)

for the data component and are:

g1(x)= 1 + x3+x6+x7+x13 (9)

g2(x)= 1 + x + x5++ x7+x8+x12+x13 (10)

for the pilot component.
For the B2 band of BDS-3 new signal, it also broadcasts B2b signals. Both signals are

composed of two orthogonal components. Therefore, the asymmetric constant envelope
binary offset carrier technology (ACE-BOC) can be used to synthesize the two signals to
form a constant envelope signal, which can reduce the payload and multiplexing loss. The
use of ACE-BOC makes the signal receiving of the B2 signal highly flexible: the above two
signals in the B2 band can be received as broadband signals or two separate quadrature
phase-shift keying (QPSK) signals.
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2.2. Principles in Zero-Baseline Experiments

Zero-baseline means that the antenna phase centers corresponding to multiple signal
channels are consistent, i.e., the same antenna is used to receive signals. In the study, the
GNSS signal recorder used in the zero-baseline experiment has four signal input channels
corresponding to different frequencies and signal branches. As shown in Figure 2, after
the signal is led out from the antenna, the power distributor is used to connect the signal
to the four signal ports through the same transmission conditions, and the zero-baseline
condition is formed between the four signal receiving terminals. For the actual recorder,
the signal channel 1 and signal channel 2 will operate on the same frequency point, and
signal channel 3 and signal channel 4 will operate on another frequency point.

Figure 2. Diagram of the zero-baseline experiment in this study.

Since the four signal channels were connected with the same antenna, the error
influence is consistent among the four signal channels in the process of the GNSS signal
transmission through satellite, ionosphere, and atmosphere propagation and the signal
line before obtaining access to the recorder. Therefore, theoretically, the data collected by
signals of the same signal frequency between different signal channels should be consistent.
However, in practice, owing to the influence of the structure of the ranging code itself, the
performance of the ranging code cannot be fully idealized. It leads to certain differences in
the ranging code data of different signal channels at the same epoch and frequency, which
can be used to reflect the ranging performance of the signal frequency ranging code directly.

The code signal path differences can quantitatively reflect the difference in the ranging
code data. In order to obtain the values of code signal path differences, the code-level
waveform diagram of the two signal channels were obtained by phase correlation between
local codes and two-channel signals. Figure 3 shows the code-level waveform diagram
obtained after two signal channels pass through the same epoch. Generally, the waveform
figure at a single epoch has a power maximum near the central position, where the path
delay is 0 and the power on both sides decreases with the increase in the absolute value of
the path. Delay difference between the extreme positions of the waveform between two
channels code signal path differences of two signal channels. In the observation period, the
code signal path differences of each epoch can be obtained through the same data process
under different epochs that meet the observation requirements, and the changing image of
code signal path differences with time can be obtained.
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Figure 3. The calculation of code signal path differences. Code signal path differences are the path
difference between the two blue lines in the figure.

Ideally, the code signal path difference of the waveform signals in the same epoch
should be strictly 0 due to the zero-baseline environment. Therefore, the code signal path
differences can be used to evaluate the performance and ranging accuracy of the ranging
code directly. The smaller the code signal path differences, the better the performance
and ranging accuracy of its corresponding ranging code. In order to obtain the code-level
signal path differences for each signal channel, we use a 4-channel IF signal recorder
corresponding to Figure 2 that can receive B2 and B1 band signals simultaneously to collect
the raw IF signal. There is two signal receiving channels under each signal frequency point.
The collected raw IF signal is processed by a self-developed SDR based on MATLAB to
obtain the code signal path differences of two signal input channels at the same frequency
with a zero-baseline. The raw IF data processing of GNSS signal recorder under a single
channel can be shown in Figure 4.

 
Figure 4. The IF data acquisition and process for one channel.

After the signal is transmitted to an input port through a four-power divider, it is first
divided into two sub-channels inside the receiver channel for further processing. SDR will
process the data epoch by epoch. One sub-channel of the signal is cross-correlated with
the pilot component signal of the local code, and the other sub-channel of the signal is
cross-correlated with the data component signal of the local code. A set of waveform data
are obtained from the coherent integration of two signals for a certain epoch. According
to the ICD files of B1C and B2a, the waveform data of the pilot component and the data
component are superimposed coherently according to the power ratio of the photographic
frequency point to obtain the waveform data under this channel.
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3. The Zero-Baseline Experiment

Our experiment was conducted on the roof of a high-rise building on the campus
of Shandong University (Weihai), Weihai, Shandong Province, China. The surrounding
environment of the experiment is open, which is convenient for conducting zero-baseline
experiments. Our experiment was conducted on 7 March 2022. The day was sunny, and
the weather conditions remained stable throughout the day, which was conducive to the
operation of the zero-baseline experiment. The data receiving and acquisition system
used in the zero-baseline experiment is mainly composed of a coking-ring GNSS antenna
and a four-channel IF signal recorder. Figure 5a,b record the field environment of the
zero-baseline experiment.

  
(a) (b) 

Figure 5. The field of the zero-baseline experiment: (a) Horizontally placed geodetic GNSS antenna
and its tripod; (b) Quad-power divider and raw IF signal recorder.

In Figure 5a, the geodetic GNSS antenna is erected and fixed by a tripod to keep it
horizontal. The signal is led out from the antenna by one shielded cable. It can be noted
that there is a fence on the top of the building, the horizontal plane of the erected antenna
is higher than the height of the fence, and the other positions remain open. Therefore,
it can be considered that the antenna signal is not affected by the surrounding obstacles.
Figure 5b shows the wiring of the signal receiving and processing terminal. The shielded
cable is led out from the antenna and connected to the four power dividers in Figure 5b.
Before entering the recorder, the signal is divided into the same four branches by the four
power dividers and connected to the four signal receiving ports of the recorder, respectively.
It should be noted that the four data lines connecting the power divider and the recorder
should be completely consistent to eliminate the difference in the line’s thermal noise. The
bandwidth of the recorder is 20.46 MHz, of which two signal channels will receive the
B1 band with a frequency center of 1529 MHz, which can collect B1C signals with the
center frequency of 1575.42 MHz. The other two channels will receive the B2 band with
a frequency center of 1130 MHz, which can collect B2a signals with the center frequency
of 1176.45 MHz. In Figure 5, the two input interfaces on the right correspond to the B1
band of the signal. It can be considered as the signal channel 1 and signal channel 2 of
Figure 2. The two input interfaces on the left correspond to the B2 band of the signal. They
can be considered as signal channel 3 and signal channel 4 of Figure 2. The recorder works
at 62 MHz continuous sampling, and the collected IF data are quantized by 2 bits. After
the signal is processed by the original IF signal receiver, the original IF signal data are
stored in the data hard disk connected to the receiver at an interval of two minutes for
subsequent data processing. In addition, in the later data processing, in order to minimize
the impact of the multipath, the data with satellite elevation above 30 degrees were selected
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for processing. Thanks to the open surrounding environment during the experiment, the
data can be arbitrarily selected from the satellite azimuth of 0 to 360 degrees.

4. Results

4.1. Satellite and the Acquisition of Data

The time range of the experimental data collection is 11:02 to 18:00 on 7 March 2022
(Beijing time). Data processing and analysis shall be carried out within the time range
when the satellite elevation meets the requirements. Our selected satellite elevation mainly
ranges from 30◦ to 70◦, and the satellite elevation can be calculated from the satellite’s
broadcast ephemeris. The duration of raw IF data used for the data processing shall be
greater than 1 h to ensure the effectiveness of the analysis results. When selecting the
period, we try to ensure that the elevation of the selected satellite is within a certain similar
range, so as to reduce the impact of satellite elevation when analyzing the ranging accuracy
alone under a specific PRN. At the same time, considering the slow processing speed of
SDR and the huge storage space required for data results, we basically choose an interval of
1 to 3 h for further processing, which not only ensures that the satellite elevation conditions
are met, but also ensure the processing process is not too long. As the structure of the
ranging code broadcasted from a satellite system is similar under a frequency point, the
ranging performance of the system can be reflected by processing at least one set of satellite
data, and the conclusion is not affected by the number of satellites and satellite orbit type.
Therefore, only limited satellite data have been processed and analyzed in our research.

The signals from satellites with PRN 37 (MEO) and PRN 39 (IGSO) were used for the
ranging accuracy analysis of B2a. The satellite with PRN 37 is an MEO satellite. Its satellite
elevation has a large variation range, so we can also collect and process its data for a long
time to study the relationship between ranging accuracy and the satellite elevation. When
processing B1C frequency points, we use satellite PRN 39 for data processing, which is
consistent with the selection of B2a satellites. This is an IGSO satellite, which can ensure
a high satellite elevation and a long time in the observation period. At the same time,
thanks to the good interoperability and compatibility of BDS-3, the B2a is consistent with
the center frequency of GPS L5C. Therefore, we use the same raw IF signal to analyze the
ranging accuracy of L5C PRN 4 for comparison with the BDS-3. GPS PRN 4 satellite is also
an MEO satellite, which has a large range of elevation changes. We can use this satellite to
compare the ranging performance of the GPS L5 with that of the BDS-3 frequency point of
B2a and B1C.

In the experiment, the zero-baseline experimental environment can only ensure that
all conditions are consistent before the signal is connected to each channel of the IF signal
recorder. There are four channels and two crystal oscillators in our recorder. Two of the
channels share one crystal oscillator and a frequency point, while four channels share
a clock. So, the bias between the channels at the same frequency point is small. In our
work, the path difference between two channels at the same frequency point are calculated
to investigate the accuracy of the ranging code. Therefore, in the data processing, we
ignore the system error of the receiver and consider the hardware delay equal in each
signal channel. We calculate the code signal path differences directly after mapping the
waveform figure as Figure 3. By analyzing the solutions in Table 2, we find that there is
no bias for the two channels at the frequency of 1176.45 MHz, while there is a 26 cm bias
for the two channels at the frequency of 1575.42 MHz. When signals of all channels are
processed by the GNSS-SDR according to Figure 4, the coherence integration time is set
as 10 ms to enhance the signal-to-noise ratio. After processing 10ms data, the complete
waveform data can be obtained, and the code signal path differences can be calculated by
the differences between the extreme values of the waveform. As the calculation efficiency
of GNSS-SDR is relatively low, we conduct data calculation at an interval of 50 ms, and 19
waveform data will be obtained in a single channel within 1 s. After the code signal path
differences calculation of each of the 19 waveform data, the median value is taken as the
code signal path differences value in this second. The standard deviation of 19 groups of

59



Remote Sens. 2022, 14, 3698

data within 1 s can also be calculated accordingly, which reflects the dispersion degree of
internal code signal path differences in 1 s, and its satellite elevation-varying figures can
also be given. By arranging the results of each second in the processing period, we can
obtain the corresponding time sequence change diagram.

Table 2. Statistical characteristics of code delay.

PRN
GPS L5C BDS B2a BDS B1C

4 37 39 39

RMS(m) 0.1603 0.1526 0.1527 0.2674
STD(m) 0.1585 0.1309 0.1485 0.1779

Mean(m) −0.0234 −0.0785 −0.0358 0.1996

4.2. Influence of the Change of Satellite Elevation

Firstly, we analyze the influence of the satellite’s high elevation on the ranging accuracy
of a single frequency point. As mentioned above, the BDS-3 satellite of PRN 37 is an MEO
satellite, which satellite elevation changes greatly. We use the SDR of the B2a frequency
point to process the raw IF data of PRN 37. The selected processing period is 13:09–17:23
(Beijing time). During this period, the satellite elevation gradually increased from 30◦ to the
maximum, and then gradually decreased back to 30 degrees. According to Section 4.1, the
code signal path differences of B2a and the satellite elevation time series change diagram
can be seen in Figure 6.

 
Figure 6. Time distribution of B2a PRN 37 satellite code signal path differences and satellite elevation.

It should be noted that the time starting point and length of the data processing period
selected at each frequency point is different. As described in Section 4.1, this is to meet the
requirements of satellite elevation similarity. In addition, the processing speed of SDR is
slow. Choosing 1–3 h instead of the whole range of data for processing can improve the
processing efficiency and ensure the accuracy of the results.

It should be noted that there are certain data interruptions in Figure 6, which are
empty data records caused by loose data connection ports. It can be preliminarily seen
from the Figure 6 that the absolute value of the code signal path differences remains within
0.5 m during the observation period. The code signal path differences converge towards
0 m in the state of high satellite elevation, and they are relatively discrete in the state of
low satellite elevation. Standard deviation (STD) can be used to quantitatively describe
the degree of data dispersion, which is an indicator of ranging accuracy. In the process of
processing, since 19 code signal path differences will be recorded in one second, the STD of
these 19 data in one second can reflect the dispersion of the code signal path differences in
that second. The same processing is performed on the data in the selected period to obtain
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all the STD distribution data at the 1 s interval. STD data with satellite elevation are plotted
as shown in Figure 7.

Figure 7. Satellite elevation distribution of B2a PRN 37 satellite code signal path differences STD.

In Figure 7, with the increase in satellite elevation, it can be seen that the STD value
has a very obvious downward trend. It is noted that there are many data points recorded
at high satellite elevation, which is caused by the slow change in satellite elevation, and
a large number of data points are recorded when the satellite operates at high elevation.
The relationship between STD and satellite elevation will be described quantitatively.
According to the data in Figure 7, the data correlation analysis can be carried out. The
Pearson correlation coefficient matrix is used to describe this quantitative correlation. The
STD value and satellite elevation can be regarded as two variables, and the relationship
between them can be described by a two-dimensional matrix P:

P =

[
1 −0.308

−0.308 1

]
(11)

In this matrix P, the main diagonal element represents the correlation coefficient of
the two variables; that is, 1 represents a complete correlation. The sub-diagonal represents
the Pearson correlation coefficient between STD value and satellite elevation. The closer
the absolute value of the Pearson correlation coefficient is to 1, the stronger the correlation
between the two variables they have. The Pearson correlation coefficient between STD
and satellite elevation is −0.308. Therefore, we can conclude that there is a weak negative
correlation between the satellite elevation and the STD value; this conclusion is only
satisfied in this paper when the satellite elevation is between 30◦ and 90◦. The period with
high satellite elevation will produce better ranging accuracy, but the accuracy changes
slightly with the satellite elevation.

The higher the satellite elevation, the greater the signal power and the lesser the multi-
path effect. So, the high satellite altitude angle has a smaller code signal path difference.
Since the satellite altitude angle only affects the code signal path differences of a single
satellite within a period and has nothing to do with the signal structure differences between
different frequency points. We can draw the above conclusions by processing only one
satellite for each frequency point.

4.3. Ranging Accuracy Analysis

In this subsection, the ranging accuracies of BDS-3 B2a and B1C according to code
signal path differences are analyzed. We processed the measurements from PRN 39 for B2a
from 11:05 to 13:40 and PRN 39 for B1C from 12:00 to 13:15, while plotting the code signal
path differences and the time distribution of satellite elevation. In addition, the center
frequency of the GPS L5C frequency point is the same as that of BDS B2a. We processed its
data from 11:05 to 13:09 for comparisons. The corresponding calculation results are shown
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in Figures 8–10. Figure 8 shows the calculation results of B2a PRN39 satellite; Figure 9
shows the calculation results of B1C PRN39 satellite; Figure 10 shows the calculation results
of L5C PRN4 satellite.

Figure 8. Time distribution of B2a PRN 39 satellite code signal path differences and satellite elevation.

 
Figure 9. Time distribution of B1C PRN 39 satellite code signal path differences and satellite elevation.

 
Figure 10. Time distribution of L5C PRN 4 satellite code signal path differences and satellite elevation.

It is noted that when processing the data of B1C, the figure is relatively loose, which
is mainly caused by two reasons below. One is that the loose data interface makes certain
empty data records exist during data sampling. On the other hand, the data with code signal
path differences greater than 0.8 m or greater than three times RMS is considered as gross
error and removed. The distribution of these data is messy and not the main component of
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the data composition, so they should be regarded as gross errors and discarded. In addition,
the data observation duration of B1C is about 1 h shorter than that of B2a. This is because
the data point processing results in the selected period of B1C are denser than those in other
periods. The variation range of the satellite elevation data is similar to that of B2a, which
can more intuitively reflect the distribution of code signal path differences. The observation
duration meets the minimum 1 h requirement described in Section 4.1. In this way, the
overall characteristics of B1C signal code signal path differences can be seen during this
period of time, and the decline in the amount of data will not affect the main conclusions.
It is worth noting that there is an obvious overall data deviation in the calculation results of
B1C. Except for the B1C signal, the code signal path difference of other signals is between
−0.5 m and 0.5 m, which means that their ranging accuracy remains basically unchanged.
However, compared with other analyzed frequency points, the calculation result of B1C has
a very significant deviation from the theoretical value 0 m, and the whole calculation result
shows an upward trend. To quantitatively describe this change, the overall code signal
path differences RMS, mean value, and STD of each frequency point in the observation
processing time can also be calculated. The corresponding processed figures and data
results are given in Table 2.

The RMS, STD, and mean value of satellite data in the whole period are calculated. It
has been pointed out in Section 4.2 that there is only a weak negative correlation between
satellite elevation and ranging accuracy when the satellite elevation is between 30◦ and
90◦ in our study. Therefore, the influence of satellite elevation can be ignored if the results
of long-term observation are used. Moreover, the conclusion of ranging accuracy will not
be affected by the number of satellites and processing time. It can be considered that the
conclusions drawn from the satellites selected in this experiment are universal. Under the
BDS B2a frequency point, the RMS values are 0.1526 m for PRN 37 and 0.1527 m for PRN
39, respectively. We note that BDS B2a covers two satellite orbit types, MEO and IGSO,
and their data results are basically consistent. Therefore, the difference of satellite orbit
types can be ignored, and it can be considered that the result of ranging accuracy is only
related to the signal structure of different frequency point. Under the BDS B1C frequency
point, our RMS value is 0.2674. We can note that the RMS value of B1C is lower than the
RMS value of B2a. To enhance the comparison of data, we use the same raw IF data and
processing method to calculate the code signal path differences of the GPS L5C band. The
results show that the ranging accuracy of BDS-3 B2a and GPS L5C are roughly the same,
and both of them are significantly better than the ranging accuracy of B1C. For the average
value of code signal path differences, the calculation results of GPS L5C and BDS B2a are
on the order of 10−2 m, while the average value of the B1C signal is 0.1996 m, which is far
from the theoretical value of zero. The experimental data also show that B2a and GPS L5C
have similar ranging performances. The code rate and code length of the GPS L5C signal
are consistent with those of B2a, so it has a similar ranging performance, which is mutually
confirmed with the experimental results. Therefore, this zero-baseline experiment has
certain reliability. In addition, the standard deviation of B1C code signal path differences
are also significantly greater than that of other frequency points. These results show that
B1C has poor ranging accuracy in the zero-baseline experiment. We try to explain this from
the difference in signal structure.

The particularity of the B1C signal structure may cause some deviation in the ranging
results. In Section 2.1, we know that the pilot component of the B1C signal is modulated
by QMBOC. In fact, the QMBOC subcarrier is composed of two bipolar subcarriers, so the
B1C signal can be regarded as a combination of three bipolar components [31]:

S(i)
(B1C)

(t) = 1
2 D(i)

(B1C)
(t)C(i)

(B1CD)
(t)·sign(sin(2πfat))

+
√

1
11 C(i)

(B1CP)
(t)·sign(sin(2πfbt))

+j
√

29
44 C(i)

(B1CP)
(t)·sign(sin(2πfat))

(12)
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where fa= 1.023 MHz and fb= 6.138 MHz. In some research, the effect of the subcarrier is
interpreted as a selective communication channel that distorts the useful signal [33]. The
existence of subcarriers may affect the accuracy of ranging code at SDR reception. For
ranging codes, B1C and B2a have the same code length, but the code rate of B2a is ten times
that of B1C. A lower code rate may affect the accuracy of signal ranging. In this study,
the coherence time of B2a and B1C is 10 ms. B1C signal has wider bandwidth. Although
the wide bandwidth of B1C is conducive to combating multipath effects, the existence
of subcarriers and lower code rate causes the positioning result to shift. Affected by the
above factors, B1C has lower ranging accuracy in this zero-baseline experiment. Although
some studies indicate that the ranging accuracy of B2a is lower [34], its testing environment
should be affected by adverse environmental factors, which needs further discussion. We
will conduct a more detailed study on this issue in future work.

5. Discussion and Conclusions

The zero-baseline experiments were used to evaluate the GNSS positioning perfor-
mance. This paper presents a method to figure out the accuracies of BDS-3 new civil
ranging codes directly using the data collected from a zero-baseline experiment. The results
show that the B2a code ranging accuracy is better than that of B1C, and similarly with GPS
L5C code.

About 7 h of raw IF data were collected on two frequencies. For a certain frequency
point, at least one hour of data were selected for processing. The final calculation results
show that the precision of the new civil signal B1C is in correspondence with B2a, while
B1C has a larger STD value. The difference between B2a and B1C signal structures has a
great impact on the ranging accuracy. B2a has a higher code rate, so it has higher ranging
accuracy. Although B1C has a wide bandwidth, its accuracy is reduced due to its slow code
rate. At the same time, compared with GPS signals, it can be found that B2a and L5C have
similar ranging accuracy, owing to the same code rate and code length. In addition, the
dispersion of the ranging results has weak negative correlation between satellite elevations
when the satellite elevation meets 30◦ to 90◦, for which the Pearson correlation coefficient
is −0.308. Under the condition of high satellite elevation, the data onto one second have a
relatively small STD value, that is, higher ranging accuracy.

In this work, the amount of the raw IF data storage is too large, and the speed of
processing the data using the GNSS-SDR software receiver is too slow. We only processed
and analyzed parts of the data in the environment with good weather and an open sur-
rounding area. The analysis of this work only involves the B2a and B1C signals of BDS-3
with the L5 signal of GPS. Therefore, we also plan to compare the ranging performance of
each frequency band signal of other GNSSs in future work to expand the universality of
the conclusion.
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Abstract: Precipitable water vapor (PWV) is an important component in the climate system and plays
a pivotal role in the global water and energy cycles. Over the years, many approaches have been
devised to accurately estimate the PWV. Among them, global navigation satellite systems (GNSS)
have become one of the most promising and fastest-growing PWV acquisition methods because of
its high accuracy, high temporal and spatial resolution, and ability to acquire PWV in all weather
and in near real time. We compared GNSS-derived PWV with a 5 min resolution globally distributed
over 14,000 stations from the Nevada Geodetic Laboratory (NGL) from 1994 to 2020 with global
radiosonde (RS) data, temperature anomalies, and sea height variations. Then, we examined the
temporal and spatial variability of the global PWV and analyzed its climate implications. On a
global scale, the average bias and root mean square error (RMSE) between GNSS PWV and RS
PWV were ~0.72 ± 1.29 mm and ~2.56 ± 1.13 mm, respectively. PWV decreased with increasing
latitude, and the rate of this decrease slowed down at latitudes greater than 35◦, with standard
deviation (STD) values reaching a maximum at latitudes less than 35◦. The global average linear trend
was ~0.64 ± 0.81 mm/decade and strongly correlated with temperature and sea height variations.
For each 1 ◦C and 1 mm change, PWV increased by ~2.075 ± 0.765 mm and ~0.015 ± 0.005 mm,
respectively. For the time scale, the PWV content peaked ~40 days after the maximum solar radiation
of the year (the summer solstice), and the delay was ~40 days relative to the summer solstice.

Keywords: precipitable water vapor (PWV); global navigation satellite system (GNSS); temporal and
spatial variability; radiosonde (RS)

1. Introduction

Precipitable water vapor (PWV), typically expressed in terms of height in millimeters,
is the amount of water found in a vertical column of unit cross-sectional area, extending all
the way from the Earth’s surface to the upper edge of the atmosphere, that is potentially
available for precipitation [1–3]. Although PWV accounts for less than 5% of the volume
of the whole atmosphere, it is the most variable (by more than three orders of magnitude)
of the major constituents of the atmosphere. In addition, PWV contributes more than any
other component of the atmosphere to the greenhouse effect, playing a crucial role in the
global water and energy cycles [4–7]. Therefore, the acquisition of PWV content in the air
and the study of its variation over time and space are indispensable for understanding
climate change and weather processes.

Traditional PWV measurement methods include radiosonde (RS), ground-based mi-
crowave radiometers, weather radar, etc. [8–13]. However, because of their high cost, most
of these methods have not been widely rolled out and used on a global scale except for
RS. Radiosondes are mounted on sounding balloons to record data from different pressure
layers and transmit them to the ground by radio. As the most classic means of water vapor
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acquisition, RS has the longest record and has been considered to have the widest and most
comprehensive global coverage [14–16], so RS PWV data are among the most suitable data
for global analysis. In addition, because of the accuracy and reliability of RS data, they are
often used as a standard to verify the observations of other instruments [17]. However,
because of the high maintenance cost, the spatial and temporal resolution of sounding
instrument observations is still low. There are only more than a thousand sounding stations
worldwide, and usually, only two observations are made per day, mostly at 0:00 and 12:00
UTC [18,19]. Furthermore, there is a significant lack of RS data in less developed regions
and in regions where extreme weather conditions exist year-round. These factors limit
the application of RS for high-spatial- and -temporal-resolution water vapor monitoring
and analysis. Note that numerical weather models (NWMs) are also among main sources
of PWV data, and most existing PWV studies have also been based on the evaluation
and analysis of NWMs. However, NWMs do not represent direct measurement, as RS
and GNSS do, and may be less reliable for areas where no or limited data assimilation
observations are available, so they are not discussed in this research.

As early as 1992, Bevis et al. [4] proposed the concept of global positioning system
(GPS) meteorology and experimentally verified the possibility of inversion of water vapor
by GPS. Ground-based GPS can operate in all weather, is virtually impervious to weather
extremes, and can operate consistently over long periods of time at very low maintenance
costs, which gives the PWV data obtained by this method high degrees of continuity
and integrity. With the development and improvement of global and regional satellite
navigation systems such as GLONASS, the BeiDou Navigation Satellite System (BDS), and
Galileo, an increasing number of scholars in related fields have conducted experiments
to evaluate the reliability of this technology and to verify the accuracy of GNSS (global
navigation satellite system) PWV. Rocken et al. [20] assessed PWV measured with six GPS
receivers for 1 month at sites in Colorado, Kansas, and Oklahoma and concluded that
GPS and water vapor radiometer (WVR) estimates agreed to 1–2 mm root mean square
error (RMSE). Using one and a half years of data from the western Mediterranean region,
Hasse et al. [21] obtained a standard deviation (STD) difference of 1.2 cm between the
RS and GNSS zenith total delay (ZTD), which was equivalent to a PWV difference of
2 mm [22]. Zhang et al. [23] obtained an STD of 3.27 mm between GPS PWV and RS
PWV from 2011–2013 in Tahiti, French Polynesia, located in the tropical southern–central
Pacific Ocean. The growing number of GNSS PWV studies has opened up the possibility
of using GNSS to analyze high-spatial- and -temporal-resolution PWV. However, limited
by experimental materials, these studies have often been conducted only regionally at
only a few to a few dozen stations [24–31], and the results obtained in this way may not
be applicable on a global scale. These results have validated GNSS as a good technique
for acquiring PWV but have not reflected the strengths and potential of GNSS in global-
scale PWV monitoring and analysis. Fortunately, the publication of the Nevada Geodetic
Laboratory (NGL) troposphere products (which is probably the most comprehensive GNSS
database currently available) solved this dilemma.

In this study, we examined the RS dataset from Integrated Global Radiosonde Archive
Version 2 (IGRA2) and the GNSS products from the NGL. Then, the methods of PWV
retrieval from these two observation techniques were introduced. To evaluate the reliability
of the NGL products, the IGRA2 PWV for the 1994–2020 period was used as a reference,
and the mean deviation (bias) and RMSE of the NGL PWV were calculated. Finally, the
PWV data derived from more than 14,000 NGL GNSS stations over 20 years were analyzed
in terms of temporal and spatial variation characteristics, anomalies in PWV were analyzed
for correlations with global temperature and sea level data, and some valuable conclusions
were drawn that are discussed and summarized herein.
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2. PWV Data and Analysis Methods

2.1. PWV Retrieval

As PWV is not a raw observation but needs to be derived by certain methods and
models, which are not exactly the same for different databases, it is necessary to give a brief
introduction to the method of PWV retrieval.

2.1.1. Radiosonde PWV Retrieval

The RS provides pressure level data from the ground to the top of the atmosphere, in-
cluding temperature, pressure, relative humidity, geopotential height, dewpoint depression,
wind direction and wind speed. RS-derived PWV is described as follows [32,33]:

e = 6.112 exp(
17.6Td

Td + 243.15
) (1)

PWV =
1
g

∫ p2

p1

0.622e
p − e

dp (2)

where Td is the dewpoint temperature (◦C); e is the vapor pressure (hPa); p is the atmo-
spheric pressure (hPa); p1 and p2 are the atmospheric pressures at the lower and upper
layers (hPa), respectively; and g is the acceleration of gravity (m/s2).

2.1.2. GNSS PWV Retrieval

ZTD can be divided into two components, known as zenith hydrostatic delay (ZHD)
and zenith wet delay (ZWD). PWV can be derived from ZWD by the following formula [34]:

PWV = II × ZWD (3)

II =
106

ρRv[(k3/Tm) + k′
2]

(4)

where ρ is the density of liquid water, Rv is the gas constant of water vapor, Tm denotes the
weighted mean temperature of the atmosphere, and k′2 and k3 are constants determined
experimentally. NGL products obtained Tm from VMF1 (Vienna Mapping Function 1)
gridded NWM data [35].

It should be noted that since the vast majority of GNSS stations are not equipped with
meteorological sensors, ZHD is usually obtained from a model in GNSS data processing.
However, this may result in model errors being absorbed into the ZWD and then into the
PWV. The NGL solution used the VMF1 grid products as the ZHD input. The VMF1 was
computed from the NWM by ray-tracing methods. When obtaining the site ZHD from
the VMF1 grid products, the grid point ZHD was first converted to the corresponding
height pressure, the pressure was lifted from grid height to site height, and finally, the lifted
pressure was converted to ZHD again [36].

Another way to obtain high-accuracy ZHD is with reanalysis data. Reanalysis data
give the best estimates where no data are recorded, in between stations and observation
times. It is an “optimal” reflection of the atmospheric conditions, but not a true reflection.
According to experiments by Fernandes et al. [37] and Urquhart et al. [38], the bias of
the ZHD obtained from the VMF1 ZHD and the in-situ measurement was approximately
3 mm, which translated into a PWV of less than 0.5 mm. Furthermore, according to the
experiments of Urquhart et al. [38] and Wang et al. [39], the bias of the ZHD difference
between VMF1 and reanalysis data into PWV was around 0.3–0.4 mm. The results of these
studies showed that there was no significant difference between using VMF1 and reanalysis
data to obtain ZHD in regard to the accuracy of the derived PWV.

2.2. RS and GNSS PWV

In this section, the RS and GNSS data used and the data preprocessing methods used
in this study are introduced.
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2.2.1. IGRA2 RS PWV

The Integrated Global Radiosonde Archive (IGRA) is an RS dataset maintained,
archived, and distributed by the National Oceanic and Atmospheric Administration
(NOAA) National Centers for Environmental Information (NCEI), formerly National Cli-
matic Data Center (NCDC) [40]. IGRA2 is the second version of IGRA and consists of
quality-controlled RS observations at stations across all continents. Its data are drawn from
more than 30 different sources. The earliest year of data is 1905, and the data are updated
on a daily basis. In this study, the IGRA2 RS PWV data from 1994 to 2020 were selected,
covering the same period as the GNSS PWV data. To ensure the collocation of the sounding
stations used for reference, the following two constraints were applied: (i) the distance
between the two types of stations was less than 40 km, and the height difference was less
than 100 m (existing research on this restriction has proven it to be sufficiently stringent,
feasible, and effective [12]); (ii) the common available data covered at least one year. After
the selection, a total of 1534 IGRA2 stations were available.

2.2.2. NGL GNSS PWV

At the end of 2017, the Nevada Geodetic Lab announced the new public availability
of over 34 million station-days of their tropospheric products (total zenith delay, north
gradient, and east gradient every 5 min since 1996) from over 16,000 stations. The data
processing strategy was precise point positioning (PPP). In March 2020, the products were
updated with an earlier starting year of 1994, more than 19,000 stations, over 43 million
station-days, and the addition of ZWD, Tm, and PWV data [35,41]. Table 1 summarizes the
properties of NGL products, including the adopted models, strategies, and products used.
In addition, more detailed information can be obtained from NGL’s solution strategy file:
http://geodesy.unr.edu/gps/ngl.acn.txt (accessed on 8 August 2021). The NGL products
provided the corresponding STD of the elements listed in the table, with the exception of Tm,
as this was provided by the VMF1 gridded numerical weather model. In addition, although
the database is updated weekly, the data delay is approximately three weeks. Although it
has been open for only a short time, NGL’s GNSS products surpass common databases,
such as the International GNSS Service (IGS) and Crustal Movement Observation Network
of China (CMONOC), in terms of data volume and timespan. In particular, for the number
of stations, NGL surpasses the first two by two orders of magnitude. In addition, the
coverage and density of GNSS are wider and denser than those of RS in a large number of
less developed and bipolar regions, which makes the NGL tropospheric products possibly
the most comprehensive and extensive PWV database currently available.

Table 1. Adopted models and strategies of Nevada Geodetic Laboratory products.

Items Properties

Service time 5 November 2017—present
Timespan 1 January 1994—present
Sampling interval 5 min
Elevation cutoff angle 7 degrees
Trop mapping function VMF1 [42]

Elements total zenith delay, north gradient, east gradient,
water vapor, and weighted mean temperature

Orbit JPL’s Repro 3.0 orbits
Clock JPL’s Repro 3.0 clocks
Software JPL’s GipsyX 1.0 [43]
System GPS-only
Data amount >46 million days
Number of stations >19,000

Update frequency 1 week (with new incoming data, as well as
newly discovered stations)

Station growth rate About 1000 per year
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The number of valid NGL stations, the number of total stations, and the total number
of products in the database were counted for each day from 1994 to 2020 and are displayed
in Figure 1. Figure 1a shows the variation in these quantities with time, and Figure 1b shows
the effective time for each station (blue is the background color, each yellow horizontal
line represents a station, and stations are in alphabetical order from top to bottom). The
following information is relevant to Figure 1: (i) on 4 December 2004, the number of valid
stations dropped abruptly from approximately 2000 to 102 and recovered immediately
afterwards, probably because of a network outage; (ii) the sudden increase in the total
number of stations on 1 January 2009 was due to the addition of a large number of stations
from Japan to the database, with numbers ranging from J001 to J999. In addition, starting
in 2009, the number of stations entered a period of rapid growth, reaching approximately
1000 new stations added per year; (iii) stations J001–J999, located in Japan, and P001–P821,
on the west coast of the United States, had good observation quality, with fewer missing
data and interruptions than other stations.

Figure 1. Variability in the numbers of Nevada Geodetic Laboratory (NGL) stations and products.
(a) The number of valid NGL stations (red solid line), the total number of stations (red dotted line),
and the total number of products in the database data (blue solid line); (b) the effective time for each
station (each yellow horizontal line represents a station, and station names are in alphabetical order
from top to bottom).

Information on the distribution of the stations is shown in Figure 2. The colors of the
dots indicate the ellipsoid heights of the corresponding stations. Per the map, the majority
of stations were below 1 km in ellipsoid height, and the stations with higher ellipsoid
heights were mainly concentrated on the west coast of the American continent, which is
where the Cordillera de los Andes is located. In addition, there were a number of stations
in the Antarctic and Greenland, which are valuable for studying PWV changes in both
polar regions. It should be noted that because of the large number of stations, there are
inevitably some overlaps in the display. For better visualization, important information is
displayed first as needed.

2.3. Product Validation and Analysis Methods

In this section, a comparison between NGL GNSS PWV and IGRA2 RS PWV is pre-
sented, and the extraction of seasonal and interannual variation signals of PWV
is introduced.
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Figure 2. Distribution of global NGL stations. Colors represent the ellipsoids of the corresponding
sites. The blue pentagrams represent the stations used for power spectral density (PSD) analysis.

2.3.1. Comparison with RS PWV

A total of 1534 pairs of NGL and IGRA2 stations were screened, each pair within
40 km on the ellipsoid surface and within 100 m in height, with a common data validity of
more than one year (pairs of stations that did not have a full year of common observations
because of missing data were excluded). The bias values, relative bias, RMSE values,
and normalized RMSE values of these stations are presented in Figure 3. The biases of
most of the stations were positive, and stations with negative bias values (GNSS PWV
less than RS PWV) are mainly concentrated on the west coast of America and inland on
the Eurasian continent. The RMSE value showed a negative correlation that decreased
with increasing latitude, and for relative bias and normalized RMSE, many large values
appeared in the polar regions, which indicated that the difference between the two PWV
acquisition methods was larger in the high-latitude regions with low PWV content than in
other regions.

Figure 3. Bias (a), relative bias (c) (in % relative to mean PWV), root mean square error (RMSE)
(b), and normalized RMSE (d) of 1534 pairs of NGL global navigation satellite system (GNSS) and
Integrated Global Radiosonde Archive Version 2 (IGRA2) RS stations.
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The statistical results of the data are shown in Figure 4. By fitting a normal distribution
to the frequency histogram shown in Figure 4, we revealed that for NGL GNSS PWV, the
global average bias was ~0.72 ± 1.29 mm, the mean RMSE is ~2.56 ± 1.13 mm, the global
average relative bias was ~0.03%, and the normalized mean RMSE was ~0.14%. Based on
these results, we screened NGL stations and eliminated stations with RMSEs lower than
0.14%. It should be noted that the comparison here was only to analyze how the NGL
products differed from the mainstream PWV products (there have been a large number
of studies based on the RS products) and not to consider whether the RS products had
higher accuracy. In fact, although NCEI scientists applied a comprehensive set of quality
control procedures, IGRA data still suffered from jumps due to changes in instrumentation,
etc., and the unhomogenized RS data even affected most of the reanalysis data [12]. In
the GNSS solution, however, the tropospheric delay and the station coordinates were
estimated together, and the errors caused by these issues were mainly absorbed by the
station coordinates and hardly affected the tropospheric delay. In addition, since GNSS
satellites are more than 20,000 km from the ground, they cover the full length of the water
vapor path and do not need to be imputed to the top atmosphere in the same way as
RS data.

Figure 4. Frequency histograms and normal fittings of bias (a), RMSE (b), relative bias (c), and
normalized RMSE (d) of 1534 stations during 1994–2020.

2.3.2. Acquisition of PWV Spatial–Temporal Distribution Features

Significant annual periodic terms can be found in the PWV time series. To obtain all
the periodic terms in the PWV series, 26 globally distributed stations (the blue pentagrams
in Figure 2) were selected, which were well distributed and from which the available data
were more than 20 years old. The power spectral densities (PSDs) of the PWV time series
from these stations were obtained and are plotted in Figure 5. In Figure 5, the gray line is
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the PSD of these 26 stations, and the red line is the average PSD of the 26 stations. This
figure shows that in addition to the annual cycle term, there was a significant semiannual
cycle term in the PWV series. Theoretically, high-temporal-resolution GNSS data would
allow smaller-period features to be extracted. However, some scholars have claimed that
smaller-period temporal characteristics, such as diurnal or semidiurnal cycle characteristics,
can be extracted from the reanalysis data [44]. Such features were not obtained from GNSS
PWV, probably because these period amplitudes were very small (less than PWV accuracy)
and were masked by observation noise.

Figure 5. Time series of the power spectral density (PSD) of PWV. Each gray line represents the PSD
of a station, and the red line represents the average PSD value.

Trend fitting and seasonal cycle fitting were performed using Equations (5) and (6), respectively:

PWV(t) = a + b · t (5)

where a is the intercept, b is the growth rate of the PWV, and t is the decimal year;

PWV(doy) = A1 cos(2π
doy + P1

365.25
) + A2 cos(4π

doy + P2

365.25
) + C (6)

where A1 and P1 are the annual amplitude and phase of the PWV, respectively; A2 and P2
are the semiannual amplitude and phase, respectively; C is a constant term that represents
the annual average value of PWV; and doy is the day of the year.

3. Results

3.1. Spatial Analysis

PWV data were extracted from the ZWD while retaining most of the spatial charac-
teristics of the ZWD. We counted all PWV data according to the latitudes and ellipsoidal
heights of the stations from which they were collected. Since the temporal resolution of
GNSS PWV was 5 min, this led to an overwhelming amount of data that was hard to
process, so we calculated first the daily mean value and STD of the PWV and then the
average value of each station’s means and STDs for the 1994–2020 period. Subsequently,
the PWV means and STDs were calculated by group according to latitude and ellipsoid
height, and the results of the means and STDs for each group are shown in Figure 6.
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Figure 6. Distribution of mean PWV and PWV standard deviation (STD) with latitude and ellipsoid
height. (a) PWV mean with latitude, (b) PWV STD with latitude, (c) PWV mean with ellipsoid height,
(d) PWV STD with ellipsoid height. Light gray dots indicate each station, red dots indicate group
means, and dark gray bars represent group STD. Note: the groups for latitude and ellipsoid height
are in intervals of 1◦ and 100 m, respectively.

Figure 6a shows that: (i) PWV mean values were symmetrically distributed in the
Northern and Southern Hemispheres and negatively correlated with latitude, and their
relationship with latitude could be fitted by a segmented linear function in which the
absolute slope value for 0–35 degrees latitude was greater than that for 35–90 degrees;
(ii) STD in the latitude groups decreased with increasing latitude, which indicated that
the fluctuation of PWV mean values in different regions at the same latitude increased
with decreasing latitude. Figure 6b shows that: (i) the mean value of the PWV daily STD
decreased with increasing latitude in the regions with latitudes greater than 35◦, but there
was no significant correlation in the regions with latitudes less than 35◦ which indicated
that the PWV fluctuations reached the limit in low- and mid-latitude regions; (ii) in the
group where the maximum value was, i.e., at approximately 35◦, the degree of variation
in fluctuations was the greatest, which also indicated that the variation in PWV was the
greatest among the geographical areas around this group.

From Figure 6c,d: (i) the mean PWV and STD were exponentially negatively correlated
with the ellipsoid height of the stations, the PWV values varied greatly between stations
in the low ellipsoid height region, and the difference decreased as the height increased;
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(ii) the rate of decrease in PWV with increasing ellipsoid height decreased with increasing
ellipsoid height, because water vapor is mainly concentrated on the Earth’s surface.

3.2. Seasonal Cycle

The seasonal cycle was the most intuitive and significant temporal feature exhibited by
the PWV time series. We fit the PWV using the annual periodicity + semiannual periodicity
function of (11), and the fitting residuals and fitting parameters are shown in Figure 7
(Figures A1–A4 in Appendix A show the PWV fit of four stations at different latitudes). It
should be noted that, considering that accurate periodicity can be extracted only from data
with a sufficient timespan, we excluded stations with less than two years of data, and the
fitting results for the remaining >14,000 stations are shown in Figure 7.

Figure 7. Global distribution of PWV fitting parameters and residuals. (a) Annual amplitude A1;
(b) annual phase P1; (c) semiannual amplitude A2; (d) semiannual phase P2; (e) constant term C;
(f) RMSE of the fitting residuals.

Figures 7a and 7b show the annual amplitude A1 and phase P1, respectively, and
Figures 7c and 7d display the semiannual amplitude A2 and phase P2, respectively. The
annual amplitude was between 0 and 22 mm and showed an overall pattern of increasing
from high latitudes to low latitudes. However, the maximum value appeared not in
the equatorial region but near the Tropic of Cancer, especially in the coastal areas of the
region. This was because these regions have sufficient water vapor and a large temperature
difference during the year, while the equatorial region has a small temperature difference
throughout the year, and the fluctuation of water vapor content is relatively small.

The annual phase can reflect the time of the year when the PWV content is highest
and the time when it is lowest. As shown in Figure 7b, the phase sign was opposite in the
Northern and Southern Hemispheres. The phase value was concentrated in the periods
between late May and early June in the Northern Hemisphere and in the periods between
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late November and early December in the Southern Hemisphere, and the semiannual cycle
phase was similar to the annual phase. To obtain the distribution characteristics of the
phases, statistical plots of the frequency distribution of the phase values of all the stations
are shown in Figure 8. Figure 8 shows that both the annual and semiannual phases showed
the phenomenon of clustering towards different values in the Northern and Southern
Hemispheres. The mean value of the annual phase in the Northern Hemisphere stations
was ~152.1, and the mean value of the semiannual phase was ~61.6, while the mean value
of the annual phase in the Southern Hemisphere was ~−34, and the mean value of the
semiannual phase was ~−40. The conversion led to the conclusion that PWV levels in the
Northern Hemisphere peaked around August 1 (the 213th day of the year) and reached a
trough around January 31 each year, while PWV levels in the Southern Hemisphere peaked
around February 3 (the 34th day of the year) and reached a trough around August 5 each
year. This indicated that the water vapor content in the atmosphere peaked approximately
40 days after the solar radiation reached its maximum (on the summer solstice) during the
year. These results may be more informative for global water and energy cycle studies than
some studies of global temperature through surface sensor data [45–47].

Figure 8. Statistical histogram and normal fitting of the annual phase (blue) and semiannual phase
(red) in the Northern and Southern Hemispheres. The phase in the Southern Hemisphere was less
than zero, the phase in the Northern Hemisphere was greater than zero, and the subscripts N and S
represent the Northern and Southern Hemispheres, respectively.

The semiannual amplitude ranged from 0 to 8 mm, which was much smaller than the
annual amplitude, and the decreasing pattern with increasing latitude was not as significant
as that of the annual amplitude. The semiannual amplitude was significantly larger on the
southeast coast of China–Japan and in the California axis region of the west coast of the
United States than in the other regions.

The constant term C (Figure 7e) represents the annual average value of PWV, from
which it was found that the annual average value of PWV ranged from 0 to 50 mm and
that the values decreased with increasing latitude, from more than 40 mm in the tropical
regions to less than 10 mm in the polar regions. Figure 7f shows the RMSE value of the
fitted residuals, from which it was found that the polar regions had small RMSE values,
larger values of RMSE appeared on the west coasts of the Pacific and Atlantic Oceans, and
the global average RMSE was ~5.72 ± 1.89 mm. This indicated that these regions had
greater daily variation around the seasonal means. These were also the areas where severe
weather, such as typhoons and rainstorms, often occurs.

3.3. Trend Analysis

The trend signal reflects changes in the time series over long periods of time, and we
used (5) to obtain a linear trend of PWV time series for over 5000 NGL stations between
2009 and 2020. All of the selected stations had more than ten years of available data
(stations with slight data missing were complemented by the fitting value of (11), while
stations with serious missing data were eliminated). After calculating the interannual
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variation in the annual mean value of each station, we found that the PWV trend had
no regional distribution characteristics. Considering the large variation in PWV values
between seasons, we grouped the statistics according to four seasons: spring (March–
April–May for the Northern Hemisphere (NH) and September–October–November for
the Southern Hemisphere (SH)), summer (June–July–August for the NH and December–
January–February for the SH), autumn (September–October–November for the NH and
March–April–May for the SH), and winter (December–January–February for the NH and
June–July–August for the SH). The results are presented in Figure 9. In addition, stations
with positive values in all four seasons and stations with negative values in all four seasons
are shown in Figures 9e and 9f, respectively.

Figure 9. Spatial pattern of seasonal PWV trends during 1994–2020. (a) March–April–May (MAM),
(b) June–July–August (JJA), (c) September–October–November (SON), (d) December–January–
February (DJF), (e) stations with positive values in all four seasons, (f) stations with negative values
in all four seasons.

From Figure 9a,d, we found that more stations had positive than negative values
in all four seasons. However, in regard to the stations with positive (e) and negative
(f) values in each of the four seasons, we found that the number of stations with positive
PWV growth rates was much larger than the number with negative growth rates. In
addition, the following patterns were found: (i) the PWV growth rates in Antarctica, the
tropical region of South America, and Alaska were almost all positive, indicating that the
PWV values in these regions were increasing year by year; (ii) a large number of stations in
the Canada and South Africa regions had negative PWV growth rates for all four seasons,
while very few stations had positive values, indicating that the PWV values in these regions
were decreasing year by year.

Figure 10 shows the frequency distribution of the PWV growth rate of all stations
in the four seasons. From the figure, it was found that all four seasons conformed to the
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normal distribution, and by fitting the normal distribution, we obtained mathematical
expectations of the PWV growth rate of ~0.68 ± 0.92 mm/decade, ~0.43 ± 1.14 mm/decade,
~0.80 ± 1.36 mm/decade, and ~0.64 ± 1.02 mm/decade in spring, summer, autumn, and
winter, respectively. This result was numerically consistent with studies using data obtained
from other data sources, including reanalysis data [48], RS data [49], MODIS (moderate
resolution imaging spectroradiometer) data [50], etc. This indicated that: (i) the global PWV
content showed a yearly increasing trend in all four seasons, which was most significant in
autumn and least significant in summer, and (ii) the dispersion (standard deviation) of the
PWV growth rate among stations increased gradually in spring, summer, and autumn but
was lowest in winter.

Figure 10. Seasonal frequency histograms of PWV trends during 1994–2020 for (a) MAM, (b) JJA,
(c) SON, and (d) DJF.

In addition, it was found from the results that the PWV growth rate had large un-
certainty and that its spatial distribution was not continuous in some regions. This phe-
nomenon was also found in some studies of long-term trends in PWV obtained using
other methods [50,51]. Combining these studies, the following possible reasons for this
phenomenon are listed: (i) PWV is highly correlated with land cover type [52], and the
density of discrete GNSS stations is still low; (ii) differences in analysis periods and spatial
coverage could be responsible for these discrepancies [49].

Table 2 shows the percentages of stations with positive and negative PWV growth
rates in each of the four seasons to the total number of stations. From the table, it was
found that in each season, the proportion of positive values was approximately triple to
quadruple that of negative values, and the proportion of stations with positive values in
all seasons was more than 20 times the proportion of stations with negative values in all
seasons. This indicated that PWV was increasing year by year on a global scale.
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Table 2. Percentages of positive and negative values for the four seasons and all seasons.

Spring Summer Autumn Winter All Seasons

positive 82.72% 70.72% 78.22% 82.77% 45.73%
negative 17.28% 29.28% 21.78% 17.23% 2.15%

The relationships between the PWV growth rate and both latitude and ellipsoid height
were likewise analyzed, with the latitude and ellipsoid height grouped in the same way as
above, and the results are presented in Figure 11. It should be noted that the increase in
PWV did not mean that the evaporation in this area had also increased, but it meant that
increased water vapor was concentrated in these areas. The results in Figure 11 showed
that the PWV growth rate was not simply positively or negatively correlated with latitude
and ellipsoid height. It was found that the increased water vapor was more concentrated
near the equator, the Tropic of Cancer, and 60◦ latitude, while from the ellipsoid height, the
increased water vapor was more concentrated in the area within 1 km from the ground
(these areas all had growth rates higher than 0.5 mm/decade). This suggested that these
regions are more likely to suffer drastic weather changes due to uneven increases in
water vapor.

Figure 11. Distribution of PWV growth rates with latitude and ellipsoid height. (a) PWV growth rate
with latitude; (b) PWV growth rate with ellipsoid height. The error bars are STDs of PWVs of stations
in the same latitude/height grouping area. Note: the groups for latitude and ellipsoid height are in
intervals of 5◦ and 100 m, respectively.

Under a warming climate, increasing temperatures exacerbate the evaporation of
water, a process that in turn is enhanced by increasing levels of water vapor, the world’s
most dominant greenhouse gas. To establish the link between the growth rates of PWV
and temperature, etc. and to analyze the correlation between them, we obtained global
temperature anomalies and sea height variations from Berkeley Earth [53] and NASA’s
Goddard Institute for Space Studies (GISS) [54] for the last two decades and compared PWV
anomalies with them. After data processing, the results of the comparison are shown in
Figure 12, where the red points represent the global annual values of anomalies (variations),
the red error bars are the yearly fluctuations in temperature anomalies and sea height
variations, and the blue error bars are the yearly fluctuation of PWV anomalies. The
calculation of the PWV anomalies followed that of temperature anomalies and sea height
variations, with all being calculated as the differences relative to the first value. Note
that the data used here were annual averages of the global data, which were calculated
from monthly averages, and the yearly fluctuation is the STD of these data. The results
shown in Figure 12 showed strong positive correlations between PWV anomalies and both
temperature anomalies and sea level variations, with correlation coefficients of 0.81. This
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result was similar to that obtained by Kwon et al. [50] with a correlation coefficient of 0.8
using MODIS PWV compared with temperature anomalies. In addition, the results of the
linear fit indicated that a 1 ◦C temperature increase corresponded to a PWV increase of
~2.075 ± 0.765 mm, and a 1 mm sea level height increase corresponded to a PWV increase
of ~0.015 ± 0.005 mm.

Figure 12. Comparison of PWV anomalies with temperature anomalies (a) and sea height variations
(b). The red dots are the annual averages, the red error bars are the yearly fluctuations in temperature
anomalies and sea height variations, and the blue error bars are the yearly fluctuations in PWV
anomalies. k represents the slope of the linear fit, and R represents the correlation coefficient.

4. Discussion

In this contribution, the spatial and temporal distribution characteristics of GNSS-
derived PWV for the last two decades from more than 14,000 stations distributed globally
were extracted and analyzed. In the spatial analysis, we found that the annual STDs of
PWV tended to be flat in the middle- and low-latitude regions, especially at low latitudes,
which may be due to the saturation of water vapor content in this region. In the seasonal
analysis, the amplitude and phase of each station was extracted, which could be used as
model values for PWV recovery, as were the spatial distribution characteristics of each
station. In the trend analysis, the interannual variability of each station was extracted, and
correlations with the interannual variability of temperature and sea level were obtained,
which can be used as additional supporting evidence for global warming.

Compared with existing studies on PWV (which have mostly been based on reanalysis
data or RS data), this study did not have an advantage in terms of the timespan of the
data because of the short development time of GNSS. Furthermore, it is difficult to obtain
long-term GNSS PWV signatures for marine areas, since ground-based GNSS stations are
usually fixed to bedrock.

Finally, although there are already many stations in the NGL database, they are still not
evenly distributed spatially and are mainly concentrated in developed regions. Therefore,
greater efforts need to be made to build stations, especially in northern–central Africa, the
Asian continent, and the polar regions. With the development of low-cost, small GNSS
receivers, the acquisition of GNSS-based PWV will become more and more convenient.
The data records of GNSS PWV will become longer, and the coverage will become wider.
GNSS will become one of the most mainstream ways to acquire PWV.

5. Conclusions

Reliable temporal and spatial variability information on water vapor is crucial to
understanding climate processes and the global water and energy cycles. This study used
PWV data derived from IGRA2 RS to evaluate NGL GNSS PWV products in 1994–2020.
A total of 1534 RS sites were selected as the reference. The comparison showed a very
high level of agreement between these two types of PWV data. Then, the temporal and
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spatial distribution characteristics of PWV from 1994–2020 for over 14,000 NGL stations
worldwide were analyzed and discussed. In addition, long-term PWV anomalies were
analyzed in comparison with temperature anomalies and sea surface height variability
data. The following conclusions were obtained:

1. Compared with the RS data, the global average bias of NGL GNSS PWV was
~0.72 ± 1.29 mm, and the global average RMSE was ~2.56 ± 1.13 mm. This re-
sult showed that GNSS PWV had a very high agreement with RS PWV, and together
with the advantages of GNSS, such as high temporal resolution and all-weather op-
eration, GNSS is becoming one of the most important methods of PWV acquisition,
which should be valuable for water vapor synthesis and reanalysis.

2. On a global scale, the PWV value tended to increase year by year, and the global aver-
age growth rate was ~0.64 ± 0.81 mm·decade−1. PWV growth showed strong correla-
tions with temperature anomalies and sea height variation. For each 1 ◦C and 1 mm
change, PWV responded with ~2.075 ± 0.765 mm and ~0.015 ± 0.005 mm, respectively.

3. The PWV mean value tended to decrease in segments with increasing latitude and
decreased more rapidly below 35◦ latitude than above 35◦ latitude. The PWV STD
value reached a maximum at low latitudes and did not show the same complete
negative correlation as PWV.

4. The mean value of GNSS PWV was between 0 and 50 mm and was negatively corre-
lated with latitude. The annual cycle amplitude of PWV was also negatively correlated
with latitude but reached its maximum near the Tropic of Cancer, especially in the
coastal areas of the region, which can be explained by the eddy transport being more
efficient there and frontal systems mixing polar air with tropical air.

5. PWV levels in the Northern and Southern Hemispheres reached their peak around
August 1 and January 3 each year, respectively, and reached troughs around Jan-
uary 31 and August 5 each year, respectively. There was a delay of approximately
40 days relative to the time of year when the solar radiation reached its maximum
(the summer solstice).
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Appendix A

Figure A1. PWV time series (blue dots) and its fitting (red line) from the GNSS station TIXI.

Figure A2. PWV time series (blue dots) and its fitting (red line) from the GNSS station PTBB.

Figure A3. PWV time series (blue dots) and its fitting (red line) from the GNSS station CAGS.

Figure A4. PWV time series (blue dots) and its fitting (red line) from the GNSS station BRAZ.
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Abstract: The determination of the land geoid and the marine geoid involves different data sets and
calculation strategies. It is a hot issue at present to construct the unified land–ocean quasi-geoid by
fusing multi-source data in coastal areas, which is of great significance to the construction of land–
ocean integration. Classical geoid integral algorithms such as the Stokes theory find it difficult to deal
with heterogeneous gravity signals, so scholars have gradually begun using radial basis functions
(RBFs) to fuse multi-source data. This article designs a multi-layer RBF network to construct the
unified land–ocean quasi-geoid fusing measured terrestrial, shipborne, satellite altimetry and airborne
gravity data based on the Remove–Compute–Restore (RCR) technique. EIGEN-6C4 of degree 2190 is
used as a reference gravity field. Several core problems in the process of RBF modeling are studied in
depth: (1) the behavior of RBFs in the spatial domain; (2) the locations of RBFs; (3) ill-conditioned
problems of the design matrix; (4) the effect of terrain masses. The local quasi-geoid with a 1′

resolution is calculated, respectively, on the flat east coast and the rugged west coast of the United
States. The results show that the accuracy of the quasi-geoid computed by fusing four types of gravity
data in the east coast experimental area is 1.9 cm inland and 1.3 cm on coast after internal verification
(the standard deviation of the quasi-geoid w.r.t GPS/leveling data). The accuracy of the quasi-geoid
calculated in the west coast experimental area is 2.2 cm inland and 2.1 cm on coast. The results
indicate that using RBFs to calculate the unified land–ocean quasi-geoid from heterogeneous data
sets has important application value.

Keywords: fusion of heterogeneous data; unified land–ocean quasi-geoid; radial basis functions;
Remove–Compute–Restore; EIGEN-6C4

1. Introduction

The geoid is a fundamental element in determining the shape of the Earth [1]. The
calculation of a high-quality geoid requires firstly constructing the Earth’s gravity field with
high precision and resolution. With the enrichment of measurement means, the breadth
and depth of geospatial data are being continuously improved by terrestrial, shipborne,
airborne and satellite gravity surveys, etc. [2–7]. The unified land–ocean quasi-geoid can
be constructed by fusing heterogeneous data sets in the boundary areas between land
and ocean, which is beneficial to advance the construction of land–ocean integration. At
present, calculation methods of the gravimetric geoid are mainly divided into analytical
methods and statistical methods. Analytical methods include the classical Stokes, Hotine,
Molodensky and Helmert integral algorithms [8–12]. The defects of analytical methods
lie in the strict requirement of the boundary surface and the difficulty fusing multi-source
gravity signals. Statistical methods represented by the least-squares collocation (LSC)
have significant advantages in fusing heterogeneous data sets. LSC is first introduced into
the study of local gravity field approximation by Krarup and Moritz. Tscherning, Rapp,
Hwang and other scholars have performed a lot of later research [13–17]. The defect of
LSC is that it is difficult to construct an appropriate and accurate local covariance model.
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However, as a statistical algorithm, LSC is still a good choice. This article mainly focuses
on analytical methods.

Radial basis functions have been widely used in local gravity field modeling in recent
years due to their simple function forms and the ability to fuse multi-source data. RBFs
are first proposed as a function approximation theory in mathematics [18]. The Multi-
quadric (MQ) kernel function proposed by Hardy and the point mass function are first
introduced into Earth’s gravity field approximation [19]. Weightman is one of the first
scholars to apply the point mass function in physical geodesy. This new method can replace
the classical spherical harmonic function to express the Earth’s gravity field. Reilly and
Herbrechtsmeier apply the point mass model to the fusion of multi-source data earlier.
They use simulated altimetry data to invert marine gravity anomalies and combine the
measured gravity anomalies on land to construct a unified local gravity field, whose
accuracy reaches 20 mGal after being verified [20]. Barthelmes designs a free-positioned
point mass optimization algorithm based on the least-squares adjustment by setting four
free parameters on each mass point, which effectively reduces the number of mass points
and significantly improves the calculation efficiency [21]. Lehmann further studies the
free-positioned algorithm, which can be used more flexibly to determine the local geoid
with measured gravity data [22]. These studies lay the foundation of radial basis function
modeling. Then, a series of high-order RBFs such as radial multipoles and Poisson wavelets
are derived from the point mass function [23,24]. In addition, some scholars introduce the
classical Blackman kernel, the Shannon kernel and the spherical spline function into the
RBF model [25,26]. After years of development, scholars have performed a lot of research
on the application of various RBFs in local gravity field modeling. The research contents
mainly focus on the selection of RBF types, the treatment of ill-conditioned problems and
the determination of the spatial position of RBFs.

Tenzer and Klees carry out experiments in the plain area to compare the performance
of the point mass kernel, the Poisson kernel, radial multipoles and Poisson wavelets.
According to the results, they conclude that these RBFs can obtain almost the same accuracy
of gravity field modeling when the depth of RBFs is chosen properly [27]. Bentel et al. use
simulated data to model the local gravity field based on the Shannon low-pass kernel, the
Shannon high-pass kernel, the Blackman low-pass kernel, the cubic polynomial kernel, the
Poisson multipoles kernel, the Abel–Poisson kernel truncated and the Abel–Poisson kernel.
The experimental results show that the Blackman low-pass kernel, the cubic polynomial
kernel and the Abel–Poisson kernel truncated perform best [28]. In the process of RBF
modeling, the design matrix may be ill conditioned due to the uneven distribution of
observations and excessive number of RBFs. Tikhonov regularization is currently the
mainstream method to deal with ill-conditioned problems. Wu et al. adopt zero-order
and first-order Tikhonov regularization to solve ill-posed equations and prove that first-
order regularization has better performance [29]. Based on the Tikhonov regularization,
Liu et al. analyze the defects of the L-curve method and variance component estimation
(VCE) in determining regularization parameters and then propose two combined methods,
VCE-Lc and Lc-VCE, which are proven to be superior to traditional methods [30,31]. The
spatial positions of RBFs have a great influence on the modeling result. Eicker uses various
spherical grids to place RBFs such as the Reuter grid, the Triangle-Center grid and the
Triangle-Vertex grid, which are more evenly distributed than the geographical grid [32].
Klees and Witter propose an adaptive selection of RBFs before parameter estimation
according to the distribution, signal variation and noise of observations [33]. Tenzer and
Klees, respectively, use the GCV and RMS minimization methods to determine the optimal
depth of RBFs and establish a linear functional relationship between the depth and the
correlation length of RBFs. Experiment results prove that the optimal depth is related to
the type of RBFs [27]. Tenzer et al. subsequently find in the study of mountainous areas
that the RBF model solution is very sensitive to change in depth of even several hundred
meters when regional shape fluctuation and gravity signals vary greatly [34]. To sum up
the current research by scholars, the main problems are as follows: (1) the selection of RBF

88



Remote Sens. 2022, 14, 3015

types and the determination of spatial positions have not been standardized, which needs
further research; (2) the studies carried out using real gravity data and the experiments
carried out in the land–ocean boundary areas are still too few.

Considering the above problems, we propose a multi-layer RBF model to fuse het-
erogeneous data sets for the unified land–ocean quasi-geoid. In Section 2, two coastal
areas and relevant experiment data are detailed. The modeling workflow is given, and
the modeling methodologies are introduced in detail, including (1) the characteristics of
RBFs in the spatial domain; (2) the spatial position of RBFs, i.e., the resolution and depth of
spherical grids; (3) Tikhonov regularization to deal with ill-conditioned problems of the
model design matrix; (4) residual terrain model (RTM) to represent the impact of terrain
mass. The local quasi-geoid with a 1′ resolution is calculated by setting up multi-layer RBF
networks, respectively, on the flat east coast and the rugged west coast of the United States
in Section 3. In Section 4, we discuss the results and shortcomings of the above research
and propose an outlook for future work. Section 5 summarizes the main research content
and conclusions of this article.

2. Data and Method

This article studies the RBF model to fuse multi-source gravity data. Numerical exper-
iments are carried out in the land–ocean junction areas. The experiments are conducted
in two topographically different areas, one on the east and the other on the west coast of
the United States. The east coast of the United States is relatively flat, expending inland
from the coastline into a broad plain. On the west coast, under the influence of the Rocky
Mountains, the land elevation begins to rise rapidly not far from the coastline. Details of the
relevant experiment data are described in this section. In addition, the general modeling
process is summarized, and the core modeling methodologies are studied in depth.

2.1. Data Preparation

The east coast experiment area is located in North Carolina, USA, with an average
elevation of approximately 8 m. The target area range is between 34◦ and 37◦ latitude and
between −78◦ and −74◦ longitude. The west coast experiment area is in the border area of
Oregon and Washington State in the northwest of the United States. Its land part is rugged
with an average elevation of approximately 334 m. The target area range is between 44◦
and 47◦ latitude and between −126◦ and −122◦ longitude. The regional topography is
shown in Figure 1.

Figure 1. Regional terrain in two coastal areas of the United States: (a) east coast; (b) west coast.

The gravity data used in the experiments include measured terrestrial, shipborne,
airborne gravities and gravity anomalies derived from satellite altimetry. Terrestrial and
shipborne gravity data come from the NGS99 gravity data set provided by the National
Geodetic Survey (NGS). NGS99 is a compilation of the measured terrestrial and shipborne
gravity data across the USA (data source: https://www.ngdc.noaa.gov/mgg/gravity/19
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99/data/regional/ngs99, accessed on 1 March 2021). The product provides free-air gravity
anomalies (FAA), Bouguer anomalies, etc., after a series of preprocessing. In the east coast
experiment area, we use 2860 terrestrial gravity points and 1678 shipborne gravity points,
which are shown in Figure 2a. The distribution of shipborne gravity points is uneven,
which is reflected in the dense distribution of data on the shipping route but many gaps
outside the route. The shipborne gravity signals vary greatly, while the terrestrial gravity
signals vary more gently and are densely distributed in most areas. In the west coast
experiment area, there are 2814 terrestrial gravity points and 2288 shipborne gravity points,
as shown in Figure 2b. Different from the east coast experiment area, the distribution of
shipborne gravity points in the west coast area is more even.

Figure 2. Distribution of terrestrial and shipborne gravity points: (a) east coast; (b) west coast.

Due to the data gaps between ship lines, satellite altimetry and airborne gravities
with more uniform distribution are needed as supplements. Satellite altimetry used in this
article are DTU15 gravity anomalies with a 2′ resolution (data source: https://ftp.space.dtu.
dk/pub/DTU15, accessed on 1 March 2021). Under the influence of the complex terrain on
the ground, the accuracy of gravity anomalies inversed from satellite altimetry in inshore
areas is not so good, but their high resolution and uniform distribution can make up for
the deficiency of shipborne gravity to a certain extent. The distribution of DTU15 on sea is
shown in Figure 3.

Figure 3. Distribution of DTU15 gravity points: (a) east coast; (b) west coast.

Airborne gravity data come from the GRAV-D project, which is developed by the NGS
to redefine the vertical datum of the USA. GRAV-D currently covers most areas of the USA,
providing full-field gravity data, which can be turned into free-air gravity disturbances
(FAD) or free-air gravity anomalies (data source: https://www.ngs.noaa.gov/GRAV-D,
accessed on 1 March 2021). In the east coast experiment area, 5367 airborne gravity points
are selected, and their average flight altitude is approximately 5460 m. In the west coast
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experiment area, the number of airborne gravity points is 7458, and the average flight
altitude is approximately 6938 m. The distribution of airborne gravity data is shown in
Figure 4. Airborne gravity data have high resolution and uniform distribution, so they are
not limited by ground terrain conditions. The shortcoming of airborne data is that the high
flight altitude leads to low data accuracy, thus it is difficult to simulate the full-band gravity
signal on ground points.

Figure 4. Distribution of airborne gravity points: (a) east coast; (b) west coast.

GPS/leveling data are used to verify the accuracy of the unified land–ocean quasi-
geoid (data source: https://geodesy.noaa.gov/GPSonBM, accessed on 1 March 2021). In
the east coast experiment area, due to the flat land terrain, there are many measured
GPS/leveling points with a total of 807, which is 177 in the west coast experiment area,
as shown in Figure 5. GPS and leveling surveys are impossible to be carried out offshore.
So, this article uses GPS/leveling points along the coast to check the accuracy level of the
unified land–ocean quasi-geoid on sea.

Figure 5. Distribution of GPS/leveling points: (a) east coast; (b) west coast.

2.2. RBF Modeling Strategies

In this article, the local quasi-geoid is calculated based on the RBF model following
the basic framework of the RCR technique [35]. After removing GGM and terrain effects
from gravity observations, the residual gravity is included in the RBF model as input data.
Helmert VCE is used to evaluate various observations [36]. Tikhonov regularization is used
to solve ill-conditioned problems that may occur in the design matrix. A small number of
points are selected from GPS/leveling data as control points, and the remaining data are as
internal checkpoints. Under the constraint of control points, the optimal RBF network is
determined to construct the model. The quasi-geoid calculated is compared with internal
checkpoints, and the standard deviation (STD) of the difference between them is taken as
the accuracy indicator. The flowchart is shown in Figure 6.
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Figure 6. Flowchart of RBF modeling.

When the spherical grid is used to place the RBFs, not all grid points should be
included in the model, which is because the RBFs have strong localization characteristics,
and their energies are mainly concentrated around the center. So, the observations near
RBFs are the main contribution to the simulated gravity signal. If the RBFs without
enough observations around are included in the model, the local gravity field will be
over-parameterized, and the reliability of the model solution will be reduced. In order
to locate and eliminate the redundant RBFs, it is usually necessary to introduce a filter
radius RI :

RI = χ·ν0.5 (1)

where I is the number of RBFs; ν0.5 denotes the correlation length of RBFs, which specifically
refers to the straight-line distance between the RBFs and observations when the absolute
value of RBFs decays to half of the maximum value. χ represents correlation length
parameter. With the center of RBFs as the spherical center, if the number of all observations
within the radius RI is greater than q, the RBFs will remain; otherwise, they will be excluded.
χ and q need to be determined based on the actual situation. In this article, we specify
q = 0. RI ranges between 50 and 90 km. We determine the suitable value of χ through some
trial calculations, ensuring RI meets the modeling requirements. The general adaptive
screening process is shown in Figure 7.
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Figure 7. Processing flow of adaptive screening technique.

Considering the altitude of airborne gravity data is much higher than the terrestrial,
shipborne and satellite altimetry data, the one-layer RBF network cannot simulate the full
gravity signals well. Therefore, we design a multi-layer RBF network to fuse these four
types of data, which are shown in Figure 8. We are currently only using two layers, and
more layers are of course encouraged to be used.

Figure 8. Multi-layer RBF networks.

In Figure 9, surface gravity denotes terrestrial, shipborne and satellite altimetry data;
dA and dB denote the depth of grid A and B. The specific modeling process is as follows:

1. GGM and RTM are removed from the terrestrial, shipborne and satellite altimetry
observations to obtain residual gravity anomalies, ΔgA = Δg − ΔgGGM − ΔgRTM. The
RBF network A is determined by the STD minimization. After the three kinds of
gravity data are fused to calculate the RBF model parameters, the airborne gravity
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points are taken as prediction points and the corresponding model gravity disturbance
δgA will be calculated.

2. Remove GGM and δgA from the airborne gravity to obtain residual gravity dis-
turbances, δgB = δg − δgGGM − δgA. The RBF network B is determined by STD
minimization and then the corresponding RBF model parameters will be calculated.

3. Based on the RBF networks A and B, the height anomalies on unknown points are
computed, respectively, and added together. Then GGM and RTM signals are restored
then to obtain the final quasi-geoid.

Figure 9. Behavior of RBFs in the spatial domain: (a) the IMQ kernel; (b) the Poisson kernel; (c) radial
multipoles of order 1; (d) Poisson wavelets of order 1.

2.3. RBF Modeling Methodology

RBF is a nonlinear function with the local characteristic and radial symmetry. In
essence, the RBF model only depends on the relative position relationship between the com-
puted points and the center of RBFs. Represent the spatial position of RBFs as y(y1, y2, y3),
which is usually placed on a sphere inside the Earth such as the Bjerhammar sphere.
The point x(x1, x2, x3) outside the sphere is used to represent the spatial position of the
observations. RBFs can be expressed as:

Ψ(x, y) =
∞

∑
m=0

ψm(2m + 1)
(

RB
|x|

)m+1
Pm

(
x̂Tŷ

)
, |y|〈RB, |x|〉RB (2)

where RB denotes the radius of the Bjerhammar sphere; Pm denotes the Legendre poly-
nomial of degree m; ψm is the Legendre coefficient, which is the shape factor of RBFs,
determining their properties in the spatial and frequency domain; x̂ and ŷ are the unit
vector of x and y. Define the depth of RBFs as: ds = RB − |y|.

According to the Runge–Krarup principle, the external disturbing potential T can be
approximated by a harmonic function completely embedded inside the Earth. So, the linear
combination of RBFs can be used to approximate T:

T(x) =
GM
RB

K

∑
i=1

βiΨ(x, yi) (3)
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where K denotes the number of RBFs; βi denotes the unknown coefficient of the RBF model.
Based on the RCR technique, T can be decomposed into three components:

T = TGGM + TTerrian + Tres (4)

where TGGM denotes long-wave signals represented by GGM; TTerrian denotes high-frequency
gravity information implied by terrain masses, used to represent short-wave signals; Tres
denotes residual disturbing potential. According to the functional relationship between
the observations and T, the linear combination of RBFs can be further used to simulate
the observations:

Δgres(x) =
K
∑

i=1
μi

(
− ∂

∂|x|Ψ(x, yi)− 2
|x|Ψ(x, yi)

)
δgres(x) = − K

∑
i=1

μi
∂

∂|x|Ψ(x, yi)

ζres(x) =
K
∑

i=1
μi

Ψ(x,yi)
γ

(5)

where μi =
GM
RB

βi; Δgres(x) denotes residual gravity anomaly; δgres(x) denotes residual
gravity disturbance; ζres(x) denotes residual height anomaly. In this article, all geoid undu-
lations have been converted to height anomalies (GPS/leveling observations), ensuring the
unity of elevation datum:

ζ ≈ N − ΔgB
γ

H (6)

where ΔgB denotes bouguer gravity anomaly; γ denotes mean normal gravity; H denotes
the topographic height. It is worth noting that the above formula is an approximate formula.

Equation (5) can be abstracted as a linear observation model:

yp = Apx + εp (7)

where yp denotes the observation vector of class p; x is the vector of model coefficients; εp
is the error vector. The equation can be solved using the least-squares estimation. Due to
the lack of the prior information related to the error of observations, the weight of all kinds
of observations can be determined by the VCE technique.

2.3.1. Characteristics of RBFs in the Spatial Domain

Several types of RBFs widely used in local gravity field modeling are as follows: the
IMQ kernel, the Poisson kernel, the radial multipoles kernel and the Poisson wavelets
kernel, represented by ΨIMQ, Ψpk, Ψrm and Ψpw respectively. We use these RBFs’ analytical
expressions to construct the model. See the related research for their specific formulas [37].
Convert the analytical formula of RBFs to the unit sphere, and then, respectively, draw their
pictures in the spatial domain when ds = 300 km, as shown in Figure 9. It can be seen from
the figure that RBFs have obvious localization characteristics. In the position far from the
center of RBFs, the signals’ energies rapidly decay, which is conductive to the concentration
of local gravity signals.

2.3.2. RBF Networks

The design of the RBF network is divided into the determination of the sphere position
and the buried depth. There are mainly two strategies to determine the sphere position
of RBFs. One is to directly place RBFs under observations, which is extremely dependent
on the spatial distribution of observations. The other is to place RBFs on the regular grid,
which can make RBFs evenly distributed in the computation areas. At present, the second
strategy is more commonly used, which is also adopted in this article. The simplest regular
spherical grid is a geographical grid, which is one kind of isogonal grids. Geographical
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grid nodes space along the longitude circle and latitude circle with equal-angle intervals.
Figure 10 shows its distribution globally and in the Arctic.

Figure 10. Distribution of the geographical grid.

It can be clearly seen from Figure 11 that the geographical grid is very unevenly
distributed in high-latitude regions. The higher the latitude is, the denser the grid dots
are. In a slightly large area, such a defect will become more obvious. In view of this
phenomenon, scholars propose a kind of spherical isometric grid, the Reuter grid, which
ensures that the spherical distances between grid dots in meridian and latitude direction
are equal, so that RBFs can be distributed evenly in high-latitude regions, as shown in
Figure 11. The specific formulas can be found in the relevant articles [32].

Figure 11. Distribution of the Reuter grid.

The determination of the optimal RBF network is always the focus and difficulty in
RBF modeling. When RBFs are buried deep, the gravity signals simulated by the model are
mainly concentrated at low frequencies. This kind of model has strong stability but leads to
the simulated gravity signals being coarse due to omission errors. The shallower the buried
depth of RBFs is, the more sensitive they are to the high-frequency signals such as terrain
masses. The stability of the model will be reduced, and ill-conditioned problems may
occur. When the number of RBFs is too large caused by high grid resolution, the overlap
between RBFs will increase, which leads to the RBFs model being over-parameterized. On
the contrary, too few RBFs are insufficient to simulate full gravity signals.

When the RBF model is constructed using discrete gravity points, it is difficult to
uniquely determine the appropriate position of RBFs by theories before modeling. Scholars
generally use posterior statistical methods such as GCV, RMS or STD minimization tech-
nique to screen out the optimal RBF network [27]. In this article, the STD minimization
technique is adopted to design the RBF network. This method is simple and efficient, but it
lacks strict a theoretical basis. The STD minimization technique divides a certain range of
grid resolutions and depths into different combinations according to a certain step. These
combinations are, respectively, used for modeling and compared with the control points.
The combination achieving the smallest standard deviation is determined as the optimal
RBF network.
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2.3.3. Tikhonov Regularization Technique

When directly using discrete data for modeling, the ill condition of the design matrix
may occur due to the uneven distribution of observations and the excessive number of
RBFs. Considering the lack of the sufficient prior information of observations, Tikhonov
regularization is introduced to deal with the ill-conditioned problems [38]. Tikhonov
regularization meets the following estimation criteria:

min
x

: Φ(x) = ‖y − Ax‖2
P + α‖x‖2

Q (8)

The general estimation formula is written as:

x̂α =
(

AT PA + αQ
)−1

AT Py (9)

where Q is the regularization matrix; α is the regularization parameter. In this article, Q is
assumed to be the identity matrix, i.e., Q = I. After singular value decomposition (SVD),
the regularization solution can be obtained as:

x̃α =
n

∑
i=1

σ2
i

σ2
i + α

uT
i ỹ
σi

vi (10)

The regularization parameter is determined by the following two methods: the MSE
and L-curve techniques. The basic principle of the MSE technique is as follows:

min
α

: Tr(MSE) =
n

∑
i=1

σ2
0 σ2

i + α2zi
2(

σ2
i + α

)2 (11)

where zi = vT
i x. x denotes the truth value of unknown parameter x. We usually use the

estimated result x̂ to replace x, which will affect the optimality of regularization parameter
α to some extent.

The L-curve technique is used to find the best one from different regularization
parameters to achieve the optimal balance between the residual sum of squares VT PV and
the smoothness of regularization function x̂TQx̂. Construct a curve with μ(α) as abscissa
and λ(α) as ordinate. The point with maximum curvature (inflection point) corresponds to
the optimal regularization parameter.

μ(α) = log(‖y − Ax‖P), λ(α) = log
(‖x̂‖Q

)
(12)

2.3.4. Residual Terrain Model

The high-frequency gravity signals implied by the terrain mass have an important
influence on local gravity field modeling, especially in mountainous areas [39]. RTM can be
used to represent terrain effects [40–42]. The RTM technique is essentially the differences
between the real terrain and the reference terrain, as shown in Figure 12. The real terrain
surface usually denotes digital terrain model (DEM) with a high resolution. The reference
terrain is relatively smooth with a lower resolution, which can be computed from the
spherical harmonic terrain model such as RET2014 [43]:

zRET2014(φ, λ) =
nmax

∑
n=0

n

∑
m=0

(
HCnm cos mλ + HSnm sin mλ

)
Pnm(sin φ) (13)

where nmax = 2160;
(

HCnm, HSnm
)

denotes full normalized height coefficients. Based on
Forsberg’s classic TC program, RTM results can be well calculated.
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Figure 12. Residual terrain model.

3. Results

This section describes in detail the experiment process and the results of calculating the
unified land–ocean quasi-geoid from heterogeneous data sets based on RBFs. Compared
with the results of the Stokes integral, the advantages of RBFs in multi-source data fusion
are proved.

3.1. The East Coast Experiment Area of the USA

Based on the RCR technique, EIGEN-6C4 (degree 2190) gravity anomalies are removed
from the measured terrestrial, shipborne and DTU15 data, as shown in Figure 13. Detailed
statistics of the residual gravity anomalies are shown in Table 1, which shows that the
residual terrestrial gravity signals are the smoothest. The amplitude of shipborne residual
gravity anomalies is the largest, whose STD reaches 5.261 mGal. The terrain of the experi-
ment area is quite flat, so the impact of terrain masses can be ignored, seen from the value
of Δgterrestrial − ΔgEIGEN−6C4 and Δgterrestrial − ΔgEIGEN−6C4 − ΔgRTM in Table 1.

Figure 13. Distribution of residual gravity anomalies in the east coast experiment area: (a) terrestrial
and shipborne; (b) DTU15.

Table 1. Residual gravity anomalies in the east coast experiment area (mGal).

Mean Min Max Std Rms

Δgterrestrial − ΔgEIGEN−6C4 0.579 −7.563 9.946 1.982 0.579
Δgterrestrial − ΔgEIGEN−6C4 − ΔgRTM 3.697 −5.449 12.058 2.109 4.257

Δgshipborne − ΔgEIGEN−6C4 2.385 −26.723 30.875 5.261 2.385
ΔgDTU15 − ΔgEIGEN−6C4 −0.314 −14.073 14.717 2.724 −0.314

Firstly, we use terrestrial and DTU15 gravity anomalies for modeling, considering the
shipborne data in this zone are few and unevenly distributed. Set the grid resolution range
to 0.1◦~0.9◦ and the step size be 0.1◦; set the depth range to 10~50 km and the step size be
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1 km. The (part of) condition number of the design matrix is counted as shown in Figure 14.
It can be seen from the figure that the lower the grid resolutions and the deeper the depths
are, the smaller the condition number is. Otherwise, the condition number will be larger,
making the ill condition more serious.

Figure 14. Condition number of the design matrix.

Taking the combination with resolution of 0.1◦ and depth of 11 km as an example, the
number of RBFs is 2324 and the condition number of the design matrix is 4.35 × 106. The
accuracy of the ill-conditioned model is 2.454 × 104 m checked by control points. Use the
MSE method and the L-curve method, respectively, to determine the regularization param-
eter, as shown in Figure 15. The results show that the optimal regularization parameters
determined by the MSE and L-curve methods are all 1.995 × 10−4, and the accuracy of the
geoid calculated using this parameter is 6.9 cm, which is a great improvement compared
with the original modeling result.

Figure 15. Determination of the optimal regularization parameter: (a) MSE; (b) L-curve.

The calculation results of all combinations of resolutions and depths are shown in
Figure 16. Figure 16a shows the accuracy of original modeling without regularization;
the accuracy of RBF modeling using Tikhonov regularization is shown in Figure 16b. As
can be seen in Figure 16, when the condition number is greater than 1000, the serious
ill-conditioned problems lead to the gradual deviation of the modeling results from the
normal values. In particular when the grid resolution is over 0.3◦, the accuracy of the
model geoid is lower than the meter level. Using the Tikhonov regularization technique,
the accuracy of the ill-conditioned model is greatly improved to the centimeter level, which
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improves that Tikhonov regularization can effectively solve ill-conditioned problems in the
RBF model.

Figure 16. Accuracy of RBF modeling: (a) without regularization; (b) with regularization.

Then shipborne gravities are added to terrestrial and DTU15 data sets. The weight
ratio of terrestrial, DTU15 and shipborne data is 1:0.9410:0.0989 determined by the Helmert
VCE technique. Fuse the three data sets to construct the RBF model with a grid resolution
of 0.4◦ and a depth of 45 km, calculating regional gravity field at airborne points.

The distribution of airborne gravity disturbances after removing EIGEN-6C4 values is
shown in Figure 17a. The fluctuation of airborne gravity signals is relatively stable. Gravity
disturbances δgA at airborne points are calculated based on the network A determined by
terrestrial, DTU15 and shipborne data. Then δgA are removed from the residual gravity in
Figure 17a and as input data for the RBF modeling, as shown in Figure 17b. The statistical
information of the two residual gravity disturbances is shown in Table 2.

Figure 17. Distribution of residual airborne gravity disturbances in the east coast experiment area:
(a) δgairborne − δgEIGEN−6C4; (b) δgairborne − δgEIGEN−6C4 − δgA.

Table 2. Residual airborne gravity disturbances in the east coast experiment area (mGal).

Mean Min Max Std Rms

δgairborne − δgEIGEN−6C4 2.040 −13.427 11.490 3.184 3.781
δgairborne − δgEIGEN−6C4 − δgA 1.679 −14.825 11.158 3.022 3.457

Based on the STD minimization technique, the network B is determined with a resolu-
tion of 0.8◦ and a depth of 16 km using δgairborne − δgEIGEN−6C4 − δgA as input data. The
spatial distribution of networks A and B is shown in Figure 18, where the bottom blue dots
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refer to the network A; the red dots in the middle refer to the network B; the top yellow
dots refer to the geoid grid points computed by the RBF model.

Figure 18. Distribution of networks A and B.

The RBF model is then constructed based on the network B, which is added together
with the modeling result calculated by terrestrial, DTU15 and shipborne data based on the
network A to obtain the final quasi-geoid, as shown in Figure 19a.

Figure 19. The unified land–ocean quasi-geoid from heterogeneous data sets in the east coast
experiment area: (a) terrestrial + shipborne + DTU15 + airborne gravity; (b) terrestrial + shipborne +
airborne gravity.

The quasi-geoid calculated by the RBF model is essentially a gravimetric geoid. It
has a different datum than the GPS/leveling geoid, resulting in significant systematic
errors. We use simple polynomial fitting to convert the datum of the gravimetric geoid to
GPS/leveling geoid. The formula is as follows:

ΔN = α0 + α1(ϕ − ϕm) + α2(λ − λm) + α3(ϕ − ϕm)
2 + α4(ϕ − ϕm)(λ − λm) + α5(λ − λm)

2 + · · · (14)

where α0, α1, α2 · · · denote fitting coefficients, i.e., bias parameter and tilt parameter; ΔN de-
notes the differences between the gravimetric geoid and the GPS/levelling geoid. (ϕm, λm)
denotes the center longitude and latitude. The order of the formula can be taken very high,
but generally two orders is enough.
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Considering the DTU15 data have already been introduced by the EIGEN-6C4 model,
we also calculate the results without DTU15 gravity data, shown in Figure 19b. The
calculation methods of the two geoids are the same.

The accuracy of the two quasi-geoids shown in Figure 19 is checked by the GPS/leveling
data, respectively, on inland and coast, as shown in Table 3. On inland, the accuracy of
the quasi-geoid fusing terrestrial, shipborne, DTU15 and airborne data is 1.9 cm, which
is 1.3 cm on sea. After the DTU15 gravities are removed, the modeling accuracy is 1.9 cm
inland and 1.2 cm on coast, not much different from the previous result.

Table 3. Accuracy of the unified land–ocean quasi-geoid in the east coast experiment area (cm).

Mean Min Max Std Rms

inland
Terrestrial + DTU15 + shipborne + airborne −0.2 −6.3 6.6 1.9 1.9

Terrestrial + shipborne + airborne −0.3 −7.2 6.4 1.9 2.0

coast
Terrestrial + DTU15 + shipborne + airborne −0.3 −3.8 3.5 1.3 1.4

Terrestrial + shipborne + airborne −0.2 −4.1 3.1 1.2 1.2

3.2. The West Coast Experiment Area of the USA

The west coast of the USA has quite different topographic features from the east coast.
Affected by the overall terrain high in the west and low in the east, the mountains in the
west extend to the coastal zone, making the land–ocean boundary areas rugged, which
brings many difficulties to the geoid calculation. Based on the RCR technique, EIGEN-6C4
gravity anomalies are removed from the measured terrestrial and shipborne gravity, as
shown in Figure 20a. It can be seen from the figure that after the EIGEN-6C4 value is
removed, shipborne gravity signals become relatively flat. There are serious omission
errors in EIGEN-6C4 on terrestrial gravity points affected by the topographic relief. This
article calculates RTM based on the prism integral to simulate high-frequency gravity
signals and compensate for the omission errors existing in GGM.

Figure 20. Distribution of residual terrestrial and shipborne gravity anomalies in the west coast
experiment area: (a) without RTM; (b) with RTM.

In the calculation of RTM, the DEMs are usually expanded by approximately 2◦ from
the edge of the gravity data area to avoid edge effects, as shown in Figure 21. The calculation
efficiency can be improved by setting inner and outer computing regions. For example,
the inner region within a 100 km radius uses high-resolution DEMs and the outer region
within a 200 km radius uses low-resolution DEMs. The impact of terrain mass outside the
outer region can be ignored due to the oscillating nature of RTM elevations [42].
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Figure 21. DEMs for the RTM technique: (a) SRTM15+; (b) RET2014.

The residual gravity anomalies obtained by removing RTM from the terrestrial obser-
vations are shown in Figure 20b, and their STD is reduced from 15.983 mGal to 4.134 mGal,
indicating that the compensation for EIGEN-6C4 omission errors by RTM reaches approxi-
mately 74%. The residual DTU15 gravity anomalies are shown in Figure 22. The statistical
information of various residual gravity data is shown in Table 4, which indicates that
the variation range of residual DTU15 gravity anomalies is the smallest. The variation
amplitude of residual terrestrial gravity anomalies is close to shipborne data.

Figure 22. Distribution of residual DTU15 gravity anomalies in the west coast experiment area.

Table 4. Residual gravity anomalies in the west coast experiment area (mGal).

Mean Min Max Std Rms

Δgterrestrial − ΔgEIGEN−6C4 −7.663 −78.808 50.652 15.983 −7.663
Δgterrestrial − ΔgEIGEN−6C4 − ΔgRTM 1.585 −22.311 33.455 4.134 1.585

Δgshipborne − ΔgEIGEN−6C4 4.591 −8.221 23.001 4.009 4.591
ΔgDTU15 − ΔgEIGEN−6C4 0.049 −6.878 9.645 2.354 0.049

Firstly, terrestrial and shipborne gravity data are used for modeling. The weight ratio
of the two observations is 1:1.004 computed by the Helmert VCE technique, which shows
that their accuracy level is close. Based on the STD minimization technique, the optimal
RBF grid resolution is determined as 0.6◦ and the optimal depth is 22 km. Then we add
residual DTU15 gravity anomalies to the terrestrial and shipborne gravity to construct the
RBF model with an optimal grid resolution of 0.8◦ and an optimal depth of 26 km.
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The distribution of airborne gravity disturbances after removing the EIGEN-6C4 value
is shown in Figure 23a. The variation amplitude of residual airborne gravities is relatively
small. Based on the RBF network A determined by terrestrial, shipborne and DTU15 data,
the model gravity disturbances are calculated on airborne points. Then δgA are removed
from the residual gravities in Figure 23a and as input data for the RBF modeling, as shown
in Figure 23b. The statistical information of the two kinds of residual gravity disturbances
is shown in Table 5.

Table 5. Residual airborne gravity disturbances in the west coast experiment area (mGal).

Mean Min Max Std Rms

δgairborne − δgEIGEN−6C4 2.126 −5.884 14.753 2.321 3.147
δgairborne − δgEIGEN−6C4 − δgA −0.190 −7.867 11.710 2.394 2.402

Figure 23. Distribution of residual airborne gravity disturbances in the west coast experiment area:
(a) δgairborne − δgEIGEN−6C4; (b) δgairborne − δgEIGEN−6C4 − δgA.

Based on the STD minimization technique, network B is determined with a resolution
of 0.8◦ and a depth of 16 km. The RBF model is then constructed based on the network
B, which is added with the modeling result based on the network A to obtain the final
quasi-geoid, as shown in Figure 24a. We also calculate the results without DTU15 gravity
data, shown in Figure 24b.

Figure 24. The unified land–ocean quasi-geoid from heterogeneous data sets in the west coast
experiment area: (a) terrestrial + shipborne + DTU15 + airborne gravity; (b) terrestrial + shipborne +
airborne gravity.

Check the accuracy of the three quasi-geoids shown in Figure 24 by 64 GPS/leveling
points inland and 36 GPS/leveling points on coast, as shown in Table 6. The accuracy of
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the RBF model quasi-geoid is 2.2 cm inland, which is 2.1 cm on coast. After the DTU15 data
are removed, the modeling accuracy is 2.0 cm inland and 2.1 cm on coast.

Table 6. Accuracy of the unified land–ocean quasi-geoid in the west coast experiment area (cm).

Mean Min Max Std Rms

inland
Terrestrial + DTU15 + shipborne + airborne 0.0 −6.6 5.1 2.2 2.2

Terrestrial + shipborne + airborne −0.2 −6.9 4.0 2.0 2.0

coast
Terrestrial + DTU15 + shipborne + airborne −0.3 −4.2 5.8 2.1 2.0

Terrestrial + shipborne + airborne −0.5 −4.6 5.6 2.1 2.1

According to the results of the two experiments on the east and west coast, we
consider that the accuracy of the unified land–ocean quasi-geoid can be improved by
fusing heterogeneous data sets. Fusing terrestrial, shipborne, DTU15 and airborne gravities
based on a multi-layer RBF network achieves great modeling accuracy both inland and
on coast.

4. Discussion

Due to the complex topography of land–ocean junction areas, terrestrial and shipborne
gravity measurements cannot be fully carried out. As it is also affected by the terrain, the
accuracy of satellite altimetry data inshore is reduced. The airborne gravity is not limited
by the terrain, but its accuracy will be lost with downward continuation. Therefore, the
important premise of constructing a high-precision unified land–ocean quasi-geoid is to
effectively fuse heterogeneous data sets. Considering the shortcomings of the commonly
used integral algorithm, we use the RBFs to calculate the unified land–ocean quasi-geoid,
the accuracy of which is improved by fusing more types of data sets. However, there are
still some problems to be discussed and further studied, as follows:

(1) The RBF used to calculate the land–ocean quasi-geoid in this article is the IMQ kernel,
which has simpler function forms than the Poisson kernel, the radial multipoles kernel
and the Poisson wavelets kernel. It can be seen from Figure 9 that the first-order
Poisson wavelets kernel has the strongest localization characteristics when the depth
is 300 km. However, the buried depth of RBFs will not be so deep generally when
dealing with the measured data. When the buried depth is less than 100 km, the
localization characteristics of various RBFs are all strong and their differences are
quite small. By further analyzing the spectrum characteristics of RBFs, as shown
in Figure 25, it can be seen that the Poisson kernel, the radial multipoles kernel
and the Poisson wavelets kernel all have band-pass characteristics, while the IMQ
kernel presents the characteristics of low-pass filtering. We have carried out some
experiments to compare the modeling accuracy of the four RBFs. We preliminarily
find that the low-pass characteristics of the IMQ kernel can help it filter out more
high-frequency noise when dealing with the terrestrial gravity, making its modeling
results slightly better than the other RBFs. The specific experimental results will not
be presented in this article. Theoretically, the band-pass characteristics can help the
RBFs simulate gravity signals more accurately. In this paper, the IMQ kernel is used
to calculate the quasi-geoid for the time being, and the modeling differences between
various RBFs will be more comprehensively analyzed in the future.

(2) The STD minimization technique used to determine the optimal RBF network lacks a
strictly theoretical basis, which is a compromise method in view of the lack of other
more effective strategies. The reason why it is difficult to determine the RBF networks
is that it is difficult to directly determine the appropriate positions of RBFs based
on the prior information of discrete observations. If the gravity signals are gridded
before modeling, we may directly determine the spatial position of the RBF points
according to the resolution and height of the gravity grid. However, our goal is
to model using discrete observations. The STD minimization technique can obtain
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good modeling results by screening lots of RBF networks, but it increases too much
redundant calculations, which hinders the solution efficiency of the RBF model to
a great extent. So, it is very important to develop a rigorous and logical method to
determine the RBF networks.

(3) The accuracy of the quasi-geoid fusing terrestrial, shipborne and DTU15 data is
quite high, but the improvement is not obvious after adding airborne gravity. The
main reason is that the gravity signals on airborne points simulated by network A is
insufficient, resulting in little change in residual gravity disturbances after removing
δgA, as shown in Tables 2 and 5. Theoretically, if the result of δgB = δg− δgGGM − δgA
is significantly reduced, the function of the network B will be more obvious. In the
future, we can further improve the multi-layer RBF network and try to set more layers
of RBF grids, simulating the gravity signals more accurately.

Figure 25. Behavior of RBFs in the spectral domain: (a) the IMQ kernel; (b) the Poisson kernel;
(c) radial multipoles of order 1; (d) Poisson wavelets of order 1.

5. Conclusions

This article designs a multi-layer RBF model to construct the unified land–ocean quasi-
geoid fusing the measured terrestrial, shipborne, satellite altimetry and airborne gravity
data in coastal areas. Several core problems in the process of RBF modeling are studied in
depth. The local quasi-geoid with a 1′ resolution is calculated, respectively, on the flat east
coast and the rugged west coast of the United States. Several conclusions are summarized
as follows:

(1) The behavior of four types of RBFs—the IMQ kernel, the Poisson kernel, radial
multipoles and Poisson wavelets—is analyzed in the spatial domain. The figures show
that RBFs have significant localization characteristics in the spatial domain, which
is helpful to concentrate more gravity signals in local gravity field approximation.
Placing RBFs on the geographic or the Reuter grid, the optimal RBF network, i.e., the
optimal grid resolution and depth can be effectively determined based on the STD
minimization technique.
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(2) The ill condition of the design matrix may occur due to the uneven distribution of
observations and the excessive number of RBFs. Using the Tikhonov regularization
technique, the accuracy of the ill-conditioned model is greatly improved to the cen-
timeter level. The regularization parameters determined by the MSE and L-curve
methods are basically the same. RTM calculated based on the prism integral algorithm
can effectively simulate the high-frequency gravity signals implied by terrain masses
and compensate for the omission errors existing in EIGEN-6C4. In the west coast
experiment area, the compensation effect can reach approximately 74%. Therefore, in
areas with large topographic relief, it is necessary to consider the influence of terrain
masses on geoid calculations.

(3) The local gravity quasi-geoids with a 1′ resolution are calculated by setting up multi-
layer RBF networks based on the IMQ kernel, respectively, on the east and west coast
of the United States. The results show that the accuracy of the quasi-geoid computed
by fusing the terrestrial, shipborne, satellite altimetry and airborne gravity data in
the east coast experimental area is 1.9 cm inland and 1.3 cm on coast after internal
verification. The accuracy of the quasi-geoid calculated in the west coast experimental
area is 2.2 cm inland and 2.1 cm on coast.

Through the above research results, we can roughly summarize the advantages of
RBFs compared with other geoid calculation methods: (a) RBFs are simple and easy for
multi-source data fusion; (b) RBFs can directly deal with discrete observations without
gridding or downward continuation; (c) RBFs have a strong adaptive ability. In general,
the RBF model has an important application value to calculate the unified land–ocean
quasi-geoid from heterogeneous data sets.
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Abstract: Orbit accuracy of the transfer orbit and the mission orbit is the basis for the orbit control
of all-electric-propulsion Geostationary Orbit (GEO) satellites. Global Navigation Satellite System
(GNSS) simulation data are used to analyze the main factors affecting GEO satellite orbit prediction
accuracy under the no-thrust condition, and an electric propulsion calibration algorithm is designed
to analyze the orbit determination and prediction accuracy under the thrust condition. The calculation
results show that the orbit determination accuracy of mission orbit and transfer orbit without thrust
is better than 10 m using onboard GNSS technology. The calibration accuracy of electric thrust
is about 10−9 m/s2 and 10−7 m/s2 with 40 h and 16 h arc length, respectively, using the satellite
self-positioning data of 100 m accuracy to calibrate the electric thrust. If satellite self-positioning data
accuracy is at the 10 m level, the electric thrust calibration accuracy can be improved by about one
order of magnitude, and the 14-day prediction accuracy of the transfer orbit with thrust is better than
1 km.

Keywords: all-electric propulsion GEO satellite; transfer orbit; onboard GNSS; electric propulsion
calibration; precise orbit determination (POD)

1. Introduction

GEO all-electric propulsion satellites completely rely on the electric propulsion system
to change their orbits into the mission orbit after separation of the satellite and the rocket;
they also use their electric propulsion system to maintain position after entering mission
orbit [1,2]. Compared with traditional chemical propulsion control, electric propulsion
technology has the advantages of long life, high specific impulse, widely adjustable range,
simple structure, and high reliability, which can significantly reduce the mass of propellant
carried by spacecraft, providing more capacity for payload and significantly enhancing
economic benefits [3–6]. Early electric propulsion technology research and product develop-
ment mainly targeted Low Earth Orbit (LEO) satellites and the north–south station-keeping
of GEO satellites [7–14]. Due to the significant advantages of electric propulsion systems, re-
search and practice of transfer orbit of GEO satellites and deep space exploration and other
missions have been carried out successively [15–24]. A U.S. space exploration company
realized the world’s first application of all-electric-propulsion GEO satellite on 1 March
2015; it carried four XIPS-25 ion electric thrusters on board and delivered the satellite into
geostationary orbit after about 8 months of orbital transfer [25,26]. Due to the use of an
electric propulsion system for orbital transfer, the weight of the satellite was reduced from
4 tons to 2 tons, and the launch cost was directly reduced by USD 50 million. Subsequently,
many countries have successively achieved the practical application of electric propul-
sion platforms, and electric propulsion satellites have become an important direction for
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the development of geostationary satellites [27]. The SJ-9A satellite launched by China
in 2012 is equipped with an LIPS-200 ion thruster and HET-40 hall thruster for on-orbit
experiments to undertake the mission of maintaining north–south station keeping during
the full life cycle of the satellite, which is the first space application of Chinese electric
propulsion products [28–30]. In 2020, the LIPS-200 ion thruster electric propulsion system
of the Asia–Pacific 6D satellite was used for north–south station keeping, which is the first
commercial application of electric propulsion technology in China [31]. Chinese all-electric
satellites will also be launched soon [32].

With the characteristics of real-time, high accuracy, and low cost, onboard GNSS orbit
determination technology is currently the main technique for spacecraft autonomous orbit
determination internationally [33–35]. In the past decades, GNSS-based orbit determination
technology has been commonly used in LEO spacecraft, such as TOPEX, GRACE, NOAA,
METOP, FY, HY, ZY, and GF, to provide real-time position or final precision orbit with an
accuracy within 10 cm [36–41],which is largely attributed to the fact that LEO satellites
provide continuous tracking and multi-directional observation geometry. In the field of
high orbit spacecraft, GNSS receiving antennas pointing to the center of the Earth receive
primary and secondary signals from navigation satellites on the other side of the Earth
for orbit determination. Europe and the United States started earlier in this field and
achieved operational applications on GOES-R meteorological satellites. In recent years,
China has used CE-5T1 and GEO satellites such as SJ-17 and TJS-2 to validate GNSS orbit
determination technology, and improved the accuracy of real-time orbit determination by
30 m [42–52].

Since satellites usually spend several months in transfer orbit before entering geo-
stationary orbit by electric propulsion, during which frequent maneuvers are required
according to the orbit design [53–57], this poses a new challenge for satellite precision orbit
determination. However, previous studies on precision orbit determination have generally
focused only on LEO and GEO satellites, and few papers have studied GNSS precision orbit
determination for transfer orbits. In this paper, we study the ground orbit determination
algorithm for an all-electric propulsion GEO satellite in transfer orbit and mission orbit
by analyzing different conditions, and design an electric propulsion calibration algorithm
to analyze its orbit prediction accuracy, which provides important support for the orbit
control of all-electric-propulsion GEO satellite in transfer orbit and mission orbit.

2. Materials and Methods

2.1. Satellite Electric Propulsion and Orbit Measurement System

Satellite use the electric propulsion system to realize orbit transfer and finally enter
mission orbit. During the satellite orbit transfer process, the satellite goes through the
initial orbit, the first stage of transfer orbit, the second stage of transfer orbit, and the final
mission orbit. The changes in satellite height are shown in Figure 1. Firstly, the perigee and
apogee of the satellite are all raised, and the apogee can reach up to 70,000 km in the first
stage of the transfer orbit, while the optimal control strategy is adopted to finally transfer
to the mission orbit in the second stage of the transfer orbit.

Four HET300 Hall electric thrusters are used in the electric propulsion system to
realize the orbit control of the satellite. These are installed on the −Z side of the satellite,
and the thrust direction of each thruster is through the center of mass of the satellite. The
installation layout is shown in Figure 2.
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Figure 1. Time-dependent graph of satellite height.

Figure 2. Installation diagram of thruster and GNSS antennas.

The satellite adopts an all-electric-thrust orbit control strategy with a control period of
14 days. No thrust control is applied to the satellite during the satellite orbit determination
period (the first day), and then satellite orbit control takes place over the next 13 days.

• In the transfer orbit, the satellite adopts the orbit transfer control strategy, the perigee
altitude is raised as soon as possible to cross the core region of the inner radiation belt
in the first stage; the satellite is transferred to the mission orbit in the optimal transfer
time in the second stage. The satellite thrusters are in mission state except for the
ground shadow region during the satellite orbit control period.

• In the mission orbit, the satellite adopts an orbit-holding control strategy. The satellite
orbit is maintained at the target geographic longitude by applying thrust control at a
specific orbital phase. The satellite thrusters are operated for no more than two hours
per day during the satellite orbit control period.

The satellite carries only three GNSS antennas for orbit determination, and the instal-
lation layout is shown in Figure 2. Antenna 1 and antenna 2 are both high-gain antennas
located in the +Z and −X direction of the satellite body-fixed system, receiving GNSS
signals on the opposite side of the Earth. Antenna 3 is a low-gain antenna located in the
−Z direction of the satellite body-fixed system, receiving GNSS signals overhead, which
ensures that the satellite receives GNSS signals all the time in the transfer orbit and the
mission orbit. GNSS receiver technical indicators are shown in Table 1.
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Table 1. GNSS receiver indicators.

Type Indicators

Operating frequency GPS L1/GLONASS L1/BDS B1
Time accuracy <5 us

Pseudo-Range Measurement Accuracy (RMS) <1 m (height < 1000 km),
<10 m (height < 36,000 km)

Carrier Phase Accuracy (RMS) <5 mm (height < 1000 km),
<3 cm (height < 36,000 km)

Measurement extraction interval 5 min

2.2. Orbit Determination Principle

According to the theory of artificial satellite orbit [58], the motion equation of the
satellite in the inertial coordinate system is as follows:

..
⇀
r =

⇀
f 0 +

⇀
f ε +

⇀
f Thrust (1)

where
⇀
r is the position vector of the satellite in the inertial coordinate system, and the right

end of the equation is the force acting on the satellite per unit mass;
⇀
f 0 is the two-body

force;
⇀
f ε is the sum of the natural regenerative forces on the satellite, including the N-body

regenerative force, the Earth’s non-spherical gravity, atmospheric drag, solar radiation

pressure, etc.;
⇀
f Thrust is the electric thrust force on the satellite.

The motion states
→
r and

.→
r of the satellite at any moment t ≥ t0 can be obtained from

the motion states
→
r 0 and

.→
r 0 of the satellite at initial moment t0. The solution of the motion

equation is generally obtained numerically, and its initial conditions are:

→
r (t0) =

→
r 0 (2)

.→
r (t0) =

.→
r 0 (3)

Assuming that the electric thrust
⇀
f Thrust has three directional components in the

satellite body coordinate system: fx, fy, and fz. A thrust model is built in the satellite body
coordinate system since the satellite thrust has a fixed direction (+Z), and the electric thrust
is converted to the inertial system by attitude information and other force models (solar
radiation pressure, gravity field, N-body). The M matrix is the conversion matrix from the
satellite body coordinate system to the inertial coordinate system. Then⎡⎣ f0x

f0y
f0z

⎤⎦ = M·
⎡⎣ fx

fy
fz

⎤⎦ (4)

Let the thrust parameter to be solved
→
p = [ f0x, f0y, f0z]. Because

→
p is a constant,

→
p

′
= 0. Let

X =

⎡⎢⎢⎣
→
r
.→
r
→
p

⎤⎥⎥⎦F =

⎡⎢⎢⎣
.→
r
..→
r
0

⎤⎥⎥⎦ (5)

Then the kinetic equation can be written as{ .
X = F(X, t)
X (t0) = X0

(6)
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where X is the state vector of the satellite at time t, and the partial derivative
.

X of the
satellite state quantity with respect to time is a function of the satellite state X at time t,
called the state function, denoted as F (X, t). The state quantity X (t0) of the satellite at
time t0 is recorded as X0. Linearize it:{ .

x (t) =
(

∂F
∂X

)∗
x (t)

x (t0) = x0
(7)

where x (t) = X (t)− X∗(t).
The observation equation can be written as:

Y = G (X, t) + ε (8)

where G (X, t) is the true value corresponding to the observed data Y, and ε is the random
noise of Y. After linearizing the above equation, it can be written as:

y = Hx + ε (9)

where H =
(

∂G
∂X

)∗
Φ (t, t0), Φ (t, t0) is the solution of the following matrix differential

equation: { .
Φ (t, t0) =

(
∂F
∂X

)∗
Φ (t, t0)

Φ (t, t0) = I
(10)

The observed data are used to solve the optimal valuation of parameter X̂0 to solve
the thrust parameter according to the motion equation. Assuming that a series of unequal
precision observations (y1, y2, · · · , yN) are obtained from time t1 to tN with a covariance
matrix R,

R =

⎡⎢⎢⎢⎢⎣
R1

R2
·

·
RN

⎤⎥⎥⎥⎥⎦ (11)

It is known that the prior value of the state deviation x0 at the initial moment is x0,
and the prior covariance matrix is P0. Then{

y = Hx0 + ε
x0 = x0 + η0

(12)

The following statistical characteristics are met:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
E (εi) = E(η0) = 0

E
(
εiε j

T) = Riδij ,
δij = 1, i = j
δij = 0, i �= j

E
(
η0η0

T) = P0
E
(
η0εi

T) = 0

(13)

Under the above conditions, the linear unbiased minimum variance is estimated as

x̂0 =
(

HT R−1H + P0
−1
)−1(

HT R−1y + P0
−1x0

)
(14)

3. Results

The orbit prediction accuracy of an all-electric GEO satellite in the mission and transfer
orbit are analyzed using simulation data. Firstly, the “real orbit” is obtained based on the
integration of the dynamics model, and then the simulated GNSS pseudorange and phase
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observation data with certain noise are obtained based on the GNSS navigation satellite
precision ephemeris and clock difference products (from the Wu Han University (WHU)
products of Multi-GNSS Experiment (MGEX), including GPS, BDS, and GLONASS, as
shown in Table 2). The orbit of an all-electric GEO satellite determined from the simulated
GNSS observation is compared with the “real orbit” to obtain the determination and
forecasting accuracy.

Table 2. GNSS satellites used in the simulation.

Type PRN NUM

GPS G01~G32 (except G04/G19) 30
GLONASS R01~R24 (except R06/R12) 22

BDS C01~C37 (except C15/C16/C17/C18/C20/C28/C30/C31) 29

GNSS signal visibility means the line of sight between the GNSS satellite and the
receiver is not blocked by the Earth and the signal’s power at the receiver satisfies the
signal capture tracking threshold when generating simulated observations. Thus, visibility
analysis mainly considers two aspects: the geometric relationship among GNSS satellites,
GNSS receiver antennas of the user satellite and the Earth, and whether the received signal
power level meets the threshold. The angle of the main beam is different for the frequency
and the generation (e.g., block III) of the satellite. For example, L-band antennas of GPS
satellites can transmit L1, L2, and L5 with a three-frequency carrier antenna array, and the
center of the antenna direction is aligned with the center of the earth, with main beam half-
angle of 21.3◦ and half-cone angle of the earth blocking the GPS signal of 13.9◦. Therefore,
receivers with orbit height higher than the GNSS constellation can only receive the signal
within a circular cone of about 8◦ at the edge of the main beam of the transmitting antenna,
or use the bypass beam signal, as shown in Figure 3.

Figure 3. GNSS satellite geometry visible schematic.

3.1. Analysis of Orbit Determination Accuracy of Mission Orbit

The simulation time is from 15 June 2019 00:00:00 to 16 June 2019 00:00:00. the noise
level of simulated onboard GNSS pseudorange and phase data is given according to the
receiver design indicators in Table 1, and the simulation strategy is shown in Table 3.
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Table 3. GNSS observation data simulation strategy.

Type Value

Arc length 24 h
Measurement extraction interval 5 min

Pseudorange noise (RMS) 10 m
Phase noise (RMS) 0.03 m

GNSS satellite ephemeris MGEX-WHU
GNSS satellite clock difference MGEX-WHU

Earth gravity field EIGEN_GL04C (100 × 100)
N body DE421

Solid tide IERS 2003
Sea tide FES2004

Solar radiation pressure Fixed surface-to-mass ratio model

Only antenna 1 located in +Z direction of the satellite’s body system can receive GNSS
signals when the satellite is in GEO mission orbit, and at least 24 GNSS satellites can be
observed in the full arc, among which there are about 8–12 GPS, and Geometric Dilution of
Precision (GDOP) is around 13, as shown in Figure 4.

  
(a) (b) 

Figure 4. Visible GNSS number and GDOP of antenna 1. (a) Visible GNSS number of antenna 1.
(b) GDOP of antenna 1.

The weighted least squares method is adapted using the pseudorange and carrier
phase, and the precise orbit determination processing strategy is shown in Table 4. Using
all GNSS satellites, the position accuracy is about 0.23 m with only measurement noise and
0.1 m GNSS satellite ephemeris error.

Observation accuracy and dynamics model error are important factors affecting POD
accuracy. POD accuracy is anlyzed by selecting different observation noise levels, observa-
tion arc lengths, ephemeris errors, and dynamic model errors, separately. The results are
shown in Table 5.

The analysis results show that the arc length and noise of the observation data have a
great influence on the orbit determination accuracy. The orbit determination accuracy of
using GPS satellites alone is 0.27 m, which is close to the accuracy when using multiple
navigation satellites. The orbit determination accuracy drops to 1.34 m when precision
ephemeris error increases to 1 m. For gravity field model, degree, and order, five is enough
for POD accuracy. For solar radiation pressure, a 5% error will impact the accuracy of
orbit determination.
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Table 4. Processing strategy for POD.

Model Describe

Arc length 24 h
Measurement extraction interval 5 min

Pseudorange noise (RMS) 10 m
Phase noise (RMS) 0.03 m
Earth gravity field EIGEN_GL04C (100 × 100)

N body DE421
Solid tide IERS 2003
Sea tide FES2004

Solar radiation pressure Fixed surface-to-mass ratio model
Estimated parameters Satellite initial state (position, velocity) receiver clock error, phase ambiguity

Observation data weights The weight ratio of code observation to phase observation is 1/100

GNSS navigation satellite ephemeris Precision ephemeris
(add 0.1 m position error)

Table 5. POD accuracy with different model errors (RMS).

Model Errors POD Accuracy (m)

Observation data
Pseudorange noise (6 m) 0.15

5 h arc length 1.19
Pseudorange only 1.2

GNSS navigation
satellite ephemeris

GPS only 0.27
Precision ephemeris

(add 1 m position error) 1.34

Dynamics model
Earth gravity field

5 × 5 0.24
3 × 3 0.44
2 × 2 5.66

Solar radiation
pressure

5% error 0.66
10% error 1.32

Since the real-time POD uses the broadcast ephemeris, which has a position error of
several meters, the orbit is determined based on the GPS broadcast ephemeris. Figure 5
shows that the accuracy of the position and velocity is 3.96 m and 0.03 mm/s, respectively,
in the RTN coordinate system, which is similar to the results of Wu and Fan [59,60]. They
analyzed the orbit determination accuracy of the XY-2 satellite and the SJ-17 satellite using
onboard GNSS data.

Figure 5. Orbit overlap difference using GPS broadcast ephemeris.
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3.2. Accuracy Analysis of Non-Thrust Orbit Determination for Transfer Orbit

The all-electric-propulsion GEO satellite will fly for several months in the transfer
orbit due to the small thrust before entering the mission orbit, as shown in Figure 1. The
typical arc of the all-electric-propulsion GEO satellite transfer orbit is selected from 00:00:00
on 1 July to 00:00:00 on 2 July 2019. The simulation strategy is the same as the mission
orbit, and the POD accuracy and the orbit prediction accuracy for 14 days are analyzed
with non-thrust mode.

As shown in Figure 6, satellite height varied from 2030 km to 49,422 km, with an
orbit period of about 16 h. In arcs above 8000 km, antennas 1 and 2 can receive GNSS
signals opposite the earth, the visible GNSS number of antenna 1 is stable at 16~34, and the
GDOP of antenna 1 is around 20. In the arc below 8000 km, only antenna 3 can receive the
overhead GNSS signal, the visible GNSS number of antenna 3 is stable at 12–18, and the
GDOP of antenna 3 is around 1.5.

The simulation data of the transfer orbit are used to analyze the influence of the
observation data arc length, dynamic model errors, and other factors on the orbit determi-
nation accuracy. Solar-pressure model error is fixed at 10%, and the pseudorange noise,
phase noise, and measurement extraction interval are 10 m, 0.03 m, and 5 min, respectively.
The orbit determination accuracy and the 14-day prediction accuracy are analyzed. The
calculation results are shown in Table 6. The factors considered include:

(1) GNSS (GPS + BDS + GLONASS), single GPS, single BDS;
(2) Final precision ephemeris (0.1 m), broadcast ephemeris;
(3) Arc length 24 h/10 h/5 h;
(4) For the arc length of 24 h, consideration that GNSS data are not continuous

It can be seen from Table 6 that whether the observation data are continuous or not
has little effect on the accuracy of orbit determination prediction, but the arc length of the
observation data has a greater impact on the accuracy of orbit determination. In terms of
ephemeris products, the accuracy of orbit determination and prediction of using the GPS
alone is comparable to that of multi-navigation satellite ephemeris products, while the use of
broadcast ephemeris has a greater impact on the accuracy of orbit determination prediction.
In order to meet the prediction accuracy of 1 km for 14 days, the orbit determination arc
length needs at least 5 h (if using the precise ephemeris).

Table 6. Orbit determination and prediction of different conditions.

Navigation System Ephemeris Arc Length
Orbit Determination

Accuracy (m)
14-Day Prediction

Accuracy (m)

GNSS
(GPS + BDS +
GLONASS)

Final precision
ephemeris

(0.1 m error)

24 h continuous 1.56 272.29
24 h discontinuity 1.94 628.6

10 h 0.97 552.75
5 h 1.4 858.84

Broadcast ephemeris

24 h continuous 5.03 396.87
24 h discontinuity 6.19 928.49

10 h 5.02 1213.25
5 h 5.43 3147.11

GPS

Final precision
ephemeris (0.1 m error)

24 h continuous 1.89 411.81
24 h discontinuity 1 561.61

10 h 0.59 667.52
5 h 0.85 743.44

Broadcast ephemeris

24 h continuous 4.86 477.74
24 h discontinuity 4.61 685.85

10 h 4.35 1369.57
5 h 5.23 2061.98
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Table 6. Cont.

Navigation System Ephemeris Arc Length
Orbit Determination

Accuracy (m)
14-Day Prediction

Accuracy (m)

BDS

Final precision
ephemeris

(0.1 m error)

24 h continuous 1.94 253.21
24 h discontinuity 2.96 469.1

10 h 1.37 834.45
5 h 1.96 997.81

Broadcast ephemeris

24 h continuous 5.3 303.39
24 h discontinuity 5.92 747.34

10 h 7.07 692.47
5 h 5.23 2521.03

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 6. Visible GNSS number and GDOPs of antennas 1, 2, and 3. (a) Visible GNSS number of
antenna 1. (b) Visible GNSS number of antenna 2. (c) Visible GNSS number of antenna 3. (d) GDOP
of antenna 1. (e) GDOP of antenna 2. (f) GDOP of antenna 3.

3.3. Accuracy Analysis of Thrust Orbit Determination for Transfer Orbit

The typical arcs with thrust in the transfer orbit of the all-electric-propulsion GEO
satellite from 00:00:00 on 25 July 2019 to 00:00:00 on 26 July 2019 are selected, and the
real orbit is determined by integration based on the initial orbit + electric thrust + other
dynamics. Then, the GNSS pseudorange and phase data are generated by simulation
using the noise level according to the indications of the GNSS receiver in Table 2 and the
simulation strategy shown in Table 3. The orbit determination accuracy under thrust in the
transfer section is analyzed.

Analysis of the observation data generated by the simulation shows that the highest
satellite altitude is 53,721 km and the lowest is 5649 km. The GNSS data of the three inte-
grated antennas are obtained, and the arcs with at least four GPS satellites are 02:16–06:17
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and 20:45–24:00. The arcs with at least four BDS satellites are 02:13–12:11 and 21:43–24:00.
The arcs with at least four GLONASS satellites are 02:02–04:46 and 21:17–23:44. The arcs
with at least four GNSS satellites are 00:30–12:30, 14:30–14:47, and 20:23–24:00.

As shown in Figure 7, in the arcs below 8000 km, the visible GNSS number of antenna
1 is 0. From 8000 km to 20,000 km, the visible GNSS number of antenna 1 increases rapidly
from 4 to 14, and the GDOP of antenna 1 gradually increases from 2 to 50 as the altitude
increases. In arcs above 20,000 km, the visible GNSS number of antenna 1 rapidly decreases
to 4 with the increase in altitude. In arcs within 8000 km, the visible GNSS number of
antenna 2 is 0. From 8000 km to 20,000 km, the visible GNSS number of antenna 2 also
increases rapidly from 4 to 50, and the GDOP of antenna 2 gradually increases from 1 to
8 as the altitude increases. In the 20,000 km–30,000 km arcs, the visible GNSS number of
antenna 2 rapidly decreases to less than 10, and the GDOP decreases to 25 with the increase
of altitude. In arcs above 30,000 km, the visible GNSS number of antenna 2 is 0. In arcs
within 8000 km, the visible GNSS number of antenna 3 is stable at 14–34, and the GDOP is
stable at around 2. In arcs above 8000 km, the visible GNSS number of antenna 3 is 0.

Simulation data of transfer orbit with thrust are used to analyze the orbit determination
accuracy. The initial value is taken from the ephemeris on 25 July 2019, and the error of
the solar pressure model is fixed at 10%, pseudorange noise is 10 m, phase noise is 0.03 m,
and the measurement extraction interval is 5 min. The orbit determination and forecast
accuracy are analyzed for 10 h by solving for and fixing the empirical force [61,62].

The observation data from 00:30–12:30 is used to determine the orbit and to solve
for empirical force, the orbit determination accuracy is 712 m, with a maximum error of
300 km for the 10 h forecast accuracy. A set of empirical forces to be solved are fixed as a
priori values, and the orbit determination is carried out using the observation data from
00:30–12:30. Orbit determination accuracy is 709 m, with a maximum error of 20 km for the
10 h forecast accuracy, as shown in Table 7.

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 7. Visible GNSS number and GDOP of antennas 1, 2, and 3 (a) Visible GNSS number of
antenna 1. (b) Visible GNSS number of antenna 2. (c) Visible GNSS number of antenna 3. (d) GDOP
of antenna 1. (e) GDOP of antenna 2. (f) GDOP of antenna 3.
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Table 7. Analysis of orbit determination and prediction accuracy.

Empirical Force Processing Strategy Orbit Determination Accuracy (m) 10 h Prediction Accuracy (km)

Solve 712 300
Fix after solving 709 20

Compared with the direct calculation of the empirical force during orbit determination,
the fixed use of the solved empirical force for orbit determination has little effect on the
orbit determination accuracy but can significantly improve the prediction accuracy.

4. Discussion

4.1. Influence Analysis of Electric Thrust

Electric thrust, like other perturbation forces (such as solar radiation pressure, N-body
perturbation, and nonspherical gravitational perturbation), will impact the satellite’s orbit,
and the cumulative impact increases over time. Thus, it needs to be considered when
determining the orbit in order to avoid it affecting the orbit determination accuracy. If the
electric thrust can be accurately modeled, it will not affect the POD accuracy. However, due
to the influence of various errors, such as control and installation, there is a big difference
between the actual force and the theoretical model, resulting in a systematic deviation of
the thrust model to affect orbit accuracy.

In order to improve the prediction accuracy of satellites that use electric thrust, it is
necessary to use on-orbit data to calibrate the electric thrust model and to use the calibrated
parameters in the subsequent orbit determination to improve the orbit determination
accuracy. The calibration method can be determined by adjusting the size of factors on
orbital experiments to determine the optimal factors, or some parameters can be solved
and compared with the prior parameter values. Calibration of the electric thrust model is
coupled with orbit determination, which uses external data to fit the relevant parameters
in the thrust model.

Two typical arcs of the transfer orbit of the all-electric GEO satellite are selected: the
initial orbit is 00:00:00 on 15 December 2019 and 00:00:00 on 24 February 2020. First, the
reference orbit is obtained by numerical integration, and then the electric thrust is added for
integration. As shown in Figure 8, the influence of the electric thrust on orbit determination
is as big as about 60,000 km, far exceeding other perturbations.

 
(a) (b) 

Figure 8. Electrical thrust effect. (a) Electrical thrust effect of phase 1. (b) Electrical thrust effect of
phase 2.

4.2. Simulation Analysis of Electric Thrust Calibration

Satellite self-positioning data are obtained by using pseudorange data with single
point position (SPP), which is not affected by satellite dynamics model error, so it can be
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used for electric thrust calibration. Simulation data are used to analyze the calibration
accuracy of the electric thrust model; the simulation process is as follows:

(1) According to the initial orbit, electric thrust, and other dynamic models, the real orbit
of many days is obtained, and the real acceleration time series of electric thrust is
output at the same time.

(2) Simulate the self-positioning data of the spaceborne GNSS receiver, add a certain
random error (10/100 m) in each direction (XYZ in the Earth-fixed coordinate system),
and set the data measurement extraction interval as 5 min;

(3) Use the self-positioning data of a certain arc to determine the orbit and the elec-
tric thrust model parameters. The calculated electric thrust model parameters are
compared with the real thrust values to evaluate the calibration accuracy of the
electric thrust.

(4) The attitude error in the evaluation is considered to be 0.1 degrees.

Selecting the typical arcs used in the previous section, the simulation accuracy of
electric thrust calibration is analyzed using the self-positioning data of different accuracy
and arc length, and the results are shown in Table 8.

Table 8. Analysis of 14-day prediction and calibration accuracy.

Self-Positioning Data Error (m) Arc Length (hours) 14-Day Prediction Accuracy (km) Calibration Accuracy (m/s2)

10 16 20 1.2 d−08
10 40 1 1.9 d−10
100 16 200 1.2 d−07
100 40 4 1.9 d−9

The calibration results show that the satellite self-positioning data accuracy and data
arc length are the main factors affecting the calibration accuracy. Under the condition of
100 m accuracy of satellite self-positioning data and the arc length of 40 h orbit determi-
nation, the calibration accuracy of the electric thrust is about 10−9 m/s2, and for the arc
length of 16 h orbit determination, the calibration accuracy of the electric thrust is about
10−7 m/s2. If the accuracy of satellite self-positioning data can reach 10 m, the accuracy of
electric thrust calibration can also be improved by about one order of magnitude, and the
40 h orbit prediction can reach 1 km in 14 days.

5. Conclusions

The prediction accuracy of the transfer orbit and mission orbit of the all-electric
propulsion GEO satellite based on onboard GNSS is studied by simulating the GNSS
information of an all-electric propulsion GEO satellite. The main factors affecting the
prediction accuracy of GEO satellite orbit determination under the condition of no thrust
are also analyzed. An electric propulsion calibration algorithm is designed to analyze
the prediction accuracy of orbit determination under thrust. The calculation results show
that, using onboard GNSS technology, the orbit determination accuracy of all-electric GEO
satellites is better than 10 m, the orbit determination accuracy of transfer orbit is better than
10 m, and the 14-day forecast accuracy is better than 1 km, which can provide support for
transfer and mission orbit controls. The satellite self-positioning data are used to calibrate
the electric thrust during satellite self-positioning data to 10 m accuracy. Using the 40 h
orbit determination arc length data, the absolute calibration accuracy of the electric thrust
is about 10−10 m/s2 magnitude, and the 14-day orbit forecast predicted accuracy can reach
1 km.
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Abstract: In recent years, the multi-GNSS positioning application is becoming more and more
popular, same to the low Earth orbit (LEO) satellite precise orbit determination (POD) based on
the onboard multi-GNSS measurements. The third-generation Beidou navigation satellite system
(BDS-3) provides a new option to obtain the LEO satellite orbit solutions. However, the receiver
intersystem bias (ISB) of different GNSS is unavoidable in multi-GNSS data processing. This paper’s
main goal is absorption of the impact of the ISB between BDS-3 and BDS-2 on the LEO satellite POD.
Taking GPS-based POD solutions for the reference orbit, this paper evaluates the orbit accuracy of
BDS-2-based POD, BDS-3-based POD, BDS-2 and BDS-3 combined PODs with/without ISB. The
BDS-3-based POD accuracy is 6.57 cm in the 3D direction, a 56% improvement over BDS-2-based
POD. When the ISB between BDS-3 and BDS-2 is estimated, the BDS-2/3 combined POD accuracy
of 5.37 cm in the 3D direction is better than that without ISB, which is a 64% improvement over
BDS-2-based POD and 18% improvement over BDS-3-based POD. For GPS and BDS-2/3 combined
POD, the GPS and BDS-3 joint POD solutions have the smallest RMS differences in overlapping
consistency and smallest RMS differences compared to GPS-based POD. This study indicates that
estimating the BDS-2/3 receiver ISB in BDS-2/3 joint POD could improve the orbit accuracy, and the
GPS and BDS-3 joint POD solution is better than another combined POD. This paper will provide
meaningful references for the LEO satellite multi-GNSS-based POD.

Keywords: low Earth orbit; precise orbit determination; intersystem bias; BDS-2/3-based POD; GPS
and BDS joint POD

1. Introduction

At present, it is mainstream to use the onboard Global Positioning System (GPS)
measurements to obtain precise orbit solutions for low Earth orbit (LEO) satellites and
other spacecrafts [1–8]. In 2012, the Beidou regional navigation satellite system (BDS-2)
was built to provide positioning, navigation and timing (PNT) services to Asia-Pacific
users, which accelerated the application and investigation of LEO satellite BDS-based
orbit determination. Fengyun-3 employed a Global navigation satellite system occultation
sounder (GNOS) to collect BDS-2/GPS measurements and opened the door to LEO orbit
determination based on BDS [9–13]. Li Min accomplished an 8.4-cm precision orbit solution
using the onboard BDS-2 measurements for the Fengyun-3C satellite [14]. The LING QIAO
satellite carried a space-borne BDS receiver, an experimental payload, to complete in-orbit
positioning experiment [15]. The Luojia-1A satellite is a navigation signal augmentation
experimental satellite obtained centimeter-level orbit overlap consistence [16] with onboard
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BDS observations. Some researchers studied the GPS/BDS-2 differential code bias estima-
tion based on Fengyun-3C/3D onboard measurements [17–19]. Lu Cuixian estimated the
phase center variation (PCV) of BDS-2/GPS satellites and used them to improve the orbit
precision of the Fengyun-3C satellite [20].

In August 2020, the third-generation Beidou navigation satellite system (BDS-3) was
accomplished to work for users worldwide, which promotes the investigation and applica-
tion of a Global navigation satellite system (GNSS). Yang Yuanxi explained in detail BDS-3,
including the architecture, time system, coordinate reference frame, signals and the planned
services [21]. Li Liu introduced the BDS-3 and presented the innovative designs and usage
of BDS-3 navigation messages broadcast [22]. Some researchers have assessed the SIS
(signals in space) accuracy and service performance of BDS-3 [23–25]. Zhao Xinglong first
assessed the quality of onboard B1I/B3I measurements from the Tianping-1B nanosatellite.
The study results showed that a 4.57-cm precision orbit was solved only using the onboard
BDS-3 B1I/B3I ionosphere-free combined measurements. It is noteworthy that the BDS-3
precise products of orbit and clock offset used in LEO POD (precise orbit determination)
are from the separate dedicated BDS POD result enhanced by BDS-3 intersatellite link
measurements [26].

Lu Mingquan elaborated the modulation techniques and the detailed signal structures
of BDS-3. In order to achieve compatibility and interoperability with other GNSSs, the BDS-
3 broadcast the B1C signal was applied to a new quadrature multiplexed binary offset car-
rier (QMBOC) (6, 1, 4/33) modulation in B1 band at the 1575.42 MHz carrier frequency [27].
Simultaneously, for the BDS-3 satellite, the B1I signal uploaded at 1561.098 MHz carrier
frequency was kept to combine the BDS-3 B1C signal into a multicarrier constant envelope
composite navigation signal in the B1 band, sharing one common transmitter chain. The
BDS-3 B1I signal strongly coherent with the B1C signal should be specially processed to
user receivers [28,29], not the same as the BDS-2 B1I signal.

More researchers have studied the ISBs (intersystem biases) of multi-GNSS [30–34].
Many researchers have indicated that the ISB is a receiver-type dependent [35,36]. Li Xingxing
studied the four-system positioning model, pointing out that the code hardware delay is set
to zero to eliminate the singularity between the receiver clock and code hardware delay; the
other GNSS would estimate the related code hardware delay bias with respect to the GPS [37],
and the corresponding phase ambiguity parameters would absorb the phase hardware delay
bias for the phase measurement. Wang Ningbo assessed the quality of the GPS, Galileo and
BDS-2/3 satellite broadcast group delay and found a systematic B1I-B3I TGD (time group
delay) offset between BDS-2 and BDS-3 [38]. Zhang Yize and Jiao Guoqiang found a clock
offset and TGD bias between BDS-2 and -3 [39–41]. The clock bias was similar to each receiver,
while the B1I-B3I TGD bias depended on the receiver type. Jiao Guoqiang held the point of
view that the clock offset and TGD bias should be regarded as the ISB (intersystem bias) of
BDS-2/3 while solving the combined BDS-2/3 position solution. Some investigators studied
the joint BDS-2/3 precise point positioning (PPP), whose precision would be approved by
estimating the intersystem bias of BDS-2/3 [42–45]. And the joint BDS-2/3 precise time
transfer also benefits from the intersystem bias [46].

In the background above, it is meaningful and necessary to investigate the effect of the
signal difference of BDS-2/3 on LEO POD. This paper first analyses the reason for receiver
ISB between BDS-2 and BDS-3 and gives the measurement equation. Then, this paper
collects the Tianping-1B onboard GPS and BDS-2/3 measurements for the experiments of
BDS-3-based POD and the multi-GNSS-based POD.

2. GNSS ISB

The Tianping-1B receiver could receive the dual-frequency code and phase mea-
surements. This paper adopts the ionosphere-free (IF) measurements combined from
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dual-frequency measurements to correct the ionosphere delay. Therefore, for the onboard
GPS and BDS IF measurements, the observation equation is as follows:⎧⎪⎪⎪⎨⎪⎪⎪⎩
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IF = ρG + c·(dtG

R − dtG
s
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PIF
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(1)

The superscripts G and C denote, respectively, the GPS and BDS; PIF and LIF denote,
respectively, the IF code measurements and phase measurements; ρ is the true distance from
the receiver to the navigation satellite; dtR denotes the receiver clock errors of GPS and BDS;
dtS denotes the navigation satellite clock error; λIF and NIF denotes the dual-frequency IF
wavelength and ambiguity value and εPIF and εLIF denote the IF code and phase noise.

The different GNSS signals have different hardware delay biases of signal transmission
in the receiver. In the data processing, the hardware delay bias would be assimilated by the
receiver clock error. The receiver clock error estimated is expressed as follows:

dtR = dtr + dthd (2)

The superscript dtr denotes the clock’s true error, and dthd denotes the hardware
delay bias of the signal transmission in the receiver. The superscript dtR denotes the GNSS
receiver clock error, which contains the clock’s true error dtr and hardware delay bias
dthd.Therefore, the GPS and BDS receiver clock errors are expressed as follows:

dtG
R = dtr + dtG

hd, dtC
R = dtr + dtC

hd (3)

The difference of dtG
hd and dtC

hd could be considered as the receiver ISB (intersystem
bias) of GPS and BDS, recorded as BCG:

BCG = dtC
hd − dtG

hd = dtC
R − dtG

R (4)

Meanwhile, it is worth noting that the magnitude of the hardware delay of the car-
rier phase measurements is very small, and the carrier phase hardware delay could be
absorbed into the ambiguity value [37]. Therefore, the ISBs of multi-GNSS receiver code
measurements only are studied in this paper.

In a general way, the method to deal with ISB is to set the hardware delay bias to zero.
Equation (4) could be expressed as follows:

BCG = dtC
R − dtG

R (5)

The receiver clock error of BDS could be expressed as follows:

dtC
R = dtG

R + BCG (6)

Therefore, Equation (1) could be expressed as follow:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
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We find, both Equations (1) and (7) are equivalent to deal with ISB. Therefore, the
method to estimate the GPS receiver clock error as one parameter, and to estimate the
BDS receiver clock error is another parameter together, equivalent to the way to estimate
the GPS receiver clock error as one parameter and estimate the BDS-related ISB as one
parameter together. This paper would adopt the first method to deal with the ISBs.
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With respect to the receiver, different components and modulations of the BDS-2/3
signal in the B1 band [27] would lead to different B1I hardware delay biases of BDS-2/3.
Likewise, the B1I/B3I IF combination signals of BDS-2 and BDS-3 would have different
hardware delay biases, and the receiver clock errors estimated of BDS-2 and BDS-3 are
different, such as the next equation:

dtC2
HD �= dtC3

HD , dtC2
R = dtr + dtC2

HD, dtC3
R = dtr + dtC3

HD=> dtC2
R �= dtC3

R (8)

For the onboard BDS ionosphere-free (IF) measurements from the LEO satellite, the
observation equation would be expressed as follows:⎧⎪⎪⎪⎨⎪⎪⎪⎩
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3. POD Strategy

In this paper, a Tianping-1B satellite orbit solution is solved to use the GFZ rapid
products of GPS/BDS satellite orbit and clock corrections. The precision of GFZ rapid
products is very important due to the LEO orbit precision. We analyzed the BDS and GPS
satellite orbit precision provided by GFZ. Then, the dynamic model used and our POD
experiment designment were introduced.

3.1. BDS/GPS Onboard Data and Products

The multi-GNSS receiver employed by Tianping-1B continually collects L1/L2 of
GPS and B1I/B3I of the BDS-2/3 dual-frequency code and phase measurements [26]. The
GPS L1 and L2 signals are from G01~G32, and the BDS-2/3 B1I and B3I signals are from
C01~C32. Among BDS-2/3, C01~C05 are Geostationary Equatorial Orbit (GEO) satellites
of BDS-2; C06~C10, C13 and C16 are Inclined GeoSynchronous Orbit (IGSO) satellites of
BDS-2 and C11, C12 and C14 are Medium Earth Orbit (MEO) satellites of BDS-2. The rest
of the BDS satellites are MEO satellites of BDS-3.

Generally, the LEO satellite precise orbit is solved by fixing the GPS/BDS precise
products, both orbit and clock correction [7,14]. GPS/BDS precise products are obtained
by a precise post-process based on the raw dual-frequency measurements from abundant
global monitoring stations, such as L1/L2 for GPS [47]. The multi-GNSS rapid products
of GFZ (Geo Forschungs Zentrum) adopt the B1I/B3I dual-frequency code and phase
measurements from both BDS-3 and BDS-2, and the GFZ multi-GNSS rapid products treat
the BDS-2 B1I/B3I signal the same as that of BDS-3 (ftp.gfz-potsdam.de/GNSS/products/
mgex/READ-ME.txt, accessed on 18 February 2022). The orbit accuracy of GFZ rapid
products is expressed in the SP3 file header (ftp://igs.ign.fr/pub/igs/igscb/data/format/
SP3d.pdf, accessed on 18 February 2022). During the span of POD data processing, we
calculated the orbit accuracy average values per BDS and GPS satellite used in the period
of DOY 340-363 in 2019.

Figure 1 shows the BDS and each GPS satellite orbit accuracy means during DOY
340–363 in 2019. The orbit accuracy is from 35 cm to 100 cm for the BDS-2 satellites and less
than 50 cm for all the BDS-3 satellites. The main GPS satellite orbit accuracy is less than
15 cm, except G06, G17, G21, G25 and G32.
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Figure 1. BDS and GPS satellite orbit accuracy.

3.2. POD Model

Table 1 expresses the measurement models, dynamic models and estimated parameters
used in this study.

Table 1. Measurement model, dynamic model and estimated parameters.

Measurement Model Models/Parameters

Observations IF code measurements (1 m priori sigma),
IF phase measurements (1 cm priori sigma)

GNSS precise products GFZ multi-GNSS rapid products

Ionospheric delay first-order delay eliminated, high orders neglected

GNSS phase center offset (PCO) igs14_2086.atx

GNSS phase center variation (PCV) Neglected

Tianping-1B PCO Nominal value [26]

Tianping-1B PCV Neglected

LEO attitude Nominal model [26]

Smallest elevation angle 8◦

Time span/interval 30 h, 10 s

Dynamics Models/Parameters

Earth gravity model EIGEN_GL04C, 120 × 120 [48]

N-body disturbance DE421 [49]

Relativistic effect IERS 2010 [50]

Earth orientation parameter IERS 2010 [50]

Ocean tide FES 2004, 10 × 10 [51]

Solid earth and pole tide IERS 2010 [50]

Solar radiation pressure Cannonball model [52]

Atmospheric drag JB2008 [53]

Empirical force Piecewise periodic estimation of sin and cos coefficients in along and cross directions and not
in radial direction

Estimated parameters Parameters

Tianping-1B initial state Position and velocity at initial state

Receiver clock error One value estimated per GNSS and per epoch

Ambiguities One value per GNSS satellite per arc

Solar radiation pressure coefficients One value per POD arc

Atmospheric drag coefficients 1 per 1.5 h

Empirical force coefficients 1 per 3.0 h
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In this paper, the IF code and phase measurements are processed to solve the Tianping-
1B orbit solutions with GFZ multi-GNSS rapid products. The a priori noise errors are 1 m for
the IF code measurements and 1 cm for the IF phase measurements. The IF measurements
eliminate the first-order ionospheric delay and neglect the higher-order delay. The GNSS
antenna PCO (phase center offset) is from the igs14_2086.atx, and the Tianping-1B receiver
antenna PCO is set to the nominal value (−0.087, 0.018, −0.23211) m [26]. The antenna
PCVs of GNSS and receiver are neglected. The nominal attitude of Tianping-1B is a stable
zero-yaw attitude mode (refer to [26]). The smallest elevation angle is set to 8◦. The time
span of POD arc is set to 30 h, and the interval of measurements is 10 s.

The dynamic models are adopted in the POD experiments, such as earth gravity of
the 120 × 120 EIGEN_GL04C, N-body disturbance of DE421, relativistic effect, ocean tide
of 10 × 10 FES 2004, solid earth and pole tide, solar radiation pressure of the Cannonball
model, atmospheric drag of JB2008 and empirical forces.

The least squares algorithm is adopted to solve the unknown variable, such as the
satellite initial state, the clock errors, ambiguity parameters and dynamic parameters.
The clock errors are estimated per GNSS per epoch. The ambiguity parameter is set to
one estimated value per arc per GNSS satellite without cycle slip. The coefficient of the
Cannonball model is estimated by one parameter per POD arc. The coefficients of the
JB2008 atmospheric drag model are estimated as one parameter per 1.5, and the sin and cos
coefficients of the empirical force are estimated as one parameter per 3h in the along and
cross directions.

In particular, the receiver ISB is the difference of the receiver clocks of the GPS and
the other GNSS. In this paper, the receiver clock error is estimated as one value for GPS
per epoch and another value for BDS-2, BDS-3 or BDS-2/3 per epoch, which is the same to
estimate the receiver ISB [54].

3.3. Experiment Design

To study the POD potential of the onboard BDS measurements for the LEO satellite, we
first solved the LEO satellite high-precision orbit based on the onboard GPS dual-frequency
code and phase measurements. Taking the GPS-based POD results as the reference orbit,
we evaluated the BDS-based POD results. The BDS-based POD experiments were divided
into four parts. The first part was BDS-2-based POD, the second part was BDS-3 POD
and the third part was denoted as BDS-2/3 POD, which treated BDS-2 and BDS-3 as one
navigation system to solve the LEO satellite orbit. The final part denoted as BDS-2/3-B
treated the BDS-2 and BDS-3 signals with different hardware delay biases in the onboard
receivers, and BDS-2 and BDS-3 were treated as two navigation systems.

In addition, in order to analyze the performance of multi-GNSS-based POD, this
paper preliminarily tried to obtain the orbit solutions of the different combined strategies
from GPS, BDS-2 and BDS-3. GPS, BDS-2 and BDS-3 could be viewed as three separate
systems for the onboard GNSS receiver. There are three combined POD solutions, the
GPS+BDS-2-based POD solution, the GPS+BDS-3-based POD solution and the GPS+BDS-
based POD solution. GPS and BDS-2 are treated as two system to solve the receiver ISB
in the GPS+BDS-2-based POD solution, and the same thing was used with the GPS+BDS-
3-based POD solution. In the GPS+BDS-based POD solution, GPS, BDS-2 and BDS-3 are
treated as three systems to solve two ISBs.

4. Results and Analysis

For GPS-based POD orbit, the orbit overlapping consistency is adopted to evaluate
the orbit accuracy. The BDS-based POD orbits accuracy is evaluated by comparison with
GPS-based POD orbit, and the GPS/BDS-2/3 combined orbit solution is analyzed by the
overlapping consistency and comparison with the GPS-based POD orbit.
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4.1. GPS-Based Orbit

Figure 2 shows the GPS-based POD residuals of code pseudo-orange and the carrier
phase measurements. The residual RMS value of the code pseudo-orange measurements is
about 0.76 m, and the residual RMS value of the carrier phase measurement is about 0.96 cm.

Figure 2. The GPS-based POD residuals.

Figure 3 shows the RMS differences in overlapping consistency of the GPS-based
orbits, and Table 2 shows the relevant statistical results. The overlap consistency 3D-RMS
average is 1.28 cm, and the standard deviation is less than 0.3 cm. The 3D-RMS maximum
value of the overlap consistency is 1.9 cm, and the minimum value of that is 0.8 cm. The
radial overlap consistency average is 0.56 cm, and the standard deviation is less than 0.2 cm.
The maximum and minimum values of that are, respectively, 0.9 cm and 0.3 cm. The
average values of the along-track RMS and cross-track RMS are, respectively, 0.86 cm and
0.71 cm.

Figure 3. The RMS differences in the overlapping consistency of the GPS-based orbits.

Table 2. The statistics of overlapping consistency of the GPS-based orbits (unit: cm).

Statistics 3D Radial Along Cross

Max 1.9 0.9 1.2 1.4

Min 0.8 0.3 0.4 0.3

Mean 1.28 0.56 0.86 0.71

STD 0.27 0.16 0.22 0.26
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It can be seen that the 3D orbital overlap consistency of GPS-based POD is less than
2 cm, and the radial overlap consistency is less than 1 cm. Therefore, the GPS-based orbit
solutions could be as a precision product to evaluate BDS-based orbit solutions.

4.2. BDS-3-Based POD

Using the spaceborne BDS-2/3 measurements and GFZ multi-GNSS rapid products,
the Tianping1-B orbit is solved with different strategies, as described in Section 3.2.

Figure 4 shows the BDS-based POD residuals with different strategies. For BDS-2-
based POD, the IF code residual of BDS-2 is about 1.06 m, and the IF phase residual is
about 0.88 cm. For BDS-3-based POD, the IF code and phase residuals are 0.64 m and
0.82 cm, respectively. For BDS-2/3-based POD, the IF code and phase residuals of BDS-2
are 2.16 m and 1.1 cm and that of BDS-3 are 1.85 m and 1.0 cm, respectively. Compared
with BDS-2-based and BDS-2/3-based POD, the IF code and phase residuals of both BDS-2
and BDS-3 are larger. For BDS-2/3-B-based POD, the IF code and phase residuals of BDS-2
are 1.07 m and 0.99 cm and that of BDS-3 are 0.64 m and 0.89 cm, respectively. The IF
code residual is equivalent to that of BDS-2-based and BDS-3-based POD compared with
BDS-2/3-based POD.

Figure 4. The BDS-based POD residuals with different strategies.

Figure 5 shows the BDS-based orbit RMS difference results compared with the GPS-
based orbits, and the RMS difference statistics results are listed in Table 3. As illustrated
in Table 3 and Figure 5, the BDS-3-based POD orbit 3D RMS difference is 6.57 cm and is
reduced by 56% compared to BDS-2-based POD. This result indicates that the orbit accuracy
of LEO POD based on BDS-3 has been greatly improved, compared with BDS-2-based POD.

For BDS-2 and BDS-3 combined POD, the BDS-2/3-B-based orbit 3D RMS difference
of 5.37 cm is the lowest. It reduces 64% to be compared to the BDS-2-based orbit and 18% to
be compared to the BDS-3-based orbit, which are significant compared to BDS-2/3-based
POD. The orbit RMS difference between BDS-2/3-B-based POD and GPS-based POD is
1.96 cm in the radial direction, less than that of BDS-3-based POD and BDS-2/3-based POD.
These results show that the receiver ISB estimated in the BDS-2 and BDS-3 combined POD
could improve accuracy for the LEO satellite.
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Figure 5. The BDS-based orbit RMS errors results compared with the GPS-based orbits.

Table 3. BDS-based orbit RMS difference statistics results compared with GPS-based orbits (unit: cm).

Test
Reduced Ratio

3D Radial Along Cross
BDS-2 BDS-3

BDS-2-based POD / / 15.10 5.11 10.56 8.69
BDS-3-based POD 56% / 6.57 2.29 5.36 2.74

BDS-2/3-based POD 61% 10% 5.92 2.35 5.02 2.02
BDS-2/3-B-based POD 64% 18% 5.37 1.96 4.28 2.48

4.3. GPS+BDS-2/3 Combined Orbit Solution

Table 4 presents the IF code and phase residual statistics results of the GPS and BDS
joint different strategies, as described in Section 3.2. The BDS-2 IF code and phase residuals
are, respectively, about 115 cm and 1 cm for GPS+BDS-2-based POD solution and GPS+BDS-
based POD solution. The BDS-3 IF code and phase residuals are, respectively, about 69 cm
and 0.92 cm for GPS+BDS-3-based POD solution and GPS+BDS-based POD solution. The
GPS IF code and phase residuals are, respectively, about 80 cm and 0.97 cm for each POD
solution. These residuals results show that each system IF code residual from the three
combined strategies is closed to the IF code residuals of the GPS-based, BDS-2-based and
BDS-3-based POD.

Figure 6 shows the results of both the orbit overlapping consistency and the combined
orbit RMS errors compared with GPS-based POD, and Table 5 presents, respectively, the
orbit RMS difference statistics. The 3D RMS differences for the orbit overlapping consistency
are, respectively, 3.15 cm, 2.91 cm and 3.03 cm from the GPS+BDS-based POD solution,
GPS+BDS-2-based POD solution and GPS+BDS-3-based POD solution, and the differences
between them are less than 3 mm. The radial RMS differences for the orbit overlapping
consistency of the three different strategies are, respectively, 0.91 cm, 0.88 cm and 0.91 cm,
and the differences between them are less than 1 mm. The along and cross RMS differences
for the orbit overlapping consistency of the three different strategies are, respectively, about
2.6 cm and 1.07 cm. It is important to note that the STD values of the GPS+BDS-3-based
orbit overlapping consistency from all the POD arcs are smallest in the 3D, radial, along
and cross directions.
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Table 4. The IF code and phase residual statistics results of the GPS and BDS joint different strategies
(unit: cm).

TEST GPS+BDS-Based POD GPS+BDS-3-Based POD GPS+BDS-2-Based POD

BDS-2
IF code 114.96 \ 115.02

IF phase 1.00 \ 1.00

BDS-3
IF code 68.14 69.03 \

IF phase 0.91 0.93 \
GPS

IF code 79.68 80.42 79.30
IF phase 0.97 0.98 0.96

Entirety
IF code 85.58 77.59 89.35

IF phase 0.96 0.97 0.97

  
(A) Overlapping (B) Compare with GPS-based orbit 

Figure 6. The orbit RMS of the GPS and BDS combined different strategies. (A) The orbit RMS
in overlapping consistency from GPS+BDS-based POD, GPS+BDS-2-based POD and GPS+BDS-3-
based POD. (B)The orbit RMS between GPS-based POD and the three GPS and BDS combined POD
strategies.
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Table 5. The orbit RMS difference statistics of the GPS and BDS combined different strategies (unit: cm).

Test Statistic
Overlapping Compared with GPS-Based Orbit

3D Radial Along Cross 3D Radial Along Cross

GPS+BDS-based POD
MEAN 3.15 0.91 2.77 1.09 3.20 0.99 2.41 1.59

STD 1.25 0.27 1.09 0.70 1.13 0.47 1.19 0.81

GPS+BDS-2-based POD
MEAN 2.91 0.88 2.51 1.07 3.07 0.95 2.06 1.85

STD 1.17 0.30 1.04 0.66 1.21 0.34 1.01 1.12

GPS+BDS-3-based POD
MEAN 3.03 0.91 2.66 1.05 2.57 0.92 1.98 1.24

STD 0.68 0.22 0.69 0.34 0.95 0.34 0.84 0.63

The orbit RMS differences between the GPS+BDS-based POD solutions and GPS-based
POD solutions are, respectively, 3.20 cm, 0.99 cm, 2.41 cm and 1.59 cm in the 3D, radial,
along and cross directions. The GPS+BDS-2-based POD orbit RMS differences compared
with the GPS-based orbit are, respectively, 3.07 cm, 0.95 cm, 2.06 cm and 1.85 cm in the
3D, radial, along and cross directions. The orbit RMS differences of the GPS and BDS-3
combined POD solutions and GPS-based POD are smaller than that of GPS+BDS-based
and GPS+BDS-2-based POD and are, respectively, 2.57 cm, 0.92 cm, 1.98 cm and 1.24 cm in
the 3D, radial, along and cross directions. It is also important to note that the STD values of
all the POD orbit RMS differences between the GPS+BDS-3-based orbits and GPS-based
orbits are the smallest in the 3D, radial, along and cross directions.

5. Conclusions

BDS-3 provides a new option for LEO POD and promotes the application of the multi-
GNSS. It is unavoidable to estimate the GNSS receiver ISB in multi-GNSS applications. This
paper preliminarily researched the impacts of GNSS receiver ISB for LEO POD in detail
through the POD test with Tianping-1B onboard GPS and BDS data.

This paper discussed the reason for the ISB between BDS-2 and BDS-3 and gave the
measurement equations. Using GFZ multi-GNSS rapid products, the ISBs were estimated
in the Tianping-1B POD based on the BDS-2, BDS-3 and GPS measurements. Using only
onboard BDS-3 measurements, the orbit accuracy was 6.57 cm in the 3D direction, improved
by 56% from the BDS-2-based POD. When the ISBs of BDS-2 and BDS-3 were estimated
in the combined POD, the orbit accuracy of 5.37 cm was 18% better than the BDS-3-based
POD, which was nearly two times larger than the improvement ratio of the BDS-2/3-based
POD with no ISB.

For the GPS and BDS combined POD, the orbit accuracy of GPS+BDS-3-based POD
was higher. The 3D orbit RMS difference between the GPS+BDS-3-based POD solution and
GPS-based POD solution was less than 3 cm, and its STD value was the smallest. These
results illustrated that BDS-3 is more appropriate to join the GPS to determinate the LEO
satellite orbit.

In conclusion, the ISB estimated between BDS-2 and BDS-3 could improve the Tianping-
1B orbit accuracy using the onboard BDS-2/3 measurements. GPS and BDS-3 combined
POD could obtain a more consistent orbit with a GPS-based orbit. It is meaningful to
estimate the ISB to improve the Tianping-1B satellite orbit accuracy when using BDS-2 and
BDS-3 measurements together. At the same time, the POD experiments with GPS and BDS
provide an important reference for LEO POD with onboard multi-GNSS measurements.
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Abstract: A unified height datum is essential for global geographic information resource construction,
ecological environment protection, and scientific research. The goal of this paper is to derive the
geopotential value for the Chinese height datum (CNHD) in order to realize the height datum
unification in China. The estimation of height datum geopotential value usually depends on high-
precision global gravity field models (GFMs). The satellite gravity missions of the Gravity Recovery
and Climate Experiment (GRACE) and Gravity field and steady-state Ocean Circulation Exploration
(GOCE) provide high-accuracy, medium–long-wavelength gravity field spectra, but satellite-only
GFMs are limited to medium–long wavelengths, which will involve omission errors. To compensate
for the omission errors in satellite-only GFMs, a spectral expansion approach is used to obtain the
refined gravity field models using the EGM2008 (Earth Gravitational Model 2008) and residual terrain
model (RTM) technique. The refined GFMs are evaluated by using high-quality GNSS/leveling data,
the results show that the quasi-geoid accuracy of the refined DIR_R6_EGM2008_RTM model in China
has optimal accuracy and, compared with the EGM2008 model and the DIR_R6 model, this refined
model in China is improved by 9.6 cm and 21.8 cm, and the improvement ranges are 35.7% and 55.8%,
respectively. Finally, the geopotential value of the Chinese height datum is estimated to be equal to
62,636,853.29 m2s−2 with respect to the global reference level defined by W0 = 62,636,853.4 m2s−2 by
utilizing the refined DIR_R6_EGM2008_RTM model and 1908 high-quality GNSS/leveling datapoints.

Keywords: Chinese height datum; GRACE/GOCE; residual terrain model; spectral expansion
approach; height datum geopotential

1. Introduction

With the emergence of Global Navigation Satellite System (GNSS), users can obtain
consistent ellipsoidal height at global scale. The ellipsoid height relative to a given geo-
centric ellipsoid can be obtained quickly and accurately by using GNSS. However, the
ellipsoidal height is not related to the Earth’s gravity field. The height related to the Earth’s
gravity field usually refers to the orthometric or normal height, which is strictly based on
the geopotential number CP (CP = WLVD

0 − WP, where WLVD
0 is the geopotential value

for the local vertical datum, and WP indicates the gravity potential for point P). The local
vertical datum refers to the geoid (or quasi-geoid), which is assumed to be coincident with
the local mean sea level (MSL). Importantly, even though all local height datums are related
to the MSL, the vertical offsets between them may be up to 2 m at global scale [1]. This is
due to the fact that the MSL presents geographical and time-dependent variations, but they
are a consequence of the natural sea dynamics. Therefore, the vertical datums vary among
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countries or regions, affecting and restricting the sharing and exchange of global geospatial
information, and the unification of the height datums has become a key point in the field
of geodesy.

According to the Global Geodetic Observing System (GGOS) of the International
Association of Geodesy (IAG), a global vertical datum related to Earth’s gravity field should
be established. One of the main works of GGOS is to support global geometric and physical
heights with centimeter accuracy within a global framework, and to unify all existing
physical height systems [2,3]. A global reference system defines constants, conventions,
models, and parameters as the necessary basis for the mathematical representation of
geometric and physical quantities [4]. According to the IAG resolution No 1, 2015, the
gravity potential value for the International Height Reference System (IHRS) is released
equal to 62,636,853.4 m2s−2 [5–7]. According to this resolution, the existing local vertical
datum systems can be integrated into the IHRS, which will ensure the consistency of the
global height datum systems. The fundamental approach for height datum unification is
the geodetic boundary value problem (GBVP) method [8–13]. This method has been widely
applied in areas with good coverage of surface gravity data. However, in areas where
surface gravity data are poor or restricted, a feasible option for height datum unification is to
use high-accuracy GFMs. The GFMs provide expected accuracy at scales from centimeter to
decimeter [11]. With the development of high-precision and high-resolution global gravity
flied models, the GFMs have become feasible for the unification of vertical datums [14–22].

The GFMs have many advantages for determining the geopotential values of ver-
tical datums, but the results depend largely on the accuracy of the utilized GFMs. The
satellite gravity missions such as GRACE [23] and GOCE [24] provide unprecedented
information for the medium-wavelength gravity field [25,26], which can improve the ac-
curacy of medium- and long-wavelength geoid. The primary goal of the GOCE satellite
is to derive about 1–2 cm geoid accuracy to a target resolution of about 100 km [27]. The
GRACE/GOCE-based GFMs have the medium–long wavelength information with high
precision; however, these models have certain omission errors. The omission error for geoid
(quasi-geoid) height reaches about 32 cm for a GFM up to degree 200, according to Kaula’s
rule and the variance model of Tscherning and Rapp [28–31]. This omission error cannot
be ignored for realizing the height datum unification. In addition to the omission errors of
the GFMs, the spectral accuracy of the selected GFM, the uncertainties of GNSS-derived
ellipsoidal heights, and the accumulation leveling errors must be considered to determine
the vertical datum geopotential with a high accuracy.

The Chinese vertical datum is determined by the MSL observed by the Qingdao tide
gauge station during the 27 years from 1952 to 1979. The latest first-order leveling network
in China, which is based on the 1985 vertical datum and was completed and put into use
in 2017, is the most accurate and practical national modern vertical control network to
date [32]. It is used for transmitting normal height at national scale. The aim of the paper is
to determine the vertical datum geopotential of China based on the GFM by utilizing the
latest normal height results. Thus, the 1985 vertical datum in China can be connected to the
IHRS, which can provide a unified height datum for the construction of global geographic
information resources, ecological environmental protection, and scientific research. In order
to derive more accurate height datum geopotential of China based on GFM, we utilize
the spectral expansion method by augmenting the GOCE/GRACE-based GFMs with the
EGM2008 model and residual terrain model (RTM) technique [33–37], which can reduce
the omission error of the satellite-only GFMs. In addition, considering the large east–west
span in China, the systematic accumulated error may occur in the long-distance leveling,
and GFM have certain systematic errors between the east and west of China, which has
influence on determining the geopotential value of the Chinese height datum. This paper
will further analyze the systematic errors influence. Finally, we will combine the refined
GFMs and GNSS/leveling to preliminarily derive the geopotential value of the Chinese
height datum (CNHD) towards height system unification in China.
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The structure of the manuscript is as follows. The materials and method for estimating
the Chinese height datum geopotential value are introduced in Section 2. Section 3 provides
the results of the Chinese height datum geopotential value and specifically focuses on
(a) spectral accuracy of GFMs, (b) the omission errors of the satellite-only GFMs in China,
and (c) the determination of the refined GFMs. Finally, discussion and conclusions are
provided in Sections 4 and 5, respectively.

2. Materials and Methods

2.1. Materials

This section briefly introduces the materials used in this study. The main data required
are (1) GNSS/leveling data; (2) global gravity field models; and (3) topographic data.

2.1.1. GNSS/LEVELING Data

The leveling networks in China contain the first-, second-, third-, and fourth-order
leveling networks. The latest first-order leveling network observations, which were com-
pleted and placed into use in 2017, are used. This first-order leveling network consists
of 148 loops with a length of over 125,746.5 km. Considering the large east–west span in
China, the systematic accumulated error may occur in the long-distance leveling; therefore,
the leveling data is handled by the least square adjustment in which the length correction
of leveling rod, the non-parallel correction of level surface, and the gravity reduction are
considered [32]. The maximum error in leveling is only about 3.57 cm (about 6185 km
from Qingdao leveling origin) after adjustment. Finally, 1908 high-accuracy and evenly
distributed GNSS/leveling datapoints are made available by the National Geomatics Cen-
ter of China to determine the vertical datum geopotential of China. The GNSS ellipsoidal
coordinates are based on ITRF2014 [38], and the GNSS coordinate accuracy reaches the
millimeter level; in particular, the accuracy of GNSS ellipsoidal heights is about 5 mm. The
distribution for the GNSS/leveling datapoints in China is shown in Figure 1.

Figure 1. Distribution of GNSS/leveling benchmarks.
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Because the GNSS ellipsoidal height is based on a tide-free system, to ensure that the
GNSS/leveling-based quasi-geoid height represents a tide-free system, the normal heights
are transformed to the tide-free system by the following equation [39]:

HTF = HMF + 0.68
(

0.099 − 0.296 sin2 ϕ
)

(1)

where HTF represents the tide-free normal height, HMF is the mean tide normal height, and
ϕ is the latitude of the GNSS/leveling points.

2.1.2. Global Gravity Field Models (GFMs)

Table 1 shows the GFMs used in this paper. The direct approach is employed to derive
the DIR_R5 and DIR_R6 models using GOCE satellite gravity observations, GRACE satellite
gravity observations, and satellite laser ranging (SLR). The DIR_R5 model utilizes GOCE
data from November 2009–October 2013 and GRACE data from the ten-year period (2003–
2012). The DIR_R6 model utilizes GOCE data from October 2009–October 2013 and GRACE
data from January 2007–November 2014. The TIM_R5 and TIM_R6 models are derived
by the time-wise approach using GOCE observations from November 2009–October 2013
and September 2009–October 2013, respectively. The EGM2008 model combines multi-
source gravity observation data to derive a maximum degree of 2190; however, this model
is complete to d/o 2159. The gravity data utilized in EGM2008 model mainly refers to
global gravity database of 5′ × 5′. The surface gravity data covering China is composed of
two-divisions: one is the gravity data of 5′ for construction of the EGM2008, without any
restrictions, the main coverage areas include eastern, southern, and Central China; another
gravity data resource is permitted to use at a resolution of 15 arc-minute, these data cover
other regions except for eastern, southern, and Central China.

For the consistency of tide system, the C20 coefficient of GFM is transformed to tide-free
system using the following formula [40]:

CTF
20 = CZT

20 − k20 ·
〈
ΔC20

〉
(2)

where CTF
20 and CZT

20 are the spherical harmonic coefficient under the tide-free system and
the zero-tide system, respectively, k20 = 0.30190 is loading Love number, and

〈
ΔC20

〉
=

−1.391412 · 10−8 represents the value of tidal correction.

Table 1. The details for global gravity field models. The letter “S” in the third column represents
satellite data, “G” represents ground observations, “A” represents altimetry observations, and “d/o”
represents degree/order.

Models d/o Data Tide System Reference

EGM2008 2160 S(Grace), G, A Tide-free [41]
GO_CONS_GCF_2_TIM_R5 280 S(Goce) Tide-free [42]
GO_CONS_GCF_2_TIM_R6 300 S(Goce) Zero-Tide [43]
GO_CONS_GCF_2_DIR_R5 300 S(Goce, Grace, Lageos) Tide-free [44]
GO_CONS_GCF_2_DIR_R6 300 S(Goce, Grace, Lageos) Tide-free [45]

2.1.3. Topographic Data

Topographic data are used to calculate the RTM effect and recover the high-frequency
gravity signals missing in the GFMs. The RTM represents the difference between the topo-
graphic surface and the long-wavelength reference terrain. The Shuttle Radar Topographic
Mission (SRTM) V4.1 data [46] with a spatial resolution of 7.5′′ × 7.5′′ are used to represent
the land over China. For the sea area, the SRTM15_PLUS V2 topographic data [47] are used,
with a spatial resolution of 15′′ × 15′′. The rock-equivalent topography model RET2012 [48]
works as the reference topography, and the reference terrain elevations can be computed by
Equation (2) in [49]. In the coastal zone, the mass density of seawater is different from that
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of the standard topographic mass density. To avoid the necessity of distinguishing density
changes in the computational process, the rock-equivalent topography (RET) method can
be used to compress the water depth to the equivalent rock height [50].

H∗ = H(1 − ρw/ρ) (3)

where H∗ and H are the compressed water depth and the original water depth, respectively,
ρw denotes the density of seawater, and ρ represents the standard topographic mass density.

The SRTM and SRTM15_PLUS data can be merged to obtain the unified topographic
data on land and sea. The merging process is mainly divided into two steps: (1) the bicubic
interpolation method is employed to interpolate the sea topographic data into a spatial
resolution of 7.5′′ × 7.5′′, and Equation (3) is employed to process the sea water depths;
(2) the land topographic data are combined with the water depth data obtained by step (1).
Figure 2a shows the merged topography. The residual topographic masses (RTM elevations)
are the difference between the SRTM merged data (Figure 2a) and the reference terrain.
Figure 2b shows the residual terrain model elevations.

  

Figure 2. (a) Topography based on merged SRTM and (b) residual terrain model (RTM) elevations
with RET2012 terrain as the reference surface.

2.2. Methods for Determining the Height Datum Geopotential Value

The vertical offset δH between the local height datum and the global geoid can be
expressed as

δH = h − H − ζ (4)

where H represents the normal heights, h is the ellipsoidal heights, and ζ is the height
anomalies from GFM (see Figure 3).

Figure 3. The relations among different reference datum surfaces.
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The height anomaly ζ can be calculated by using the satellite-only GFMs, but the
resulting omission errors cannot be ignored. Therefore, the EGM2008 model can be used
to extend the satellite-only GFMs to obtain the refined GFMs via the spectral expansion
approach. The height anomaly ζGGM determined by the refined GFMs can be expressed as

ζGGM =

(
GM − GM0

r · γ
− W0 − U0

γ

)
+ ζGOCE/GRACE

∣∣∣l2 + ζEGM2008

∣∣∣2160
l+1 (5)

where ζGOCE/GRACE

∣∣∣l2 is the height anomaly determined by the satellite-only GFMs trun-

cated to the degree l, and ζEGM2008

∣∣∣2160
l+1 is the height anomaly represented from degrees

201 to 2160 of EGM2008. GM0 = 3.986005000 × 1014 m3s−2 and U0 = 62,636,860.8500 m2s−2

are constants of the gravitational constant and the normal potential value of the GRS80
ellipsoid [51], respectively; r is the geocentric radial for computation point; GM represents
geocentric gravitational constant used in the GFM; γ is the mean normal gravity; and
W0 = 62,636,853.4 m2s−2 is the geopotential value of the global geoid [52].

The RTM technology is used to recover the short-scale signal beyond degree 2160 in
Equation (5). The RTM represents the difference (residual terrains) between the topographic
surface and the reference surface. The gravitational potentials of residual terrains can be
expressed as follows [53]:

T = Gρ
∫
Ω

1
r

dΩ (6)

where T is the gravitational effect for the residual terrains, G denotes the gravitational
constant, r is the distance between the attraction mass and the computation point, Ω is the
volume for the residual terrains, and ρ is the standard topographic mass density.

The residual terrains are decomposed into a set of rectangular-prism mass. Figure 4
shows the coordinate system definition of a rectangular-prism mass body. The computation
point P is the origin of this coordinate system; this means that the coordinates defining have
to be transformed by a shift (see Equation (1) in [54]). To obtain the gravitational effects of
a residual mass distribution, the result of Equation (6) for a single rectangular-prism can be
calculated using the following equation:

T(P) = Gρ
x2∫

x1

y2∫
y1

z2∫
z1

1
r dxdydz = Gρ|||xy ln(z + r) + yz ln(x + r) + zx ln(y + r)−

x2

2 tan−1( yz
xr
)− y2

2 tan−1
(

xz
yr

)
− z2

2 tan−1( xz
zr
)∣∣x2

x1

∣∣∣y2
y1

∣∣z2
z1

(7)

where x1, x2, y1, y2, z1, and z2 describe the corner coordinates of the prism faces in Figure 4.

Figure 4. Definition of a prism mass body.
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The total gravitational effects of the residual terrains for computation point are derived
by a summation of gravitational effects in Equation (7):

T(P) =
M

∑
i=1

T(P)i (8)

where M represents the number for prism mass elements.
The height anomaly ζRTM caused by the residual mass distribution can be expressed by

ζRTM =
T(P)
γP

(9)

where γP is normal gravity for computation point P.
ζRTM represents the quasi-geoid height signals of the GFM beyond degree 2160. Then,

the height anomaly ζ determined by the refined GFMs can be further expressed as follows:

ζ = ζGGM + ζRTM =

(
GM − GM0

rγ
− W0 − U0

γ

)
+ ζGOCE/GRACE

∣∣∣l2 + ζEGM2008

∣∣∣2160
l+1 + ζRTM (10)

The global or local vertical datum is a gravitational equipotential surface. Therefore,
the vertical datum offset determined by Equation (4) should theoretically be a fixed constant.
However, vertical offsets contain certain discrepancies due to the influences of systematic
errors and random errors. Systematic errors may contain possible systematic errors in GFM,
accumulated leveling errors and the GNSS height ellipsoidal errors [55–57]. To reduce these
random and systematic errors, the vertical datum offset is estimated by applying a planar
correction parametric model. For each GNSS/leveling point P, the observation equation
can be formulated as follows:

lP = hP − HP − ζP = δH + a1(BP − B0) + a2(LP − L0) cos BP (11)

where δH is the unknown height datum offset, (BP, LP) are the geodetic coordinates for
the computation point, (B0, L0) are the geodetic coordinates for leveling origin in the local
vertical datum zone, and a1 and a2 are the north–south tilt and east–west tilt, respectively.
If there are n GNSS/leveling benchmarks in the local vertical datum zone, according to
Equation (11), the function model can be expressed as follows:⎡⎢⎢⎢⎣

h1 − H1 − ζ1
h2 − H2 − ζ2

...
hn − Hn − ζn

⎤⎥⎥⎥⎦
︸ ︷︷ ︸

l

=

⎡⎢⎢⎢⎣
1 (B1 − B0) (L1 − L0) cos B1
1 (B2 − B0) (L2 − L0) cos B2

...
1 (Bn − B0) (Ln − L0) cos Bn

⎤⎥⎥⎥⎦
︸ ︷︷ ︸

A

·
⎡⎣ δH

a1
a2

⎤⎦
︸ ︷︷ ︸

x

(12)

The unknown parameter x in Equation (12) can be further determined according to
the least square adjustment of the system, denoted by

x =
(

ATPA
)−1

ATPl (13)

where P = D−1
ll is the weight matrix, Dll represents the error variance–covariance matrix

for the observed values. Assuming the involved terms in Equation (11) are uncorrelated to
each other, the Dll can be specified by

Dll = Dhh + DHH + Dζζ (14)

where Dhh and DHH are the error variance–covariance matrix of the ellipsoidal and normal
heights, respectively, and Dζζ represents the error variance–covariance matrix for quasi-
geoid heights.
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Dζζ might be determined from the errors of the GFMs and RTM quasi-geoid heights. Voigt
and Denker [58] and Grombein et al. [17] showed that the uncertainty of the topography-implied
gravity signals is at the sub-mm level; therefore, the errors of RTM quasi-geoid heights
can be considered negligible. However, the error variance–covariance matrix of the GFM
might generally not be available [17]. In addition, the uncertainties for ellipsoidal heights
and normal heights are usually not available. Therefore, it is not possible to obtain Dll in
practical cases. Based on the above reasons, we assume P = I in this paper, where I is the
identity weight matrix.

After removing the errors effects, we will obtain vertical offsets with considering
corrections by

δHP = (hP − HP − ζP)− a1(BP − B0)− a2(LP − L0) cos BP (15)

The geopotential value WLVD
P0

for point P can be expressed as follows:

WLVD
P0

= W0 − δHP · γP (16)

where γP denotes the mean normal gravity, which is computed by Equations (4)–(60)
in [59].

Finally, we can derive the geopotential value WLVD
0 of the local height datum by

WLVD
0 = W0 −

m
∑

P=1
δHP · γP

m
= W0 − δWLVD

0 (17)

where m is the number of GNSS/leveling benchmarks.

3. Results

3.1. Spectral Accuracy Evaluation for GFMs

According to the spherical harmonic coefficients and their formal errors, the spectral
accuracy of a GFM is evaluated by using the commission errors (the degree error, cumu-
lative degree error, difference degree error, and cumulative difference degree error) and
signal-to-noise ratio (SNR). The geoid degree error can be expressed as the square root
of the error degree variances, and the cumulative geoid degree error is represented as
the square root of the cumulative geoid error degree variances. A relative comparison of
satellite-based GFM and EGM2008 can be estimated by the difference degree error and
the cumulative difference degree error. These specific calculation formulas can be found
in [60].

Figure 5a shows the geoid degree errors for GFMs. We can see from the figure that
the geoid degree errors of the satellite-only GFMs before about degree 200 are lower than
the degree error of EGM2008. Figure 5b shows the geoid cumulative degree errors for the
GFMs. The geoid cumulative degree errors for DIR_R5 and DIR_R6 models are lower than
that of the EGM2008 model in the whole spectral domain. The geoid cumulative degree
errors for TIM_R5 and TIM_R6 models are lower than that of the EGM2008 model before
approximately degree 260. The above analysis shows that the satellite-only GFMs have
higher medium–long wavelength accuracy than the EGM2008 model, and the satellite-
based GFMs are characterized by noise as increases in degree.

Figure 6a indicates the SNRs for the GFMs. The SNRs of satellite-only GFMs are
better than that of the EGM2008 model before about degree 200. The results show that the
satellite-only GFMs have a strong geoid signal in the medium–long wavelength band, and
the EGM2008 model has a strong geoid signal in the short wavelength band. Figure 6b
shows the difference degree error and cumulative difference degree error of the satellite-
only GFMs, taking the EGM2008 model as a reference. We can see from the figure that
the geoid difference degree errors for DIR_R5 and DIR_R6 are lower than geoid difference
degree errors of the TIM_R5 and TIM_R6 before about degree 100, and cumulative geoid

148



Remote Sens. 2022, 14, 1437

difference degree errors of the DIR_R5 and DIR_R6 are lower than cumulative difference
degree errors of TIM_R5 and TIM_R6 before about degree 150. This is because the DIR_R5
and DIR_R6 GFM take advantage of GRACE gravity data and LAGEOS satellite laser
ranging (SLR) data.

Figure 5. (a) Geoid degree error and (b) cumulative geoid degree errors for GFMs.

Figure 6. (a) Signal to noise ratios (SNRs) of GFMs and (b) difference degree errors (solid line) and
difference cumulative degree errors (dashed line) between satellite-only GFMs and the EGM2008.

3.2. The Omission Errors for Satellite-Only GFMs

To quantify the magnitudes of these omission errors of satellite-only GFMs, we assume
that 200 is the general expansion degree of the satellite-only GFM. The magnitudes of the
height anomaly ζEGM2008

201-2160 using the degrees 201 to 2160 of EGM2008 and the height anomaly
ζRTM inferred from the RTM can indicate the omission errors of the satellite-only GFM. The
specific calculation process for ζRTM can be found in Section 3.3.

Figure 7a indicates the omission error of satellite-only GFM represented by ζEGM2008
201-2160 ,

Figure 7b shows the omission errors of satellite-only GFM represented by the ζRTM, and
Figure 7c shows the total omission errors obtained from the sum of ζEGM2008

201-2160 and ζRTM.
Table 2 show statistics for the omission errors of satellite-only GFM in China. We can
see from the figure that the omission errors in the rugged regions are larger (mid-west
of mainland China) than in other regions. From Table 2, we can see that the omission
errors of the satellite-only GFM in mainland China reach the decimeter level, and the
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largest amplitude is about 350 cm. The omission error signals represented by the RTM are
centimeter level in mainland China. Therefore, the omission errors for the satellite-only
GFMs must be considered for unification of China vertical datum.

  

 

Figure 7. (a) Omission errors of satellite-only GFMs represented by ζEGM2008
201-2160 , (b) omission errors for

satellite-only GFMs represented by ζRTM, (c) total omission errors of satellite-only GFMs.

Table 2. Statistics of the omission errors for satellite-only GFMs in China. Unit: m.

Omission Errors (m) Max Min Mean Std

ζEGM2008
201-2160 2.885 −3.529 −0.215 0.601
ζRTM 0.264 −0.248 −0.006 0.027

ζEGM2008
201-2160 +ζRTM 2.892 −3.548 −0. 221 0.602

3.3. The Refined GFMs Obtained by the Spectral Expansion Approach

A spectral expansion approach is used to obtain the refined gravity field models using
the EGM2008 (Earth Gravitational Model 2008) and residual terrain model (RTM) technique.
Because the degree errors of the satellite-only GFMs increase with the increase in degree
and order, the noise starts to dominate the signals at high degree and order. Therefore, it
is not possible to derive an optimal GFM by combining the maximum degree of satellite-
based GFMs and EGM2008. It is not a reasonable strategy to obtain a refined GFM by
combining two models directly, and the choice of the optimal degree for the combination
is very important. The specific steps used to determine the optimal combination degrees
are as follows: (a) the satellite-only GFMs are truncated to degree l (l = 10, 20, 30 . . . . . . N,
where N is the maximum degree for satellite-only GFMs) as the 0~l degree of the refined
GFMs, and the l~2160 degree of the refined GMFs is supplemented by the corresponding
degree of the EGM2008 model; (b) the GNSS/leveling-based height anomaly is used to
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check the height anomaly determined by the refined GFMs; (c) the combination degree
presenting the best accuracy is chosen as the optimal combination degree of the refined
GFMs. Figure 8 indicates the standard deviations of the height anomalies differences
between GNSS/leveling and the refined GFMs with varying combinations of degree.
As seen in Figure 8, the accuracy of the combined GFMs is basically consistent with
that of the EGM2008 model before about degree 90. From degree 90 onwards, there are
obvious differences in accuracy. We select the optimal combination degree when the
standard deviations minimized. Figure 8 shows that 230, 240, 220, and 240 are the optimal
combination degrees for obtaining the refined GFMs by combining the TIM_R5, TIM_R6,
DIR_R5, and DIR_R6 models, respectively, with the EGM2008 model.

Figure 8. Standard deviations of the height anomalies differences between GNSS/leveling and the
refined GFMs with varying expansion d/o.

The RTM technology can further be utilized to obtain higher frequency gravity field
signals of the refined GFMs. The RTM gravitational potential is not harmonic when the
computation point is below the reference elevation surface. In order to solve the problem of
non-harmonic, a harmonic correction can usually be performed by downward continuation
through a Bouguer plate [33,61]. Thus, the harmonic correction for quasi-geoid (or geoid)
can be considered as zero; however, harmonic correction for gravity can be considered
as 4πGρΔH (ΔH represents the height difference between the topography and reference
terrain). The choice of the RTM integration radius is crucial. For RTM quasi-geoid height, an
integration radius of ~200 km is suitable [49]. Therefore, an integration radius of ~200 km
is used herein to determine the RTM quasi-geoid heights. According to unified topographic
data (in Figure 2), we can obtain RTM quasi-geoid height by using Equations (7)–(9).
Figure 9 shows the quasi-geoid contribution of the RTM with a resolution of 7.5′′ × 7.5′′,
with maximum, minimum, mean, and standard deviation values of 0.301 m, −0.280 m,
0.001 m, and 0.020 m, respectively.

Table 3 shows the quasi-geoid accuracy statistics of different GFMs in China. From
Table 3, without considering the influence of the RTM on the quasi-geoid height, the quasi-
geoid accuracies of the refined GFMs in mainland China are better than 18.5 cm. Among
them, the DIR_R6_EGM2008 model has the best accuracy, at 18.1 cm. Compared with the
EGM2008 model, the quasi-geoid accuracy of the DIR_R6_EGM2008 model is improved by
8.8 cm. On the other hand, these results also indicate that the quasi-geoid medium-long
wavelength accuracy of EGM2008 model in China is poor. Considering the influence of the
RTM quasi-geoid, the mainland China quasi-geoid accuracies determined by the refined
GFMs are better than 17.8 cm, and the DIR_R6_EGM2008_RTM model has the optimal
quasi-geoid accuracy with a standard deviation of 17.3 cm. Compared with the EGM2008
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model, the quasi-geoid accuracy of the DIR_R6_EGM2008_RTM model is improved by
9.6 cm. Compared with the TIM_R5, TIM_R6, DIR_R5, and DIR_R6 models, the quasi-geoid
accuracy of the DIR_R6_EGM2008_RTM model is improved by 0.400 m, 0.391 m, 0.396 m,
and 0.391 m to 0.178 m, 0.177 m, 0.176 m, and 0.173 m, respectively.

 
Figure 9. The RTM contribution to quasi-geoid height in China.

Table 3. Statistics of the height anomaly differences between GNSS/leveling and the GFMs. Unit: m.

Models Max Min Mean STD

EGM2008 1.162 −2.079 0.061 0.269
DIR_R6 2.624 −2.475 −0.114 0.391
DIR_R5 2.536 −2.507 −0.112 0.396
TIM_R6 2.578 −2.457 −0.107 0.391
TIM_R5 2.549 −2.432 −0.114 0.400

TIM_R5_EGM2008 1.044 −1.804 0.045 0.185
TIM_R6_EGM2008 1.099 −1.806 0.050 0.184
DIR_R5_EGM2008 1.007 −1.689 0.048 0.183
DIR_R6_EGM2008 1.072 −1.787 0.044 0.181

EGM2008_RTM 1.256 −1.981 0.068 0.261
TIM_R5_EGM2008_RTM 1.042 −1.803 0.053 0.178
TIM_R6_EGM2008_RTM 1.097 −1.806 0.058 0.177
DIR_R5_EGM2008_RTM 1.005 −1.688 0.056 0.176
DIR_R6_EGM2008_RTM 1.069 −1.787 0.052 0.173

To validate our results of the refined GFMs, the EIGEN-6C4 [62], GECO [63], SGG-UGM-
1 [64], SGG-UGM-2 [65], XGM2016 [66], and XGM2019 [67] models are used. These six higher-
degree GFMs further improve the medium–long wavelength by adding GOCE data.

Table 4 summarizes the statistics for height anomaly differences between GNSS/leveling
and six higher-degree GFMs. These models in Table 4 perform better than the EGM2008
model in China, which can assume the largest impact from the contribution of GOCE solution.
The EIGEN-6C4 outperforms GECO, SGG-UGM-1, and SGG-UGM-2 models in China, which
is mainly due to the differences in use of GOCE data. Comparing Tables 3 and 4, we can find
that the refined GFMs outperform EIGEN-6C4, GECO, SGG-UGM-1, XGM2019, XGM2016,
and SGG-UGM-2 in mainland China; the major improvement of these models can be
attributed to the GOCE data and topography signals.
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Table 4. Statistics of the height anomaly differences between GNSS/leveling and six higher-degree
GFMs. Unit: m.

Models Max Min Mean STD

EIGEN-6C4 1.007 −1.696 0.048 0.187
GECO 1.579 −1.703 0.041 0.223

SGG-UGM−1 1.003 −1.671 0.052 0.194
SGG-UGM−2 1.003 −1.704 0.051 0.191

XGM2019 1.705 −1.737 0.081 0.213
XGM2016 1.016 −1.757 −0.020 0.214

3.4. Determination for the Geopotential Value of Chinese Height Datum

The geopotential W0 = 62,636,853.4 m2s−2 adopted as reference level for the IHRS
is used herein. Based on the GFM, the vertical datum geopotential value for China is
determined. Thus, the vertical datum in China is connected into the IHRS.

In the analysis presented in Section 3.3, we conclude that the DIR_R6_EGM2008_RTM
model has optimal quasi-geoid accuracy in China. Therefore, we choose this model to
derive the Chinese height datum geopotential value. According to Equation (4), we can
obtain vertical offset values of each GNSS/leveling point. Figure 10a represents the height
anomaly differences between the GNSS/leveling and the DIR_R6_EGM2008_RTM model
in China, thus providing the spatial distribution for the vertical datum offsets. However, it
can be found from Figure 10a that the discrepancies exist in mainland China. The vertical
offsets have certain discrepancies due to the influence of various factors. Among them,
systematic error is a major contributor. Therefore, the planar corrections surface is used
further through Equation (11). Then, we can derive vertical offsets after applying the
correction surfaces by Equation (15). Figure 10b shows correction surface at GNSS-leveling
points. Figure 10c shows vertical offsets after applying the correction surfaces. It can be
seen from Figure 10b that there are certain east–west systematic errors in China, and the
maximum error is about 12.2 cm. Systematic errors mainly contain errors in the GFM
and leveling, The maximum first-order leveling error in China is only about 3.57 cm after
height networks adjustment [32]. Therefore, we can conclude that the major systematic
effect contributor to the estimation of the height datum geopotential values of China
mainly comes from GFM error, and the systematic errors from GFM are more obvious in
western China.

 
Figure 10. Cont.
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Figure 10. (a) Vertical offsets distribution without applying planar correction surface, (b) correction surface
at GNSS-leveling stations, and (c) vertical offsets distribution after applying the planar correction.

The systematic errors influence on the determination of the Chinese height datum
geopotential values is evaluated. The results with and without consideration of systematic
error effect are compared, as shown in Table 5. Table 5 presents the numerical results of both
scenarios based on the DIR_R6_EGM2008_RTM model. As shown in Table 5, we can see
that there is a minor improvement of 0.06 m2s−2 for DIR_R6_EGM2008_RTM model when
considering the planar corrections. Finally, the geopotential value for the Chinese height
datum is derived to be equal to 62,636,853.29 m2s−2 based on the DIR_R6_EGM2008_RTM
model, considering planar corrections.

Table 5. Statistics of the without-planar corrections and with-planar corrections scenarios for the
height datum geopotential value in China based on DIR_R6_EGM2008_RTM model. Unit: m2s−2.

Model Scenarios Max Min Mean

DIR_R6_EGM2008_RTM
Without-planar corrections 62,636,870.86 62,636,842.93 62,636,852.89 ± 1.75

With-planar corrections 62,636,870.88 62,636,843.31 62,636,853.29 ± 1.69
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4. Discussion

The satellite-only GFMs have high spectral accuracy and strong geoid signals. How-
ever, the maximum expansion degree of these satellite-based models is limited and there
are certain omission errors as a result of the gravity field attenuation at the height of
satellite orbit. From Figure 7 and Table 2, we can see that the omission errors of the satellite-
only GFM in mainland China reach the decimeter level, and the largest amplitude is about
350 cm. The omission error signals represented by the RTM are centimeter level in mainland
China. Therefore, the omission errors for the satellite-only GFMs must be considered for
unification of China vertical datum. The satellite-only GFMs have higher spectral accuracy
and stronger geoid signals at medium–long wavelength, and EGM2008 model has stronger
geoid signals at short wavelength. Therefore, combining the GRACE/GOCE-based GFMs
and EGM2008 model to obtain refined GFMs is a feasible strategy.

We combine the GRACE/GOCE-based GFMs and EGM2008 model to derived refined
GFMs. The accuracy trend of the refined GFMs in Figure 8 mainly depends on the EGM008
model, the satellite-only GFMs, and GNSS/leveling resources. The GNSS/leveling have a
good accuracy and quality; especially, the systematic errors in leveling have been greatly
weakened by height network adjustment. Therefore, the results presented in Figure 8
mainly reflect the accuracy of the combined GFMs in China. The accuracy of the com-
bined GFMs relies heavily on the improvement of the satellite-only models. Gruber and
Willberg [56] demonstrated that 80% accuracy improvement for high-resolution GFMs com-
pared with EGM2008 reveal the contribution of GOCE solution to medium wavelengths.
Therefore, high-quality GNSS/leveling resources and the satellite-only GFMs increase the
quality and reliability of the combined GFMs in this study. In the combination process, the
satellite-only GFM using GOCE, GRACE, and LAGEOS laser ranging data should be used,
which can better meet the quasi-geoid medium–long wavelength signal.

The RTM technology can further be utilized to obtain higher-frequency gravity field
signals of the refined GFMs. In the spectral expansion process, the spatial resolution of the
refined GFMs obtained by combining the satellite-only GFMs and EGM2008 model is 5′.
Because the RET2012 reference topographic model has the same resolution as the refined
GFMs, the reference model serves as a high-pass filter that can filter out low-frequency
features from the SRTM data. As a result, the residual terrain height can imply gravity
field signals at shorter scales than the spatial resolution of the refined GFMs and further
compensate for the omission error of the refined GFMs. It can be seen from Figure 9 that
larger quasi-geoid signals are strongly correlated with topography. However, it should be
noted that the RTM quasi-geoid signals may contain some possible implications due to
density anomaly and the uncertainties in the harmonic correction [48].

Finally, we use the refined GFMs to preliminarily derive the geopotential value of
the Chinese height datum by utilizing the latest normal height results. The refined GGMs
provide obvious accuracy improvement advantage and provide guidance for developing
a high-accuracy quasi-geoid in China. Prior to this work, He et al. [20] determined the
geopotential value of China’s height datum as 62,636,853.47 m2s−2, which fits well with
our value of 62,636,853.29 m2s−2, considering the standard deviation. The geopotential
value of Chinese height datum is determined by utilizing the latest national first-order
leveling network and GNSS points in this paper, which are representative to some extent.

We can expect that the refined GFMs can provide a guidance for determining the quasi-
geoid or the geopotential value of the Chinese height datum. However, the combination of
the satellite-only GFM with the EGM2008 in this study is by a pure complementation of the
spherical harmonic coefficients at a specific degree; however, such a procedure might cause
a spectral gap between both models, which is different from rigorous combination that
is carried out on the basis of the normal equations and covariance by a least-squares. In
the next step, the rigorous combination will be considered to derive the refined GFMs. In
addition, the well-distributed surface gravity data for determining the geopotential value
of the Chinese height datum also play a crucial role and need to be considered further.
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5. Conclusions

In this paper, we used a spectral expansion to derive the refined GFMs by combining
the EGM2008 and the satellite-only GFMs. The results show that 230, 240, 220, and 240
are the optimal combination degrees for determining the refined GFMs by combining the
TIM_R5, TIM _R6, DIR_R5, and DIR_R6 models with the EGM2008 model, respectively. To
consider the influence of higher-frequency gravity field signals caused by topography, the
RTM is utilized to further compensate for the omission errors in the refined GFMs. The
mainland China quasi-geoid accuracies determined by the refined GFMs are better than
17.8 cm, and the DIR_R6_EGM2008_RTM model has an optimal quasi-geoid accuracy with
of 17.3 cm. To validate our results of the refined GFMs, the EIGEN-6C4, GECO, SGG-UGM-
1, and SGG-UGM-2, XGM2019, and XGM2016 models were used. The results show that
the refined GFMs outperform EIGEN-6C4, GECO, SGG-UGM-1, XGM2019, XGM2016, and
SGG-UGM-2 in mainland China; the major improvement of these models can be attributed
to the GOCE data and topography signals.

The systematic error effects for determining the geopotential value of the Chinese
height datum are considered. The results show that the refined GFMs show minor improve-
ments when considering the planar corrections. The major systematic effect contributor
for determining the Chinese height datum geopotential values mainly comes from GFM
error. Finally, the Chinese height datum geopotential value is derived to be equal to
62,636,853.29 m2s−2 based on the refined DIR_R6_EGM2008_RTM model when consider-
ing planar corrections.
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Abstract: High-precision orbits of Low Earth Orbit (LEO) satellites are essential for many scientific
applications, such as assessing the change in current global mean sea level, estimating the coefficients
of gravity field, and so on. How to determinate the high-precision orbits for LEO satellites has
gradually become an important research focus. HY2D is a new altimetry satellite of China, which is
equipped with a Global Positioning System (GPS) and the third generations of the BeiDou Global
Navigation Satellite System (BDS-3) in order to guarantee the reliability of orbital precision in
radar altimetry mission. Therefore, this study adopts one month of spaceborne data to conduct the
research of precise orbit determination (POD) for the HY2D satellite. Our analysis results are: (1) The
standard deviation of residuals for the HY2D satellite based on spaceborne BDS and GPS data are
9.12 mm and 8.53 mm, respectively, and there are no significant systematic errors in these residuals.
(2) The comparison results with Doppler Orbitography and Radio-positioning Integrated by Satellite
(DORIS)-derived orbits indicate that the HY2D satellite, using spaceborne BDS and GPS data, can
achieve the radial accuracy of 1.4~1.5 cm, and the mean three-dimensional (3D) accuracy are 5.3 cm
and 4.3 cm, respectively, which can satisfy high-precision altimetry applications. (3) By means of
satellite laser ranging (SLR), the accuracy of Global Navigation Satellite System (GNSS)-derived
orbits of HY2D is approximately 3.3 cm, which reflects that the model strategies are reliable.

Keywords: high-precision orbits; HY2D; spaceborne BDS and GPS data; radial accuracy; model strategies

1. Introduction

With the rapid development of space technologies, more and more Low Earth Orbit
Satellites (LEOs) have been successfully used in scientific missions [1–7]. Especially, in
order to obtain more detailed information about the marine environment and mapping and
carry out research about the change in current global mean sea level, tens of ocean altimetry
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satellites have been launched. For example, there have been successful launches of Seasat,
GeoSat, Topex/Poseidon, HY2A/B/C, Jason1, Jason2 and Jason3 altimetry satellites [1,8],
which provide a large amount of effective and high-precision data for assessing the change
in current global mean sea level. As shown by the successful use of Global Positioning
System (GPS) in the precise orbit determination (POD) for Topex/Poseidon satellite [8],
the spaceborne GPS technique makes it possible to obtain centimeter-level orbit products
and, thus, has been widely used for LEOs [9–15]. Gao et al. [10] adopted DORIS (Doppler
Orbitography and Radiopositioning Integrated by Satellite) data of HY2A to analyze
POD results, and showed that the radial orbit difference with the CNES (Centre National
d’Etudes Spatiales) orbits is about 1.1 cm. Guo et al. [11] conducted POD of HY2A based
on GPS and DORIS data, and achieved radial accuracy better than 1.0 cm. Wang et al. [16]
adopted three months of GPS observations of HY2C, and achieved the radial accuracy of
about 1.2 cm.

China has developed and operated the BeiDou Navigation Satellite System (BDS) inde-
pendently [17]. Nowadays, there are a total of 34 BDS satellites in orbit, including 15 BDS-2
satellites (six geostationary Earth orbit (GEO) satellites, six inclined geosynchronous or-
bit (IGSO) satellites, and 3 medium-Earth orbit (MEO) satellites) and 19 BDS-3 satellites
(two IGSO satellites and 17 MEO satellites). There are more and more LEO satellites car-
rying BDS receivers, and numerous studies have been carried out on the POD based
on spaceborne BDS data in recent years. In 2013, the FengYun-3C (FY-3C) satellite was
launched successfully, which was equipped with BDS-2 and GPS receivers simultaneously.
The spaceborne BDS and GPS data of FY-3C satellite provided a great opportunity to
analyze the POD performance of LEOs with BDS. Li et al. [18] conducted POD of FY-3C
based on BDS-only and BDS/GPS combined; the analysis showed that the BDS-only orbits
can reach a three-dimensional (3D) root mean square (RMS) of 8 cm based on the orbit
overlap comparison, while the 3D RMS value of combined POD is 3.9 cm. Xiong et al. [19]
achieved real-time POD with a precision of 1.24 m for the FY-3C satellite using BDS and
GPS pseudo-range observations. Zhao et al. [20] used the derived POD orbits of FY-3C
and regional station observations to enhance the BDS orbits and improved the accuracy
from 354.3 to 63.1 cm for GEO, 22.70 to 20.0 cm for IGSO, and 20.9 to 16.7 cm for MEO.
Based on the FY-3C spaceborne BDS and GPS data from 2013 to 2017, Li et al. [21] found
that the combined POD (without GEO) can achieve slightly better precision than the GPS
results, which indicates that when high-quality BDS orbit and clock products are used, the
combined solution can improve the accuracy of POD for LEOs in comparison with the GPS-
only solution. Based on the spaceborne BDS data of FY-3C, Zhang et al. [22] found that the
precision of LEO orbit determination and reliability of the solution are improved through
the calibration of daily orbit biases in GEO. The measurements of Tianping-1B, launched in
2018, were also collected by Zhao et al. from GPS/BDS-3. Their results indicated that the
orbit consistency of the combined BDS-3/GPS solutions was below 3.5 cm [23].

In 2021, China successfully launched a new altimetry, satellite-HaiYang-2D (HY2D),
which is a marine operational satellite that can provide precise ocean dynamic environmen-
tal information for the warning and forecasting of marine disaster, continuously measuring
the sea surface height and sea surface wind and conducting marine scientific research. In
order to guarantee the reliability of satellite orbits for radar altimetry mission, HY2D is
equipped with a GPS and BDS receiver and carries a laser retro-reflector array for satellite
laser ranging (SLR). Therefore, this paper adopts spaceborne GPS and BDS data to conduct
research about the POD of HY2D, mainly including the model strategies used in POD
processing, Global Navigation Satellite System (GNSS)-derived orbit analysis, and the
validation of SLR residuals for HY2D. The relevant research results can lay an important
foundation for the development of subsequent altimetry satellites, and that in turn can lay
an important foundation for the development of a spaceborne BDS receiver.

This paper is structured as follows. Section 2 introduces materials and mainly consists
of general information about the HY2D satellite and data collection. Section 3 mainly
presents the POD method and strategies. All results and discussion obtained based on
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the above methods and strategies are given in Section 4. Finally, conclusions are given in
Section 5.

2. Materials

2.1. HY2D Spacecraft

On 19 May 2021, the HY2D satellite was launched at the Jiuquan satellite launch center
successfully. The HY2D satellite adopts a non-sun-synchronous orbit with the inclination of
66◦, and the orbit altitude of about 960 km. The primary sensors comprise radar altimeter,
microwave scatterometer, calibration radiometer, data collection system and ship automatic
identification system [24].

Figure 1 shows the HY2D spacecraft and its payloads. It should be pointed out that
the GNSS antennas consists of GPS and BDS antennas but cannot receive GPS/BDS signals
simultaneously. Thus, the GPS and BDS receivers would switch to each other as needed.
The X, Y and Z are the three axes of the satellite flight reference frame (SFF) in the figure,
and the +X and +Z axes point toward the direction of flight and nadir, respectively. The +Y
axis completes the right-hand orthogonal reference. When the satellite is at zero attitude,
the SFF coincides with the satellite body reference frame (SBF), while the SFF is different
from the SBF in a non-zero attitude. Table 1 lists the coordinates of the GPS and BDS
antenna phase center, laser retro-array (LRA) spherical center, and center of mass in the
SBF. With the help of these coordinates, we can perform phase center correction of receivers
for HY2D in POD processing.

Figure 1. HY2D satellite and its payloads.
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Table 1. Coordinates of the center of mass, GPS and BDS antenna phase centers and LRA spherical
center in the SBF.

X (mm) Y (mm) Z (mm)

Center of mass 1319.4 −4.7 5.7
GPS phase center (L1) 347.2 −181.9 −1377.5
GPS phase center (L2) 347.4 −181.0 −1396.1
BDS phase center (B1) 427.4 177.7 −1378.5
BDS phase center (B2) 427.7 177.9 −1397.3
LRA spherical center 311.7 −215.5 1060.8

When the satellite is flying, surface forces acting on HY2D are mainly from atmospheric
drag, earth radiation pressure and solar radiation pressure [10]. In order to model the forces
precisely, having a well knowledge of the characteristics for the HY2D satellite surfaces and
radiators is very necessary. Table 2 gives the parameters information of spacecraft surfaces
and radiators, including the optical characteristics and projected areas. With help of the
information, the solar radiation pressure of HY2D can be described with the Box-Wing model.

Table 2. Projected areas and optical characteristics of HY2D.

X+ X− Y+ Y− Z+ Z− SA+ SA−

Spacecraft surfaces

Projected area (m2) 3.62 3.92 5.17 5.46 3.06 6.22 - -

Visible
Specular 0.65 0.65 0.65 0.65 0.65 0.65 - -
Diffuse 0.00 0.00 0.00 0.00 0.00 0.00

Absorbed 0.35 0.35 0.35 0.35 0.35 0.35 - -

Infra-red
Specular 0.00 0.00 0.00 0.00 0.00 0.00 - -
Diffuse 0.31 0.31 0.31 0.31 0.31 0.31

Absorbed 0.69 0.69 0.69 0.69 0.69 0.69 - -

Radiators and
solar arrays

Projected area (m2) 0.33 0.37 2.61 2.33 4.88 1.72 18.12 18.12

Visible
Specular 0.87 0.87 0.87 0.87 0.00 0.87 0.10 0.00
Diffuse 0.00 0.00 0.00 0.00 0.15 0.00 0.00 0.10

Absorbed 0.13 0.13 0.13 0.13 0.85 0.13 0.90 0.90

Infra-red
Specular 0.22 0.22 0.22 0.22 0.00 0.22 0.08 0.00
Diffuse 0.00 0.00 0.00 0.00 0.15 0.00 0.00 0.10

Absorbed 0.78 0.78 0.78 0.78 0.85 0.78 0.92 0.90

Table 2 shows that the +X and +Z axes point to the directions of flight and nadir,
respectively, and -Y axis points to the direction of Sun. As the HY2D satellite belongs
to a non-sun-synchronous orbit satellite, the solar arrays are always directed to the sun.
Moreover, the HY2D satellite is in a non-zero attitude during the flight, and the SBF has to
rotate according to the attitude following the order of yaw-roll-pitch to obtain the SFF. So,
it is essential to adopt satellite attitude data to calculate the solar radiation pressure and
phase center offset accurately.

Table 3 shows a part of attitude data of HY2D satellite, which is provided by National
Satellite Ocean Application Service (NSOAS) at present. As can be shown from Table 3, the
attitude data consist of date, time, roll angle, pitch angle, and yaw angle. In addition, the
change in yaw angle works well with the increase in time, so, this study needs to use the
attitude data of HY2D to correct the phase center offset and solar radiation pressure.
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Table 3. The attitude data of HY2D satellite provided by NSOAS.

Date
(Year/Month/Day)

Time
(Hour/Minute/Second)

Roll
(deg.)

Pitch
(deg.)

Yaw
(deg.)

2021/7/10 19:20:56.322 −0.0770 −0.0385 +88.0330
2021/7/10 19:20:57.346 −0.0770 −0.0385 +88.1155
2021/7/10 19:20:58.370 −0.0770 −0.0385 +88.1980
2021/7/10 19:20:59.394 −0.0770 −0.0385 +88.2805
2021/7/10 19:21:00.418 −0.0770 −0.0385 +88.3630
2021/7/10 19:21:01.442 −0.0770 −0.0385 +88.4455
2021/7/10 19:21:02.466 −0.0825 −0.0385 +88.5225
2021/7/10 19:21:03.490 −0.0825 −0.0385 +88.6050
2021/7/10 19:21:04.514 −0.0825 −0.0385 +88.6875
2021/7/10 19:21:05.538 −0.0825 −0.0385 +88.7700

. . . . . . . . . . . . . . .
2021/7/10 19:30:47.425 −0.1650 +0.0165 +133.0285
2021/7/10 19:30:48.449 −0.1650 +0.0165 +133.1000
2021/7/10 19:30:49.473 −0.1650 +0.0165 +133.1715
2021/7/10 19:30:50.497 −0.1650 +0.0165 +133.2375
2021/7/10 19:30:51.521 −0.1650 +0.0165 +133.3090
2021/7/10 19:30:52.545 −0.1650 +0.0165 +133.3750
2021/7/10 19:30:53.313 −0.1650 +0.0165 +133.4300
2021/7/10 19:30:54.337 −0.1650 +0.0165 +133.4960

2.2. Data Collection

For evaluating the POD performances of HY2D, we selected spaceborne BDS data from
July 6 to July 19, and GPS data from July 20 to August 10 to conduct experiments. Here,
Figures 2 and 3 present the number of BDS and GPS satellites observed on a day, respectively.
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Figure 2. Number of BDS satellites observed on 10 July 2021.
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Figure 3. Number of GPS satellites observed on 21 July 2021.

As can be shown from Figure 2, most of the epochs have at least four BDS satellites
available, and there are an average of five satellites. However, the smallest is 2, and the
biggest is 9. As can be seen from Figure 3, compared to BDS, the usability of satellites for
GPS is much better, and most epochs have more than five GPS satellites, and the maximum
is up to 10 GPS satellites. This is mainly attributed to the GPS constellation consisting of
32 MEO satellites, more than the current BDS constellation, and the fact that most BDS,
GEO and IGSO satellites are located within the Asia-pacific region.

3. POD Method and Strategies

This Section mainly describes the observation and dynamic model used in the POD
processing of HY2D. Meanwhile, we also present the detailed dynamic and observation
model in the POD for HY2D.

3.1. Observation Model

The GNSS antenna of HY2D satellite only tracks the GPS or BDS signal separately at
present, so we selected ionosphere-free combined observation from GPS or BDS to calculate
precise orbits. Equation (1) gives ionosphere-free combined observation of GPS and BDS.⎧⎪⎪⎨⎪⎪⎩

PB = ρB − c·δts
B + c·δtt

B + εBP
LB = ρB − c·δts

B + c·δtt
B + NB·λB + εBL

PG = ρG − c·δts
G + c·δtt

G + εGP
LG = ρG − c·δts

G + c·δtt
G + NG·λG + εGL

(1)

where PB and PG are the code observations of BDS and GPS, respectively, while LB and LG
are the carrier phase observations of BDS and GPS, respectively; ρB and ρG are geometrical
distance from BDS and GPS signal to receiver, respectively, δts

B and δts
G stand for satellite

clock errors for BDS and GPS, δtt
B and δtt

G are clock errors for BDS and GPS receivers, NB
and NG refer to combined ambiguity parameters of BDS and GPS observations separately,
λB and λG refer to combined wave length of BDS and GPS observations separately, εBP,
εBL, εGP and εGL stand for different type observation noise.

166



Remote Sens. 2022, 14, 1390

3.2. Dynamic Model

The equation of motion of a single LEO satellite in the inertial frame can be expressed
as follows [25]:

..
⇀
r = − GM∣∣∣⇀r ∣∣∣3

⇀
r + ar + artn (2)

where, GM stands for geocentric gravitational constant,
⇀
r and

..
⇀
r are the position and

acceleration of the satellite in the inertial coordinate system, respectively; ar refers to main
perturbation acceleration excluded Earth center gravity, that includes the Sun and Moon
perturbation, atmosphere drag, solar radiation pressure, Earth radiation pressure, solid
Earth tide, ocean tide and so on. artn refers to the periodic radial, tangential, and normal
(RTN) perturbation, which can make up for these unmodeled perturbation acceleration er-
rors [26–28]. In this study, the tangential and normal perturbation parameters are estimated
for the POD processing.

In order not to affect the calculation efficiency and accuracy of orbit determination,
the process of choosing the dynamic and observation model is important. For this purpose,
the used dynamic model and measurement model are designed in the POD processing for
the HY2D satellite refers to the above descriptions. Furthermore, this study also shows the
used model information of the SLR validation for the calculated HY2D orbit. The details
are given in Table 4. We adopted the 24 h arc solution based on the dynamical method orbit
determination, the atmospheric drag coefficient, the solar radiation pressure coefficient, and
RTN perturbation parameters are estimated per 6 h, 24 h, and 24 h, respectively. Moreover,
the receiver clock parameter for HY2D is estimated with the gaussian white noise model,
and the float solutions of ambiguities are also estimated.

Table 4. Dynamical and observation model employed in the POD for HY2D.

Project Selection/Description

Dynamic model

Gravity model EIGEN-GRGS.RL04. MEAN-FIELD 120 × 120 [29]
Atmosphere drag MSIS00 density model [30]

Solar radiation pressure Box-Wing model [31]
Sun and moon ephemeris JPL DE405 [32]
Earth radiation pressure Knocke-Ries-Tapley model [33]
Empirical force model RTN perturbation

Ocean tide [34] FES2004 [35]
Solid Earth tide [34] TIDE2000 [34]

Earth orientation parameter IERS EOP 14 C04 [36], IAU2000A model

Observation model

Data type Code and phase observation of ionosphere-free
combination

Data interval 30 s
Elevation cutoff 7◦

HY2D satellite attitude Quaternion data
GPS and BDS phase model IGS14.atx

Orbit determination arc length and
integration step 24 h arc dynamic solution, 30 s integral step

GPS and BDS satellite ephemeris and clock CODE precise products
Atmospheric drag coefficient estimation Cd/6 h

Solar radiation pressure coefficient
estimation Cr/24 h

RTN perturbation estimation Tangential and normal/24 h
Receiver clock error estimation Gaussian white noise

Ambiguities Float solutions of ionosphere-free combination
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Table 4. Cont.

Project Selection/Description

SLR validation for the calculated HY2D orbit

Cut-off angle 20◦
SLR station coordinate SLRF2014

Troposphere delay correction Mendes-Pavlis delay model [37]
Relativity correction (propagation path) IERS Conventions 2010 [34]

4. Results and Discussion

For the sake of analyzing the orbit determination accuracy of the HY2D satellite, we
selected spaceborne BDS data from 6 July to 19 July, and GPS data from 20 July to 10 August
for determination orbit. Then, we analyzed the residual variation of the POD processing for
the HY2D satellite, presented the overlap orbit precision and compared the calculated orbits
with precise orbit products provided by CNES, and showed the SLR validation results.

4.1. POD Residuals Analysis

Because the change in daily residuals of POD is basically similar for the HY2D satellite,
we present the residual variation of observations for two days of data calculated by the
above method and model strategies. Additionally, the selected days are, respectively, July
10 and 21, 2021 for BDS and GPS. Figure 4 shows the residual variation in spaceborne BDS
phase observations from HY2D satellite on 10 July 2021. As can be seen from the figure,
about 96.41 percent of residual values are located within ±15.00 mm. The average value
and standard deviation of residuals are 0.036 mm and 9.12 mm, respectively, which show
that these residuals have no significant deviations.
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Figure 4. Variation of residuals in the POD for HY2D using spaceborne BDS data.

Moreover, Figure 5 shows the residuals variation in spaceborne GPS phase obser-
vations from the HY2D satellite on 21 July 2021. As can be seen from the figure, about
97.21 percent of residuals values are located within ±15.00 mm, similar to BDS. After the
statistical calculation of these residuals, their average value and standard deviation are
0.026 mm and 8.53 mm, respectively, and there are also no obvious systematic errors in the
residuals of GPS.
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Figure 5. Variation of residuals in the POD for HY2D using spaceborne GPS data.

4.2. POD Precision Analysis for HY2D

In this study, we also compare the calculated orbit using spaceborne BDS and GPS
data with the precise Doppler Orbitography and Radio-positioning Integrated by Satellite
(DORIS)-derived orbits provided by CNES. Figures 6 and 7, respectively, show the position
differences in Radial (R), Tangential (T), and Normal (N) directions between the calculated
orbit and the precise orbit.
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Figure 6. The variation in errors for the HY2D satellite using spaceborne BDS data compared with
CNES orbit.
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Figure 7. The variation in errors for the HY2D satellite using spaceborne GPS data compared with
CNES orbit.

As can be seen from Figures 6 and 7, the variations in the radial direction have smaller
fluctuation, which are basically located within ±0.03 m. However, the fluctuation in the
tangential direction is relatively bigger, and this may be related to the used models of
atmospheric drag and solar pressure, which are hard to estimate exactly. It should be noted
that the normal fluctuations of GPS are relatively smaller than BDS; this is related to the
number of GPS satellites, which are more than the BDS satellites and the orbit precision of
GEO and IGSO satellites is lower. To analyze the precision visually, Table 5 gives the accuracy
statistics of the HY2D satellite using spaceborne BDS and GPS data. We can find that the
mean values are close to zero, which illustrate that these error values are basically unbiased
and have no obvious systematic errors. For spaceborne BDS data, the radial, tangential,
normal and 3D accuracy can achieve 1.5 cm, 4.1 cm, 3.0 cm, and 5.3 cm, respectively, and the
radial, tangential, normal and 3D accuracy are, respectively 1.5 cm, 3.5 cm, 2.0 cm, and 4.3 cm
for spaceborne GPS data. However, because of the fewer satellites available, the consistency
the BDS-derived orbits are slightly worse than the GPS-derived orbits.

Table 5. Accuracy statistics of POD for HY2D using spaceborne BDS and GPS data (unit: cm).

Mean RMS

BDS

Radial 0.4 1.5
Tangential −0.8 4.1

Normal 0.1 3.0
3DRMS 5.3

GPS

Radial −0.1 1.5
Tangential 0.8 3.5

Normal −0.5 2.0
3DRMS 4.3

For validating the reliability of the used method and model strategies, we also utilize
more spaceborne BDS and GPS data to conduct POD solutions for HY2D satellite, and the
results of comparison with precise orbit provided by CNES are shown in Figures 8 and 9 in
radial, tangential, normal and 3D directions.
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Figure 8. The RMS values for HY2D satellite using spaceborne BDS data.
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Figure 9. The RMS values for HY2D satellite using spaceborne GPS data.

As can be shown from Figures 8 and 9, the radial RMS values are basically 1.4~1.5 cm
for BDS and GPS data, and the tangential and normal accuracies are slightly poorer com-
pared to the radial direction. Overall, the precision based on spaceborne GPS data are
slightly better than that of spaceborne BDS data, and the results are in agreement with the
previous analysis, which shows that the used method and model strategies have a certain
reliability. Moreover, Tables 6 and 7 show the accuracy statistics of HY2D. As can be shown
from Tables 6 and 7, the average radial accuracy based on spaceborne BDS and GPS data
are, respectively, 1.5 cm and 1.4 cm, the average three-dimensional accuracy are 5.3 cm
and 4.3 cm, respectively. These results illustrate that the HY2D satellite, using spaceborne
BDS and GPS data, can achieve the radial precision of 1.4~1.5 cm, the 3D position precision
better than 5.5 cm, and the radial precision can satisfy high-precision altimetry applications.
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Table 6. The precision statistics of HY2D satellite using spaceborne BDS data (unit: cm).

Doy R T N 3DRMS

187 1.5 4.1 3.1 5.3
188 1.5 4.1 3.0 5.3
189 1.5 4.1 3.0 5.3
190 1.5 4.1 3.1 5.3
191 1.5 4.1 3.0 5.3
192 1.5 4.1 3.0 5.3
193 1.5 4.1 3.1 5.4
194 1.5 4.1 3.1 5.4
195 1.6 4.1 3.1 5.4
196 1.5 4.1 3.1 5.3
197 1.5 4.1 3.1 5.3
198 1.6 4.1 3.1 5.3
199 1.5 4.2 3.1 5.4
200 1.5 4.1 3.1 5.4

Mean 1.5 4.1 3.1 5.4

Table 7. The statistics of accuracy for HY2D satellite using spaceborne GPS data (unit: cm).

Doy R T N 3DRMS

201 1.6 3.6 2.3 4.5
202 1.5 3.5 2.0 4.3
203 1.5 3.5 2.2 4.4
204 1.5 3.5 2.1 4.3
205 1.5 3.5 2.1 4.3
206 1.5 3.5 2.1 4.3
207 1.4 3.5 2.1 4.3
208 1.4 3.5 2.1 4.3
209 1.4 3.5 2.1 4.3
210 1.4 3.5 2.1 4.3
211 1.5 3.5 2.1 4.4
212 1.5 3.5 2.1 4.3
213 1.4 3.5 2.1 4.3
214 1.4 3.5 2.1 4.3
215 1.4 3.5 2.2 4.4
216 1.5 3.5 2.1 4.3
217 1.5 3.5 2.1 4.3
218 1.5 3.5 2.1 4.3
219 1.4 3.5 2.1 4.3
220 1.4 3.5 2.1 4.3
221 1.4 3.5 2.1 4.4
222 1.5 3.5 2.1 4.4

Mean 1.4 3.5 2.1 4.3

4.3. SLR Validation for the POD of HY2D

SLR is an independent measurement technique compared to GNSS, and thus SLR
validation can validate objectively the accuracy and reliability of GNSS-derived orbits [11,38].
Here, we select the SLR normal point data from the corresponding periods of the HY2D
satellite (download: ftp://edc.dgfi.tum.de/pub/slr/data/npt_crd/, accessed on 10 February
2022). The SLR residual results cannot verify the accuracies of the components in each
direction or orbital position directly, but they denote that the distance precision between the
given SLR station and the validated satellite. When the higher cut-off angle is set, the SLR
residuals can better reflect the radial accuracy. Because HY2D is an altimetry satellite, its
radial precision is our primary concern. In this study, we set the cut-off angles as 20, and give
the time series of SLR residuals in Figure 10.
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Figure 10. The variation of SLR residuals for HY2D satellite.

As can be seen from Figure 10, most of the residual values are located within ±8.0 cm,
and have no obvious abnormal value. The orbits of the first 14 days are calculated using
spaceborne BDS data, and the next 22 days orbits are calculated using spaceborne GPS
data. The range of SLR residuals for BDS-derived orbits is slightly bigger than that of
GPS-derived orbits, which is related to that the precision based on spaceborne GPS data
are slightly better than that of spaceborne BDS data. After the statistical calculation of
these residuals, their average value and standard deviation are, respectively, −0.7 cm and
3.3 cm, which illustrate that these residuals have no significant deviations. The results also
indicate that the orbital accuracy of HY2D satellite can satisfy the current high-precision
altimetry requirements.

5. Conclusions

Based on the spaceborne BDS and GPS data of the newly launched HY2D satellite,
this paper conducts research into POD using one month of data. The model strategies are
developed to solve the precise orbits of the HY2D satellite, and this study selects a month
of real onboard GPS and BDS data to validate the developed model strategies. The main
conclusions of the study are given in the following:

(1) The standard deviation of the POD residuals based on spaceborne BDS and GPS
data are, respectively, 9.12 mm and 8.53 mm, and these residual variations show no
significant deviations or systematic errors.

(2) The comparison results with DORIS-derived orbits show that the average radial
RMS value of spaceborne BDS and GPS are 1.5 cm and 1.4 cm, respectively, and the
corresponding 3D RMS accuracy are 5.3 cm and 4.3 cm, respectively. Overall, these
results indicate that the POD processing of the HY2D satellite using spaceborne BDS
and GPS data can achieve 1 cm radial precision and satisfy the current high-precision
altimetry applications.

(3) According to the SLR validation results, it is shown that the standard deviation of
residuals is 3.3 cm, which indicates that the orbital accuracy of the HY2D satellite is
approximately 3.3 cm, and the used model strategy is also reliable.

As an example of the HY2D satellite, this study adopts spaceborne BDS and GPS
data to conduct POD research. Eventually, the model strategies are developed to solve the
precise orbit of the HY2D satellite. Meanwhile, we use the external DORIS-derived precise
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orbit of the HY2D satellite and SLR normal point data to validate the calculated orbit, and
the results show that the HY2D satellite can achieve 1 cm radial precision.
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Abstract: The requirement of timeliness is increasing while obtaining precise tempo-spatial informa-
tion with the development of global navigation satellite systems (GNSSs). Due to the poor network
environment and communication conditions in some regions or application scenarios, it is difficult for
users to receive real-time (RT) precise products. The hourly updated ultra-rapid products with low
latency and high accuracy are of great interest in GNSS real-time and near-real-time fields. However,
it is difficult to achieve the high-rate one-hourly updated precise clock estimation (PCE); since many
ambiguity parameters need to be estimated, the computation is time-consuming. At present, the
highest time resolution of ultra-rapid clock offsets is 15 min. The low samplings affect the prediction
accuracy of clock offsets and the precise point positioning (PPP) performances. To meet these re-
quirements, we proposed an efficient method and design a new framework for high-rate one-hourly
updated ultra-rapid PCE. We modified the epoch-difference (ED) PCE model in the parameter esti-
mation. According to the characteristics of the modified ED PCE model, the Open Multi-Processing
(OpenMP) and Intel Math Kernel Library (MKL) technologies are used to construct a parallel system
to realize the parallelism among satellites, epochs, and stations. The comprehensive assessment in
the precision of clock offsets and PPP performances is conducted. The result demonstrates that the
one-hourly updated multi-GNSS clock offsets with 30 s sampling can be obtained within 20 min. The
estimated clock offsets accuracy increases with the improvement of the time resolution. The STD and
RMS are improved by (0.97 to 9.09% and 0.12 to 5.56%) in the observation session, (2.82 to 23.08% and
0.95 to 9.09%) in the first hour of the prediction session, and (0.11 to 3.85% and 0.12 to 4.19%) in the
second hour of the prediction session compared with low-rate products, respectively. The high-rate
one-hourly updated ultra-rapid clock offsets significantly improves the RT-PPP performances. The
positioning accuracy can be improved by 1.52~25.74%, and the convergence time can be improved by
21.96~65.75%. The RT-PPP performances are basically the same as GeoForschungsZentrum Potsdam
(GFZ) rapid products and slightly better than the Center National d’Etudes Spatiales (CNES) RT
products (CLK93). The one-hourly updated ultra-rapid products with low latency, high accuracy,
and not limited by network conditions can be well applied to real-time or near real-time applications
and research.

Keywords: high-rate; one-hourly updated ultra-rapid clock offsets; precise clock estimation (PCE);
epoch-difference (ED); parallel processing; precise point positioning (PPP)

1. Introduction

Precise satellite orbits and clock offsets are essential for obtaining precise tempo-spatial
information in precise point positioning (PPP), which plays an important role in precise
orbit determination (POD) for low Earth orbit (LEO) satellites, atmospheric retrieval, precise
positioning, timing, and so on. The International GNSS Service (IGS) has officially provided
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final, rapid, and ultra-rapid products since 5 November 2000 [1]. As summarized in IGS
product introductions (https://igs.org/products/#about, accessed on 1 March 2022), the
IGS final products with highest precision are delayed for 12~18 days; the rapid products
are delayed for 17~41 h [2]. With the development of global navigation satellite systems
(GNSSs) and the increasing requirements for positioning accuracy and low latency, the
final and rapid products can hardly meet the real-time and near-real-time user needs. The
ultra-rapid products with low latency and high accuracy are of great interest in GNSS
real-time and near-real-time fields. IGS integrated ultra-rapid GPS-only products from
eight analysis centers (AC), Center for Orbit Determination in Europe (CODE), Natural
Resources Canada (NRCan), and so on, which are updated every six hours [3,4]. At present,
the latency and time resolution of the ultra-rapid products released by most ACs are 6 h
and 15 min, respectively. The ultra-rapid orbits and clock offsets consist of observation and
prediction sessions. The high latency means that we need to predict the satellite orbit and
clock offsets for a longer time. With the increase in prediction time, the accuracy of satellite
orbits and clock offsets will be reduced correspondingly. Especially for satellite clock offsets
prediction, the accuracy of satellite clock offsets will be reduced with the longer prediction
time. Therefore, with the six-hourly updated ultra-rapid GPS-only products, it is difficult
to meet the high-precision real-time applications due to the low sampling and accuracy
loss of clock offsets prediction.

To support better real-time services, IGS established the Real Time Working Group
(RTWG) and provided the real-time service (RTS) to the GNSS community [5]. The Center
National d’Etudes Spatiales (CNES) adopted the Kalman Filter (KF) estimator for satellite
precise clock estimation (PCE) based on the raw observations [6]. The EPOS-RT and
PANDA software used the Square Root Information Filter (SRIF) to obtain the real-time
clock offsets based on the mixed-differenced model [7–9]. Whether in the raw observation
receiving or real-time product broadcasting, a good network is essential for the real-time
PCE. However, the available observations for real-time product solution will be affected by
the network environment, and its corresponding product accuracy will be decreased [5]. In
addition, it is difficult for users with poor network environment and communication ability
to receive real-time precise products. On the contrary, the ultra-rapid products estimation
is not expected to require high network conditions. It is not necessary for server and
client to receive data continuously. All the same, the high latency and low samplings for
ultra-rapid products are the problems that cannot be ignored. Therefore, it is important to
provide the ultra-rapid orbit and clock products with low latency, high precision, and high
samplings. To reduce the latency, Li et al. [10] used multi-thread technology and decreased
the sampling rate (5 to 10 min) to estimate one-hourly updated multi-GNSS products based
on undifferenced (UD) ionosphere-free (IF) models. Similarly, Chen et al. [11] updated data
processing strategy and optimized software to obtain one-hourly updated multi-GNSS
products with 5 min sampling. Wuhan University (WHU) GNSS AC released one-hourly
updated multi-GNSS products with 5 min sampling [12,13]. Although, the latency and
the samplings of ultra-rapid clock offsets has been improved from 6 to 1 h and 15 to
5~10 min, respectively. However, the samplings are not adequate for some applications.
The time resolution of satellite clock offsets will affect the PPP in terms of convergence time
and positioning accuracy, especially for the kinematic PPP applications [7,14,15]. To meet
real-time needs and improve the positioning performance, it is meaningful to develop the
high-rate one-hourly ultra-rapid PCE.

Furthermore, the single GPS is gradually developing to multi-constellation GNSS [16].
Multi-GNSS observations can improve the positioning accuracy, convergence time, and the
stability and reliability of GNSS services [17]. However, the development of multi-GNSS
has brought severe challenges to GNSS data processing. Figure 1 depicts the number
of estimated parameters for the different PCE models with the increase in the number
of the tracking stations. Due to the large number of estimation parameters (including
ambiguities) in multi-GNSS, the computation is time-consuming. Bock et al. [18] proposed
the epoch-difference (ED) PCE model to achieve high-rate GPS-only PCE for final products.
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In addition, most GNSS ACs used this model to obtain high-rate rapid and final products.
Although the ED model greatly reduces the time-consuming, the current ED model and
data processing strategy are difficult to realize the high-rate one-hourly updated ultra-rapid
PCE. The research on high-rate one-hourly updated ultra-rapid multi-GNSS PCE is slightly
insufficient. To meet the real-time and near-real-time requirements for multi-GNSS PPP
and ensure the stability and reliability of GNSS precise service, it is necessary to investigate
the multi-GNSS high-rate one-hourly updated ultra-rapid multi-GNSS PCE.

 
Figure 1. The number of estimated parameters for the different PCE models with the increase in the
number of the tracking stations, in which UD PCE, ED PCE, and MED PCE denote undifferenced
ionosphere-free PCE model, epoch-difference PCE model, and modified epoch-difference PCE,
respectively. Suppose a station can track six satellites for each constellation in one epoch.

With this background, we introduce an efficient model and design a new framework
for high-rate one-hourly updated ultra-rapid PCE. We investigate the influence of tropo-
spheric delay on ED clock offsets based on the traditional ED model and further propose
the modified ED PCE model to reduce the latency and improve calculation efficiency. Fur-
thermore, Open Multi-Processing (OpenMP) and Intel Math Kernel Library (Intel MKL)
technologies are used to improve the PCE processing efficiency and improve the time
resolution. First, we present the mathematical models of multi-GNSS modified ED PCE
and the methods of restoring ED clock offsets to absolute clock offsets in Section 2. Then,
the data processing strategies of multi-GNSS modified ED PCE and new data processing
framework are depicted in Section 3. In the following section, we verify the accuracy of
the estimated clock offsets. Furthermore, the real-time PPP (RT-PPP) performance using
real-time products and high-rate one-hourly updated products are also compared. Finally,
we summarize the contributions and give some recommendations.

2. Methods

This section begins with the single-frequency observation models. Then, the modified
ED models using GPS, BDS-2, BDS-3, GLONASS, and Galileo observations are developed
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in detail. Additionally, the methods of restoring ED clock offsets to absolute clock offsets
are introduced.

The linearized equations of single-frequency observation equation can be expressed
as [19]:⎧⎨⎩Ps

r,j = Rs
r + c ·

(
δtr + br

j + b̃r
j

)
− c ·

(
δts + bs

j + b̃s
j

)
+ gw · τw + Is

r,j + εPj

Φs
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(
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j

)
− c ·

(
δts + Bs

j + B̃s
j

)
+ gw · τw − Is

r,j + λj · Ns
r,j + εΦj

(1)

where r, s, and j depict the receiver, satellite, and the frequency band, respectively; P and
Φ are the range and phase observations; Rs

r is the geometrical range between satellite to
receiver; c is the lightspeed; δtr and δts denote the receiver and satellite clock offsets; br

j
and bs

j represent the receiver and satellite constant time-invariant uncalibrated code delays
(UCDs); Br

j and Bs
j depict the corresponding constant time-invariant uncalibrated phase

delays (UPDs); b̃r
j , b̃s

j , B̃r
j , and B̃s

j represent time-varying part; τw and gw depict the zenith
wet delay (ZWD) and the corresponding wet mapping function; Is

r,j is the slant ionospheric
delay; Ns

r,j denote the integer ambiguity with its wavelength λj; εPj and εΦj are the range
and phase observation noises containing multipath and unmodeled error.

Most IGS and International GNSS Monitoring and Assessment System (iGMAS) ACs
adopted undifferenced IF model to obtain the satellite clock offsets [1], which can be
expressed as:{

Ps
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(2)

The IF combination for observations and hardware delays can be described as [19]:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
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where αi,j and βi,j are frequency factors; fi and f j depict the ith and jth frequency; Ps
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.
As mentioned above, it is difficult to achieve the high-rate one-hourly updated PCE

because of many estimated parameters for the UD model. To ensure the accuracy, stability,
and computational efficiency of one-hourly ultra-rapid PCE, the ED model is applied to
perform PCE, which can be expressed as:{

ΔPs
r,IFi,j

(tk+1, tk) = c · Δδtr
IFi,j

(tk+1, tk)− c · Δδts
IFi,j

(tk+1, tk) + Δgw(tk+1, tk) · τw(tk+1) + εΔPIFi,j

ΔΦs
r,IFi,j

(tk+1, tk) = c · Δδtr
IFi,j

(tk+1, tk)− c · Δδts
IFi,j

(tk+1, tk) + Δgw(tk+1, tk) · τw(tk+1) + εΔΦIFi,j

(4)

where Δ is the ED operator; s = GPS, BDS, GLONASS, Galileo; for example, the ED clock
offsets are Δδtr

IFi,j
(tk+1, tk) = δtr

IFi,j
(tk+1)− δtr

IFi,j
(tk). The ambiguity can be removed by ED

operation when there are no cycle slips in carrier phase observations. The inter-system bias
is quite stable over a day and can be eliminated by ED [20]. Therefore, only ZWDs and
the ED clock offsets of receiver and satellite remain. One receiver equipped high-precision
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atomic clock is selected as reference clock to avoid the singularity between receiver and
satellite clock offsets.

Although the traditional ED model and the corresponding data processing strategy
are difficult to achieve the high-rate one-hourly updated ultra-rapid PCE, the ED model
greatly reduces the number of estimated parameters and reduces the consuming time.
Based on the characteristic of traditional ED model and the corresponding data processing
strategy, we investigated the influence of tropospheric delays on ED PCE. Generally, the
tropospheric delays cannot be ignored in the ED PCE. The systematic bias caused by
mapping function and systematic variation of tropospheric delays will be absorbed by
absolute clock offsets [7,21]. The ZWD are generally solved once an hour. If ZWD can be
eliminated by ED, as shown in Figure 1, the estimated parameters will be further reduced.
In addition, there is no correlation between epochs on the premise of estimating ED clock
offsets as white noise. The parallel processing between epochs can be realized to further
improve the solution efficiency. The modified ED model without ZWD estimations can be
expressed as:⎡⎢⎣ ΔPs

r,IFi,j

ΔΦs
r,IFi,j
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(5)

where n is the number of stations, m represents the number of observations, k depicts the
number of the satellites, l is the number of observations at reference station. en, em, ek, and
el are n-row, m-row, k-row, and l-row vector in which all values are 1; clkre f is the reference
clock. For simplicity, SHA1 and SHA2 denote the modified ED PCE model (ignoring ZWD)
and the traditional ED PCE model (estimating ZWD), respectively.

The estimated ED clock offsets must be restored to the absolute clock offsets before
it can be used normally. The low-rate clock offsets are used as control points to obtain
absolute clock offsets, which can be written as [18]:
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where δ̃t f ix(t1), δ̃t f ix(ti), and δ̃t f ix(tn) are the low-rate clock offsets; Δδt(ti+1, ti) is the
estimated ED clock offsets; n denotes the number of epochs of the low-rate clock offsets.

3. Datasets and Processing Strategies

3.1. Datasets

Approximately 120 stations are used to estimate the high-rate one-hourly ultra-rapid
clock offsets. The hourly updated observations from IGS MGEX and iGMAS are used
to perform the PCE. The selected GNSS stations are shown in Figure 2. To verify the
performance of high-rate hourly updated ultra-rapid clock offsets, the GNSS stations
without PCE are selected for RT-PPP. The stations marked red are used for high-rate PCE,
and the other GNSS stations marked blue are used for RT-PPP.
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Figure 2. Distribution of the selected GNSS tracking stations for PCE and PPP, in which the stations
marked red are used for PCE and the stations marked blue are used for RT-PPP.

3.2. Processing Strategies

The one-hourly updated ultra-rapid multi-GNSS PCE processing strategies are illustrated
in Table 1. The dual-frequency observations of L1 (1575.42 MHz) and L2 (1227.60 MHz) for
GPS, G1 (1602+k*9/16 MHz) and G2 (1246+k*7/16 MHz) for GLONASS, E1 (1575.42 MHz)
and E5a (1176.45 MHz) for Galileo, B1I (1561.098 MHz) and B3I (1268.52 MHz) for BDS-2
and BDS-3 are used to generate high-rate hourly updated ultra-rapid multi-GNSS clock
offsets. The satellite orbit and station coordinates are fixed to the SHAO one-hourly updated
ultra-rapid solutions [11]. The reference frame and time system of SHAO (Shanghai
Astronomical Observatory) precise products are ITRF 2014 and GPS time (GPST), and the
satellite orbit and clock offsets is 5 min sampling [11]. As for the noteworthy clock, one
receiver equipped high-accuracy atomic clock is selected as the reference clock to avoid
the singularity between receiver and satellite ED clock offsets. Because the low-rate clock
offsets are used as control points to obtain absolute clock offsets, the reference clock is
consistent with SHAO to avoid additional bias. The dry tropospheric delay is corrected
using the modified Hopfield model and Global Pressure and Temperature 3 (GPT3), and
the Vienna mapping functions 3 (VMF3) is used to obtain the mapping functions of both
dry and wet parts [22]. Regarding the wet part, the two schemes mentioned above are
proposed to investigate the effect of troposphere estimation on PCE. As for phase center
offset (PCO) and phase center variations (PCV), GPS, GLONASS, Galileo satellite antennas
are corrected using the antenna file data provided by IGS MGEX [23,24]. BDS-2 and BDS-3
are corrected using the BeiDou official data (http://www.beidou.gov.cn/, accessed on
1 March 2022).

Table 1. The data processing strategy for precise clock estimation (PCE).

Items Strategies

System GPS GLONASS Galileo BDS-2 BDS-3

Frequency L1/L2 G1/G2 E1/E5a B1I/B3I B1I/B3I

Observations Pseudorange and carrier phase observations

Elevation cutoff 7 degrees

Observation weighting Elevation weight [sin(elevation)]

Satellite orbit Fixed by SHAO one-hourly updated ultra-rapid precise orbit
products

Satellite ED clock offsets Estimated
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Table 1. Cont.

Items Strategies

Satellite absolute clock offsets Estimated by using satellite ED clock offsets and low-rate
absolute clock offsets

Receiver coordinate Fixed by SHAO station coordinates

Reference clock Receiver clock

Receiver ED clock Ordinary station: EstimatedReference station: Fixed

Tropospheric delay
SHA1: Modified Hopfield for dry and wet part
SHA2: Modified Hopfield for dry part and estimated for wet
part (10−9 m2/s)

Ionospheric delay Eliminated first order by IF observations

Satellite antenna IGS MGEX values BDS official

Receiver antenna IGS MGEX values

Phase windup effect Corrected [25]

Relativistic effect Corrected [26]

Earth rotation Corrected [26]

Tide effect Solid Earth, Pole, and Ocean tide

Ambiguity Eliminated by ED model

Figure 3 illustrates the slide window for one-hourly updated ultra-rapid orbit and
clock offsets products generation. To achieve one-hourly updated ultra-rapid orbit and
clock offsets, the computation time of POD and high-rate PCE is within one hour. SHAO
can solve low-rate ultra-rapid multi-GNSS orbit and clock offsets in 35 to 40 min based
on the Lenovo SR650 server (4*Inter (R) Xeon (R) Gold 6244 CPU @3.60 GHz), which
means that the high-rate PCE needs to be solved in about 20 min. Moreover, the latency of
one-hourly ultra-rapid multi-GNSS satellite products is one hour, we need to predict it to
meet the real-time applications. The orbit prediction method is integrating the prediction
orbit by the fitted orbit, from 24 h, and adjacent afore 24 h orbits (observation session) [11].
The clock offsets prediction model is modified Auto Regressive Integrated Moving Average
(ARIMA) [27].

Figure 3. The slide window for one-hourly updated ultra-rapid orbit and clock offsets products
generation.

According to the characteristics of the modified ED PCE model, we propose a corre-
sponding new data processing flow, as shown in Figure 4, to achieve high-rate one-hourly
updated ultra-rapid PCE. First, the IGS real-time stream and one-hourly updated observa-
tions obtained from IGS MGEX and iGMAS are merged and preprocessed. After that, the
POD is performed to obtain one-hourly updated ultra-rapid precise products including
orbit, low-rate clock offsets, Earth rotation parameters (ERP), and station coordinates. Then,
the one-hourly updated ultra-rapid precise products and observations are imputed into
high-rate PCE system marked red in Figure 4. In the processing of calculating correction
information, there is no correlation between stations, the OpenMP can be used for parallel
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processing of multiple stations. In the processing of calculating ED clock offsets, the Intel
MKL is used to accelerate the matrix solution. Because the SHA1 model does not need
to estimate ZWD, the OpenMP can be used for parallel processing of multiple epochs.
However, the OpenMP cannot be used for SHA2 parallel processing of multiple epochs.
In the process of obtaining absolute clock offsets, the OpenMP can be used for parallel
processing of multiple satellites and Intel MKL can be used to accelerate the matrix solution.
This high-rate PCE system has strong flexibility, and it can be connected to the ultra-rapid,
rapid, final, and real-time POD system to obtain high-rate clock offsets.

Figure 4. The data processing flow for one-hourly updated ultra-rapid orbit and clock offsets products
generation.

4. Validation and Results

This part begins with the validation of the estimated clock offsets. Because the high-
rate one-hourly updated ultra-rapid products are mainly oriented to real-time and near-real-
time users, we compared the estimated high-rate clock offsets and real-time clock offsets
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provided by CNES (CLK93) in terms of the clock offsets accuracy and PPP performances.
Finally, the performance of the estimated clock offsets is discussed.

4.1. The ED Clock Offsets

The time series of estimated ED clock offsets and its comparison with GFZ rapid
(GBM) and CODE final (COD) multi-GNSS products are depicted in Figure 5. To show
ED clock offsets more clearly, the ED clock offsets are shifted by the same amount (1 ns)
to avoid overlapping. Figure 6 shows their differences. Because BDS constellations are
composed of Geostationary Earth Orbit (GEO), Inclined Geosynchronous Satellite Orbit
(IGSO), and Medium Earth Orbit (MEO) satellites, different orbit types of BDS satellites
have different accuracy in POD [28,29]. Therefore, the corresponding clock offsets have
different accuracy for different orbit types. In order to analyze BDS-2 objectively, we discuss
it separately. From Figures 5 and 6, we can find that the difference between GBM and
the estimated ED clock offsets for SHA1 and SHA2 is very small, and they are basically
distributed on the diagonal with slope of 1. From Figures 5 and 7, we can draw a similar
conclusion that the estimated ED clock offsets are basically consistent with COD. This
means that the performance of the estimated ED clock is basically consistent with GBM
and COD. Certainly, we can also find that the performance of BDS-2 is slightly worse than
other systems, especially for GEO satellites. There are three reasons for the difference. First,
BDS-2 is a regional navigation system, and the stations tracked BDS-2 signals are basically
located in Asia and Europe. There are less observations for BDS-2 POD and PCE because
of the unevenly distributed stations. Secondly, BDS-2 contains five GEO and seven IGSO
satellites. The orbit accuracy of BDS-2 GEO and IGSO satellites is poor due to the force
models and the observation geometry. Therefore, the estimated ED clock offsets calculated
by fixed GEO orbit is slightly poor. Last, but most important, there are some differences
between GFZ and SHAO in BDS data processing strategies in terms of the precise attitude
model, the solar radiation pressure model, and DCB corrections [11,30], which leads to
the poor consistency of the results. In order to more accurately and objectively explain
the accuracy of the estimated ED clock offsets compared with GBM and COD, the mean,
STD, and RMS of the estimated ED clock offsets between GBM, COD and SHA1, SHA2 for
multi-GNSS satellites are listed in Table 2. Our calculation is basically consistent with the
results of GBM and COD. The difference in ED clock offsets between GBM, COD and SHA1,
SHA2 for GPS and Galileo satellites range from 6 to 7 ps, and the difference for BDS and
Galileo range from 10 to 16 ps. The results in Table 2 confirm the findings of Figures 5–7.

Table 2. The statistics of means, STD, and RMS for GPS, BDS-2 GEO, BDS-2 IGSO, BDS-2 MEO,
BDS-3, GLONASS, and Galileo satellites ED clock (unit: ps).

Type
System

GPS
BDS-2
(GEO)

BDS-2
(IGSO)

BDS-2
(MEO)

BDS-3 GLONASS Galileo

SHA1
(GBM)

Mean −0.26 0.96 −0.47 −0.30 −0.37 −0.20 −0.25
STD 6.45 21.31 15.19 14.36 11.04 12.64 7.17
RMS 6.46 21.33 15.20 14.36 11.05 12.65 7.17

SHA2
(GBM)

Mean −0.13 0.94 −0.43 −0.25 −0.24 −0.13 −0.18
STD 6.29 21.25 15.54 14.56 11.03 12.71 7.16
RMS 6.32 21.27 15.55 14.57 11.03 12.71 7.16

SHA1
(COD)

Mean −0.21 Non −0.27 −0.22 −0.25 −0.11 −0.22
STD 6.73 Non 14.93 14.50 11.22 12.61 6.87
RMS 6.82 Non 15.01 14.52 11.24 12.71 6.90

SHA2
(COD)

Mean −0.09 Non −0.15 −0.17 −0.13 −0.03 −0.12
STD 6.54 Non 15.46 13.90 11.46 13.26 7.32
RMS 6.57 Non 15.50 14.00 11.48 13.30 7.34
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Figure 5. The time series of estimated ED clock offsets and its comparison with GFZ rapid and COD
final clock products, in which CC denotes the correlation coefficient.

Now, turn to the influence of tropospheric delays on ED clock offsets estimation.
Figures 5–7 not only show the difference between GBM, COD, and the estimated ED clock
offsets but also depict the difference between SHA1 and SHA2. As shown in Figure 5,
SHA1 and SHA2 are highly overlapped, and it is difficult to distinguish the difference.
From Figures 6 and 7 and Table 2, we can see that the difference between SHA1 and SHA2
is very small, ranging from 0 to 0.35 ps in terms of the statistics of mean, STD, and RMS
for GPS, BDS-2 GEO, BDS-2 IGSO, BDS-2 MEO, BDS-3, GLONASS, and Galileo satellites,
which can be ignored. To prove this point more favorably and reflect the situation of each
satellite clearly, the relationship between SHA1 and SHA2 in terms of the mean, STD, and
RMS of each satellite is depicted in Figure 8. The mean of each satellite for SHA2 is closer
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to 0 than SHA1, but the difference is very tiny. In addition, the STD and RMS of each
satellite are basically distributed on the diagonal with slope of 1. In general, the ED clock
of SHA1 and SHA2 are basically consistent both in mean, STD, and RMS. However, from a
calculation time-consuming point of view, adding the ZWD parameter will increase the
computation complexity. The corresponding time-consuming will increase. As shown in
Figure 9, the mean time-consuming of SHA1 is about 16.5 min, and that of SHA2 is about
23.5 min, based on Lenovo SR650 server (4*Inter (R) Xeon (R) Gold 6244 CPU @3.60GHz)
using OpenMP and Intel MKL. In case of poor data quality, the time-consuming of SHA1 is
about 20 to 23 min. In normal conditions, SHA1 takes less than 20 min.

 

Figure 6. The difference between GFZ rapid clock offsets and estimated ED clock offsets, in which (a,
b, c) denotes (mean, STD, and RMS).
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Figure 7. The difference between CODE final clock offsets and estimated ED clock offsets, in which
(a, b, c) denotes (mean, STD, and RMS).

As mentioned above, the time-consuming of POD and high-rate PCE must be less
than 1 h to achieve one-hourly updated orbits and clocks. Because the difference between
SHA1 and SHA2 is very tiny, and its difference is less than 0.35 ps in terms of mean, STD,
and RMS. As stated earlier, SHA1 can use the OpenMP for parallel processing of multiple
stations, multiple epochs, and multiple satellites, while SHA2 can only use the OpenMP
for parallel processing of multiple stations and multiple satellites. The computational
efficiency of SHA1 is significantly higher than that of SHA2. Considering the calculation
time and accuracy, SHA1 as the optimal strategy is applied to obtain one-hourly updated
ultra-rapid clock.

188



Remote Sens. 2022, 14, 1257

 

Figure 8. The mean, STD, and RMS of each satellite for GPS, BDS-2, BDS-3, GLONASS, and Galileo
using two tropospheric processing strategies.

4.2. The Absolute Clock Offsets

The ED clock offsets calculated by the SHA1 strategy are restored to the absolute clock
offsets by using Equation (6). The double-difference (DD) method of selecting one satellite
to eliminate the clock datum [31] is used to assess the absolute clock. GPS PRN01 (G01),
BDS-2 PRN07 (C07), BDS-3 PRN19 (C19), GLONASS PRN24 (R24), and Galileo PRN01
(E01) are selected as the reference satellite to assess the clock of other GNSS satellites.
Figures 10 and 11 show the STD and RMS of high-rate and low-rate one-hourly updated
GNSS ultra-rapid clock for observation. In addition, the ultra-rapid products are more
targeted to real-time and near real-time users; we added the real-time stream products
CLK93 released by CNES to discuss the precision of estimated clock and CLK93. When
users use the low-rate clock, they need to use mathematical interpolation algorithm to
interpolate the low-rate clock, which causes the loss of clock accuracy [14]. In order to
reflect the actual applications of low-rate clock, the clock interpolated by the ninth order
Lagrange interpolation algorithm was also evaluated.
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Figure 9. The computation time for 1-day high-rate multi-GNSS PCE using 120 GNSS tracking
stations, in which Non, OMP, and MKL denote no acceleration method, OpenMP, and Intel MKL,
respectively.

It can be seen from Figure 10 that the STD of the estimated high-rate clock (SHA30s
(PCE)), low-rate clock (SHA300s), and clock offsets interpolated by mathematical interpola-
tion algorithm (SHA30s (Math)) for GPS, BDS-2 GEO, BDS-2 non-GEO, BDS-3, GLONASS,
and Galileo satellites are basically better than 0.2, 1.2, 0.3, 0.3, 0.4, and 0.2 ns, respectively.
From SHA30s (PCE), SHA300s, and SHA30s (Math), we can find that SHA30s (PCE) has a
certain improvement compared with SHA30s (Math), but the improvement is not obvious
compared with SHA300s. There are three reasons for the little increase in SHA30s (PCE)
compared with SHA300s. Firstly, the weight of the control points is higher than that of the
ED clock offsets when the ED clock offsets are restored to the absolute clock offsets by using
low-rate clock offsets as control points. Secondly, the accuracy of SHA300s is obtained by
evaluating the clock offsets on time node (300s intervals), and there is no precision loss
caused by the interpolation algorithm. Finally, the accuracy of SHA300s provide by SHAO
is already good.

It is worth mentioning that the STD of the estimated clock offsets is slightly better
than CLK93. There are two possible explanations: the clock offsets precision is inevitably
disturbed by the stability of real-time observation streams, more commonly, the available
observation data for real-time product solution are less than ultra-rapid solutions. In
other words, one-hourly updated ultra-rapid orbit and clock offsets products can ensure
better accuracy in the case of poor network environment. Whether it is used as backup
data or practical data, one-hourly updated ultra-rapid orbit and clock offsets products are
very reliable.

190



Remote Sens. 2022, 14, 1257

Figure 10. The STD of multi-GNSS ultra-rapid estimated clock for observation session, in which
SHA30s (PCE), SHA300s, SHA30s (Math), and CLK93 depict the estimated high-rate clock, low-
rate clock, clock interpolated by mathematical interpolation algorithm, and CNES real-time clock,
respectively. The Ref.SATE means the reference satellite.

Note that RMS, the RMS of SHA30s (PCE), SHA300s, and SHA30s (Math) for GPS,
BDS-2, BDS-3, GLONASS, and Galileo satellites are basically better than 0.5, 3.0, 0.9, 1.2,
and 0.4 ns. The RMS of satellites such as G04, G14, G18, G23, C11, C12, and C14 are
especially large compared with other satellites. Because the different ACs adopt different
processing strategies such as the precise attitude model, the solar radiation pressure model,
and DCB corrections [11,30,32], these inconsistencies lead to the differences between SHAO
and GBM on some satellites. Moreover, the RMS of GLONASS satellites is worse than
other GNSSs, which is due to the possible bias caused by the float ambiguity solutions in
POD and frequency division multiple access (FDMA) signal transmit mechanism. From
the comparison between SHA30s (PCE) and CLK93, we can find that the RMS of SHA30s
(PCE) is better than that of CLK93. As commented earlier, the main reasons are as follows:
on the one hand, different ACs have differences in data processing strategies, on the other
hand, the available observation data for real-time product solution is not as stable as that
of ultra-rapid solutions.
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Figure 11. The RMS of high-rate and low-rate one-hourly updated GNSS ultra-rapid clock for
observation session, in which SHA30s (PCE), SHA300s, SHA30s (Math), and CLK93 depict the
estimated high-rate clock, low-rate clock, clock interpolated by mathematical interpolation algorithm,
and CNES real-time clock, respectively.

Now, pay attention to the mean STD and RMS for the observation session and pre-
diction session. Combined with Figures 10–12, we can obtain four key findings. In terms
of the precision of the estimated high-rate clock offsets and SHAO low-rate clock offsets,
GPS and Galileo are the best, BDS-3 is the second, and GLONASS and BDS-2 are relatively
worse. Secondly, SHA30s (PCE) is optimal in both the observation and prediction session.
The absolute clock of the prediction and observation sessions has been modified by the
improvement of the time resolution. The STD and RMS are improved by (0.97 to 9.09%
and 0.12 to 5.56%) in the observation session, (2.82 to 23.08% and 0.95 to 9.09%) in the first
hour of the prediction session, and (0 to 3.85% and 0.12 to 4.19%) in the second hour of the
prediction session, respectively. Thirdly, the precision of SHA30 (PCE) is slightly better
than CLK93 in the observation section and basically the same as CLK93 in the prediction

192



Remote Sens. 2022, 14, 1257

section. Finally, there are some differences between SHAO, GFZ, and CNES in the data
processing strategy, and the clock offsets of different ACs show differences in RMS.

Figure 12. Average STD and RMS of high-rate and low-rate one-hourly updated GNSS ultra-rapid
clock for observation session and prediction session.

4.3. Real-Time PPP Validation

The RT-PPP experiments will be carried out to verify the practicability and reliability
of the estimated clocks. The PPP solutions using GBM products (30 s interval) is taken
as the reference. Figure 13 depicts the PPP convergence at HUEG for GPS-only, BDS-
only, GLONASS-only, Galileo-only, and multi-GNSS (GPS + BDS + GLONASS + Galileo).
To show the PPP convergence clearly, only the first 2 h are shown in Figure 13. From
Figure 13, we can see that the convergence time for SHA30s (PCE) is obviously improved,
and its performance is basically same as that of GBM products. Figure 14 shows the
average convergence time. During the observation session, SHA30s (PCE) can improve
the convergence time by (48.16, 31.55, 37.06%) for GPS-only PPP, (32.88, 21.96, 22.60%) for
BDS-only PPP, (40.78, 31.15, 35.05%) for GLONASS-only PPP, (40.49, 23.49, 25.57%) for
Galileo-only PPP, and (64.75, 60.28, 55.07%) for multi-GNSS PPP, compared with SHA300s
in north, east, and up directions, respectively. In the first hour of the prediction session,
SHA30s (PCE) can improve the convergence time by (49.84, 32.47, 37.63%) for GPS-only
PPP, (33.62, 24.53, 28.12%) for BDS-only PPP, (44.16, 27.69, 28.69%) for GLONASS-only
PPP, (44.82, 25.03, 23.95%) for Galileo-only PPP, and (65.75, 60.98, 56.21%) for multi-GNSS
PPP, respectively. In the second hour of the prediction session, SHA30s (PCE) can improve
the convergence time by (57.27, 34.85, 36.03%) for GPS-only PPP, (39.76, 27.80, 31.31%)
for BDS-only PPP, (43.99, 28.29, 26.30%) for GLONASS-only PPP, (45.74, 26.30, 28.29%)
for Galileo-only PPP, and (62.12, 55.51, 57.14%) for multi-GNSS PPP, respectively. The
estimated high-rate one-hourly ultra-rapid clock greatly shortens the PPP convergence
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time, which is basically the same as GBM and slightly better than CLK93 in the observation
session. In the prediction session, SHA30s (PCE) performs good, and the convergence time
of SHA30s (PCE) is at the same level as CLK93.

Figure 13. PPP convergence at HUEG for GPS-only, BDS-only, GLONASS-only, Galileo-only, and
multi-GNSS (GPS + BDS + GLONASS + Galileo) from 0:00 to 2:00 on DOY 121, 2021.

As for positioning accuracy, the final convergence accuracy of SHA30s (PCE) and
SHA300s is basically the same in the observation section. However, the positioning accuracy
of SHA300s decreases slightly in the prediction session, while the performance of SHA30s
(PCE) is still good. From the Figures 15 and 16, it is obvious that the positioning accuracy
will decrease with the increase in prediction time. However, using high-rate clock offsets
can appropriately avoid the decrease in positioning accuracy. The positioning accuracy of
SHA30s (PCE) for GPS-only, BDS-only, GLONASS-only, Galileo-only, and multi-GNSS PPP
is improved by 14.90, 21.68, 13.38, 9.06, and 25.74% in the observation session, 12.34, 1.52,
13.37, 8.66, and 12.99% in the first hour of the prediction session, and 7.97, 9.86, 7.76, 22.45,
and 11.65% in the second hour of the prediction session, respectively. Similarly, SHA30s
(PCE) improves the PPP positioning accuracy, which is slightly better than CLK93 in the
observation session. In the prediction session, the positioning accuracy of SHA30s (PCE) is
at the same level as CLK93. Even in the case of poor network environment, the estimated
high-rate one-hourly ultra-rapid clock can ensure the better PPP performance.
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Figure 14. The average convergence time for GPS-only, BDS-only, GLONASS-only, Galileo-only, and
multi-GNSS PPP from DOY 121 to 130, 2021.

 
Figure 15. PPP positioning error at HUEG for GPS-only, BDS-only, GLONASS-only, Galileo-only, and
multi-GNSS from 20:00 on DOY 121 to 2:00 on DOY 122, 2021.
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Figure 16. The average RMS for GPS-only, BDS-only, GLONASS-only, Galileo-only, and multi-GNSS
PPP from DOY 121 to 130, 2021.

In summary, the estimated high-rate one-hourly ultra-rapid clock can improve the
PPP performance in terms of positioning accuracy and convergence time and can be well
applied to real-time PPP applications.

5. Conclusions

This contribution focused on the high-rate one-hourly updated ultra-rapid PCE and
its application in RT-PPP. We modified the ED PCE model by investigating the influence
of tropospheric delays on ED PCE and proposed a new framework to obtain high-rate
one-hourly updated ultra-rapid clock. The OpenMP and Intel MKL are used to construct a
parallel processing system to improve computation efficiency. Through the analysis and
discussion, we can draw the following conclusions.

As for the influence of tropospheric delays on ED PCE, the difference between SHA1
and SHA2 is very tiny, ranging from 0 to 0.35 ps in terms of the statistics of mean, STD, and
RMS for multi-GNSS satellites, which can be ignored. From a calculation time-consuming
point of view, adding the ZWD parameter will increase the computation complexity. The
corresponding time-consuming will increase. The time-consuming of SHA1 is about
16.5 min, and that of SHA2 is about 23.5 min based on the Lenovo SR650 server (4*Inter
(R) Xeon (R) Gold 6244 CPU @3.60GHz). Therefore, SHA1 as the optimal strategy with
low time-consuming and high accuracy is recommended to obtain one-hourly updated
ultra-rapid clock offsets. From the precision of the clock offsets point of view, improving
the time resolution can improve the precision of the absolute clock offsets in both prediction
and observation sessions. The STD and RMS are improved by (0.97 to 9.09% and 0.12 to
5.56%) in the observation session, (2.82 to 23.08% and 0.95 to 9.09%) in the first hour of
the prediction session, and (0.11 to 3.85% and 0.12 to 4.19%) in the second hour of the
prediction session, respectively.

Similarly, the estimated clock offsets perform well in RT-PPP. The estimated clock
offsets improve the PPP positioning accuracy and greatly shorten the convergence time.
The positioning accuracy can be improved by 9.06~25.74% in the observation session,
1.52~13.37% in the first hour of the prediction session, and 7.76~22.45% in the second hour
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of the prediction session, respectively. The convergence time can be significantly improved
by 21.96~64.75, 23.95~65.75, and 26.30~62.12% for the observation session, the first hour
of the prediction session, and the second hour of the prediction session compared with
low-rate products, respectively. The RT-PPP performance of SHA30s (PCE) is basically the
same as GFZ rapid products and slightly better than CLK93. Whether in the prediction
session or in the observation session, the estimated clock shows good performance. The
estimated high-rate one-hourly ultra-rapid clock can ensure the better PPP performance in
the case of poor network environment.

Synthesizing the analysis and discussion above, the estimated high-rate one-hourly
updated ultra-rapid precise clock offsets (URL: ftp://igsdepot.ign.fr/pub/igs/products/
mgex/, accessed on 1 March 2022) have excellent performance, which can be well applied
to real-time or near real-time applications and research.
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Abstract: Geomagnetic storms are one of the space weather events. The radio signals transmitted
by modern navigation systems suffer from the effects of magnetic storms, which can degrade the
performance of the whole system. In this study, the performance of the BeiDou Navigation Satellite
System (BDS) B1 frequency standard point positioning (SPP) in China and the surrounding area
during different classes of storm was investigated for the first time. The statistical analysis of the
results revealed that the accuracy of the BDS-2 B1 frequency SPP deteriorated during the storms.
The probability of the extrema of the positioning error statistics was largest during strong storms,
followed by moderate and weak storms. The positioning accuracy for storms of a similar class was
found not to be at the same level. The root mean square error in positioning for the different classes
of storm could be at least tens of centimeters in the east, north and up directions. The findings in
this study could contribute toward the error constraint of BDS positioning accuracy during different
classes of geomagnetic storm and be beneficial to other systems, such as BDS-3, as well.

Keywords: BDS; SPP; main phase; geomagnetic storms

1. Introduction

A geomagnetic storm is defined as a period when the ring current becomes intense
enough to exceed the key threshold of the disturbance storm time (Dst) index. Geomag-
netic storms are induced by the intense and continuing interplanetary convection electric
field and energy injection into the magnetosphere–ionosphere system [1]. The enhanced
interplanetary convection electric field is motivated by a constant southward interplanetary
magnetic field (IMF) [2]. Solar wind carries the coronal magnetic field out into the entire
heliosphere, thus forming the IMF [3]. Based on the signatures in the magnetic field, a
geomagnetic storm can be divided into three phases: initial, main and recovery. The main
phase is the principal characteristic of a geomagnetic storm [1,4].

The largest global atmospheric effects can be activated by geomagnetic storms [5].
Storms can generate disturbances in the ionosphere, which varies with the location of the
region under consideration, the local time (LT) of the geomagnetic storm onset and other
parameters [6]. The Equatorial Ionization Anomaly also responds to the effects of storms [7].
The disturbed condition of the ionosphere during geomagnetic storms is known as an
ionospheric perturbation, which can have great effects on radio propagation-dependent
applications, especially for Global Navigation Satellite System (GNSS) single frequency
users. These effects can usually be corrected by ionospheric models. In the case of BeiDou
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Navigation Satellite System (BDS-2) single frequency users, a Klobuchar-style ionospheric
navigation model is applied for the corrections [8]. The mean correction precision of the
model is better than 65% and it performs better for middle latitudes than low latitudes [9].
For BDS-3 single frequency users, the BeiDou global broadcast ionospheric delay correction
model (BDGIM) is proposed for the ionospheric delay correction. Ionospheric errors can be
mitigated by 80.9% in the China region and 77.6% at the global scale [10].

There are case studies demonstrating the adverse effects of geomagnetic storms on
GNSS positioning. During storms, carrier phase cycle slips in Global Positioning System
(GPS) signals may occur, which result from loss of lock (LOL) events [11]. Astafyeva et al. [12]
demonstrated that the density of GPS LOL events can increase to 0.25% on the L1 band and
3% on the L2 band during super storms (Dst ≤ −250 nT) and 0.15% on L1 and 1% on L2
during intense storms (−250 nT < Dst ≤ −100 nT). Specifically, the tracking performance
of GPS receivers in the high latitudes was investigated for the 2015 St. Patrick’s Day strong
storm. The significant scintillation caused by the storm contributed to a LOL on the GPS
L2 band but had little influence on the tracking of the GPS L1 signal [13]. Kinematic
GPS positioning could also be degraded during ionospheric disturbances induced by
geomagnetic storms. The repeatability of kinematic positioning, which was estimated
using a two-step approach based on double difference L3 phase measurements, reached
12.8, 8.1 and 26.1 cm in the north (N), east (E) and up (U) directions, respectively, during the
2003 Halloween storm [14]. The accuracy of real-time kinematic (RTK) positioning could
also be deteriorated during a strong geomagnetic storm [15] and even during a weak storm
at high latitudes [16]. Furthermore, positioning errors in network RTK and precise point
positioning (PPP) techniques increased rapidly during the 2015 St. Patrick’s Day strong
storm [17]. An investigation was also performed into the effects of moderate and weak
geomagnetic storms on the performance of GNSS–SBAS in low-latitude African regions
using an SBAS emulator to simulate specific EGNOS-like messages. The SBAS performance
in equatorial African regions showed a non-linear relationship with the geomagnetic
storm indices [18]. Additionally, GPS instrumental biases, including receiver and satellite
biases, are routinely estimated using a dual frequency geometry-free combination. These
computations can also be affected during geomagnetic storms [19].

Even though previous studies have revealed the effects of individual, or several,
geomagnetic storms on the Earth’s upper atmosphere and GNSS applications, few papers
have studied the performance of BDS-based applications during geomagnetic storms,
especially during the different classes of storm. GNSS single frequency users are supposed
to be more obviously affected compared to other positioning modes, such as PPP, during
those periods. In this study, the effects of different types of storm on the performance of
BDS-2 single frequency standard point positioning (SPP) are investigated comprehensively,
especially for the most commonly used B1 frequency. In addition, the differences between
the effects of separate storms are studied.

2. Methodology

Dst index can be used as a criterion to classify geomagnetic storms [4]. In this study,
Dst indices were extracted from combined OMNI files that were obtained from the NASA
database (https://omniweb.gsfc.nasa.gov, accessed on 20 January 2022). All storms in solar
cycle 24 were analyzed and divided into three classes: strong, moderate and weak. Table 1
states the threshold conditions that were applied in the classification of storms (see [1,20]).

Table 1. The thresholds implemented in the classification of geomagnetic storms. Type refers to the
storm classes, Dst is in nT and ΔT is in hours.

Type Dst (nT) ΔT (h)

Strong −100 3
Moderate −50 2

Weak (typical substorm) −30 1
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The basic strategy for selecting storms was that the Dst should be as minimal as
possible and the duration of each storm should be more than 12 h. To ensure that each
storm was independent and not influenced by another storm, a condition was applied that
the Dst index for the ten days before and after the main phase day must be greater than
the minimum value for each individual class of storm. Finally, five cases with noticeable
main phases were chosen for each class of storm from 2015 to 2018 [20]. The principal
characteristic of a geomagnetic storm is the main phase [4]. The details of the main phases
of the storms, including the related Dst values, the start and end epoch and the duration,
are presented in Table 2 (see [20]); Dates with a suffix of “0” refer to the start epoch while a
suffix of “1” represents the end epoch. The same meanings are applied to the suffix used
for the Dst values.

The earliest period for collecting BDS-2 observations from the Multi-GNSS Experiment
(MGEX) network [21] in this study was 2015. BDS-2 observations were obtained for the
chosen stations on the dates listed in Table 2. Those stations from the MGEX network,
namely DAEJ, GMSD, JFNG, LHAZ, HKWS and HKSL, are distributed throughout China
and the surrounding area (see Figure 1). The sampling interval was 30s. The related
information, such as geodetic coordinates, receiver and antenna version, is shown in
Table 3. The last two columns show the dates that the hardware, such as the receivers or
antennae, was changed or updated.

Figure 1. The distribution of the selected MGEX stations throughout China and the surrounding area:
a red dot indicates the location a station; the black dotted line indicates the geomagnetic equator. The
latitude and longitude are in degrees).
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Table 3. Information regarding the longitude, latitude and receiver and antenna versions of the
stations. Site refers to the station name and the latitude and longitude are in degrees.

SITE LATITUDE LONGITUDE RECEIVER ANTENNA YEAR DOY

DAEJ 36.40 127.37 TRIMBLE NETR9 TRM59800.00 2017 087
TRM59800.00 2015 075

GMSD 30.56 131.02 TRIMBLE NETR9 TRM41249.00 2017 311
TRM59800.00 2018 151

JFNG 30.52 114.49 TRIMBLE NETR9 TRM59800.00 2015 075
LHAZ 29.66 91.10 LEICA GR25 LEIAR25.R4 2016 157

HKWS 22.43 114.34 LEICA GR25 LEIAR25.R4 2015 353
LEICA GR50 2017 031

HKSL 22.37 113.93 LEICA GR25 LEIAR25.R4 2015 353
LEICA GR50 2016 329

The data were processed in the kinematic mode of SPP using BDS-2 single frequency
pseudorange observations. Considering the dispersive nature of the ionosphere, only
the B1 pseudorange was used here. The pseudorange observation equation is illustrated
as follows:

B1 = ρ + dtr − dts + T + I1 + dbr1 − dbs1 + ε (1)

where B1 is the BDS-2 B1 pseudorange observation, ρ is the geometric range, dtr is the
receiver clock error, dts is the satellite clock error, T is the tropospheric delay, I1 is the
ionospheric delay, dbr1 is the receiver differential code bias (DCB), dbs1 is the satellite DCB
and ε is the noise error.

A conventional option was set for the SPP program. The satellite orbit and clock
were computed from IGS navigation data. The tropospheric delays were derived using
the Saastamoinen model. The ionospheric delays were calculated using the broadcasted
BDS-2 navigation ionospheric model. Time group delays in the broadcast ephemeris were
extracted, converted and utilized to compute the satellite DCB. For each epoch, the station
coordinates and receiver clock error were estimated using the Gauss–Newton least square
method. The weight was set with the satellite elevation angle. The elevation mask angle
was set to 10◦.

As a result, the station coordinates in the Cartesian coordinate system were compared
to the precise solutions from SINEX files obtained from MGEX products. Positioning errors
were obtained in the east (E), north (N) and up (U) directions of the local station coordinate
framework. The related statistics were performed for the main phase periods using indices
such as minimum (MIN), maximum (MAX), bias and root mean square error (RMSE). The
MIN and MAX represent the minimum and maximum of the positioning errors for the
three directions. The bias and RMSE were computed from the positioning errors for each
component as well. The formulas are demonstrated as follows:

MIN = minimum{ΔPOSi}
MAX = maximum{ΔPOSi}
BIAS =< ΔPOSi >

RMSE =
√
< ΔPOS2

i >

ΔPOSi = POSre f ,i − POSest,i , i = 1, n

(2)

where <> is the average of the variable, POSre f ,i is the precise solution from the SINEX files,
POSest,i is the solution obtained from this processing and n is the total number of samples.

3. Results and Discussion

The accuracy of BDS-2 B1 frequency SPP positioning during the main phase of different
classes of storm is analysed in this section. First, the positioning errors in the three directions
for all stations during a period of 3 days’ representative of each class of storm are presented
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in Figures 2–4. The periods shown in each of the figures cover the three days before and
after the main phases of the individual storms. In each of the figures, the Dst time series is
applied to indicate the activities of the storms. The slant total electron content (TEC) of each
station was computed and converted into slant time delays (DION) in the B1 frequency.
The positioning errors of the selected GNSS stations in the E, N and U directions are shown
below. The main phases of the geomagnetic storms are indicated with the red dash–dot
lines. The recovery phase is the period after the epoch indicated by the right-hand dash–dot
line. From the figures, we can see that the positioning errors during the main phases
were clearly different from those in other periods. This implies that the positioning errors
were influenced during the main phases of the storms. In addition, the degradation of the
positioning errors could occur at random epochs of the main phase with the decrease in
Dst values. This could last until the recovery phase, as shown in Figure 2. Furthermore,
the variations of positioning errors in the U direction were more significant than in the
other directions.

For the strong storm shown in Figure 2, the positioning errors for the selected GNSS
stations in the E, N and U directions represent the fluctuations during the main phase of
the storm, especially for the U direction in which errors could reach approximately 10 m.
The fluctuations of the positioning errors for the different stations varied. In general, the
positioning errors of the stations could reach about 2 m in the E direction, about 5 m in
the N direction and about 11 m in the U direction. The characteristics of the ionospheric
delays were changed during the main phase. The maximum delays and the related epochs
were different from other periods. Moreover, in this event, a larger degradation of the
positioning errors occurred at the beginning of the recovery phase. The reason for this
can be attributed to the fact that the Dst values were lower, the geomagnetic disturbance
remained intense throughout and the ionospheric error correction was insufficient.

It is worth noting that there were some sharp increases in the positioning errors of the
LHAZ station in the E, N and U directions during the main phase of the storm. Nonetheless,
there were no similar increases observed for the HKWS and HKSL stations, which are
also located at lower latitudes. The DIONs shown in Figure 2 stayed at a low level, thus
suggesting that the correction of ionospheric error could be sufficient. The increases were
observed at nearly 1 LT and lasted for about 30 min, thus indicating that this occurred locally
and temporarily. The time series of F10.7 cm radio flux was also checked for the same period
to discover whether there could be sudden ionospheric disturbances. However, no sudden
variations were observed and the values were under 75 sfu (1 sfu = 10−22 w/m2/hz), thus
implying that there were no abrupt changes in solar activity. Solar radio burst (SRB) events
can also affect GNSS positioning [22] and, therefore, the data from the NOAA websites (see
ftp://ftp.swpc.noaa.gov/pub/indices/events, accessed on 20 January 2022) were checked
to detect any possible occurrences of SRB events. It was noticed that no SRB events occurred
during that epoch.

Further, BKG Ntrip Client (BNC) software [23] was used for the data quality check
at the LHAZ station. The number of satellites and the position dilution of precision
(PDOP) were computed and are shown in Figure 5. It was found that there were no
variations in the number of satellites during the periods that sharp increases in the PDOP
values were observed. This indicates that the degradation was directly caused by the poor
geometrical structure of the constellations. The orbits of most of the observed satellites were
geostationary earth orbits (GEOs) and inclined geosynchronous orbits (IGSOs). There was
only one medium earth orbit (MEO) satellite, named C14, which was at a high elevation
during this time. These factors might have contributed to the sharp jumps in the PDOP.
However, frequent jumps in the number of satellites were observed near the end of the
whole jump period. On checking the PDOP values at other stations, no such jumps were
observed in the same period. The reason for this could be attributed to receiver signal
tracking issues during the storm. In addition, it can be seen that the PDOP values varied
and most values were greater than 5 during the whole storm period, thus suggesting that
the influence of this storm on PDOP was strong.
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Figure 2. The time series of the positioning errors for BDS-2 B1 frequency during a strong storm
around DOY 238, 2018. The times series from top to bottom are for Dst, DION and the positioning
errors (POS Err) in E, N and U directions, respectively. The brown dotted line is for DAEJ, the green
dotted line is for GMSD, the purple dotted line is for JFNG, the yellow dotted line is for LHAZ, the
black dotted line is for HKWS and the cyan dotted line is for HKSL. The red dash–dot lines indicate
the borders of the main phase, the left-hand line is the start epoch and the right-hand line is the end
epoch. The gray dash–dot lines indicate the borders of the days. The X-axis is epoch (DOY) in GPST
and the Y-axis is Dst in nT. DION and POS Err are in meters.
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Figure 3. The time series of the positioning errors for BDS-2 B1 frequency during a moderate storm
around DOY 086, 2017. The times series from top to bottom are for Dst, DION and the positioning
errors (POS Err) in E, N and U directions, respectively. The brown dotted line is for DAEJ, the green
dotted line is for GMSD, the purple dotted line is for JFNG, the yellow dotted line is for LHAZ, the
black dotted line is for HKWS and the cyan dotted line is for HKSL. The red dash–dot lines indicate
the borders of the main phase, the left-hand line is the start epoch and the right-hand line is the end
epoch. The gray dash–dot lines indicate the borders of the days. The X-axis is epoch (DOY) in GPST
and the Y-axis is Dst in nT. DION and POS Err are in meters.
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Figure 4. The time series of the positioning errors for BDS-2 B1 frequency during a weak storm
around DOY 032, 2017. The times series from top to bottom are for Dst, DION and the positioning
errors (POS Err) in E, N and U directions, respectively. The brown dotted line is for DAEJ, the green
dotted line is for GMSD, the purple dotted line is for JFNG, the yellow dotted line is for LHAZ, the
black dotted line is for HKWS and the cyan dotted line is for HKSL. The red dash–dot lines indicate
the borders of main phase, the left-hand line is the start epoch and the right-hand line is the end
epoch. The gray dash–dot lines indicate the borders of the days. The X-axis is epoch (DOY) in GPST
and the Y-axis is Dst in nT. DION and POS Err are in meters).

The moderate storm event indicated by the Dst time series is shown in Figure 3. The
positioning errors of most of the stations varied in all directions during the main phase in
comparison to other periods. The positioning errors were degraded to some extent during
the main phase. The degradation in the U direction was more obvious than in the other
two directions. The maxima of the positioning errors were about 2 m in the E direction,
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4 m in the N direction and 10 m in the U direction. When comparing the maxima of the
positioning errors from the selected moderate storm and strong storm, the former were
lower than the latter. It was found that the characteristics of the positioning errors of HKWS
and HKSL were different from those of the other stations. This could be attributed to
the different version of receiver hardware used at those two stations (LEICA version, see
Table 3). The ionospheric delays were slightly enhanced during the main phase compared
to other periods. In addition, there were also changes in the positioning errors along the E,
N and U directions during the recovery phase. This suggests the there were influences of
the geomagnetic storm on the positioning errors when the Dst index was still at the lower
level.

Figure 5. The number of satellites and the PDOP for the LHAZ station during a strong storm around
DOY 238, 2018. The green dots indicate the number of satellites and the blue dots indicate the PDOP.
The red dash–dot lines indicate the borders of the main phase, the left-hand line is the start epoch and
the right-hand line is the end epoch. The gray dash–dot lines indicate the borders of the days. The
X-axis is epoch (DOY) in GPST, the left Y-axis is the number of satellites and the right Y-axis is PDOP.

The time series of the positioning errors during the selected weak storm are shown
in Figure 4. From the figure, we can see that the activity of this storm was at a low level
in terms of the Dst time series. The ionospheric delays were at a reduced status as well.
There were slight variations in the positioning errors in the three directions during the
main phase compared to the other periods. The positioning errors could reach about 2 m
in the E direction, 2 m in the N direction and 8 m in the U direction. The statistical results
seemed lower than those from the strong and moderate storms. This suggests that the
influence of the weak storm on the positioning errors was less than those of the strong and
moderate storms. It can also be seen that the variation in the U direction was greater than
in the other directions. The variations in the U direction were stronger near the end of the
main phase when the Dst was at its minimum. Additionally, there were also fluctuations in
the positioning errors along the U direction during the recovery phase.

Tables 4–6 show the statistics for the BDS-2 B1 frequency positioning errors during the
main phases of the independent storms. From the statistical results, the probability of the
extrema in the four statistical indices was largest during strong storms, overall followed by
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moderate and weak storms. The difference in positioning errors between different classes
of storm was greatest in the U direction.

Table 4. The statistical indices for the BDS-2 B1 frequency positioning errors during the main phases
of strong storms: MJD, modified Julian date; SITE, station name; MIN, MAX, BIAS and RMSE,
statistical indices. The three columns for each index are for results in the E, N and U directions,
respectively. The last two rows are the mean and median of the statistics in each column. All indices
are in meters).

MJD SITE MIN MAX BIAS RMSE

57,098 GMSD −4.95 −2.62 −3.75 0.66 3.01 16.84 −1.08 −0.21 1.68 1.45 0.88 3.37
JFNG −3.69 −3.53 −4.04 1.39 4.45 10.21 −1.20 −0.19 1.75 1.41 1.33 2.97

57,196 GMSD −2.91 −2.34 −9.22 0.31 1.81 7.59 −1.08 0.07 −0.29 1.23 0.81 3.59
JFNG −2.26 −3.51 −5.23 1.10 1.90 8.03 −0.52 −0.19 1.87 0.91 0.97 3.26

57,302 GMSD −4.71 −5.17 −12.09 0.69 7.01 17.00 −1.32 −0.12 −1.08 1.52 2.26 5.29
JFNG −2.52 −3.95 −6.42 1.28 4.29 10.31 −0.88 −0.16 0.01 1.14 1.60 2.85

57,376 GMSD −4.18 −2.90 −7.59 1.20 31.76 33.54 −0.93 1.11 2.89 1.34 3.25 6.45
JFNG −2.50 −2.54 −4.61 3.66 4.49 22.24 −0.20 0.93 4.69 1.46 1.79 7.92

58,356

DAEJ −2.54 −1.31 −7.65 2.15 3.94 4.87 0.25 0.43 −0.98 0.54 0.80 1.98
GMSD −1.37 −0.97 −5.89 1.17 2.83 9.57 0.09 0.39 −0.66 0.40 0.71 2.34
JFNG −1.07 −1.33 −4.17 1.43 2.06 7.54 0.17 0.38 −0.98 0.41 0.61 1.83
LHAZ −2.12 −2.74 −11.67 2.44 3.83 15.37 0.10 0.63 −0.40 0.71 1.02 2.95
HKWS −0.77 −0.51 −3.30 1.33 3.60 7.93 0.09 0.95 0.23 0.41 1.22 2.20
HKSL −0.79 −0.71 −2.73 1.03 3.77 7.47 −0.01 0.93 0.10 0.37 1.25 1.93

MEAN −2.60 −2.44 −6.31 1.42 5.63 12.75 −0.47 0.35 0.63 0.95 1.32 3.50
MEDIAN −2.51 −2.58 −5.56 1.24 3.80 9.89 −0.36 0.39 0.06 1.03 1.12 2.96

From Table 4, we can see that the maximum positioning error during the strong storms
was up to 33 m, the minimum was nearly −12 m, the bias approached 5 m and the RMSE
for the E, N and U directions reached 1.52, 3.25 and 7.92 m, respectively. The mean of all
RMSEs was 0.95, 1.32 and 3.50 m in the E, N and U directions, respectively, whilst the
median was 1.03, 1.12 and 2.96 m for the E, N and U directions, respectively. Furthermore,
the positioning accuracy was not comparable between the different strong storms; the
accuracy during some storms was better than during others. This indicates that not all
strong storms had a similar influence on the positioning accuracy. The same feature was
observed during the moderate and weak storms as well.

From Table 5, we can see that the maximum positioning error during moderate storms
reached 12 m, the minimum was close to −11 m, the bias approximated 4 m and the RMSE
could be up to 1.83, 1.87 and 5.40 m for the E, N and U directions, respectively. The mean
and median for the RMSEs of the E, N and U directions were 0.94, 1.09, 3.21 m and 0.90,
1.07, 3.06 m, respectively.
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Table 5. The statistical indices for the BDS-2 B1 frequency positioning errors during the main
phases of moderate storms: MJD, modified Julian date; SITE, station name; MIN, MAX, BIAS and
RMSE, statistical indices. The three columns for each index are for results in the E, N, U directions,
respectively. The last two rows are the mean and median of the statistics in each column. All indices
are in meters.

MJD SITE MIN MAX BIAS RMSE

57,181 GMSD −1.66 −2.05 −10.40 0.42 1.40 2.41 −0.46 0.15 −3.84 0.63 0.50 5.01
JFNG −2.26 −2.90 −5.98 2.23 2.29 9.07 −0.67 −0.15 1.09 1.09 1.15 3.82

57,274 GMSD −4.13 −2.02 −14.74 1.47 5.17 6.92 −1.42 0.83 −3.69 1.76 1.71 5.40
JFNG −2.64 −2.25 −10.34 0.60 2.98 7.24 −1.02 0.15 −1.61 1.32 1.07 3.44

57,407

GMSD −3.26 −4.09 −8.82 0.35 3.86 4.35 −1.70 0.04 −1.54 1.83 1.27 2.76
JFNG −2.57 −2.99 −5.18 0.31 2.41 5.55 −1.30 −0.06 0.05 1.42 0.96 2.03
HKWS −2.11 −2.66 −5.93 1.59 3.89 9.51 −0.69 1.13 2.28 1.16 1.86 3.86
HKSL −2.22 −2.97 −4.11 1.55 3.99 11.98 −0.70 1.16 2.97 1.24 1.87 4.26

57,839

GMSD −2.29 −1.30 −7.93 1.58 4.06 9.35 −0.72 0.73 −0.39 0.94 1.07 3.67
JFNG −1.87 −1.65 −4.70 2.13 2.69 11.78 −0.19 0.40 1.41 0.90 0.85 4.01
LHAZ −1.47 −0.89 −5.93 −0.02 0.60 −0.18 −0.92 −0.24 −2.47 0.98 0.37 2.78
HKWS −1.59 −2.99 −9.33 0.63 2.32 3.23 −0.43 −0.09 −1.39 0.64 1.17 3.06
HKSL −1.61 −3.16 −8.81 0.33 2.47 3.93 −0.56 −0.25 −1.22 0.73 1.22 3.05

58,065

DAEJ −1.30 −2.07 −10.97 1.84 4.20 4.34 0.33 0.83 −2.57 0.66 1.27 3.55
GMSD −1.48 −2.00 −6.87 2.01 3.13 4.18 0.27 0.34 −1.28 0.61 0.84 2.33
JFNG −1.55 −1.56 −5.70 1.76 2.53 2.80 0.05 0.50 −1.98 0.48 0.90 2.48
LHAZ −1.68 −1.26 −4.74 1.71 2.16 7.08 −0.18 0.17 −0.78 0.70 0.65 2.20
HKWS −1.86 −1.72 −3.89 1.28 3.72 2.53 0.06 0.37 −0.78 0.44 1.00 1.62
HKSL −1.86 −1.76 −3.87 1.12 3.84 2.54 −0.07 0.35 −0.76 0.42 1.02 1.70

MEAN −2.07 −2.23 −7.28 1.20 3.04 5.72 −0.54 0.33 −0.87 0.94 1.09 3.21
MEDIAN −1.86 −2.05 −5.98 1.47 2.98 4.35 −0.56 0.34 −1.22 0.90 1.07 3.06

From Table 6, we can see that the positioning errors during weak storms were generally
lower than those observed during moderate and strong storms. However, it can be noticed
from Table 6 that the LHAZ, HKWS and HKSL stations presented an irregular behavior
on MJD 57717 (DOY 329, 2016). Among the three stations, the maximum positioning error
reached 50.08 m in the N direction of HKSL, while the minimum reached −93.21 m in the
N direction of HKWS. The corresponding bias and RMSE were also large. There were no
such big changes for the GMSD and JFNG stations, although they lie in higher latitudes.
The reasons for this irregular behavior in the positioning errors of the three stations are
analyzed in details later. Except for the anomalous results, the maximum was up to 10 m,
the minimum was −20 m, bias was approximately 3 m and the RMSE could reach 2.15, 1.95
and 4.87 m for the E, N and U directions, respectively.

The corresponding time series of the irregular positioning errors during the selected
weak storm are showed in Figure 6. The ionospheric delays were slightly depressed during
the main phase. The positioning errors of all stations showed large fluctuations at the
beginning of the storm, which were more noticeable in the N and U directions. There were
also minor fluctuations in the E direction. The LT corresponding to the start epoch of the
storm was around 14 h, which is when the ionospheric activity is the most intense during a
day. There were large jumps in the positioning errors, especially in the N and U directions.
Furthermore, there were no positioning estimations in any direction for many epochs. The
strongest jumps occurred at 20 LT and lasted until 8 LT the next morning. Moreover, there
were other jumps at around 20 LT in the recovery phase. These jumps were clearly visible
in all three directions.
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Table 6. The statistical indices for the BDS-2 B1 frequency positioning errors during the main phases of
weak storms: MJD, modified Julian date; SITE, station name; MIN, MAX, BIAS and RMSE, statistical
indices. The three columns for each index are for results in the E, N and U directions, respectively.
The last two rows are the mean and median of the statistics in each column. All indices are in meters.

MJD SITE MIN MAX BIAS RMSE

57,545

GMSD −2.28 −3.36 −9.62 1.98 3.89 4.97 −0.42 0.32 −2.04 0.95 1.50 3.17
JFNG −2.32 −3.30 −6.13 0.62 4.24 5.24 −0.67 0.29 −0.58 0.82 1.35 2.18
LHAZ −4.40 −3.98 −19.90 2.46 7.16 9.04 0.42 0.11 1.40 0.98 1.27 3.60
HKWS −2.63 −4.36 −7.30 0.65 4.83 9.12 −0.82 0.23 1.41 0.99 1.95 3.07
HKSL −2.89 −4.64 −6.25 0.78 4.87 9.27 −0.88 0.23 1.56 1.10 1.95 3.00

57,717

GMSD −3.89 −2.87 −13.36 −0.09 1.96 6.45 −2.00 −0.23 −2.67 2.15 0.86 4.87
JFNG −3.07 −2.89 −6.26 −0.58 2.03 4.75 −1.92 −0.56 −0.38 1.98 0.94 2.09
LHAZ −3.01 71.06 −39.24 3.07 29.86 16.22 −0.99 −3.19 0.11 1.43 10.71 5.59
HKWS −3.06 93.21 −39.35 1.54 14.19 10.45 −1.26 −12.34 −3.34 1.76 23.58 9.12
HKSL −2.97 84.15 −28.16 1.49 50.08 23.53 −1.20 −13.47 −3.46 1.69 30.80 11.09

57,785

GMSD −1.97 −1.36 −6.58 0.67 2.25 2.89 −0.63 0.44 −2.49 0.80 0.77 3.03
JFNG −2.06 −1.55 −5.41 0.08 2.13 4.08 −0.81 0.33 −1.32 0.89 0.66 2.03
LHAZ −3.03 −2.44 −8.28 0.73 1.77 7.53 −0.57 −0.32 1.10 0.83 0.84 2.61
HKWS −1.67 −1.20 −4.29 0.20 2.28 6.27 −0.68 0.67 −0.19 0.79 0.92 2.45
HKSL −1.57 −1.14 −3.91 0.14 2.15 6.10 −0.77 0.67 −0.02 0.85 0.90 2.44

57,920

DAEJ −2.80 −2.02 −8.70 1.06 3.21 3.15 −0.91 0.55 −2.09 1.05 1.05 3.12
GMSD −2.77 −1.91 −10.43 0.85 2.12 2.43 −0.98 0.27 −2.46 1.14 0.80 3.29
JFNG −2.10 −1.88 −3.52 0.51 2.04 3.48 −0.60 0.17 0.19 0.76 0.74 1.40
LHAZ −1.71 −4.44 −0.80 0.61 7.71 8.47 −0.63 0.23 3.72 0.80 1.47 4.11
HKWS −2.00 −3.11 −1.73 0.28 2.93 4.95 −0.58 −0.50 0.98 0.76 1.11 1.76
HKSL −1.96 −3.21 −1.81 0.53 1.73 4.89 −0.44 −0.54 1.00 0.73 1.07 1.74

58,270

DAEJ −2.43 −2.66 −9.93 1.42 2.95 9.50 −0.18 0.30 −1.83 0.61 0.77 2.58
GMSD −1.72 −1.99 −7.34 1.28 2.06 1.10 −0.17 0.11 −2.75 0.52 0.60 3.15
JFNG −2.00 −2.05 −5.99 1.13 2.25 2.46 −0.15 0.38 −2.10 0.61 0.83 2.52
LHAZ −1.96 −1.51 −5.99 1.56 2.03 7.14 −0.46 0.70 −1.44 0.82 0.97 2.71
HKWS −0.83 −0.89 −4.83 1.33 2.42 1.86 0.23 0.88 −1.44 0.51 1.08 1.95
HKSL −0.93 −0.65 −4.18 1.32 2.07 1.65 0.17 0.81 −1.32 0.53 0.97 1.81

MEAN −2.37 11.40 −9.97 0.95 6.19 6.56 −0.66 −0.87 −0.76 0.99 3.35 3.35
MEDIAN −2.28 −2.66 −6.26 0.78 2.28 5.24 −0.63 0.23 −1.32 0.83 0.97 2.71

It was initially supposed that the irregular behavior could be related to the fact that
ionospheric activity at low latitudes is more intense than at high latitudes [24]. However,
the influence of ionospheric activity could not reach such a level (tens of meters) after
the correction of ionospheric model (see Figure 6 and reference [25]). This can also be
proved by the positioning errors at other epochs of the main phase. Further, the number
of satellites and the PDOP for the three stations are shown in Figure 7. It can be seen that
there were large jumps in the PDOP. The maximum could be at the level of several hundred
counts. Combined with the number of satellites, these jumps were directly caused by a
loss of satellite tracking. A similar feature was observed on the next day (DOY 330, 2016)
as well. There are many reasons for the failure of tracking satellites, such as issues with
receiver hardware or software, signal strength, space weather, etc. In this study, the main
reason for the jumps in the positioning errors for the three stations (LHAZ, HKWS and
HKSL) could be attributed to a comprehensive effect. The issues with that specific receiver
(LEICA version, see Table 3) might be the most possible reason, which caused similar jumps
for these three stations. In addition, the time series of the related space weather indices
were checked. The southward IMF Bz had high-frequency variations during the storm
period. The solar wind speed increased before the end of the main phase and subsequently
decreased. There were continual and consistent variations in Kp and Dst during that
period. The AE had large jumps near the epoch of the minimum Dst. There were no sharp
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changes in F10.7 or the solar wind pressure time series, nor any occurrence of SRBs events.
The variations of the space weather indices imply that the storm activity became complex
during this period.

Figure 6. The time series of the positioning errors for BDS-2 B1 frequency during the main phase
around DOY 330, 2016. The times series from top to bottom are for Dst, DION and the positioning
errors (POS Err) in E, N and U directions, respectively. The green dotted line is for GMSD, the purple
dotted line is for JFNG, the yellow dotted line is for LHAZ, the black dotted line is for HKWS and
the cyan dotted line is for HKSL. The red dash–dot lines indicate the borders of the main phase, the
left-hand line is the start epoch and the right-hand line is the end epoch. The gray dash–dot lines
indicate the borders of the days. The X-axis is epoch (DOY) in GPST and the Y-axis is Dst in nT.
DION and POS Err are in meters.
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After removing these three stations, the final statistics are illustrated in Table 7. As
shown in the table, the mean of the RMSEs for the B1 positioning errors in the three
directions was 0.92, 1.06 and 2.70 m and the median was 0.82, 0.96 and 2.60 m. The statistics
were lower than those for strong and moderate storms.

Futhermore, the 3D RMSEs of each station were computed around the selected events.
By comparing the 3D RMSEs of the pre-storm period and main phase, the decrease in
positioning performance was derived. The mean relative percentages of the 3D RMSEs were
5.38%, 1.53% and 0.59% for the strong, moderate and weak storms in this study, respectively.

Figure 7. The number of satellites and the PDOP for the HKSL, HKWS and LHAZ stations (top to
bottom) around DOY 330, 2016. The green dots indicate the number of satellites and the blue dots
indicate the PDOP. The X-axis is GPST, the left Y-axis is the number of satellites and the right Y-axis
is PDOP.
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Table 7. The statistical indices for the BDS-2 B1 positioning errors during the main phases of weak
storms without the anomalous stations: (MJD, modified Julian date; MIN, MAX, BIAS and RMSE,
statistical indices. The three columns for each index are for results in the E, N and U directions,
respectively. The last two rows are the mean and median of the statistics. All indices are in meters).

MJD MIN MAX BIAS RMSE

MEAN −2.29 −2.48 −6.77 0.81 3.05 5.28 −0.60 0.23 −0.57 0.92 1.06 2.70
MEDIAN −2.08 −2.25 −6.19 0.70 2.25 4.96 −0.62 0.28 −0.95 0.82 0.96 2.60

4. Conclusions

In this study, a statistical analysis of BDS-2 B1 frequency SPP positioning errors during
the main phases of different classes of storm in China and the surrounding area was
conducted. From the results, it was observed that the positioning accuracy was affected
to different degrees during the storms. Some relevant conclusions can be drawn from
the analyses. Firstly, the probability of the extrema of the positioning error statistics was
greatest during strong storms, followed by moderate and weak storms. Secondly, during
the same class of storm, the positioning accuracy could vary. Thirdly, the positioning
accuracy could be influenced even during the recovery phase of a storm.

The findings of this study will hopefully contribute toward the error constraint of BDS
positioning accuracy during different strengths of geomagnetic storms. Additionally, the
influence of storms could be comparable to other GNSS systems; thus, the findings could
also be beneficial to those systems. However, it should be noted that the analysis in this
study could have been limited by the uncertainties of the error models of SPP, although the
further study of those uncertainties would be beneficial to the improvement of SPP during
these storms. In addition, since the study period was in the descending phase of solar cycle
24, the effects on the positioning accuracy might not be entirely apparent. Thus, the study
needs to be extended to the beginning of solar cycle 25 and with the addition of more storm
events. Investigations into BDS-3 applications, such as the BDGIM model [10], could be
performed with more BDS observations as well. Further work could also be focused on case
studies of the effects and analyses should be performed with combinations of geophysical
indices, drivers and sources, etc.
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Abbreviations

The following abbreviations are used in this manuscript:

BDS BeiDou Navigation Satellite System
SPP Standard Point Positioning
RMSE Root Mean Square Error
Dst Disturbance Storm Time
IMF Interplanetary Magnetic Field
GNSS Global Navigation Satellite System
LT Local Time
GPS Global Positioning System
LOL Loss of Lock
RTK Real-Time Kinematic
PPP Precise Point Positioning
DCB Differential Code Bias
SRB Solar Radio Burst
BNC BKG Ntrip Client
PDOP Position Dilution of Precision
GEO Geostationary Earth Orbit
IGSO Inclined Geosynchronous Orbit
MEO Medium Earth Orbit
MGEX Multi-GNSS Experiment
TEC Total Electron Content
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Abstract: Given that the observations from current space geodetic techniques do not carry all the
necessary datum information to realize a Terrestrial Reference System (TRS), and each of the four
space geodetic techniques has limits, for instance: Very Long Baseline Interferometry (VLBI) ignores
the center of mass and satellite techniques lack the TRS orientation, additional constraints have to
be added to the observations. This paper reviews several commonly used constraints, including
inner constraints, internal constraints, kinematic constraints, and minimum constraints. Moreover,
according to their observation equations and normal equations, the similarities and differences
between them are summarized. Finally, we discuss in detail the influence of internal constraints on
the scale of VLBI long-term solutions. The results show that there is a strong correlation between the
scale parameter and the translation parameter introduced by the combination model at the Institut
National de l’Information Géographique et Forestière (IGN), and internal constraints force these
two groups of parameters to meet certain conditions, which will lead to the coupling of scale and
translation parameters and disturbing the scale information in VLBI observations. The minimum or
kinematic constraints are therefore the optimum choices for TRF.

Keywords: TRF; constraints; correlation; optimal selection; combination model

1. Introduction

The International Terrestrial Reference System (ITRS) definition fulfills the following
conditions [1]:

1. It is geocentric, and its origin is the center of mass for the whole Earth, including
oceans and atmosphere;

2. The unit of length is the meter (Le Système International d’Unités (SI)). The scale is
consistent with the geocentric coordinate time (TCG) time coordinate for a geocentric local
frame, in agreement with the International Astronomical Union (IAU) and the International
Union of Geodesy and Geophysics (IUGG) (1991) resolutions. (The mean rate of the
coordinate time TCG coincides with the mean rate of the proper time of an observer
situated at the geocenter (with the Earth removed), whereas the mean rate of the terrestrial
time (TT) coincides with the mean rate of the proper time of an observer situated on the
geoid. TCG − TT ≈ 0.7 ppb [2].) This is obtained by appropriate relativistic modeling;

3. Its orientation was initially given by the Bureau International de l’Heure (BIH)
orientation at 1984.0;

4. The time evolution of the orientation is ensured by using a no-net-rotation (NNR)
condition with regards to horizontal tectonic motions over the whole Earth.

By defining the above datum definition, ITRS is implemented. The International
Terrestrial Reference Frame (ITRF) is a long-term, linear reference frame, as defined by
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the International Earth Rotation and Reference Systems Service (IERS) Conventions (2010).
Thus, the ITRF datum information includes the origin, scale, orientation, and correspond-
ing rates. As the ITRS realization, ITRF is the combination of the four space geodetic
techniques (Global Navigation Satellite Systems (GNSS), Satellite Laser Ranging (SLR),
VLBI, and Doppler Orbitography and Radio-positioning Integrated by Satellite (DORIS).
As an unbiased-ranging technology, SLR uniquely determines the ITRF origin, which is
related to the focal point of the satellite orbits [3,4]. Due to VLBI measuring extremely
precise baseline lengths involving the speed of light [5] and the unambiguous nature of
SLR measurements [6], the scale of the ITRF is provided by both VLBI and SLR. In order
to ensure continuity, the orientation of ITRF is conventionally aligned with the BIH earth
orientation parameter (EOP) series at 1984.0 [1,7].

However, observations from any space geodesy do not contain all the necessary datum
information to completely define a TRS. For example, VLBI ignores the Earth center of
mass, and satellite techniques including GNSS, SLR, and DORIS lack the orientation datum
information. Therefore, for the realization of the ITRS, constraints have to be added to the
observations to make the normal Equation (NEQ) invertible. The constraints are required
to complete the rank deficiency of NEQ without causing the station network distortion and
affecting the datum information of the observations, such as the scale of VLBI [8]. Several
constraints commonly used in ITRF calculations include: inner constraints [9], minimum
constraints [8], internal constraints [10], and kinematic constraints [9,11]. These constraints
are reviewed in this work. Furthermore, according to their observation equations and
normal equations, the similarities and differences between them are summarized.

In this paper, we only discuss constraints on the VLBI scale information in the VLBI
intra-technique combination, i.e., stacking the time series. According to different intra-
technique combination models, the corresponding datum constraint is selectable. IERS
contains three ITRS combination centers (CCs): IGN, Deutsches Geodätisches Forschungsin-
stitut (DGFI-TUM) and Jet Propulsion Laboratory (JPL). The ITRFs provided by IGN and
DGFI-TUM are secular reference frames, and the one from JPL is based on a Kalman filter
approach producing time series of weekly solutions [12]. In this work, we assume that the
ITRF model is long-term and linear within the scope of the IERS Conventions (2010) [1].

The computation strategy of DGFI-TUM is based on the combination at the NEQ
level, while the ITRS CC at IGN is at the solution level. Before the combination, time se-
ries analysis of the input data is needed to improve the accuracy of the linear frame,
which includes outlier detection, discontinuities, velocity changes, and estimation of
seasonal signals. Outliers are detected and eliminated in the process of stacking time
series and producing long-term solutions [13,14]. If the normalized residual exceeded
a threshold of 3, the observations would be eliminated as outliers. After several it-
erations, all outliers are removed. The discontinuities and velocity variations in the
time series of station positions are estimated by considering equipment changes from
station log files [15] and earthquake information [16–18]. In this paper, we directly
use the discontinuities and velocity change information provided by IGN (available at
https://itrf.ign.fr/ITRF_solutions/2014/computation_strategy.php?page=2 (accessed on
22 January 2022)).For ITRF2014, seasonal signals of the stations were estimated during
the stacking [13]. For DGFI-TUM’s ITRS realization 2014 (DTRF2014), time series of at-
mospheric and hydrological non-tidal loading corrections provided by Tonie van Dam
was used to reduce the influence of seasonal signals before the stacking (available at
https://doi.pangaea.de/10.1594/PANGAEA.864046?format=html#download (accessed on
22 January 2022)). In this paper, seasonal signals are not estimated or corrected because
it is not expected that the seasonal signals affect the ITRF datum information and the
velocities of stations with more than 2.5 years of observations [13,19]. Before the stacking,
postseismic deformation (PSD) for sites mainly caused by major earthquakes was modeled
(corresponding data and subroutines available at https://itrf.ign.fr/ITRF_solutions/2014
/ITRF2014_files.php (accessed on 22 January 2022)).
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For the IGN combination, in order to provide the origin and orientation datum, mini-
mum constraints are applied to the VLBI 24h sessions provided under the form of normal
equations before stacking the time series. The addition of minimum constraints on the
datum of orientation and origin to the VLBI free normal equations not only preserves its
physical scale parameter but also allows its inversion [10]. The IGN intra-technique combi-
nation model is based on the seven-parameter similarity transformation [9,20]. In addition
to calculating station coordinates and EOPs, the time series of the seven transformation
parameters between each daily minimum constrained solution and the corresponding
long-term stacked solution was also estimated at IGN. Since the transformation parameters
were introduced to the accumulated NEQ by the combination model at IGN, two con-
straints could be selected in the intra-technique combination (the time series stacking),
where the minimum constraints [8] were imposed over the station coordinates, and internal
constraints [9,10] were applied over the time series of each of the seven transformation
parameters. The DGFI model is based on the combination of the NEQs free from additional
constraints. The VLBI Solution Independent Exchange (SINEX) files contain normal equa-
tion systems free from datum constraints and resulting from a combination of the Analysis
Centers’ (ACs) contributions at the NEQ level [21]. Therefore, DGFI-TUM directly stacks
VLBI time series of NEQs to generate a multi-year normal equation system [14,22]. As the
stacked normal equation does not contain the time series of the transformation parameters,
DGFI-TUM can only impose conditions over station positions and velocities.

Since the constrained parameters are different (the internal constraints act on the time
series of each of the seven transformation parameters, while the minimum constraints act
on the station coordinates), it is necessary to compare the two constraints by means of
specific calculations. Altamimi et al. compared the calculation results realized by internal
and minimum constraints, respectively, [10]: (1) The post-fit residuals derived from the
two methods are still the same; (2) the Helmert parameters between these two correspond-
ing accumulated solutions (intra-technique combination) are different, which is estimated
by the 14-parameter similarity transformation. By analyzing the observation equations and
implicit conditions of these two constraints, the rationality of similar results (case 1) can
be verified. However, the difference of the obtained transformation parameters (case 2)
indicates that the datum of the long-term solutions corresponding to the two constraints is
inconsistent. By calculating the scales at epoch 2010.0 and scale rates of DTRF2014 DORIS,
GNSS, SLR, and VLBI with respect to ITRF2014 [23], there is a non-negligible linear trend
between the long-term solutions of the same technique. Although the ITRF2014 scale is
defined by the average of the VLBI and SLR scale [13], the scale of the multi-technique com-
bination solutions is determined by the long-term solution (intra-technique combination).
Therefore, the scale between the same technologies of DTRF2014 and ITRF2014 should be
a constant offset rather than a linear trend. By calculating scale offsets and their rates calcu-
lated from the 14-parameter Helmert transformation of the VLBI and SLR single-technique
solutions of (intra-technique combination) DGFI-TUM and IGN (transformation epochs are
at 2000.0 and 2010.0) [24], the results show that there is a linear trend between the scales
of single-technique solutions (the intra-technique combination) of IGN and DGFI-TUM.
Considering the nearly 40 years worth of observation history for VLBI and SLR, this linear
trend is not negligible. According to the preliminary calculations of ITRF2020, the scale
difference between SLR and VLBI is about 3 mm [25], versus 8.7 mm in ITRF2014 [13].
However, IGN has not provided the modified combination method. In DTRF2014, which
used minimum constraints instead of internal constraints, the scales of SLR and VLBI are
considered to be statistically equal (±3.3 mm) [22]. In algebraic terms, minimum constraints
can complete the NEQ rank deficiency of long-term solutions and not more [8]. Moreover,
when we check the VLBI minimum constraint solution (input solutions to ITRF2014 [21]
and the long-term solutions produced in this work), the origin and orientation are indeed
expressed in an a priori reference frame. Therefore, the minimum constraints do not affect
the scale information of VLBI observations.Based on the above analysis, we believe that
internal constraints may affect the datum of long-term solutions obtained from the intra-
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technical combination. This paper will describe how internal constraints affect the scale
datum of VLBI technology, considering the intra-technique combination model of IGN and
DGFI-TUM, respectively.

The main objective of this article is to review and compare several commonly used
constraints and select the optimal ones for TRF.

Section 2 introduces the combination model of IGN and DGFI-TUM, reviews kinematic
constraints, minimum constraints, internal and inner constraints, and summarizes the
relationship between these constraints. Section 3 gives the results of four VLBI long-term
solutions with different constraints and intra-technique combination models. Section 4
discusses how internal constraints affect the VLBI long-term solution. Section 5 concludes.

2. Materials and Methods

The scale difference between the VLBI long-term solutions of IGN and DGFI-TUM [24]
may occur for two reasons: the combination model and constraints. This section briefly in-
troduces the combination models of IGN and DGFI-TUM. The ITRF combination procedure
can be divided into two main steps: the intra-technique and inter-technique combina-
tion [13,14]. We review several commonly used constraints, including inner constraints,
internal constraints, kinematic constraints, and minimum constraints. Moreover, according
to their observation equations and normal equations, the similarities and differences be-
tween them are summarized. The research on constraints is quite well-established. Based
on existing results (see Section 1), this section summarizes the relationship between these
constraints. For this purpose, we review these constraints and study the relationship
between them by comparing their preconditions, observation equations, and normal equa-
tions. In order to avoid the interference of other factors on the VLBI long-term solutions,
the same time series analysis method was used.

2.1. Combination Model at IGN

Since the computation strategy of IGN is based on the combination of solutions, all
input data are converted to the minimum constraint solutions before the combination. The
combination model of IGN can be summarized as [20]:⎧⎪⎨⎪⎩

X i
s = X i

c + (ti
s − t0)Ẋ i

c + Tk + DkX i
c + RkX i

c

+ (ti
s − tk)[Ṫk + ḊkX i

c + ṘkX i
c]

Ẋ i
s = Ẋ i

c + Ṫk + ḊkX i
c + ṘkX i

c

(1)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

xp
s = xp

c + Ryk

yp
s = yp

c + Rxk

UTs = UTc − 1
f

Rzk

ẋp
s = ẋp

c

ẏp
s = ẏp

c

LODs = LODc

(2)

where positions (at epoch ti
s) and velocities of each station i of a single-technique solution

(s = VLBI, SLR, GNSS or DORIS) are represented by Xi
s and Ẋi

s, respectively, and those of
the combined solution c by Xi

c at reference epoch t0 and Ẋi
c. For each solution s expressed

in the frame k at epoch tk, Tk is the translation vector including three origin components
(Tx, Ty, Tz), Rk the rotation matrix composed of 3 rotation parameters (Rx, Ry, and Rz), and
Dk the scale factor. The dotted parameters are their derivatives with respect to time. The
EOPs contain pole coordinates (xp

s , yp
s ) and universal time (UTs), and ẋp

s , ẏp
s , and LODs

are their rates. The conversion factor f from universal time into sidereal time is equal to
1.002737909350795.
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Since the daily or weekly solution X i
s does not involve station velocity Ẋ

i
s and transfor-

mation parameter rates, all of Equation (2) and only the first line of Equation (1) are used
in the intra-technique combination. In the second step of the inter-technique combination,
the two equations above the four long-term solutions are combined.

2.2. Combination Model at DGFI-TUM

The DGFI-TUM model is based on the combination of the NEQs free from additional
constraints. Its combination model can be described by Equations (3)–(7) [14].⎧⎪⎨⎪⎩

x̂ = N−1y

σ̂2 =
lTPl − yT x̂

n − u

(3)

where n and u represent the number of observations and estimates, respectively, N the
matrix of NEQ, x̂ the estimates, σ̂2 the posteriori variance factor, y = ATPl the product,
lTPl the square sum of the observed vector minus the computed vector (O-C). A, l, and P
are the coefficient matrix, the observation vector, and the weight matrix of the observations,
respectively. The covariance matrix Cx̂x̂ of the estimates is described by Equation (4).

Cx̂x̂ = σ̂2N−1 (4)

The final NEQ (Equation (3)) is obtained in two steps. In the intra-technique combina-
tion, time series of NEQs from the Technique Centres (TCs) are stacked to one accumulated
NEQ x̂i = N−1

i yi (i is one of the four space geodetic technologies). In the second step, the
accumulated NEQs (obtained from step 1) of the different techniques are combined:

N = ∑
i

λi N i (5)

y = ∑
i

λiyi (6)

lTPl = ∑
i

λi(l
TPl)i (7)

where λi represents the weight factors estimated for the techniques.

2.3. Kinematic Constraints

Kinematic constraints have physical meanings [9]: (a) with respect to the origin by
imposing constant reference coordinates for the barycenter of the station network, (b) with
respect to orientation by imposing zero relative angular momentum for the network stations
with the assumption that mass points (stations) have equal masses, and (c) with respect
to the scale by imposing a constant mean quadratic size (related to the distances from
stations to their barycenter). The observation equations of NNR and no-net-translation
(NNT) conditions are given below. For kinematic constraints related to scale, please refer
to [9,11].

(1) NNT
N

∑
i=1

δxi = 0 (8)

N

∑
i=1

δvi = 0 (9)

(2) NNR
N

∑
i=1

[xap
i ×]δxi = 0 (10)
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N

∑
i=1

[xap
i ×]δvi = 0 (11)

[xap
i ×] =

⎡⎣ 0 z0
i −y0

i
−z0

i 0 x0
i

y0
i −x0

i 0

⎤⎦ (12)

where δxi is the correction of the station position xi, and its prior value is xap
i . δvi is the

correction of the station velocity vi, and its prior value is vap
i .

For simplicity, we only give NEQs of NNT and NNR with respect to the station
position (corresponding to Equations (8) and (10)).

The matrix form of NNT is:

ANNT · δx =

⎡⎣ 1 0 0 · · · 1 0 0 · · · 1 0 0
0 1 0 · · · 0 1 0 · · · 0 1 0
0 0 1 · · · 0 0 1 · · · 0 0 1

⎤⎦
3×3N

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

δx1
δy1
δz1

...
δxi
δyi
δzi
...

δxN
δyN
δzN

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
3N×1

= 0
3×1

(13)

where N is the number of stations.
The NEQ of NNT is:

NNNT
3N×3N

δx = (AT
NNTPx ANNT) · δx = 0 (14)

where the diagonal matrix Px is the weight matrix. Px is equivalent to a coefficient px in
Equation (14). The coefficient matrix NNNT of NEQ is:

NNNT = px

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 · · · 1 0 0 · · · 1 0 0
0 1 0 · · · 0 1 0 · · · 0 1 0
0 0 1 · · · 0 0 1 · · · 0 0 1
...

...
...

. . .
...

...
...

. . .
...

...
...

1 0 0 · · · 1 0 0 · · · 1 0 0
0 1 0 · · · 0 1 0 · · · 0 1 0
0 0 1 · · · 0 0 1 · · · 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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The matrix form of NNR is:

ANNR · δx =
[
[xap

1 ×] · · · [xap
i ×] · · · [xap

N ×]
]

3×3N

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

δx1
δy1
δz1

...
δxi
δyi
δzi
...

δxN
δyN
δzN

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
3N×1

= 0
3×1

(15)

The NEQ of NNR is:

NNNR
3N×3N

δx = (AT
NNRPx ANNR) · δx = 0 (16)

The coefficient matrix NNNR of NEQ is:

NNNR = px
[
[xap

1 ×]T [xap
1 ×] · · · [xap

i ×]T [xap
i ×] · · · [xap

N ×]T [xap
N ×]

]
2.4. Minimum Constrains

We review the minimum constraints [8] and give the corresponding normal equations.
Before giving the minimum constraint, the similarity transformation of 14 Helmert parame-
ters is introduced. Assuming that any solution Xs only includes the station position and
velocity, then Xs can be transformed into the ITRF solution X by the 14 Helmert parameters,
and the linearized matrix form is directly given, as follows:

X = Xs + Aθ (17)

where θ = (T1, T2, T3, D, R1, R2, R3, Ṫ1, Ṫ2, Ṫ3, Ḋ, Ṙ1, Ṙ2, Ṙ3) are 14 Helmert parameters,
and T1, T2, and T3; D; R1, R2, and R3 represent three translation parameters; one scale
parameter; and three rotation parameters, respectively, and the partial derivative symbol
represents their corresponding rates. A is the design matrix derived from 14 to parameter
similarity transformation, where N is the number of stations in the solution Xs, and
(. . . , x0

i , . . .) represnts approximate positions of the station i:

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

· · · · · · · · · · · · · ·
1 0 0 x0

i 0 z0
i −y0

i
0 1 0 y0

i −z0
i 0 x0

i ≈ 0
0 0 1 z0

i y0
i −x0

i 0
1 0 0 x0

i 0 z0
i −y0

i
≈ 0 0 1 0 y0

i −z0
i 0 x0

i
0 0 1 z0

i y0
i −x0

i 0
· · · · · · · · · · · · · ·

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(18)

Using an unweighted least-squares adjustment, θ can be solved:

θ = (AT A)−1 AT(X − XS) (19)

The θ in Equation (19) is regarded as the virtual observation value, and the error
equation is given:

vθ = B(X − Xs) (20)
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where B = (AT A)−1 AT , and vθ is the residual of θ. Because of the regularity of the matrix
AT A, it is even possible to use B = AT [26]. In geodetic analysis, the TRF difference
between X and Xs is very small, so a prior value of the virtual observation value θ can be
set to zero.

The NEQ of the minimum constraints derived from Equation (20) is:

(AΣ−1
θ AT)(X − Xs) = 0 (21)

where a diagonal matrix composed of small empirical variances corresponding to the 14
Helmert parameters is represented by Σθ .

For comparison with kinematic constraints, Equation (21) is simplified to:

px AATδx = 0 (22)

where the diagonal matrix Σ−1
θ can be simplified as a coefficient px.

2.5. Equivalence between Minimum Constraints and Kinematic Constraints

When only considering the origin datum (i.e., columns 1, 2, and 3 of the matrix A in
Equation (18)), its normal equation of minimum constraints (see Equation (23)) is equivalent
to that of kinematic constraints (see Equation (14)):

px AATδx = px

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 · · · 1 0 0 · · · 1 0 0
0 1 0 · · · 0 1 0 · · · 0 1 0
0 0 1 · · · 0 0 1 · · · 0 0 1
...

...
...

. . .
...

...
...

. . .
...

...
...

1 0 0 · · · 1 0 0 · · · 1 0 0
0 1 0 · · · 0 1 0 · · · 0 1 0
0 0 1 · · · 0 0 1 · · · 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0 (23)

Similarly, the orientation constraints implemented by these two constraints are also
equivalent, only considering columns 5, 6, and 7 of the matrix A. We checked the VLBI
minimum constraint solution (input solutions to ITRF2014 [21] and the long-term solutions
produced in this work), with the results showing that the origin and orientation datum
defined by the minimum constraint conform to the kinematic constraints.

The NEQs of the datum rates constraints between the minimum constraints and the
kinematic constraints are also equivalent.

2.6. Internal Constraints

In the intra-technique combination at IGN, internal constraints are used to define the
datum of ITRF (scale and origin) [10,13,20]. The intra-technique combination model (see
Equation (1)) produces time series of 7 Helmert transformation parameters between the
input and a single-technique combination solution. With the assumption that the linear
time evolution for the station positions and transformation parameters, we can write for
each of the 7 transformation parameters Pk (at epoch tk) [10]:

Pk = Pk(t0) + (tk − t0)Ṗk (24)

where t0 represents the selected reference epoch of the combination solution.
Then, the least-squares adjustment can yield the following normal equation system of

Equation (24):⎛⎝ K ∑
k∈K

(tk − t0)

∑
k∈K

(tk − t0) ∑
k∈K

(tk − t0)
2

⎞⎠(
Pk(t0)

Ṗk

)
=

⎛⎝ ∑
k∈K

Pk

∑
k∈K

(tk − t0)Pk

⎞⎠ (25)
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The minimal/intrinsic constraints are used to impose some conditions on these trans-
formation parameters: {

Pk(t0) = 0
Ṗk = 0

(26)

Imposing the two conditions implied in Equation (26) to NEQ (25), the right term of
NEQ must be zero to ensure a unique zero solution. Internal constraints are derived:⎧⎪⎨⎪⎩

∑
k∈K

Pk = 0

∑
k∈K

Pk
(tk−t0)−1 = 0

(27)

2.7. Inner Constraints

Altamimi and Dermanis discuss and derive inner constraints and kinematic con-
straints [9] and conclude that the partial inner constraints for station parameters may
coincide with the kinematical constraints, while partial inner constraints related to trans-
formation parameters are equivalent to internal constraints. Inner constraints are given
directly (see literature for detailed derivation):

N

∑
i=1

δx0i −
M

∑
k=1

dk = 0 (28)

N

∑
i=1

δvi −
M

∑
k=1

(tk − t0)dk = 0 (29)

N

∑
i=1

[xap
0i ×]δx0i +

M

∑
k=1

θk = 0 (30)

N

∑
i=1

[xap
0i ×]δvi +

M

∑
k=1

(tk − t0)θk = 0 (31)

N

∑
i=1

(xap
0i )

Tδx0i −
M

∑
k=1

sk = 0 (32)

N

∑
i=1

(xap
0i )

Tδvi −
M

∑
k=1

(tk − t0)sk = 0 (33)

where dk, θk, and sk represent translation, rotation, and scale transformation parameters,
respectively.

The partial inner constraints for station parameters (the left parts of Equations (28)–(33))
are the exact kinematical constraints (see Section 2.3), while the partial inner constraints for
transformation parameters are equivalent to internal constraints (see Section 2.6).

2.8. Relationship between Constraints

According to Sections 2.3–2.5, we can conclude that the minimum constraints and
kinematic constraints are equivalent. Inner constraints unify internal constraints and
kinematic constraints (see Section 2.3, 2.6 and 2.7).

Compared with the minimum constraints imposed over station parameters, the inter-
nal constraints act on the time series of Helmert parameters between each daily or weekly
frame k and the intra-technique combination solution (see the first line of Equation (1),
i.e., intra-technique combination). The internal constraint contains a condition that the
conversion parameter is 0 (see Equation (26)), while the a priori value of θ, the virtual
observation value of the minimum constraints, is also 0 (see Section 2.3). Variances of the
transformation parameters θ are small in minimum constraints, while the transformation
parameters in internal constraints have no statistical significance (or can be seen as infinites-
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imal). Therefore, the minimum constraints and internal constraints have both similarities
and differences. The long-term solutions realized by these two constraints are compared
at IGN, with the results showing that the post-fit residuals of the two methods are still
the same and the transformation parameters between the two corresponding long-term
accumulated solutions (intra-technique combination) are different, which is estimated by
the 14-parameter similarity transformation.

However, only comparing the forms and results between the minimum constraints and
internal constraints cannot explain the reasons for these differences. A detailed analysis of
the process of intra-technique combination helps us understand how the internal constraints
affect the datum of long-term solutions.

3. Results

Firstly, according to the VLBI intra-technique combination, we compare the scale of
the long-term solutions realized by the internal constraints and the minimum constraints.
Three years (2004.1.5–2006.12.29) of the time series of 24 h session data are available, which
are provided by the International VLBI Service for Geodesy and Astrometry (IVS) for
the ITRF2014 in the SINEX format [21]. Except for estimating seasonal signals of station
position, the input data were analyzed using the same time series analysis method as
ITRF2014 to eliminate the effects of discontinuity, velocity variation, PSD, and outliers [13].
We performed four stacking tests. Test 1, 2, and 3 use the IGN combination model (see
Section 2.1), while test 4 uses the DGFI-TUM combination model (see Section 2.2). Before
the stacking, minimum constraints are applied to inputs (NEQs) of tests 1, 2, and 3 to
determine the origin and orientation datum. We extend the constrained NEQs of tests 1, 2,
and 3 by 6 or 7 parameters of a similarity transformation (see Table 1).

Table 1. Extending NEQs by transformation parameters.

Parameters Test 1 Test 2 Test 3 Test 4

Translation Yes Yes Yes No
Rotation Yes Yes Yes No

Scale Yes No Yes No

Tests 1 and 3 are extended by seven transformation parameters. Test 2 is extended by
six parameters, corresponding to translation and rotation.

After extending the obtained NEQs by the station velocity parameter, the time series
of NEQs are combined to one normal equation system. Minimum constraints or internal
ones are applied to the accumulated normal equations of the four tests to complete the
rank deficiency. For test 1, we choose internal constraints for the translation and scale
components and the minimum constraint approach to define the orientation datum. For
test 2, since scale parameters are not extended, we only choose minimum constraints for
the translation and rotation components. For test 3, we choose minimum constraints for
the translation and rotation components and the internal constraint approach to define
the scale datum. For test 4, we choose minimum constraints for the translation and
rotation components.

The scale parameters of four long-term solutions with respect to the ITRF2014 VLBI
solution are shown in Table 2.

Table 2. The scale parameters of four long-term solutions with respect to the ITRF2014 VLBI solution.

Epoch Parameter Test 1 Test 2 Test 3 Test 4

2004.1.5 0.4268 0.2777 0.3485 0.2757
2005.1.1 Scale (ppb) 0.4203 0.4347 0.4612 0.4357

2006.12.29 0.4072 0.7500 0.6878 0.7570
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Since we discuss linear frames in this work, the scale parameters at two epochs can
reflect the scale rate.

The scale parameters of tests 2 and 4 are equal (see Table 2), and the difference between
their station coordinates is negligible, indicating that the combination model does not affect
the scale datum of VLBI. Compared with test 1, there is a linear trend (0.16 ppb/yr) on
the scale of test 4. By estimating a 14-parameter similarity transformation, Altamimi et al.
compared DTRF2014 solutions to the ITRF2014, with the result showing that there is a linear
trend term between the VLBI solutions of DTRF2014 and ITRF2014 (see Figure 1) [23].
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Figure 1. DTRF2014 scale with respect to ITRF2014.

Angermann et al. estimated the difference of VLBI single-technique solutions (intra-
technique combination) of DGFI-TUM and IGN by 14 Helmert parameters, and the results
showed that there is a linear trend between scales of these two solutions (see Figure 2) [24].
In order to minimize the scale impact for these two techniques, the scale of the ITRF2014
is defined in such a way that there is a zero scale factor (at epoch 2010.0) and a zero scale
rate with respect to the average of the explicit scales and scale rates of the VLBI and SLR
solutions [13,20]. Therefore, there is a constant offset in Figure 1 with respect to Figure 2.

For tests 1 and 3, the combination model of the two tests is the same, and the scale
datum is realized by internal constraints. However, the scales of the two tests are incon-
sistent. Therefore, we have reason to suspect that there is a correlation between the time
series of transformation parameters (especially scale and translation) introduced by the
intra-technique combination. Moreover, in order to satisfy the internal constraint condi-
tions, the scale and translation parameters may be mutually absorbed. In other words, the
linear trend in VLBI scales is caused by internal constraints.

Although the VLBI inputs submitted to ITRF2014 are unconstrained normal equations,
tests 1 and 3 are combined on the solution level, that is, all NEQs are applied with minimum
constraints before superposition. Therefore, it is necessary to check the singularity of
NEQs after setting up seven transformation parameters and station velocity to avoid the
influence of over-constraints on the datum. Without loss of generality, the EOP and Helmert
parameters are eliminated from the NEQs, and only the station coordinate parameters
(including position and velocity) are retained. n1, n2, . . . , nm (m is the number of station
coordinate parameters) are the row or column vectors of NEQs. From a geometric point of
view, the lack of the NEQ datum information leading to the rank deficiency of the NEQ is
based on the fact that the columns of the normal matrix are orthogonal to the corresponding
columns of the transformation matrix (see Equation (18)) [27]. The column vectors of the
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14-Helmert transformation matrix are expressed as g1, g2, . . . , g14. The rank deficiency of
NEQs can be calculated by Equation (34):

< n, g >=
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where < n, g > is the cosine value of the angle between the two vectors.

Figure 2. The linear trend between scales of the VLBI (red) and SLR (blue) long-term solutions from
DGFI-TUM and IGN.

The singularity of NEQs can also be analyzed by calculating the orthogonality be-
tween the eigenvector of the coefficient matrix of NEQs and the similarity transformation
matrix [27]. According to the above two singular analyses of NEQs, we can conclude that
the long-term solutions obtained in this paper are not over-constrained. In other words, the
scale datum of tests 1 and 3 is implemented only by internal constraints.

4. Discussion

In this section, we will check the correlation between the Helmert parameters of the
session-wise NEQs. Firstly, the minimum constrained solutions of NEQs are substituted
into the seven-parameter similarity transformation model. Then, the Pearson correlation
coefficient between the transformation parameters in each normal equation of the similar-
ity transformation is calculated. Figure 3 shows a strong correlation between scale and
translation parameters and a weak correlation between scale and rotation parameters.
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Figure 3. Correlation between scale parameters and other Helmert parameters.

Figure 4 shows the time series of translation parameters with respect to the long-term
solutions of tests 1 (blue points on the left) and 2 (red points on the right).

Figure 4. Time series of translation parameters with respect to the long-term solutions of tests 1 (blue)
and 2 (red). MJD is Modified Julian Day.
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These two results above confirm our previous assumption that there is a strong
correlation between scale and translation parameters, and the internal constraint makes
scale and translation parameters absorb each other, thus interfering with the scale of VLBI.

Figure 5 shows a weak correlation between translation and rotation parameters. The
difference between the rotation parameters of tests 1 and 2 is at the μas level, that is, the
orientation of the two frames can be considered the same.

Figure 5. Correlation between translation and rotation parameters.

It should be noted that the internal constraints have strict requirements on stations’
coverage of IVS sessions. The poor station coverage of IVS sessions leads to a strong corre-
lation between rotation and other transformation parameters. ITRF2014 has to exclude the
IVS sessions without more than four stations and those with poor coverage [13], although
the excluded data are not outliers. Figures 6 and 7 show the station distribution of the
two excluded sessions, corresponding to a session of no more than four stations and one
with regional coverage, respectively.

Since the minimum constraints act on the station coordinates, the effect of these
excluded sessions on tests 2 and 4 is not significant. Therefore, DGFI-TUM did not exclude
VLBI data [28].

A comparison between solutions of the intra-technique combination [23] (see Figure 1) or
inter-technique combination [24] (see Figure 2) shows that the scale of VLBI has a significant
linear trend with respect to SLR in ITRF2014. With several tests showing that the scale
offset between SLR and VLBI is less than 3.3 mm at 2000.0 [29], the scales of SLR and VLBI
in the DTRF2014 was assumed to be statistically equal [22]. According to the preliminary
calculations in the ITRF2020, the scale difference between SLR and VLBI is about 3 mm [25],
versus 8.7 mm in ITRF2014 [13]. ITRF2020 does not provide a corresponding combination
method. However, according to our calculations, internal constraints affect the scale of
VLBI long-term solutions. The influence of the intra-technique combination model on the
VLBI long-term solution is not significant. The influence of internal constraints on the
long-term solution of SLR and that of the inter-technique combination model on the datum
needs to be further studied.
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Figure 6. Station distribution of a session of less than five stations. The red triangle represents the
VLBI station and its station code in the white box.
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Figure 7. Station distribution of a session with regional coverage. The red triangle represents the
VLBI station and its station code in the white box.

5. Conclusions

Different groups of scientists performed extensive serious research on constraints,
against which our work is benchmarked. Inner constraints include internal constraints and
kinematic constraints, and kinematic constraints are equivalent to minimum constraints.
There is a strong correlation between the scale and translation parameters introduced by the
VLBI intra-technique combination at IGN. Therefore, in order to satisfy the conditions of
internal constraints, the scale and translation parameters absorb each other, thus interfering
with the scale of VLBI. However, when the minimum constraints are applied, the VLBI long-
term solution derived from the intra-technique combination model at IGN is equivalent to
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that of DGFI-TUM. That is, the intra-technique combination model does not affect the scale
of VLBI.

Different from internal constraints imposed on the transformation parameters, mini-
mum constraints act on the station coordinates, complete the rank deficiency of the singular
NEQs, and ensure that the accumulated solution is expressed in the identical TRF with
the reference solution. Therefore, minimum constraints do not interfere with the inherent
datum of space geodetic technology. Compared with the minimum constraint, there is
a linear trend in the scale of VLBI long-term solutions realized by the internal constraint.
According to the comparison between ITRF2014 and DTRF2014 (the time span of VLBI
input data is between 1980.0 and 2015.0), this linear trend leads to a maximum offset of
more than 4 mm. However, compared to DTRF2014, ITRF SLR has a negative scale rate
(also leading to a maximum offset of more than 4 mm), which is the opposite of the VLBI
rate. Therefore, the maximum difference between the VLBI and SLR scales is intensified. In
future work, we will analyze the influence of the internal constraints on the SLR datum
information and investigate whether the inter-technique combination model can affect the
scale datum of VLBI and SLR.
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Abbreviations

The following abbreviations are used in this manuscript:

TRF Terrestrial Reference Frame
TRS Terrestrial Reference System
VLBI Very Long Baseline Interferometry
IGN Institut National de l’Information Géographique et Forestière
ITRS The International Terrestrial Reference System
SI Le Système International d’Unités
TCG Geocentric Coordinate Time
TT terrestrial time
IAU The International Astronomical Union
IUGG The International Union of Geodesy and Geophysics
BIH Bureau International de l’Heure
NNR no net rotation
ITRF The International Terrestrial Reference Frame
IERS The International Earth Rotation and Reference Systems Service
GNSS Global Navigation Satellite Systems
SLR Satellite Laser Ranging
DORIS Doppler Orbitography and Radio-positioning Integrated by Satellite
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EOP earth orientation parameter
NEQ the normal equation
CC combination center
DGFI-TUM Deutsches Geodätisches Forschungsinstitut
JPL Jet Propulsion Laboratory
DTRF2014 DGFI-TUM’s ITRS realization 2014
PSD postseismic deformation
SINEX Solution Independent Exchange
ACs the Analysis Centres
NNT no-net-translation
MJD Modified Julian Day
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Abstract: As the first in-orbit formation satellites equipped with a Laser Ranging Interferometer (LRI)
instrument, Gravity Recovery and Climate Experiment Follow-on (GRACE-FO) satellites are designed
to evaluate the effective ability of the new LRI ranging system applied to satellite-to-satellite tracking.
To evaluate the application of LRI in GRACE-FO, a relative kinematic orbit determination scheme for
formation satellites integrating Kalman filters and GPS/LRI is proposed. The observation equation is
constructed by combining LRI and spaceborne GPS data, and the intersatellite baselines of GRACE-FO
formation satellites are calculated with Kalman filters. The combination of GPS and LRI techniques
can limit the influence of GPS observation errors and improve the stability of orbit determination
of the GRACE-FO satellites formation. The linearization of the GPS/LRI observation model and
the process of the GPS/LRI relative kinematic orbit determination are provided. Relative kinematic
orbit determination is verified by actual GPS/LRI data of GRACE-FO-A and GRACE-FO-B satellites.
The quality of relative kinematic orbit determination is evaluated by reference orbit check and K-Band
Ranging (KBR) check. The result of the reference orbit check indicates that the accuracy of GRACE-
FO relative kinematic orbit determination along X, Y, and Z (components of the baseline vector)
directions is better than 2.9 cm. Compared with the relative kinematic orbit determination by GPS
only, GPS/LRI improves the accuracy of the relative kinematic orbit determination by approximately
1cm along with X, Y and Z directions, and by about 1.8 cm in 3D directions. The overall accuracy of
relative kinematic orbit determination is improved by 25.9%. The result of the KBR check indicates
that the accuracy of the intersatellite baseline determination is about +/−10.7 mm.

Keywords: GRACE-FO; formation satellites; spaceborne GPS; Laser Ranging Interferometer; relative
kinematic orbit determination

1. Introduction

Gravity Recovery and Climate Experiment Follow-on (GRACE-FO) is regarded as a
new mission of gravity formation satellites launched jointly by the National Aeronautics
and Space Administration (NASA) and Helmholtz-Centre Potsdam, German Research Cen-
tre for Geosciences (GFZ), with a design life of 5 years. Having been launched successfully
at Vandenberg Air Force Base in California on May 22, 2018, GRACE-FO satellites attempt
to replace GRACE satellites that had orbited for 15 years and retired in June, 2017 [1–3].
GRACE-FO satellites carry the same equipment as GRACE, including GPS, a K-Band Rang-
ing (KBR) System, a satellite accelerometer, and star sensor [4,5]. Similarly, GRACE-FO
satellites also adopt an orbit design similar to that of GRACE satellites, with an orbit height
of about 500 ± 10 km, an orbit eccentricity of less than 0.005, and an orbit inclination of
about 89◦ [5,6]. GRACE-FO satellites, mainly used to accurately measure and invert the
time-varying Earth’s gravitational field, are regarded as an important mission for collecting
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Earth’s gravitational field data of high resolution [2]. The high quality satellite orbit and
relative position can ensure the high quality processing of gravity data, which contributes to
the estimation of gravity field models with a monthly resolution [7,8]. Therefore, the study
of the precise orbit determination of GRACE-FO satellites is considered crucial. To ensure
a stable relative distance in formation flight, GRACE satellites are equipped with a KBR
system. In addition, GRACE-FO satellites have on-board a Laser Ranging Interferometer
(LRI) [9–12]. LRI can accurately measure the intersatellite distance of GRACE-FO formation
satellites and provide distance data of high quality [13].

At present, several formation satellites have been performing in orbit, including
GRACE, GRACE-FO, TanDEM-X, PRISMA, SJ-9 and TechSat21 [14–21]. The existing
formation satellites mainly realize relative positioning based on a GPS technique [19].
Generally, the relative kinematic orbit determination of LEO satellites is based on carrier-
phase differential observations (CDGPS) [14]. The differential technique promises to
eliminate and weaken some common observation errors, such as receiver clock bias, satellite
clock bias and ionospheric delay errors [19–30]. Gu et al. [31] combined single and double
differential techniques to jointly solve the orbit of formation satellites. A comparison
with satellite laser ranging (SLR) indicates that the accuracy of the orbit was improved by
25%. Van Barneveld [32] analyzed the influence of ionospheric delay on the calculation of
intersatellite long baselines (>100 km) and compared existing ionospheric delay models.

The new generation GRACE-FO satellites are equipped with an LRI system, which
makes it possible to use LRI observations to enhance the quality and stability of forma-
tion satellites orbit. Currently, the intersatellite distance are generally used to verify the
intersatellite baseline, and to maintain the relative state of formation satellites. GRACE-FO
satellites can be equipped with dual ranging system (LRI and KBR). Concerning the LRI
ranging system, this manuscript describes the following activities: firstly, the inter-satellite
distance observed by LRI is combined with the GPS observation data of the GRACE-FO
satellites to form the GPS/LRI observations. Secondly, the estimated orbits are compared to
reference orbits and KBR measurements. Thirdly, this study analyzed the relative kinematic
orbit determination results of GPS/LRI and GPS only.

2. Mathematical Model of GPS and LRI

LEO satellites’ orbit determination generally takes pseudo range and carrier phase of
GPS as the main observed values. The pseudo range and carrier phase observation models
are as follows:

Ps
r,j = ρs

r + c(dtr − dts) + Is
r,j + εs

P (1)

Ls
r,j = ρs

r + c(dtr − dts)− Is
r,j + λjNs

r,j + λjε
s
L, (2)

where Ps
r,j is the observed code pseudo range; ρs

r is the geometric distance between the
GRACE-FO satellite to the GPS satellite; c is the velocity of light; dtr and dts are receivers
and satellite clock offsets, respectively; Is

r,j is the ionospheric delay; Ls
r,j is the observed

value of carrier phase; λjNs
r,j is the ambiguity; and λjε

s
L and εs

P are observation noise.
To eliminate ionospheric delay, ionospheric-free combinations are usually adopted:

Ps
r,IF = ρs

r + c(dtr − dts) + εs
P,IF (3)

Ls
r,IF = ρs

r + c(dtr − dts) + λIF Ns
r,IF + εs

L,IF, (4)

where Ps
r,IF is the pseudo range of ionospheric-free combinations; Ls

r,IF is the carrier phase of
ionospheric-free combinations; λIF is the wavelength of carrier phase LIF, Ns

r,IF is the ambi-
guity of ionospheric-free combinations, and εs

r,IF and εs
P,IF are observation noise of pseudo

range and carrier phase ionospheric-free combinations. The equations of ionospheric-free
combinations are as follows:

LIF =
f1

2

f1
2 − f22 L1 − f2

2

f1
2 − f22 L2, (5)
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where f1 and f2 are the frequencies of carrier phases L1 and L2. Ionospheric-free combina-
tions can eliminate most of the ionospheric delay, and loses integer characteristic.

To build double-difference observation equations, inter-satellite single-difference equa-
tions should first be constructed. The single-difference models are as follows:⎧⎪⎨⎪⎩

∇Ps0,s
r,IF = ρs

r − ρs0
r − c(dts − dts0)

∇Ls0,s
r,IF = ρs

r − ρs0
r − c(dts − dts0) + λIF(Ns

r,IF − Ns0
r,IF)

∇Ns0,s
r,IF = Ns

r,IF − Ns0
r,IF

, (6)

where ∇Ls0,s
r,IF and ∇Ps0,s

r,IF are single-difference observed values of the carrier phase and
pseudo range. The satellite s0 with the largest altitude angle is selected as the reference
satellite. The double-difference models are as follows:⎧⎪⎨⎪⎩

Δ∇Ps0,s
r0,r,IF = ∇ρs0,s

r −∇ρs0,s
r0

Δ∇Ls0,s
r0,r,IF = ∇ρs0,s

r −∇ρs0,s
r0 + λIF(∇Ns0,s

r,IF −∇Ns0,s
r0,IF)

Δ∇Ns0,s
r0,r,IF = ∇Ns0,s

r,IF −∇Ns0,s
r0,IF

, (7)

where double-difference observed values of Δ∇Ps0,s
r0,r,IF, Δ∇Ls0,s

r0,r,IF and Δ∇Ns0,s
r0,r,IF are double-

difference pseudo range, carrier phase and ambiguity, respectively.
For the first time, GRACE-FO formation satellites are equipped with a LRI ranging

system. The model of LRI is as follows [5]:

Ψ = c ∗ (−ψM(t) + RT(t − τ))/(2 f ), (8)

where Ψ is the LRI measurement (unit: m), ψM(t) is the observed phase value of LRI at t,
RT(t − τ) is the time delay correction of the LRI acquisition system, τ is the time of signal
transmission of LRI, and f is the LRI-frequency of the observed phase. The ground nominal
value of f in GRACE-FO-A is 2.81616393e14 Hz, and the ground nominal value of f in
GRACE-FO-B is 2.81615684e14 Hz. The original phase observed values (LRI1A) of LRI
have glitches [33]. Glitches of LRI mainly occurs during thruster firings. JPL laboratory
detects glitches of LRI by three methods. Firstly, differences in phase observed values are
performed, and then glitches of LRI are detected by comparing the observed differential
values with the tolerance. Secondly, small glitches of LRI are fitted by a phase filter
model [33]. Thirdly, glitches are further detected by residuals of Two-Way Range [11].
In order to simplify experiments, this study adopts secondary-treated Level-1B data of JPL
laboratory, and all glitches of LRI were detected and repaired.

Based on the principle of LRI and product description published by GFZ, LRI observa-
tions deliver a biased distance NLRI . To obtain the actual intersatellite distance, the biased
distance must be gained in advance. This study proposes a simple and feasible calculation
process for the biased LRI distance.

(1) The intersatellite distance is resolved by using relative kinematic orbit determi-
nation from spaceborne GPS data. Assuming that there are n epochs, the intersatellite
distance between two LEO satellites ρi

r0,r(i = 0 · · · n) is obtained according to the relative
kinematic orbit determination of spaceborne GPS;

(2) LRI range minus the intersatellite distance ρi
r0,r at the corresponding epoch, and the

initial value Ni
LRI,0 of LRI biased distance can be introduced;

(3) The mean value NLRI of Ni
LRI,0(i = 0 · · · n) should be calculated;

(4) The difference between the initial value (Ni
LRI,0(i = 0 · · · n)) and the mean value

(NLRI) is calculated, and epochs with a difference greater than a threshold are marked as
outliers. This threshold is defined as follows:∣∣∣Ni

LRI,0 − NLRI

∣∣∣ < 3σrel , (9)
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where σrel is the precision of relative kinematic orbit determination of spaceborne GPS.
For the convenience of the experiment, σrel was set to 0.15 m (σrel = 0.15 m);

(5) The marked observed values of LRI should be eliminated, and then steps from
2 to 4 are repeated until all Ni

LRI,0 pass the inspection formula;
(6) Taking into account the LRI bias, ranging values of each epoch are corrected to

obtain the intersatellite distance of LEO satellites based on LRI ranging.
To evaluate the precision of LRI (actually LRI biased), the LRI biased distances for

4 months (days 121 to 242 of 2019) are calculated. The statistical results are shown in Table 1,
confirming the good quality of LRI distances. More than 98.5% of LRI observations can be
used to solve LRI bias.

Table 1. RMS of LRI bias (unit: m) and percentage of LRI outliers (unit: %).

DAY RMS of LRI Bias Percentage of LRI Outliers

121−151 0.0492 1.21
151−182 0.0480 0.73
182−212 0.0535 0.98
212−242 0.0544 1.85
Average 0.0513 1.19

3. GPS/LRI Observation Equation and Linearization

As observed distance values, LRI can establish the observation of the LEO satellite by
combining with GPS. The GPS/LRI observation equation in matrix form reads as follows:

V = BX − l, (10)

where l is obtained by subtracting the calculated values from actual observed values, V is
the correction of observed values, and B is the linearized parameter coefficient matrix to be
solved. B is expressed as follows:

B =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

as0,s1
x as0,s1

y as0,s1
z λ 0 · · · 0

as0,s2
x as0,s2

y as0,s2
z 0 λ 0 0

...
...

... 0 0
. . . 0

as0,sn−1
x as0,sn−1

y as0,sn−1
z 0 0 0 λ

as0,s1
x as0,s1

y as0,s1
z 0 0 0 0

...
...

...
...

...
...

...
as0,sn−1

x as0,sn−1
y as0,sn−1

z 0 0 0 0
aLRI

x aLRI
y aLRI

z 0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (11)

where as0,s
x = − xs0−xr

ρ
s0
r

+ xs−xr
ρs

r
; as0,s

y = − ys0−yr

ρ
s0
r

+ ys−yr
ρs

r
; as0,s

z = − zs0−zr
ρ

s0
r

+ zs−zr
ρs

r
;

aLRI
x =

xr−xr0
ρr0,r

; aLRI
y =

yr−yr0
ρr0,r

; aLRI
z =

zr−zr0
ρr0,r

; ρr0,r =
√
(xr − xr0)

2 + (yr − yr0)
2 + (zr − zr0)

2;

ρs0
r and ρs

r are the geometric distances from GRACE-FO to different GPS satellites. xr, yr, zr,
xs0 , ys0 , zs0 and xs, ys, zs are Cartesian Coordinates. The absolute vector l is given by:

l =
[
ls0,s1
r0,r · · · ls0,sn−1

r0,r , ps0,s1
r0,r · · · ps0,sn−1

r0,r , vLRI

]
(12)

ls0,s
r0,r = ρs

r − ρs0
r − ρs

r0
+ ρs0

r0 − Δ∇Ls0,s
r,IF

ps0,s
r0,r = ρs

r − ρs0
r − ρs

r0
+ ρs0

r0 − Δ∇Ps0,s
r,IF

vLRI = ρr0,r − Ψ
(13)

After the observation equation is linearized, a Kalman filter process can be used for
iterative processing.
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4. Kalman Filter Theory Applied to Relative Kinematic Orbit Determination of LEO
Satellites

Relative Kinematic orbit determination of LEO satellites aims to obtain coordinates of
satellites. Under the condition of double-difference orbit determination, the parameters
to be obtained not only include the coordinates of satellites, but also the ambiguities of
double-difference carrier observed values. The parameters of LEO satellites are to be
calculated by setting n double-difference carrier observed values:

X = [Δx, Δy, Δz, Δ∇Ns0,s1
r0,r,IF · · ·Δ∇Ns0,sn−1

r0,r,IF ], (14)

where Δx, Δy, Δz are components of the baseline vector between the GRACE-FO satellites
(Earth-fixed reference frame) and Δ∇Ns0,s1

r0,r,IF · · ·Δ∇Ns0,sn−1
r0,r,IF are ambiguities of the observed

carrier values. The Kalman filter equations of LEO satellites are as follows:⎧⎪⎪⎨⎪⎪⎩
J = D0BT(BD0BT + R

)−1

X = X0 + Jl

D =
(

D−1
0 + BT R−1B

)−1
, (15)

where D0 is the prior variance matrix of parameters; R is the observation variance matrix;
J is the gain matrix; X0 and X are the prior value and calculated value of parameters to
be solved, respectively; l is the observed minus computed (O-C); and D is the posterior
variance matrix of parameters.

Pseudo-range single point positioning is used to replace the state-transition matrix to
generate prior coordinates of LEO satellites (prediction coordinates), with an accuracy of
about 10 m, which requires continuous refinement of LEO satellites’ coordinates according
to observed carrier values and their corresponding variance information. The variance
processing of parameters is regarded as an important basis for Kalman filter calculation.
Therefore, this manuscript provides the detailed settings for the corresponding parameter
variance matrix and observation variance matrix in the Kalman filter. The variance matrix
formula of observed values R is as follows:

R
(2n−2)×(2n−2)+1

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Rs0
L + Rs1

L Rs0
L Rs0

L 0 0 0
...

. . .
...

...
...

...
Rs0

L Rs0
L Rs0

L + Rsn−1
L 0 0 0

0 0 0 Rs0
P + Rs1

L Rs0
P Rs0

P
...

...
...

...
. . .

...
0 0 0 Rs0

P Rs0
P Rs0

P + Rsn−1
L

0 0 0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(16)

⎧⎨⎩ Rs
L = 2 × (a2

L +
b2

L
sin2 els )

Rs
P = 2 × (a2

P +
b2

P
sin2 els )

. (17)

Rs
L and Rs

P are the phase prior variances and pseudo-range prior variances, els is
the elevation angle of GPS satellites, aL = 0.003 and bL = 0.003 are the error factors of
phase observation (unit: m), aP = 0.3 and bP = 0.3 are the error factors of pseudo-range
observation (unit: m), and RLRI is the variance of LRI’s observed values. In the experiment
of this manuscript, RLRI = 0.012 (unit: m2).

In this work, Kalman filter orbit determination does not take dynamic information
into consideration, and pseudo-range single point positioning is used to generate a priori
coordinate X0. The prior value of the ambiguity parameter adopts the floating-point value
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resolved in the previous epoch. The initial-state parameter variance matrix D0 of LEO
satellites is assigned as follows:

D0
(n+3)×(n+3)

=

⎡⎢⎣ 302

. . .
302

⎤⎥⎦, (18)

where the variance corresponding to the coordinate parameter is reset as 302(unit: m2)
in the next epoch, while the variance corresponding to the ambiguity parameter directly
adopts the posterior variance of previous epochs.

5. Relative Kinematic Orbit Determination Process of GPS/LRI

The essence of relative kinematic orbit determination of spaceborne GPS/LRI is to
regard LRI as a directly observed value, and build the observation equation with GPS
double-difference observations for resolving the intersatellite baseline. The relative kine-
matic orbit determination process of GPS/LRI is shown in Figure 1.

Resolving initial orbits by 
pseudo range 

1. Screening common-
view satellites 

2. Detect cycles 

GPS double-
difference 

observation equation 

Kalman filter solve 
parameters  

Generating 
relative orbit 

Eliminating 
observations with 

excessive corrections 

Get phase 
bias of the 

LRI 
measurement 

output 

NO YES 

YES NO 

Iteration 

GPS/LRI double 
difference 

observation equation. 

Kalman filter 
solve parameters  

Eliminating 
observations with 

excessive corrections 

Iteration 

Figure 1. Orbit determination process.

The specific process of kinematic orbit determination is shown below:
(1) Resolving initial coordinates of orbits by the ionospheric-free pseudo range;
(2) Screening common-view satellites of GRACE-FO-A and GRACE-FO-B;
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(3) Detecting cycle slips according to Melbourne–Wübbena (MW) and geometry-free
(GF) combination [34,35]. The models of MW and GF are provided below:

LMW = ( f1Ls
r,1 − f2Ls

r,2)/( f1 − f2)− ( f1Ps
r,1 + f2Ps

r,2)/( f1 + f2) (19)

LGF = Ls
r,1 − Ls

r,2. (20)

Equations (19) and (20) are usually used to jointly detect cycle slips. In this paper,
the threshold of cycle slips detection between epochs (i and i + 1) is set as:{

Ni+1
w − Ni

w < 5
Li+1

GF − Li
GF < 0.05

(unit : m). (21)

The detection for cycle slips is regarded as data preprocessing;
(4) Constructing double-difference observation equation according to Equations (1) to (7);
(5) Updating the parameters to be resolved by Kalman filter;
(6) Correcting phase center offsets (PCO) and Sensor Offsets of LEO satellite. Taking

GRACE-FO-A and GRACE-FO-B as examples, Tables 2 and 3 show the three components
of PCO and Sensor Offsets in the body- fixed coordinate of GRACE-FO satellites. As for
LEO satellites, their solar panel must always aim at the sun, so the satellite gesture will
change according to time. Therefore, several steps should be taken in calculating PCO and
Sensor Offsets correction of LEO satellites with spaceborne GPS:

(a) The coordinates of LEO satellites without being corrected by PCO and Sensor
Offset are converted from Earth-fixed coordinate system to inertial coordinate system.

(b) According to the attitude of LEO satellites, the three components of PCO and Sensor
offset in the body- fixed coordinate system are transferred to the inertial coordinate system.

(c) The corrections of PCO and Sensor Offset in the inertial system are added to the
coordinates of LEO satellites.

(d) The coordinates of LEO satellites are transferred from the inertial coordinate system
to the Earth-fixed coordinate system;

Table 2. PCO of GRACE-FO satellites (unit: mm).

Scheme Frequency
PCO

North East Up

GRACE-FO-A
L1 1.49 0.60 −7.01
L2 0.96 0.86 22.29

GRACE-FO-B
L1 1.49 0.60 −7.01
L2 0.96 0.86 22.29

Table 3. Sensor Offset of GRACE-FO satellites (unit: mm).

Satellite
Sensor Offset

North East Up

GRACE-FO-A −261.8 −0.8 −531.6
GRACE-FO-B −260.0 0.5 −530.6

(7) The intersatellite baseline is recalculated according to the correction of mass center,
and the relative kinematic orbit determination results are generated.

6. Case Study and Analysis

To verify the influence of LRI on the relative kinematic orbit determination of GRACE-FO
formation satellites, a control experiment is designed according to actual observation
data of GRACE-FO satellites. The experimental group achieves relative kinematic orbit
determination by adopting GPS/LRI combinations, and the control group only uses GPS.
The paper adopts reference orbit comparison and KBE check to analyze and compare the
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experimental results. The observation data of GPS/LRI and KBR in GRACE-FO satellites
are provided by GFZ (https://isdc.gfz-potsdam.de/, accessed on 9 June 2020), collected
from day 121 to day 242 in 2019, a total of 121 days. Samples of GPS data are collected
at the interval of 10 s, and those of LRI and KBR data are collected at the interval of 2 s
and 5 s, respectively. Then, synchronous GPS, LRI and KBR data should be used for check.
The precise ephemeris, satellite clock offsets and Earth rotation parameter files are provided
by the Center for Orbit Determination in Europe (CODE), and broadcast ephemeris are
provided by the International GNSS Service (IGS). More details about these data are listed
in Table 4.

Table 4. Data description.

Data Type Source Detail

GPS measurements GFZ Sampling rate 1 s; observed values of P1, P2, L1 and L2

LRI measurements GFZ Sampling rate 2 s; including observation time and
intersatellite distance

GPS precise ephemeris
GPS precise clock CODE

Final precise ephemeris; Sampling rate 900 s;
Final precise clock error products;

Sampling rate 30 s
Earth rotation parameters CODE 121-day values

Post-processed science orbit GFZ Reduced dynamic orbit
K-Band Ranging measurements GFZ Sampling rate 5 s

Broadcast ephemeris IGS BRDC station

6.1. Reference Orbit Check

The orbit published by GFZ is regarded as the reference value. The relative orbit
determination results of GPS/LRI and GPS are separately compared with the reference
orbit. Figures 2–6 show the comparison results of days 121–242’s reference orbits. As is
shown, there are no systematic errors in the GRACE-FO satellites’ relative kinematic orbit
determination. The main reason is that the relative kinematic orbit determination method
used in this paper essentially belongs to a geometric orbit determination without being
affected by the dynamic satellite model. However, the residual errors of GPS/LRI joint
relative kinematic orbit determination result in X, Y, and Z (components of the baseline
vector) directions are obviously smaller than those of GPS only. Compared with relative
kinematic orbit determination by GPS only, the distribution of orbit residuals calculated by
GPS/LRI is closer, and the obvious spikes in the figure are weakened. The main reason is
that on-board GPS is quite different from ground stations in that the number of satellites
observed by the on-board GPS receiver in some arcs is smaller than five. Meanwhile,
the travel speed of LEO satellites can reach 6–7 km per second, so the observed GPS
satellites change frequently. Usually, a satellite can be observed for only 10 to 30 min.
Therefore, the observation data quality is poor for a small part of the arc, reducing the
stability of the geometric method for relative kinematic orbit determination. The Geometric
Dilution Precision (GDOP) is related to the orbit determination accuracy. We analyzed the
GDOP of GRACE-FO satellites for 121 to 242 days. When the value of GDOP increases,
the orbit accuracy will decrease. However, GPS / LRI can limit the impact of GDOP increase
on the orbit accuracy. Therefore, combined GPS/LRI observations can better eliminate GPS
observations of poor quality and reduce the impact of GPS observation quality on relative
kinematic orbit determination. Additionally, the results of 121 days’ relative kinematic
orbit determination show that introducing GPS/LRI observations is obviously better than
using GPS only.

242



Remote Sens. 2022, 14, 993

 
(a) (b) 

(c) (d) 

 
(e) (f) 

 
(g) 

Figure 2. Reference orbit check for GRACE-FO in the X, Y, Z, 3D (X, Y, Z are components of the
baseline vector, unit: m, (a–d)) directions (days 121–151), number of satellites for each epoch (e)
and GDOP (f,g).
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(a) (b) 

 
(c) (d) 

 
(e) (f) 

 
(g) 

Figure 3. Reference orbit check for GRACE-FO in the X, Y, Z, 3D (X, Y, Z are components of the
baseline vector, unit: m, (a–d)) directions (days 151–182), number of satellites for each epoch (e)
and GDOP (f,g).
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(a) (b) 

 
(c) (d) 

 
(e) (f) 

 
(g) 

Figure 4. Reference orbit check for GRACE-FO in the X, Y, Z, 3D (X, Y, Z are components of the
baseline vector, unit: m, (a–d)) directions (days 182–212), number of satellites for each epoch (e)
and GDOP (f,g).
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(a) (b) 

 
(c) (d) 

 
(e) (f) 

 
(g) 

Figure 5. Reference orbit check for GRACE-FO in the X, Y, Z, 3D (X, Y, Z are components of the
baseline vector, unit: m, (a–d)) directions (days 212–242), number of satellites for each epoch (e)
and GDOP (f,g).
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Figure 6. Days 121–242 orbit comparison residuals (in the X, Y and Z directions, unit: m) probability
distribution for the GPS/LRI and GPS relative orbit.

To obtain more specific results of relative kinematic orbit determination, statistics
over 121 days are carried out in this part. X, Y, and Z refer to the baseline vectors of the
two satellites in Earth-fixed coordinates. It is shown in Table 5 that along the X direction,
the 121 days accuracy of GPS/LRI relative kinematic orbit determination is improved by
12.4 mm, and the relative kinematic orbit determination accuracy along the X direction
reaches 25.4 mm, with an accuracy increase of 32.8%; along the Y direction, the accuracy of
GPS/LRI relative kinematic orbit determination is improved by 8.5 mm, and the accuracy
along the Y direction reaches 28.6 mm, with an accuracy increase of 22.9%; along the
Z direction, the accuracy of GPS/LRI relative kinematic orbit determination is improved
by 15.2 mm, and the accuracy along the Z direction reaches 21.9 mm, with an accuracy
increase of 41.0%; along the 3D direction, the accuracy of GPS/LRI relative kinematic orbit
determination is improved by 17.5 mm, and the accuracy along the 3D direction reaches
50.1 mm, with an accuracy increase of 25.9%. LRI observed values are added to increase
the number of redundant observations, enhancing the geometric strength of observed
values, so the accuracy of GPS/LRI is greatly improved compared with that of only GPS
for formation orbit determination. Statistical results show that the joint GPS/LRI data
can effectively improve the overall accuracy of relative kinematic orbit determination of
GRACE-FO formation satellites and limit orbit determination errors due to GPS observation
quality, improving the stability of relative kinematic orbit determination.

Table 5. Statistics of reference orbit check (days 121–242) in Earth-fixed coordinate (unit: m).

Type
GPS-Only GPS/LRI

X Y Z 3D X Y Z 3D

MEAN 0 0.0019 0.0017 − 0 0 0.0009 −
MEDIAN 0 0.0025 0.0013 − 0 0.0008 0.0012 −

RMS 0.0378 0.0371 0.0371 0.0676 0.0254 0.0286 0.0219 0.0501

To analyze the orbital residual, we set GRACE-FO-B as the reference orbit and solve
the orbit of GRACE-FO-A according to the relative kinematic orbit determination results.
The orbit of the GRACE-FO-A satellite and the orbit released by GFZ are compared by
using the ORBCMP module of Bernese 5.2 software. Under the radial, along–track and
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out–of–plane (RSW) decomposition, we analyze the residual results. Figures 7–10 show the
comparison results of day 121–242’s reference orbits. Figure 11 shows the probability distri-
bution of satellite orbit residuals. In the R and W directions, the residual distributions of
GPS-only and GPS/LRI are similar. However, in the S direction, GPS/LRI can significantly
improve the relative kinematic orbit determination accuracy of GRACE-FO-A satellite.
For further analysis, we calculated the MEAN, MEDIAN and RMS of orbital residuals in R,
S and W directions. It is shown in Table 6 that along the R direction, the 121 days accuracy
of GPS/LRI relative kinematic orbit determination is improved by 10.0 mm, and the relative
kinematic orbit determination accuracy along the R direction reaches 29.0 mm, with an
accuracy increase of 34.48%; along the S direction, the accuracy of GPS/LRI relative kine-
matic orbit determination is improved by 31.7 mm, and the accuracy along the S direction
reaches 8.9 mm, with an accuracy increase of 78.8%; along the W direction, the accuracy of
GPS/LRI relative kinematic orbit determination is not significantly improved. The RMS of
the 3D vector is decreased by 18 mm which corresponds to an improvement of 26.3%.

 
(a) (b) 

 
(c) (d) 

Figure 7. Reference orbit check for GRACE-FO-A in the R, S, W, 3D directions (days 121–151, (a–d)).
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(a) (b) 

 
(c) (d) 

Figure 8. Reference orbit check for GRACE-FO-A in the R, S, W, 3D directions (days 151–182, (a–d)).

 
(a) (b) 

Figure 9. Cont.
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(c) (d) 

Figure 9. Reference orbit check for GRACE-FO-A in the R, S, W, 3D directions (days 182–212, (a–d)).

 
(a) (b) 

 
(c) (d) 

Figure 10. Reference orbit check for GRACE-FO-A in the R, S, W, 3D directions (days 212–242, (a–d)).

250



Remote Sens. 2022, 14, 993

Figure 11. Days 121–242 orbit comparison residuals (in the R, S and W directions, unit: m) probability
distribution for the GPS/LRI and GPS relative orbit.

Table 6. Statistics of reference orbit check (days 121–242) in RSW (unit: m).

Type
GPS-Only GPS/LRI

R S W 3D R S W 3D

MEAN −0.0010 0 −0.0005 − −0.0013 0 0 −
MEDIAN −0.0009 0 0 − −0.0008 0 0 −

RMS 0.0390 0.0406 0.0330 0.0678 0.0290 0.0089 0.0305 0.0500

To evaluate the GPS/LRI under sunlight and solar eclipse, we use the ORBGEN
module of Bernese 5.2 software to mark the epochs in solar eclipse. GRACE-FO satellites
were under solar eclipse for 25% of the total period. Figure 12 show the comparison results
of day 121–242’s reference orbits in the sunlight and solar eclipse. In the case of sunlight
and solar eclipse, there is no significant difference in GPS/LRI orbit residuals. In both cases,
the accuracy of GPS/LRI orbit determination is higher than the GPS-only. To further analyze
the impact of solar eclipse on GPS/LRI, we calculated the RMS, MEAN and MEDIAN of
orbital residuals. It is shown in Tables 7 and 8 that the RMS values differ by 2.2 mm and
2.1 mm in the 3D-directions. Along the X, Y, Z and 3D direction the 121-days accuracy of
GPS/LRI relative kinematic orbit determination, under the conditions of sunlight and solar
eclipse, is not a significant difference.

Table 7. Statistics of X, Y, Z and 3D residual (unit: m, days 121–242) in Sunlight and Solar eclipse.

Type
GPS/LRI in Sunlight GPS/LRI in Solar Eclipse

X Y Z 3D X Y Z 3D

MEAN 0 0.0007 −0.0009 − 0 −0.0007 −0.0009 −
MEDIAN 0 0.0008 −0.0011 − 0 0 −0.0014 −

RMS 0.0255 0.0282 0.0216 0.0437 0.0260 0.0302 0.0228 0.0459

Table 8. Statistics of X, Y, Z and 3D residual (unit: m, days 121–242) in Sunlight and Solar eclipse.

Type
GPS-Only in Sunlight GPS-Only in Solar Eclipse

X Y Z 3D X Y Z 3D

MEAN 0.0012 0.0018 0.0014 − 0.0007 0.0021 0.0023 −
MEDIAN 0.0007 0.0025 0.0011 − 0 0.0022 0.0017 −

RMS 0.0382 0.0375 0.0374 0.0652 0.0368 0.0362 0.0363 0.0631
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(a) (b) 

 
(c) (d) 

 
(e) (f) 

Figure 12. D (X, Y, Z are components of the baseline vector, unit: m, (a–d)) directions (days 121–242).

To evaluate the GPS/LRI in satellite orbit maneuver, we analyzed the orbit eccentric-
ity of GRACE-FO satellites for 121 days. Landerer points out that regular orbit mainte-
nance maneuvers will be performed throughout the GRACE-FO mission duration [36].
Figure 13 shows the orbital eccentricity of GRACE-FO satellites and their hourly variation.
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We marked the time of orbital maneuver in the figure with circles. Table 9 shows the date
of the satellite orbit maneuver. Figure 14 shows the comparison results of reference orbits
in the orbit maneuver. Table 10 shows the RMS, MEAN and MEDIAN of orbital residuals
during orbital maneuver.

 
(a) (b) 

 
(c) (d) 

Figure 13. Eccentricity and eccentricity variation of GRACE-FO satellites (hourly variation).

Table 9. Days of Orbital Maneuver.

Circle Days

red 135−136
yellow 149−150
green 155−156
purple 163−164

blue 175−176
black 230−231
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(a) (b) 

 
(c) (d) 

Figure 14. Reference orbit check for Orbital Maneuver in the X, Y, Z, 3D (X, Y, Z are components of
the baseline vector, unit: m, (a–d)) directions (days 121–242).

Table 10. Statistics of X, Y, Z and 3D residual (unit: m, days 121–242) in Orbital Maneuver.

Type
GPS-Only GPS/LRI

X Y Z 3D X Y Z 3D

MEAN −0.0018 0 0 − −0.0010 0 0 −
MEDIAN −0.0023 0 0 − −0.0011 0 0 −

RMS 0.0367 0.0339 0.0381 0.0604 0.0291 0.0258 0.0228 0.0466

6.2. KBR Validation

The KBR system is one of the key scientific instruments carried by GRACE-FO satellites
with a sampling interval of 5 s, ranging accuracy of 10 um, and range-changing rate
accuracy of 1 um/s [37]. Actually, KBR and LRI are distinctly separate intersatellite ranging
systems. Therefore, KBR can be used as an important external condition to verify GPS/LRI
relative kinematic orbit determination results. The basic principle of KBR check is to
obtain the difference between KBR-observed values and intersatellite baseline, and then
evaluate the quality of the orbit difference between LEO satellites. Figures 15–19 show
the residual distribution of KBR from day 121 to 242 in 2019. It shows that the relative
kinematic orbit determination residuals by GPS only are mainly distributed within ±0.05 m,
and the fluctuation of orbit determination residuals presents random distribution with
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some residual spikes. The residual values of a few epochs exceed ±0.075 m. However,
the relative kinematic orbit determination results of joint GPS/LRI are quite smooth with
the residual fluctuation range within ±0.01 m, and only very few epochs have KBR residual
values greater than ±0.025 m. Compared with relative kinematic orbit determination by
GPS, relative kinematic orbit determination by joint GPS/LRI reduces the orbital spikes of
relative kinematic orbit determination caused by GPS observation quality, and improves
the orbital accuracy of relative kinematic orbit determination.

Figure 15. Day 121–151 KBR residuals (unit: m) for the GPS/LRI and GPS-only relative orbit and
number of satellites.
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Figure 16. Day 151–182 KBR residuals (unit: m) for the GPS/LRI and GPS-only relative orbit and
number of satellites.
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Figure 17. Day 182–212 KBR residuals (unit: m) for the GPS/LRI and GPS-only relative orbit and
number of satellites.
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Figure 18. Day 213–242 KBR residuals (unit: m) for the GPS/LRI and GPS-only relative orbit and
number of satellites.
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Figure 19. Day 121–242 KBR residuals (unit: m) probability distribution for the GPS/LRI and
GPS-only relative orbit.

To obtain more detailed statistical information, we have conducted for all 121 days a
comparison between KBR ranges and the relative kinematic orbit determination results.
RMS, MEAN and MEDIAN values of 121 days KBR residuals are listed in Table 11. The ac-
curacy of 121 days’ relative kinematic orbit determination based on GPS only approximates
42.8 mm while that calculated from joint GPS/LRI data approximates 10.7 mm. It indi-
cates that joint GPS/LRI improves the quality of relative kinematic orbit determination,
and confirms the results of reference orbit verification. The mean value of KBR residuals
in 121 days is less than 0.5 mm, indicating no obvious systematic errors in joint GPS/LRI
and GPS relative kinematic orbit determination, and the results of relative kinematic orbit
determination comply with the statistical law.

Table 11. Statistics of KBR check (unit: m).

Day
GPS-Only GPS\LRI

RMS MEAN MEDIAN RMS MEAN MEDIAN

121–151 0.0415 0 0 0.0112 0 −0.0007
151–182 0.0407 0 0 0.0093 0 −0.0006
182–212 0.0458 0 0 0.0086 0 −0.0007
212–242 0.0433 0 0 0.0135 0 −0.0007
Average 0.0428 0 0 0.0107 0 −0.0007

KBR can be used to evaluate the ability of GPS/LRI under sunlight and eclipse
conditions. Figure 20 shows the KBR residuals of GPS/LRI and GPS-only relative kinematic
orbit determination. There is no significant difference in the KBR residuals of GPS/LRI
relative kinematic orbit determination under sunlight and solar eclipse. Table 12 shows
the RMS, MEAN and MEDIAN of KBR residuals for GPS/LRI and GPS-only. Under
the sunlight and solar eclipse, the KBR residuals RMS corresponding to GPS/LRI are
9.3 mm and 9.7 mm, and their differences are very slight. The RMS values of KBR residuals
corresponding to GPS-only are 42.4 mm and 42.2 mm. Their differences are also small.
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(a) (b) 

Figure 20. Days 121–242 KBR residuals (unit: m) for the GPS/LRI (a) and GPS-only (b) relative orbit
in the Sunlight and Solar eclipse).

Table 12. Statistics of KBR residual (unit: m, days 121–242) in Sunlight and Solar eclipse.

Type
GPS/LRI GPS-Only

Sunlight Solar Eclipse Sunlight Solar Eclipse

MEAN 0 0 −0.0007 −0.0006
MEDIAN 0 0.0007 0 0

RMS 0.0093 0.0097 0.0424 0.0422

7. Conclusions

In this manuscript, we studied the LRI ranging system carried by GRACE-FO forma-
tion satellites, achieving high-quality relative kinematic orbit determination based on joint
GPS/LRI data and the Kalman filter. Additionally, we introduced the LRI ranging systems
as well as the LRI observation equation, and described the process of relative kinematic
orbit determination of GPS/LRI in detail. Ultimately, relative kinematic orbit determination
results of GPS/LRI were verified and analyzed by comparing to a reference orbit and veri-
fying KBR. Accordingly, we draw two conclusions: 1. Compared with relative kinematic
orbit determination by GPS only, kinematic orbit determination by GPS/LRI achieves
more robust results, which can weaken some orbits’ error and significantly improve the
accuracy of relative kinematic orbit determination. The accuracy of relative kinematic
orbit determination by GPS/LRI is improved by 17.5 mm in 3D directions, and the accu-
racy of relative kinematic orbit determination is improved by 25.9%, reaching 50.1 mm
(compared with the reference orbit released by GFZ). 2. The results of KBR validation are
ideal. The residual distribution of KBR is smooth without obvious fluctuation. The consis-
tency between the relative kinematic orbit determination and the KBR measurements is at
the +/−10.7 mm level.
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Abstract: The marine gravity field recovery close to land/island is challenging owing to the scarcity
of measured gravimetric observations and sorely contaminated satellite radar altimeter-derived data.
The satellite missions that carried the synthetic aperture radar (SAR) altimeters supplied data with
improved quality compared to that retrieved from the conventional radar altimeters. In this study, we
combine the satellite altimeter-derived gravity data for marine gravity field augmentation over island
areas; in particular, the feasibility for regional augmentation by incorporating the SAR altimeter-
derived gravity data is investigated. The gravity field modeling results over the Spratly Islands
demonstrate that the marine gravity field is augmented by the incorporation of newly published
satellite altimeter-derived gravity data. By merging the gravity models computed with the Sentinel-
3A/B SAR altimetry data, the quasi-geoid and mean dynamic topography are dramatically improved,
by a magnitude larger than 4 cm around areas close to islands, in comparison with the results directly
derived from a combined global geopotential model alone. Further comparison of regional solutions
computed from heterogeneous gravity models shows that the ones modeled from the SAR-based
gravity models have better performances, the errors of which are reduced by a magnitude of 2~4 cm
over the regions close to islands, in comparison with the solutions modeled with the gravity models
developed without SAR altimetry data. These results highlight the superiority of using the SAR-based
gravity data in marine gravity field recovery, especially over the regions close to land/island.

Keywords: marine gravity field refinement; satellite altimetry; synthetic aperture radar altimeter;
Sentinel-3A/B; quasi-geoid; mean dynamic topography

1. Introduction

High-resolution gravity field determination at seas is a basic task in geodesy. Thanks
to the Gravity Recovery and Climate Experiment (GRACE) [1,2] and Gravity Field and
Steady-State Ocean Circulation Explorer (GOCE) missions [3,4], the global gravity field
has been prominently strengthened at long wavelength up to hundreds of kilometers [5–8].
On the other hand, by incorporating ground-based data at short-wavelength, the derived
Global Geopotential Models (GGMs) (known as high-degree or combined GGMs) can
map the gravity signals at a mean spatial resolution of 5 arc-minutes (~10 km) in global
scale [9–11].

Despite the tremendous progresses made in global geopotential model computation
over decades, the lack of globally distributed gravity data is still a major barrier to im-
prove the combined GGMs. For regions inland, such as most areas in Asia and Africa, the
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measured land/airborne gravimetric observations are limited; accessible and fill-in mea-
surements were involved in the computation of combined GGMs [9,12,13], whereas satellite
altimetric gravity data was usually used over oceans as shipborne/airborne gravimetric
measurements were usually inaccessible or confidentially kept due to political reasons [14].
However, the satellite altimeter-derived data is notoriously known to be of low quality close
to land/island, owing to the contamination of radar altimeter waveforms and degraded
quality of geophysical models used for data corrections [15–18]. Inevitably, the errors in
satellite altimeter-derived gravimetric data were spread to the combined GGMs. As a result,
the errors in the combined GGMs reached 6~10 centimeters over most oceans [9], and even
a magnitude of decimeter level or larger over polar areas and coastal regions [19,20]. The
errors in a GGM may bring about dramatic disturbances in the investigation of the mean
ocean state in detail [21,22].

The improved satellite altimetry techniques result in the augmentation of global
marine gravity field, by a factor of 2~4, in comparison with the gravity field models
developed with old altimeter-derived records [23–25]. In particular, the CryoSat-2 and
Sentinel-3A/B missions that carried synthetic aperture radar (SAR) altimeters derived
precise records of sea surface height up to several kilometers from the coast [17,26]. The
CryoSat-2 applies the low-resolution mode (LRM), SAR mode, and SAR interferometry
(SARIn) mode over different areas [27–29]. Sentinel-3A/B inherited the SAR altimeter from
CryoSat-2, and it retrieved observations with denser spatial coverage in comparison with
the conventional altimetry (or operated in the LRM mode). Moreover, the data derived
from the SAR waveforms have higher signal-to-noise ratio and lower speckle noise [30–32],
and the accuracy of SAR altimetry data reaches several centimeters to decimeter level close
to coast and lakes [33–35]. By incorporating recent altimetry observations, the derived
gravimetric products have improved precision versus the ones developed without these
observations [36].

The launch of the satellite altimetry missions carrying the SAR altimeter provides
solid basis for local gravity field recovery close to land/island; however, little attention
has been paid to gravity field enhancement over coastal or island areas by combing the
SAR altimetry data, especially for the use of recently released data from Sentinel-3A/B. To
our best knowledge, no existing literature has investigated and quantified the additional
signals introduced from the SAR-based data retrieved from Sentinel-3A/B on regional
gravity field modeling. This study aims at strengthening the marine gravity field over
regions close to land/island on a regional scale based on gravity data derived from satellite
altimeters. In particular, we study the feasibility for local augmentation based on SAR-
based gravity data. Moreover, we compare the performances of different altimetric gravity
models in marine gravity field recovery. In the following, the study area and data sources
are included in Section 2. Section 3 displays the gravity field modeling results, where the
added signals retrieved from the newly published satellite altimeter-derived gravity data
are quantified and validated; in particular, the possibility for local enhancement based on
SAR-based gravity data is investigated. Section 4 contains a summary of the study and the
main conclusions.

2. Study Area and Data

We chose the study area as the Spratly Islands located in the southern part of the South
China Sea (SCS) (see the area inside the red rectangle in Figure 1a), and the bathymetry
is retrieved from the General Bathymetric Chart of the Oceans (GEBCO) [37]. The Spratly
Islands are the largest archipelago in the SCS and are also the southernmost archipelago,
where small islands, sandbanks, shoals, and coral reefs are the predominant structures [38]
(see Figure 1b). The Spratly Islands archipelago is rich in natural resources, and is also a
disputed archipelago with complicate governances. As a result, it is hard to implement
shipborne/airborne gravimetric surveys over this area. The lack of measured gravimetric
observations brings about the difficulty for marine gravity field recovery over the Spratly
Islands, and the current combined GGMs were computed by using satellite altimetric
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gravity data. Moreover, small islands, atolls, sandbanks, shoals, and reefs are in abundance
in the Spratly Islands, and the return waveforms from radar altimeters have been severely
contaminated; as such, there exist multiple challenges in local marine gravity refinement.
However, this offers a chance to research the feasibility of using SAR-based gravimetric
data in regional augmentation.

Figure 1. (a) Study area and (b) the primary islands of the Spratly Islands. The geographical
coordinates are expressed in the Plate Carrée projection.

As there were no measured gravimetric observations available over the Spratly Is-
lands, we use the satellite altimeter-derived data for marine gravity field modeling. For this
purpose, several recently released altimetric gravity models are used. First, the widely used
models developed at the Technical University of Denmark (DTU) space and Scripps Institu-
tion of Oceanography (SIO) are introduced. For the series of models developed at DTU
space, the latest model, namely DTU21GRA, and several predecessors, i.e., DTU13GRA,
DTU15GRA, and DTU17GRA [36,39], are used. Typically, for the models that were devel-
oped in the DTU space, the updated gravity models had improved accuracy versus the
previous versions, which were mainly due to the use of newly released altimeter data and
the updated data preprocessing methods. For instance, the comparison with an airborne
survey over North Greenland showed that the standard deviation (SD) of the misfits be-
tween DTU17GRA and the airborne data was 3.78 mGal. This value increased to 8.81, 5.91,
and 5.45 mGal when DTU10GRA, DTU13GRA, and DTU15GRA were evaluated, respec-
tively. The major improvement of DTU17GRA over DTU15GRA is that the computation of
DTU17GRA contained more CryoSat-2 data and SARAL/AltiKa data from 2016 to 2017 in
the geodetic phase, while the improvement of DTU21GRA over DTU17GRA is that the
former was computed by combining 5 years of Sentinel-3A and 3 years of Sentinel-3B and
reprocessed Cryosat-2 data (processed with the SAMOSA+ physical retracker).

For the models developed in SIO, the latest model, called SIO V31.1, and its previous
version, namely, SIO V30.1 (hereinafter referred to as SIO31 and SIO30, respectively) [23,24,40],
are introduced. In addition, two recently published regional models over the SCS, i.e.,
SCSGA V1.0 [41] and HY-2A V1.0 [42], are used. In short, we call these two regional models
SCSGA and HY2A, respectively. All these satellite altimetric gravity models have the
spatial resolutions of one arc-minute, and the datasets used in these models’ development
and other associated information are shown in Table 1.
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Table 1. Description of the selected satellite altimeter-derived marine gravity field models.

Model Year
Reference Gravity Field

and Reference Mean
Dynamic Topography

Data Used in Model Development
Is This Model Used
for Regional Gravity
Field Enhancement?

DTU13GRA 2013 EGM2008+DOT2008

The modeling of DTU13GRA additionally
involved data from CryoSat-2 and Jason-1,

compared to its predecessor, i.e., DTU10GRA,
which was derived by combining data from

Topex/Poseidon (T/P), Geosat, ICESat, Jason-1,
GFO, Envisat, and retracked data from ERS-1.

Yes

DTU15GRA 2015 EGM2008+DOT2008 Added more data from Geosat, ERS-1, Cryosat-2,
and Jason-1. Yes

DTU17GRA 2017 EGM2008+DOT2008 Added more CryoSat-2 data and SARAL/AltiKa
data from 2016 to 2017 in the geodetic phase. Yes

DTU21GRA 2021 EGM2008+DOT2008

The major improvement of DTU21GRA over
DTU17GRA is that 5 years of Sentinel-3A and

3 years of Sentinel-3B and reprocessed
Cryosat-2 data (processed with the SAMOSA+

physical retracker) were added.

Yes

SIO V23.1 2013 EGM2008+DOT2008
This model was derived by incorporating data

from T/P, Geosat, Envisat, Jason-1, ERS-1/2, and
CryoSat-2.

No

SIO V28.1 2019 EGM2008+DOT2008 Involved more data from Jason-2 and
Cryosat-2 and added data from SARAL/Altika. No

SIO V29.1 2019 EGM2008+DOT2008 Included 2 years data from Sentinel-3A/B. No

SIO V30.1 2020 EGM2008+DOT2008 Involved data from SARAL/Altika as well as
more data from Cryosat-2 and Sentinel-3A/B. Yes

SIO V31.1 2021 EGM2008+DOT2008 Included more data from Cryosat-2,
SARAL/Altika, and Sentinel-3A/B. Yes

SCSGA V1.0 2020 EGM2008+CNES-
CLS13MDT

Included data from T/P, GFO, ERS-1/2, Envisat,
Jason-1/2, HY-2A, CryoSat-2, and

SARAL/AltiKa.
Yes

HY-2A V1.0 2020 EGM2008+DOT2008
This model was developed by incorporating data
from HY-2A and data from T/P, Geosat, Jason-1,
Envisat, ERS-1/2, CryoSat-2, and SARAL/AltiKa.

Yes

For the models developed at the DTU space, it is noticeable that although DTU13GRA/
DTU15GRA/DTU17GRA was computed with CryoSat-2 data, CryoSat-2 operated in the
LRM over the SCS, and no SAR altimetry data was used in the computation of these models.
For the same reason, SCSGA and HY2A are the models that were computed without
combining SAR altimetry data, whereas the development of SIO30, SIO31, and DTU21GRA
incorporated Sentinel-3A/B SAR altimeter measurements over the SCS, and the altimeter
in the Sentinel-3A/B mission operated in the SAR mode all around the world.

The comparisons with an airborne survey over North Greenland and the marine
gravity data from the NGA showed that DTU17GRA had improved accuracy, compared
to the previous versions, e.g., DTU10GRA, DTU13GRA, and DTU15GRA [36]. Moreover,
the validation with independent shipborne gravity data over the SCS displayed that the
SCSGA model had comparable precision to SIO V27.1 but had better performance than
DTU13GRA/DTU17GRA [41], whereas HY2A had degraded precision compared with SIO
V27.1 and DTU17GRA [42].
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3. Results and Discussions

3.1. Local Refinement with SAR-Based Altimetric Gravity Data

The remove–compute–restore approach is applied for modeling [43,44], and we use
the residual terrain model (RTM) to reduce the high-frequency topographical signals [45].
XGM2019e_2159, with a full degree and order (d/o) of 2190/2159, is chosen as the reference
model [46]. A satellite-only GGM, namely, GOCO06S, was used to represent the long-
wavelength component of XGM2019e_2159, and the gravimetric data sources from National
Geospatial-Intelligence Agency (NGA) and DTU13GRA were used to compute the short-
wavelength component of this model [46]. The validation against local airborne gravimetric
observations demonstrated that XGM2019e_2159 had improved precision, by a magnitude
of ~1 mGal, compared to the GGMs that have similar expansion degrees [47].

We model the residual gravity field by using Poisson wavelets, and the long- and
short-wavelength components of gravity field are recovered from the reference model and
RTM, respectively [48,49]. To compute the residual gravity data, the gravity anomalies
synthesized from XGM2019e_2159 up to degree 2190 and the associated RTM corrections
are subtracted from the satellite altimeter-derived gravity data. Then, we parameterized
the residual gravity field based on Poisson wavelets, and the function that links the gravity
anomaly to the disturbing potential is seen in Klee et al. (2008) [50]. The area extends 7◦ N
to 12◦ N in the latitudinal direction, and 111.0◦ E to 116◦ E in the longitudinal direction
is chosen as the computational region. We locate the Poisson wavelets 5 km beneath the
terrain, and we set the mean resolution of Poisson wavelets as 10 km. Moreover, we
compute the quasi-geoid model with a spatial resolution of ~2 km, in correspondence with
the mean resolution of the satellite altimeter-derived gravity models.

To highlight the use of SAR altimetry data in local augmentation, we investigate the
performances of various solutions modeled with different altimetric gravity models that
are computed with and without SAR altimetry data. To do this, four different versions of
altimetric gravity models that were developed at DTU space, i.e., DTU13GRA, DTU15GRA,
DTU17GRA, and DTU21GRA, are used. It is of note that only the DTU21GRA model was
developed with the SAR altimetry data retrieved from Sentinel-3A/B over the Spratly
Islands, while the other three models were developed without SAR altimetry data. The
residual quasi-geoids computed with various satellite altimeter-derived gravity models
are seen in Figure 2 and reach a magnitude of several centimeters (see the statistics in
Table 2). The magnitude of the contents retrieved from DTU13GRA is slightly larger than
3 cm, and the standard deviation value is ~0.6 cm. Although the reference model in local
gravity field modeling, i.e., XGM2019e_2159, was computed based on the DTU13GRA
data over oceans, there may still be the additional contents in the DTU13GRA data that
were unresolved in XGM2019e_2159, whereas the minimum/maximum value changes to
−3.0/4.0 cm (−3.4/4.8 cm) when DTU15GRA (DTU17GRA) is applied for modeling. The
additional signals derived from these satellite altimeter-derived gravity models concentrate
over the areas close to islands, e.g., close to the Zhongye Reefs (11.1◦ N, 114.3◦ E), Daoming
Reefs (10.8◦ N, 114.5◦ E), Zhenghe Reefs (10.4◦ N, 114.6◦ E), and Jiuzhang Reefs (9.8◦ N,
114.5◦ E). The added signals retrieved from DTU17GRA have stronger structures than
those derived from the DTU13GRA data, which may be due to that the computation of
DTU17GRA involved more high-quality data, including more data from Jason-1, CryoSat-2,
and SARAL/AltiKa, as well as the updated data preprocessing strategies. As a result,
DTU17GRA had improved accuracy compared to DTU13GRA [36].
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Figure 2. The added signals in terms of quasi-geoid heights derived from (a) DTU13GRA,
(b) DTU15GRA, (c) DTU17GRA, and (d) DTU21GRA. The geographical coordinates are expressed
in the Plate Carrée projection. Note: only DTU21GRA was computed with the SAR altimetry data
derived from Sentinel-3A/B over the Spratly Islands.

Table 2. Statistics of the residual quasi-geoid heights derived from various satellite altimeter-derived
gravity models developed at DTU space (units: cm).

Max Min Mean SD

DTU13GRA 3.4 −3.2 0.0 0.6
DTU15GRA 4.0 −3.0 0.0 0.6
DTU17GRA 4.8 −3.4 0.0 0.7
DTU21GRA 5.3 −5.2 −0.0 1.0

In contrast, the added signals range from –5.2 to 5.3 cm (the SD value is ~1.0 cm) when
DTU21GRA is used. The contents retrieved from DTU21GRA have stronger structures
than those derived from the three models above, particularly over the northern part and
the regions close to islands. The DTU21GRA data computed with the SAR altimetry data
retrieved from Sentinel-3A/B may further contribute to the marine gravity field augmen-
tation, especially over island areas, compared to the altimetric gravity models computed
without SAR altimeter data, as the SAR waveforms have the relatively high signal-to-noise
ratio and can alleviate the well-known coast problem. Moreover, the SAR altimeters supply
observations with denser spatial coverage than conventional radar altimeters, and the
incorporation of DTU21GRA is beneficial to recover the short-wavelength component of
local gravity field.

Further, the geodetic mean dynamic topography (MDT) solutions based on the quasi-
geoids derived from different altimetric gravity data are computed and compared. The
MDT represents the departure of the MSS from the geoid [51–54], and we use the quasi-
geoid rather than the geoid, due to fact that the quasi-geoid coincides with the geoid at
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seas [55]. We choose DTU21MSS as the MSS model. For the derivation of DTU21MSS,
more than 5 years of Sentinel-3A data and 2 years of Sentinel-3B data were combined [56].
Moreover, an updated waveform retracker, i.e., the SAMOSA+ physical retracker, was used
to preprocess the Cryosat-2 data. This further improves the quality of the MSS model over
coastal regions compared to its previous version, e.g., DTU18MSS [57].

The raw MDTs are seen in Figure 3, and we find that the dramatic oscillations exist in
the model derived from XGM2019e_2159 over island areas. The errors of the quasi-geoid
computed from a combined GGM spread to the MDT, which possibly brings about errors
larger than several centimeters at seas [9], and even to decimeter level over coastal regions
and polar areas [19,20]. In comparison, smaller disturbances are seen in the solutions
computed by using the quasi-geoids that are augmented by incorporating the satellite
altimeter-derived gravity data (see Figure 3b–e). For instance, see the patterns around
the Shuangzi Reefs (11.4◦ N, 114.4◦ E), Zhongye Reefs (11.1◦ N, 114.3◦ E), Daoming Reefs
(10.8◦ N, 114.5◦ E), Zhenghe Reefs (10.4◦ N, 114.6◦ E), and Jiuzhang Reefs (9.8◦ N, 114.5◦ E).
By using the newly published satellite altimeter-derived gravity data, the quasi-geoid and
mean dynamic topography are augmented, compared to the GGM-derived solutions. The
mutual comparisons demonstrate that the MDT computed with the quasi-geoid enhanced
by DTU21GRA shows relatively smooth structures, especially in the regions close to islands.
This is probably owing to that the computation of DTU21GRA involved the Sentinel-3A/3B
SAR altimetry data, which brings about regional augmentation.

Figure 3. MDT modeled with the quasi-geoid computed from (a) XGM2019e_2159, (b) DTU13GRA,
(c) DTU15GRA, (d) DTU17GRA, and (e) DTU21GRA. The geographical coordinates are expressed
in the Plate Carrée projection. Note: only DTU21GRA was computed with the SAR altimetry data
derived from Sentinel-3A/B over the study area.

The raw MDTs are further investigated along latitude 10.4◦ N and longitude 114.6◦ E,
and the profiles are seen in Figure 3e. In Figure 4a, we see that the MDT derived from
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the quasi-geoid augmented by merging DTU21GRA has smoother properties than the one
directly derived from XGM2019e_2159 and the solutions computed from other altimetric
gravity models. This is particularly the case when this profile crosses the Zhenghe Reefs
(114.6◦ E) and Wufang Reef (115.7◦ E), where the spike-like patterns appear in the MDTs.
These spikes are usually identified as the errors due to the degraded quality of satellite
altimeter-derived data close to land/island [58]. Over these regions, the XGM2019e_2159-
derived solution has the most prominent disturbances; and the inconsistencies between
this model and the one strengthened by combining DTU21GRA is greater than 3 cm close
to the Zhenghe Reefs. The mutual comparison shows that the MDTs computed from
DTU13GRA, DTU15GRA, and DTU17GRA almost have consistent structures, although the
computation of DTU17GRA incorporated more CryoSat-2 and SARAL/AltiKa data that
was not included in the derivation of DTU13GRA/DTU15GRA. In contrast, the application
of the DTU21GRA data reduces these spike-like errors, by a magnitude exceeding 2 cm close
to the Zhenghe Reefs and Wufang Reef, compared to the associated MDTs modeled with
the altimetric gravity data computed without SAR altimetry data. This also corresponds
with the results shown in Figure 3, where the MDT modeled with the DTU21GRA data
has relatively smooth structures. These results demonstrate the superiority of using the
SAR-based gravity data in the determination of marine quasi-geoid and mean dynamic
topography over the areas close to land/island.

Figure 4. Profiles of various MDTs computed from different gravity field models along latitude
10.4◦ N (a) and longitude 114.6◦ E (b). Note: only DTU21GRA was computed with the SAR altimeter
data over the study area.
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The properties of the MDTs along longitude 114.6◦ N are seen in Figure 4b. We also find
that the mean dynamic topography computed with the augmentation of DTU21GRA has
relatively small variations, especially when this profile crosses the Zhenghe Reefs (10.4◦ E)
and Lesi Shoal (11.35◦ E). Moreover, the discrepancy between the XGM2019e_2159-derived
MDT and the one strengthened by using the DTU21GRA data exceeds 3 cm (4 cm) over the
Zhenghe Reefs (Lesi Shoal). Similarly, compared to the MDT modeled with the altimetric
gravity model computed without SAR altimeter data, i.e., DTU13GRA, DTU15GRA, and
DTU17GRA, the use of DTU21GRA data can reduce these spike-like errors by a magnitude
exceeding 2 cm (3 cm) over the Zhenghe Reefs (Lesi Shoal).

3.2. Performances of Heterogeneous Altimetric Gravity Models

Moreover, we investigate the performances of heterogeneous gravity models released
from different institutes in marine gravity field modeling. To achieve this, five representa-
tive models, i.e., HY2A, SCSGA, SIO30, SIO31, and DTU21GRA, are selected for the case
study. The magnitudes of the added signals in terms of quasi-geoid heights derived from
different gravity models are not consistent (see Figure 5). The maximum/minimum of
the additional signals retrieved from HY2A is –5.5/7.0 cm (see Table 3). In comparison,
the signals derived from SCSGA have weaker patterns, and the maximum/minimum
value is –4.2/4.4 cm, whereas the added signals computed from the altimetric gravity data
modeled with the Sentinel-3A/B SAR altimeter data, i.e., SIO30/SIO31/DTU21GRA, reach
a magnitude greater than 5 cm. The differences among different MDTs result from the
different data preprocessing techniques and weighting methods, as well as the different
datasets used in model development.

 

Figure 5. The added signals in terms of quasi-geoid heights modeled with (a) HY2A, (b) SCSGA,
(c) SIO30, (d) SIO31, and (e) DTU21GRA. The geographical coordinates are expressed in the Plate
Carrée projection. Note: only SIO30, SIO31, and DTU21GRA were computed with the SAR altimetry
data derived from Sentinel-3A/B over the study area.
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Table 3. Statistics of the residual quasi-geoid signals modeled with heterogeneous gravity models
(units: cm).

Max Min Mean SD

HY2A 5.5 −7.0 −0.0 1.2
SCSGA 4.4 −4.2 0.0 0.6
SIO30 6.0 −5.4 −0.0 1.0
SIO31 6.2 −5.6 −0.0 1.0

DTU21GRA 5.3 −5.2 −0.0 1.0

Further, the quasi-geoids computed from different altimetric gravity models are as-
sessed in MDT modeling. Figure 6 displays the raw MDTs, and the comparison of the
MDTs computed from various gravity models shows that the structures of different MDTs
are heterogeneous. For the MDTs augmented by HY2A and SCSGA, the variations are
still significant over the island areas. In comparison, the models enhanced by SIO30,
SIO31, and DTU21GRA have smaller disturbances, especially over the regions close to
the Shuangzi Reefs (11.4◦ N, 114.4◦ E), Zhongye Reefs (11.1◦ N, 114.3◦ E), Daoming Reefs
(10.8◦ N, 114.5◦ E), Zhenghe Reefs (10.4◦ N, 114.6◦ E), Jiuzhang Reefs (9.8◦ N, 114.5◦ E),
and Wufang Reef (10.4◦ N, 115.7◦ E). The heterogeneous data preprocessing strategies,
as well as data combination methods used in model development, partially cause these
discrepancies among different MDTs. However, the most important reason may be due to
that the computation of SIO30, SIO31, and DTU21GRA involved the Sentinel-3A/B SAR
altimeter data over the study area. These results agree with the validation of heterogeneous
gravity models against independent gravimetric observations over the SCS, which showed
that HY2A had degraded quality versus SIO V27.1/DTU17GRA [42].

Figure 6. MDTs derived from the quasi-geoid model computed from (a) XGM2019e_2159, (b) HY2A,
(c) SCSGA, (d) SIO30, (e) SIO31, and (f) DTU21GRA. The geographical coordinates are expressed in
the Plate Carrée projection. Note: only SIO30, SIO31, and DTU21GRA were computed with the SAR
altimetry data derived from Sentinel-3A/B over the study area.
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Figure 7a shows the different MDTs along latitude 10.4◦ N. Although the MDT derived
from the quasi-geoid enhanced by HY2A/SCSGA has smaller turbulences than that derived
from XGM2019e_2159, the spike-like errors are still dramatic close to the Zhenghe Reefs
(114.6◦ E) and Wufang Reef (115.7◦ E). The spikes are reduced in the solutions strengthened
by using SIO31/DTU21GRA, with a reduction greater than 2 cm over the Zhenghe Reefs
and 3 cm over the Wufang Reef, compared to the MDT modeled with the HY2A data.
It agrees well with the modeling results in Figure 6, where the MDT modeled with the
SIO31/DTU21GRA data has relatively smooth structures close to islands. The MDTs
computed with the SIO30, SIO31, and DTU21GRA data almost show consistent structures
along this profile, and the mutual discrepancies among these three solutions are within
2 cm. The properties of different MDTs along longitude 114.6◦ N show similar results to
the profile along latitude 10.4◦ E (see Figure 7b). The MDTs from the altimetric gravity
data computed with the SAR altimetry data, i.e., SIO30, SIO31, and DTU21GRA, have
relatively small variations compared with the one derived from XGM2019e_2159 alone and
the solution derived from the HY2A/SCSGA data. The application of the SAR altimetry
data reduces the spike-like errors by a magnitude larger than 2 cm (4 cm) over the Zhenghe
Reefs (Lesi Shoal), compared with the MDT modeled with the HY2A data. These results
show that the performances of heterogeneous gravity models are not consistent, and the
SAR-based models may be preferable.

 

Figure 7. Profiles of various MDTs modeled with different altimetric gravity models along latitude
10.4◦ N (a) and longitude 114.6◦ E (b).
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3.3. The MDTs Modeled with Different Reference Models

In addition, we research the performances of various satellite altimeter-derived grav-
ity models in marine gravity field modeling based on heterogeneous reference models,
where three combined models that have similar expansion degrees to XGM2019e_2159,
i.e., EGM2008, SGG-UGM-1, and GECO, are introduced. EGM2008 (d/o 2190/2159) was
computed by merging GRACE observations with ground-based gravity data [9]. More-
over, two models computed by combining GOCE gravity gradients, namely GECO (d/o
2190/2159) [11] and SGG-UGM-1 (d/o 2159/2159) [59], are used. The application of GOCE
gradients enhanced the global gravity field at low-frequency bands, approximately from
degree 30 to 220 [60].

Three representative altimetric gravity models, i.e., HY2A, SIO31, and DTU21GRA,
are used, where HY2A represents the altimetric gravity model computed by only using the
conventional radar altimeter data, and SIO31 and DTU21GRA represent the SAR-based alti-
metric gravity models. Figure 8 shows the MDTs modeled from different reference models;
for all the MDTs directly modeled from the GGMs alone, we find dramatic variations over
areas close to islands. The associated solution augmented by using HY2A demonstrates
smaller turbulences in comparison with the MDTs directly derived from these GGMs. This
is mainly due to the incorporation of heterogeneous satellite altimeter-derived gravity
data in model development, where EGM2008/SGG-UGM-1/GECO was computed by
involving DNSC07GRA data at short-wavelength over the SCS. However, limited high-
quality altimeter data was used in developing DNSC07GRA, where no SARAL/AltiKa or
CryoSat-2 data was included. In comparison, five years of CryoSat-2 data, two years of
SARAL/AltiKa, and data from the HY-2A geodetic mission were included in the computa-
tion of the HY2A model, and, consequently, the HY2A model had improved accuracy versus
DTU10GRA/DNSC07GRA [42]. The MDTs computed from the SIO31/DTU21GRA data
further reduce these disturbances over island areas, by a magnitude of several centimeters,
compared with the solutions modeled from the HY2A data. Moreover, the inconsistencies
among the MDTs modeled from different reference models are prominent over the northern
and eastern study area, owing to the heterogeneous data sources and modeling approaches
adopted in those reference models’ computation.

Figures 9 and 10 show the MDTs computed from different reference models along
latitude 10.4◦ N and longitude 114.6◦ E, respectively. For all the MDTs, we see that the GGM-
derived MDT has the largest variations, whereas the MDTs modeled additionally with the
HY2A data reduces these disturbances: see the Zhenghe Reefs and Wufang Reef along
latitude 10.4◦ N and the Zhenghe Reefs and Lesi Shoal along longitude 114.6◦ E. Moreover,
the MDTs modeled from the SIO31/DTU21GRA data computed with the SAR altimetry
data have less oscillations than those computed from the HY2A data. This is especially a
case close to the Lesi Shoal along longitude 114.6◦ E, where the use of DTU21GRA data
reduces the spikes significantly, by a magnitude larger than 10 cm and 4 cm, compared to
the results computed from these GGMs alone and ones modeled by additionally combining
the HY2A data, respectively. This also demonstrates that the use of altimetric gravity data
computed with the SAR altimetry data can significantly enhance the marine gravity field,
no matter which global geopotential model is applied for modeling.
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Figure 8. MDTs derived from various satellite altimeter-derived gravity models when different
global geopotential models are used as the reference models. The first, second, and third rows
are the solutions modeled when EGM2008, GECO, and SGG-UGM-1 are used as reference models,
respectively. The first column (a,e,i) demonstrates the solutions modeled with different global
geopotential models (up to the maximal d/o), the second column (b,f,j) manifests the solutions
enhanced by HY2A, the third column (c,g,k) displays the solutions strengthened by SIO31, and the
fourth column (d,h,l) shows the solutions augmented by DTU21GRA. The geographical coordinates
are expressed in the Plate Carrée projection.
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Figure 9. Profiles of the MDTs modeled with (a) EGM2008, (b) GECO, and (c) SGG-UGM-1 based on
different altimetric gravity models along latitude 10.4◦ N.
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Figure 10. Profiles of the MDTs modeled with (a) EGM2008, (b) GECO, and (c) SGG-UGM-1 based
on different altimetric gravity models along longitude 114.6◦ N.

4. Conclusions

In this study, the satellite altimeter-derived gravity models are used in marine gravity
field augmentation over island areas; in particular, we study the feasibility of regional
enhancement by using SAR-based gravity models. The gravity field modeling results in
the Spratly Islands demonstrate that the incorporation of the newly published satellite
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altimeter-derived gravity observations strengthens the marine gravity field. By involving
the gravity data computed with the Sentinel-3A/B SAR altimetry data, the accuracies of
regional solutions (including quasi-geoid and MDT models) are dramatically improved, by
a magnitude larger than 4 cm around areas close to islands, in comparison with the results
directly derived from a newly released high-degree GGM, namely, XGM2019e_2159. This
suggests that the newly published altimetric gravity models contain additional signals that
were unresolved in the currently available GGMs.

Moreover, we model local gravity field based on heterogeneous combined GGMs. For
all the solutions derived from the GGMs alone, significant variations are observed, which
may bring about errors that are greater than 10 cm. These results show that the application
of a GGM alone is inadequate in MDT modeling with centimeter-level accuracy over the
areas close to land/island.

Further comparison of the solutions modeled from heterogeneous gravity models show
that the performances of different models are heterogeneous, where the quasi-geoid/MDT
solutions augmented with the SAR-based gravity models have better results. The use
of the SAR-based gravity models in local augmentation improves the quasi-geoid/MDT
solutions, by a magnitude of 2~4 cm, versus the solutions computed from the gravity
models developed without SAR altimetry data. These results highlight the superiority of
using the SAR-based altimetric gravity data in marine gravity field recovery, especially over
the regions close to land/island. Moreover, the use of SAR altimetry data can alleviate the
well-known coast problem, which also allays the issue of data scarcity in narrow/shallow
waters. It is noticeable that the use of SAR-based altimetry data cannot fully overcome the
coast problem; moreover, it also cannot replace the role of ground-based gravity data in
gravity field modeling. By combing the ground-based gravity data, the local gravity field
can be further improved.

Future work involves the further improvement of local gravity field model and the
application of the model computed in this study in research fields such as geodesy and
oceanography. By merging SAR altimeter records from the missions such as Sentinel-6 and
using the improved waveform retracking methods, the local gravity field may be improved.
Moreover, the quasi-geoid and mean dynamic topography models computed with the SAR
altimetric gravity data are beneficial in understanding sea level change, ocean currents,
and water exchanges with the surrounding regions close to the Spratly Islands. More
importantly, these models are useful for establishing a unified vertical height datum over
the Spratly Islands, where extensive coastlines and many islands exist, which make the
traditionally used methods, such as the hydrostatic leveling, oceanic dynamic leveling, and
trigonometric leveling methods, difficult to use for height datum unification.
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Abstract: According to general relativity theory (GRT), the clock at a position with lower geopotential
ticks slower than an identical one at a position with higher geopotential. Here, we provide a
geopotential comparison using a non-transportable hydrogen clock and a transportable hydrogen
clock for altitude transmission based on the two-way satellite time and frequency transfer (TWSTFT)
technique. First, we set one hydrogen clock on the fifth floor and another hydrogen clock on the
ground floor, with their height difference of 22.8 m measured by tape, and compared the time
difference between these two clocks by TWSTFT for 13 days. Then, we set both clocks on the ground
floor and compared the time difference between the two clocks for seven days for zero-baseline
calibration (synchronization). Based on the measured time difference between the two clocks at
different floors, we obtained the height difference 28.0 ± 5.4 m, which coincides well with the tape-
measured result. This experiment provides a method of height propagation using precise clocks
based on the TWSTFT technique.

Keywords: TWSTFT; satellite; geopotential; altitude transmission

1. Introduction

The gravity potential (geopotential) plays a significant role in geodesy. It is essential
for defining the geoid and measuring orthometric height. The conventional method of
determining the geopotential is combining leveling and gravimetry, but there are shortcom-
ings: with the increase in measurement length, the error accumulates and becomes larger
and larger, and it is impossible or difficult to transfer the orthometric height between two
points separated by oceans.

To overcome the shortcomings existing in the conventional method, time–frequency
comparison methods based on general relativity theory (GRT) [1] were proposed in recent
decades [2–7]. The basic idea is that by comparing the time elapsed or frequency shift
between two remote clocks, the geopotential difference between the two sites where the
clocks are located could be determined.

In the clock-transportation method, the most critical conditions are the clock’s precision
and time transfer. Precise clocks generally include microwave-atomic clocks (MACs) and
optical-atomic clocks (OACs). MACs play an important role in time service research.
However, with the development of a high-precision clock, its precision could not match
that of the OAC. The concept of OAC was first proposed by Nobel laureate Dehmelt (1973)
in the late 1970s. He used the energy level transition of a single ion to realize an ultra-high-
precision optical clock. In recent years, the precision of OAC has reached a total systematic
uncertainty of 9.4 × 10−19 and frequency stability of 1.2 × 10−15 /

√
τ [8]. However, OACs
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are often bulky and can only work in laboratory environments, which significantly limits
their application scope and makes it difficult to conduct a clock-transportation experiment.
It has always been the wish of scientists to realize a transportable, reliable, and quasi-
continuous high-precision OAC, but it is also challenging. To broaden the application scope
of OAC, many research groups in the worldwide have been devoted to the development
of transportable optical-atomic clocks (TOCs). In 2014, a group reported a TOC based
on laser-cooled strontium atoms trapped in an optical lattice, and this TOC fits within a
volume of <2 m3, and its relative uncertainty is 7 × 10−15 [9]. Three years later, a group
from Physikalisch-Technische Bundesanstalt (PTB) reported a TOC with 87Sr, with its
characterization against an OAC resulting in a systematic uncertainty of 7.4 × 10−17 [10].
With the development of TOC, many scientists started to conduct clock-transportation
experiments. Grotti et al. (2018) reported the first field measurement campaign with a
87Sr TOC with an uncertainty of 1.8 × 10−16 and a 171Yb OAC with an uncertainty of
1.6 × 10−16. They used these clocks and fiber link to determine the geopotential difference
between the middle of a mountain and a location 90 km away with a height difference of
1000 m. Their experimental result of potential difference of 10,034(174) m2s−2 agrees well
with value of 10,032.1(16) m2s−2 determined independently by the conventional geodetic
approach [3].

The clock-transportation experiments mentioned above used optical fiber to transfer
frequency signals. Although optical fiber has very high accuracy, distance still limits its
application. By comparison, though GNSS common-view technique and TWSTFT have
lower accuracy than optical fiber frequency signal transfer [11–15], they can realize long-
distance time–frequency signal transmission. In TWSTFT, one uses a geostationary satellite
as ‘bridge’ to transmit time–frequency signals from one station to another one, and the
time elapse recorded at one station is compared with that at another one. Because using
TWSTFT only requires the stations in a place where the geostationary satellite can receive
and transmit signals, there is hardly any limit on the positions of stations. Most errors
in the signal-transmission process are offset because of the approximate symmetry of the
signal transmission path of TWSTFT technology. Therefore, this symmetry causes the high
precision of this technology [16]. In August 1962, the USNO (U.S. Naval Observatory)
launched the first communication satellite, Telstar I, to transmit telephone and high-speed
data signals. Then, the USNO and the NPL (National Physical Laboratory) collaborated
in an experiment using this satellite to relate the precise clocks at the USNO and the RGO
(Royal Greenwich Observatory). This is considered to be the first two-way satellite time
transfer experiment, and the accuracy of the experiment was 20 μs [17]. In 1992, some
satellite systems and modems adapted for TWSTFT were commercialized. About ten
coordinated universal time (UTC) laboratories have equipped with the modems and other
equipment for the clock comparisons with TWSTFT [18]. Later, many TWSTFT experiments
were conducted, and they almost exchanged timing information via the communication
satellite; paired ground stations transmit and receive pseudo-random noise (PN) coded
signals in TWSTFT links. The TWSTFT technique became promising using geostationary
satellites for high-accuracy time and frequency transfer [16,19–21]. The accuracy of TWSTFT
has been further improved to around 0.2 ns, and its improvement has been seriously limited
by the chip rate of the coded signal [22]. Therefore, further improvements should come
from the use of carrier phase information, because the resolution of the carrier phase is 100
to 1000 times more accurate than that of the code [23]. In 2016, an experiment using carried-
phase TWSTFT was performed between the two stations of NICT (National Institute of
Information and Communications Technology) and KRISS (Korea Research Institute of
Standards and Science) with Sr and Yb OAC, and the instability for a frequency transfer
at the 10−16 level after 12 h was achieved [24]. Riedel et al. (2020) conducted a 26-day
comparison of five simultaneously operated OACs and six MACs located at SYRTE, NPL,
INRIM, LNE, and PTB by using TWSTFT and GPSPPP. Considering the correlations and
gaps of measurement data, they improved the statistical analysis procedure; combined
overall uncertainties in the range of 1.8 × 10−16 to 3.5 × 10−16 for the OAC comparisons
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were found [25]. To investigate the feasibility of transportable atomic clock comparison
using TWSTFT, we conducted a MAC comparison experiment at the Beijing Institute of
Radio Metrology and Measurement (BIRMM), Beijing [26,27].

In Section 2, we introduce the principle of measuring the height difference by the TW-
STFT, and in Section 3, we discuss the error corrections of TWSTFT. Section 4 demonstrates
our experiment and data processing. In Section 5, we provide the results. Conclusions and
discussions are placed in Section 6.

2. Methods

2.1. Height Measurement Based on Time Difference

According to general relativity theory (GRT), a clock at a position with lower height
(stronger geopotential) ticks slower than an identical at a position with higher height
(weaker geopotential) [5,28]. Inversely, we can determine the geopotential difference
between two points A and B by measuring the elapsed time difference between two clocks
located at A and B, expressed as (accurate to 1/c2) [7,29–31]

ΔtAB
T

=
tB − tA

T
= −WB − WA

c2 = −ΔWAB
c2 (1)

where tA and tB denote the times at sites A and B, respectively, after a standard time
period of T; WA and WB are the geopotential at sites A and B, respectively (note that we
apply the definition of geopotential given by geodetic community); and c is the speed of
light in the vacuum. From Equation (1), we can determine the geopotential difference
ΔWAB = WB − WA based on ΔtAB/T.

As shown in Figure 1, given the height of point A and the geopotential difference
ΔWAB between A and B, one can measure the orthometric height of point B, expressed
as [32,33]

HB = HA − ΔWAB
g

= HA +
ΔtAB

T
· c

2

g
(2)

where HA and HB are the orthometric heights of point A and B, respectively, and g is the
‘mean value’ between gB at point B and gOB at point OB

Figure 1. Principle of determining the orthometric heights. WA and WB are the geopotentials at point
A and B, OA and OB are the projection points on the geoid (bold dashed curve) corresponding to point
A and B along the plumb lines (light-blue dashed curves), red dashed curve denotes equipotential
surface passing through point A, W0 is the geopotential on the geoid.
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2.2. One Pulse Per Second (1 PPS) Signal

The 1 PPS signal provides precise clock synchronization [34]. The original signal is
the frequency signal (with typical frequency10 MHz) output by the atomic clock. As an
analog signal, in distant transmission, the information carried by the original frequency
signal is easily distorted by various interferences [35]. Therefore, it needs to be converted
into a digital signal, 1 PPS, to complete the time-information transmission. The process of
converting frequency signal (say 10 MHz) into 1 PPS signal is shown in Figure 2. Suppose
the frequency of the reference signal is 10 MHz, 107 cycles of the reference signal are one
second. The generated 1 PPS signal rises from a low electrical level at the beginning of one
reference signal cycle, and keeps the high electrical level for a short time (generally the
pulse width is 20 μs), then declines to a low electrical level and keeps the site until the end
of the 107 cycles (calculated from the first rise). This is a complete cycle (1 s) of 1 PPS signal.
When the 1 PPS signal is used for time signal comparison, the rising edge of the signal
will be used as the point to trigger the timer. Usually, the electrical level of the trigger is
a predetermined value between the lowest electrical level and the highest electrical level.
Ideally, when the electrical level rises to this predetermined value, the switch is triggered
immediately, and the timing starts. However, there is a trigger delay during the process
of the trigger switch. In fact, the switch can only be triggered when the actual electrical
level is slightly higher than the predetermined value, so the trigger time will be within the
time corresponding to the red oblique line [36]. Hence, the rising time duration δt is very
important for precise time synchronization. Usually, δt should be smaller than 10 ns, since
if δt is too large, the rising edge’s slope (the blue slope line at the bottom of Figure 2) will
become too small, which will increase the uncontrollable duration (red line) and reduce the
time synchronization precision.

Figure 2. Generation of the one pulse per second (1 PPS) signal.

2.3. Transmission of 1 PPS Signal

Figure 3 shows the transmission process of 1 PPS signal in the TWSTFT. When the
1 PPS signal is generated by a clock, a part of the 1 PPS signal enters time interval counter
(TIC) as trigger gate open pulse. Another part of the 1 PPS signal is transmitted to a
satellite, through the modulation and emitter. The satellite uses a transparent transponder
to transmit it to another ground station. After the signal from the satellite is received, the
receiver and demodulation recover the 1 PPS signal from the received signal. The recovered
1 PPS signal enters the TIC as a pulse to trigger the gate close. The above processes are
conducted between each of the two stations.
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Figure 3. Principle of the two-way satellite time and frequency transfer (TWSTFT). There are two
same TWSTFT observation systems located at two sites A and B. Every system include clock, emitter,
receiver, etc. (see text) (modified after ITU-R 2015).

If the 1 PPS signal is directly transmitted to another station, it is difficult to compare
the 1 PPS signals generated by two clocks at two sites synchronously. Hence, using the PN
code to accompany the 1 PPS signal for time marking is necessary. The maximal length
linear feedback shift register sequences (m-sequences) are the PN code usually used in
TWSTFT. The m-sequence is the largest code that can be generated by a given shift register
or a delay element of a given length [37]. The code has good autocorrelation characteristics
and can be easily generated (Enge et al., 1987). At the same time, to reduce the impact of the
bit error on the final time comparison, the frame synchronization bits (FSB) will be inserted
at the rising edge of the 1 PPS signal. The bit error means that in signal transmission,
decay causes the signal to be damaged, so the originally transmitted signal is ‘1’, but
the received signal is ‘0’ (it should also be ‘1’), and the FSB is a specific set of bits at the
beginning of each frame of signal [38]. The spreading spectrum consists of 1 PPS and PN,
which is completed when the 1 PPS signal combines with the synchronized PN code by
way of modulo-2 sum in the code generator (CG). This spread spectrum signal (SSS) is
the baseband signal with wide bandwidth and decays rapidly during transmission. If it
is directly used for long-distance baseband transmission, due to quick attenuation, the
signal at the receiver will have a too-low signal-to-noise ratio (SNR) to be identified [39].
Therefore, the SSS needs to be modulated on a proper carrier. Generally, the carrier is a
cosine wave, with its amplitude, frequency, and phase being known, and is used to transmit
the information (signal) by changing the carrier’s amplitude, or frequency, or phase, or the
combinations of these entities.

The SSS is modulated on the carrier in the modulator with the binary phase-shift
keying (BPSK) [40]. The BPSK changes the initial phase of the carrier to transmit the
binary digital information of the SSS, while the carrier’s amplitude and frequency remain
unchanged (in the modulation process). In this modulation technology, the initial phase of
the carrier has only two values of ‘0’ and ‘π’, which correspond to the digits ‘1’ and ‘0’ of
the 1 PPS signal, respectively. When transmitting signal ‘1’, the modem generates a carrier
with initial phase 0, and when transmitting signal ‘0’, the modem generates a carrier with
the initial phase π. The modulated signal is an intermediate frequency (IF) signal, which is
named 1 PPSTX.

Referring to Figure 3, the frequency of the 1 PPSTX signal generated at station A
is about 70 MHz, which is not suitable for long-distance signal transmission. Therefore,
the frequency of the 1 PPSTX signal is amplified to 14 GHz through the multiplier in the
up-converter (UC) and transmitted to the geostationary satellite through the transmitter.
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After it receives the up-link signal, the satellite transparent transponder (STT) converts
the signal’s frequency to 12 GHz and transmits the signal (as a down-link signal) to station
B. When the down-link signal arrives at station B, the signal’s frequency is reduced to about
70 MHz through the multiplier in the down-converter (DC) (the function of which is similar
to UC, but in the opposite way). At the same time, the received signal will also be digitized
to facilitate subsequent processing. Usually, when this signal is converted to the IF range,
a frequency shift will impact the signal acquisition. The reason is that the carrier used to
demodulate the IF signal to the baseband signal needs to have the same frequency as the IF
signal. When capturing the received signal, the synchronization information of the signal
is searched, and the known PN code is used to synchronize the received signal and PN
code. Then, the local carrier frequency and code phase are almost identical to the received
signal. After the capture is implemented, the signal will be tracked in the delay-locked loop
(DDL), which can fully synchronize the local carrier and the PN code with the received
signal, thus removing the carrier and PN code from the received signal and recovering
the 1 PPS signal. Thus far, we have completed the signal demodulating and despreading
and obtained the transmitting 1 PPS signal generated by station A [41]. However, due to
the existence of bit error, it is necessary to detect the synchronization code in the 1 PPS
signal to ensure that the correct synchronization point of the 1 PPS signal is generated [38].
Since it has been synchronized by PN code, the recovered 1 PPS signal needs to be input
to TIC to compare with the local 1 PPS signal. Each rising edge of the local 1 PPS signal
will be used as the opening point of the timing gate, and each corresponding rising edge of
the recovered 1 PPS signal will be used as the closing point of the timing gate. In the TIC,
the 10 MHz signal output by the local clock is used as the time base reference, measuring
the time length between the opening and the closing each time, and then the TIC outputs
the time difference as the observed value. Therefore, at both clock sites, the time signals
are transmitted nominally at the same instant. Each clock site receives the signal from the
other clock site, and its arrival time is measured. After exchanging the measured data, the
time–frequency difference between the two clocks is calculated.

2.4. Time Difference Calculation in TWSTFT

The TWSTFT is based on the exchange of timing signals through geostationary telecom-
munication satellites. Any one of the clocks at site A and B generates a pulse signal every
second (1 PPS signal). If the two clocks run at the same rate, the time difference between
the two pulses holds the same at every second. Therefore, measuring the time difference
between the two pulses, the running rate difference between the two clocks can be calcu-
lated. The task of TWSTFT technology is how to accurately compare the two time pulses
from two stations.

It is assumed that the clocks of the two stations A and B have been synchronized in
advance. At the appointed time, the clock CA and CB at A and B simultaneously generate
the pulse signals PA and PB. A part of PA enters TIC(A) as trigger gate open pulse. Another
part of PA is transmitted to station B. After a short time, the pulse PB is coming and entering
the TIC(A) as a pulse to trigger the gate close. The TIC(A) will calculate and record the
time from gate opening to gate closing. The above process is repeated every second.

The TIC reading at station A is expressed as:

τA
I = τA − τB + τB

t + τB
pu + τB

su + τB
s + τA

pd + τA
sd + τA

r (3)

and that at station B is expressed as:

τB
I = τB − τA + τA

t + τA
pu + τA

su + τA
s + τB

pd + τB
sd + τB

r (4)
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Combining Expressions (3) and (4), the time scale difference could be expressed as:

τA − τB = 1
2 [
(
τA

I − τB
I
)
+
(
τA

s − τB
s
)− (

τA
sd − τA

su
)
+
(
τB

sd − τB
su
)
+
(

τA
pu − τA

pd

)
−
(

τB
pu − τB

pd

)
+
(
τA

t − τA
r
)− (

τB
t − τB

r
)
]

(5)

where τk denotes the local time-scale, and k means station k (k = A, B); τk
I is the TIC reading;

τk
su and τk

sd are the Sagnac effect delay in the up-link and down-link, respectively; τk
pu and

τk
pd the signal path up-link and down-link delays, respectively; τk

s is the satellite path delay

through the transponder, τk
t the transmitter delay, and τk

r the receiver delay [42].

3. Error Analysis and Corrections

The error sources in TWSTFT observations mainly come from three aspects: (1) equip-
ment delay errors; (2) signal-propagation-path-delay errors; and (3) Sagnac effect errors.

3.1. Equipment Delay Error

Equipment delay error mainly includes TIC measurement error, modem errors, satel-
lite transparent transponder delay error, and the emitting and receiving delay error of
Earth’s station equipment. The TIC measurement error and modems error, which are
caused by their own measurement accuracy errors, are about a dozens of picoseconds
and 100 ps [42], respectively. The satellite transparent transponder delay error, mainly
due to the signal from A to B and the signal from B to A through different forwarding
channels of the transparent transponder, is hard to control, and is generally in the range
of 100 ps [43]. The emitting and receiving equipment delay error of the ground station is
around 0.2~0.5 ns, including cable delay, the transmission and receiving system error, and
temperature variation.

It may not be accurate enough to measure the delay error of the signal after passing
through each piece of equipment alone. Therefore, the zero-baseline measurement could
be a better way to measure all equipment-delay errors. Zero-baseline measurement is
when two atomic clocks are placed at the same place simultaneously, and then a TWSTFT
experiment is conducted.

3.2. Propagation Path Delay Error

The signal’s propagation path delay error is caused by the satellite’s signal path delay
errors of up-link and down-link, mainly including the delay propagation path geometry
error and tropospheric delay error, ionospheric delay error, and delay errors of the different
distances between two stations and the satellite.

The propagation path geometry delay is related to the coordinates of satellites and
ground stations. For the signal’s arriving and receiving time, if there is an error for ground
stations or satellite position, the error will directly affect the time delay between the
satellite and ground station. However, the clock difference calculation formula includes
the difference between the up-link τk

pu and down-link path τk
pd; therefore, through the

difference between two paths, one can eliminate the error with only a few picoseconds
left. That means, at the same time, coordinate errors of satellite and ground stations do not
affect the calculation of the clock difference.

Tropospheric delay is also called the tropospheric refraction error. The troposphere,
through changing the propagation path of the signal, causes time delay. Many factors
can affect tropospheric delay, such as ground climate, atmospheric pressure, temperature,
and humidity TEC. Tropospheric delay can use the tropospheric delay model to correct;
common models are the Hopfield model, Saastamoinen model, EGNOS model, etc. [44–46].
The differences between each model are mainly in the low-altitude angle; at the zenith
direction, the difference is very small. Moreover, the up-link and down-link paths are
symmetrical, hence, the tropospheric delay can be mostly cancelled. The remaining time
delay is less than 10ps, and it can be neglected in the present study [42].
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The ionospheric delay error is mainly caused by charged particles in the ionosphere.
The charged particles can change the speed and path of the signal. The ionospheric delay
depends on the total electron content (TEC) and the signal’s frequency. Because the up-link
and down-link signals at each station differ in carrier frequency, the following formula is
used to correct the ionospheric delay error [47]:

τk
pu

∣∣∣
ion

− τk
pd

∣∣∣
ion

=
40.28 eks

c

(
1
f 2
U
− 1

f 2
D

)
(6)

where fu and fD are the up-link and down-link frequencies of the signals, respectively;
eks is the TEC along the signal-propagation path between ground station k and satellite S,
and c is the speed of light in vacuum. Thus, we have the following equation to correct the
ionospheric delay:

1
2

[
τA

pu

∣∣∣ion − τA
pd

∣∣∣
ion

]
− 1

2

[
τB

pu

∣∣∣ion − τB
pd

∣∣∣
ion

]
=

20.14(eAs − eBs)

c

(
1
f 2
U
− 1

f 2
D

)
(7)

Obviously, after the two-way signal transfer, the total effect of ionospheric delay
could be further reduced. However, to better eliminate the error, we need to know the
Δe= eAs − eBs. Usually, the global ionospheric TEC map provided by the IGS (International
GNSS Service) every two hours can be used to eliminate or reduce the delay error. Taking
the typical value of TEC, it can be estimated that the ionospheric delay is about 0.1 ns.

There is an error caused by the distances between the two stations and the satellite.
The distance between the two stations and satellite is different, which means the signal
arrival time from A to S and B to S is different. There is the problem that, when the
signal of one station arrives at the satellite, another signal is on the way. Because the
geostationary satellite is not strictly relative static with the Earth, the satellite’s location is
different between the first-arriving and the late-arriving. It will cause the signal path from
A to B and B to A to be asymmetrical, seriously influencing the advantages of symmetrical
paths of TWSTFT in eliminating errors. Approximately, when the distance converted from
the longitude difference between the two ground stations and the satellite longitude is
300 km, the maximum error is about 30 ps. To reduce signal arrival time difference, we can
slightly adjust the transmission delay to make them arrive at the satellite simultaneously. If
the time difference between the two signals arriving at the satellite is less than 5 ms, the
effect in TWSTFT will be less than 1 ps [43].

3.3. Sagnac Effect Error

When we transmitted the signal from the station to the satellite, the signal’s route is not
time-varying [45]. Since the satellite and ground stations are moving, this motion causes
the signal-propagation change; the corresponding influence is referred to as the Sagnac
effect [48]. After the two-way link difference, the error caused by the Sagnac effect is about
100-200 ns and needs further correction. The Sagnac effect correction for a one-way route
from the ground station to satellite is given in a model that provides sufficient accuracy by
the following expression [42,48,49]:

τk
sd =

Ω
c2 R

{
a cos

[
tan−1

(
tan ϕk − f tan ϕk

)]
+ Hk cos ϕk

}
sin

(
λk − λs

)
(8)

where Ω is the Earth’s rotation rate, R is the distance from the satellite to the geocenter, a is
Earth’s equatorial average radius, f is the flattening of the Earth ellipsoid, Hk (k = A or B)
is the height of the station above the ellipsoid, λs is the longitude of the satellite, and ϕk

and λk are the latitude and longitude of the station, respectively.
After the model correction, only about a 10–100 picosecond error will be left. The

reason for this residual is that, for the ground observer, the position of a geostationary
satellite is not completely fixed. There will be a slight periodic movement with a daily
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period around a central point. As shown in Figure 4, in terrestrial reference frame, the
position of satellite relative to station changes over time. That means the λs and R in
Equation (8) will change over time. This leads to Sagnac effect error, which is no longer a
constant but varies with the orbital period of the satellite in a Earth-fixed system, and its
maximum peak to peak amplitude is hundreds of ps. In our study, the influence magnitude
is 10–100 ps. At the current accuracy level, it has almost no effect on our experimental
results, but it may be considered if higher accuracy is needed. Various error sources and
their magnitudes of influence are listed in Table 1.

Figure 4. The influence of small periodic movement of satellite on TWSTFT. Two antennas TA and TB

located, respectively, at station A and B, are connected with clocks. S is the geostationary satellite.

Table 1. Influences of various errors on TWSTFT.

Error Sources Error Magnitude/ps (Two-Way) Correction Model Residual Error/ps

Time interval counter delay 10~100 Zero-baseline calibration 5
Modems delay 100 Zero-baseline calibration 10

Satellite transparent transponder delay 80 Zero-baseline calibration 10
Transmission and receiving system delay 200~500 Zero-baseline calibration 30

Propagation path geometry delay <10 Neglected <10
Tropospheric delay 10 Neglected 10
Ionospheric delay 100 Model correction <10

Asymmetry of station and satellite
position delay 30 Delay transmission

compensation <1

Sagnac effect delay 1~2 × 105 Model correction 10~100

4. Experiments and Data Processing

4.1. Experiments

To verify the feasibility of this method, we need clocks with high stability to maintain
a stable frequency standard and a reliable time-transfer technique to measure the time
difference between two positions. Therefore, we used two hydrogen atomic clocks in the ex-
periment; a non-transportable clock CA (H-MASER VCH-1003A) and a transportable clock
CB (H-MASER BM2101-01); both of their relative nominal frequency stabilities are 5 × 10−15

in one day. The TWSTFT was used as the time-transfer technique, one of the most accurate
time-transfer methods than other GNSS-related techniques [50]. Time transfer by satellite
does not have higher stability than fiber link, but it has better performance for long-distance
time transfer.

We conducted the experiment in a building at the BIRMM, Beijing. The experiment
we conducted was a geopotential difference measurement from 15 December 2016 to 27
December 2016 for a total of 13 days. During this process, CB was moved to the fifth
floor, while CA was placed on the ground floor (see Figure 5a). The height difference
between the fifth floor and ground floor is 22.8 m. After the experiment was conducted,
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we carried out a zero-baseline measurement from 27 December 2016 to 3 January 2017 for
a total of seven days to calculate the clock drift and equipment error for calibration. As
Figure 5b shows, clocks CA and CB were both placed on the ground floor. The equipment
was temperature-stabilized and controlled during the experiment. At every site (the fifth
floor or ground floor), through connection cables, one hydrogen clock, integrated control
cabinet (ICC), and a satellite antenna were connected (see Figure 5).

Figure 5. Time difference measurement. (a) Geopotential difference measurement. (b) Zero-baseline
measurement. TA and TB are the antennas connected to clock CA and clock CB, respectively. ICC is
integrated control cabinet, which includes modulation, upconvertor, downconvertor, demodulation,
time interval counter, etc. S is the geostationary satellite used in the experiments.

4.2. Data Processing

In the experiments, the data we collected were the time difference between clock CA
and CB corresponding to time. The sampling rate of data is 1 Hz. According to Equation (1),
we just want to calculate ΔtAB

T , which is the slope of data, so it is insignificant whether the
two clocks are synchronized in the beginning. What we are concerned with is the running
rates of the two clocks.

There are some defects because of an equipment sampling error in the row data
(Figure 6a,b). There are accidental data jumps, outliers, and some missing data. To improve
the quality of the data, the following procedures are adopted:

(1) Through the data analysis with a large magnitude of change, we found that the data
had some jumps, so we used fitting to restore them to the correct positions to ensure
the continuity of all data.

(2) To avoid the influence of outliers on the calculation results, we adopted 3σ criterion
(PauTa criterion) to identify and eliminate outliers. The occasional outliers might
be due to the fact that during its propagation, the radio frequency signal will suffer
from various influences, which causes its distortion. Therefore, in the demodulation
process, the sampling decision device cannot accurately reproduce the original 1 PPS
signal, leading to outliers.

(3) During continuous observation, some missing data may be caused by accidental
failure of touch elements in TIC. We used linear interpolation to supplement the
missing data.

(4) We used singular spectrum analysis (SSA) [51] to remove periodic terms. This allows
better extraction of trend items.
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Figure 6. Comparison between two clocks. (a) Row data of two clocks on different floors. (b) Row
data of two clocks on the same ground floor. (c) Residual data of two clocks on different floors after
processing. (d) Residual data of two clocks on the same ground floor after processing.

After these procedures, we obtained the ‘valid’ data. Then, we corrected some errors
in time transfer, as discussed in Section 3. In the experiment, we just want to calculate the
time interval difference ( ΔtAB

T ) caused by geopotential difference. In other words, we do
not need to consider the synchronization accuracy of time, and we only need to consider
the change rate of the time difference between the two sites. Therefore, the errors we need
to consider are the changes over time rather than the fixed values over time in equipment
delay, ionospheric delay, and the Sagnac effect. Among equipment delays, the time-varying
part is the frequency drift of the clock. The output frequency of the atomic clock has a linear
drift with time, which can be found in the zero-baseline experiment (Figure 6c), and could
be corrected by the Zero-baseline experiment. In the ionospheric delay correction model,
the TEC value changes in real-time. However, because the TEC values on the signal path
are all the same (two antennas in one building), the influences on the result can be ignored.
The time delay caused by the Sagnac effect is a fixed value because both the variation of the
Earth’s rotation speed and satellite orbits is minimal, which can be considered as constants
under the current experimental accuracy [48]. Hence, the time delay caused by the Sagnac
effect will not influence the experimental result at the present accuracy requirement.

Then, we obtained the data with an apparent linear trend and used a linear function
to fit the data. As shown in Figure 6c and d, the blue curves denote original observations,
the purple curves denote the data after removing the diurnal terms from the original data
noted as residual data, and orange lines are linear fittings of the purple curves. In Figure 6c,
the data show relatively intense jumps in the geopotential measurement. The reason for
the jumps is that the temperature-control equipment was not particularly stable, which
influenced the accuracy of the observations. Nevertheless, on the whole, this is in good
agreement with the linear fitting line. This trend mainly includes the frequency drift of the
clock, equipment error, and the time interval difference caused by geopotential differences.
Therefore, we only need to eliminate the frequency drift of the clock and equipment error
by zero-baseline measurement to obtain the results. In Figure 6d, in the whole zero-baseline
comparison observation period, the data are relatively smooth and have a strong trend,
which is conducive to the calculation of results.
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5. Results

After calculation, the slopes of the geopotential comparison experiment and zero-
baseline experiment are kgeo = 2.11639 × 10−15 and kzero = −0.93617 × 10−15, respectively.
The slope of the zero-baseline measurement is the constant system shift; therefore, subtract-
ing it from that of the geopotential comparison experiment could determine the difference
of the clock running rates between CA and CB. To calculate the difference of the clock
running rates ( ΔtAB

T ), we differenced the two slopes:

ΔtAB
T

= kgeo − kzero = 3.0526 × 10−15 (9)

where kremote and kzero denote the slopes of the geopotential comparison experiment and
zero-baseline experiment, respectively.

Based on Formulas (1) and (2), the measured height difference is ΔH = ΔtAB
T

c2

g =

28.00 m. The residual standard deviation of the regression equation is expressed as [52]:

S =

√
∑n

i=1(yi − ŷi)
2

n − 2
(10)

where n is the total number of the sampling interval of the whole time series, yi denotes the
ith observation, and ŷi denotes the ith fitting value. The uncertainty of the slope is given
by [49]

u =
S√

∑n
i=1(xi − x)2

(11)

where S is the residual standard deviation of the regression equation, xi is the time of the
ith observation, and x is the mean value of x.

Based on Formulas (10) and (11), we obtained the uncertainties of the slopes of the
geopotential comparison experiment and zero-baseline experiment, written as ugeo = 0.26
× 10−15 and uzero = 0.52 × 10−15, respectively. On the basis of the propagation law of
errors, the uncertainty of the difference of the clock running rates ( ΔtAB

T ) is

uD =
√

u2
remote + u2

zero = 0.58 × 10−15 (12)

Finally, substituting the uncertainty values into Equations (1) and (2), we obtained the
accuracy of the measurements, 5.4 m.

The relevant results are shown in Table 2.

Table 2. Results of geopotential comparison and zero-baseline comparison.

Geopotential Comparison Zero-Baseline

Slope 2.11639 × 10−15 −0.93617 × 10−15

The uncertainty of the slope 0.26 × 10−15 0.52 × 10−15

Measured height difference
between A and B (m) 28.0 ± 5.4

True value (m) 22.8
Deviation (m) 5.2 ± 5.4

6. Conclusions

The experimental results in period 1 (geopotential comparison measurement) provide
an uncertainty of the slope 0.26 × 10−15, which has better accuracy than period 2 (zero-
baseline comparison measurement) 0.52 × 10−15. The reason for this result may be that the
observation time of period 1 is longer than period 2; a longer observation time is helpful to
weaken the influence of observation noise on experimental results.
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Based on TWSTFT observations, we determined the height difference between A and
B as 28.0 ± 5.4 m. The bias between the measured value and the corresponding true value
of 22.8 m is 5.2 m. Our current experimental accuracy is 5.4 m, which is not very high. The
main reason is due to the accuracy limit of the hydrogen atomic clocks used, the stability
of which is 5 × 10−15 and matches the final measurement accuracy. The current result
is only exploratory research on this method, which may not be directly applied, but this
result proves the feasibility of the method. Although the results reached expectations, there
are still some problems worth further exploration. We cannot explain why there is strong
periodicity in the observed data, but it is conjectured that these are connected with the
atomic clock’s performances and the relative motion of the satellite. The temperature could
significantly influence the running rate of the atomic clock [53,54]. Due to the limitation of
the experiment conditions, the ambient temperature of the atomic clock is not completely
constant, and there is a certain fluctuation, which may be the reason for the jump in the
observed data. In addition, the change of satellite orbit may also have an impact on the
results. As described in Section 3.3, the satellite’s orbit with a daily period, which is not
fixed and changes every day.

Here, we employed two hydrogen MACs and TWSTFT technology to measure the
height difference. The results of the experiment indicate that the accuracy of TWSTFT
used in this experiment is sufficient for future applications. Our experimental results are
preliminary. Further studies and experiments are needed to advance this research.
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Abstract: Radio determination satellite service (RDSS) is one of the characteristic services of Beidou
navigation satellite system (BDS), and also distinguishes with other GNSS systems. BDS-3 RDSS
adopts new signals, which is compatible with BDS-2 RDSS signals in order to guarantee the services
of old users. Moreover, the new signals also separate civil signals and military signals which are
modulated on different carriers to improve their isolation and RDSS service performance. Timing is an
important part of RDSS service, which has been widely used in the field of the power, transportation,
marine and others. Therefore, the timing accuracy, availability and continuity is an important
guarantee for RDSS service. This paper summarizes the principle of one-way and two-way timing,
and provides the evaluation method of RDSS timing accuracy, availability and continuity. Based
on BDS-3 RDSS signal measurements of system, the performance of one-way timing and two-way
timing is analyzed and evaluated for the first time. The results show that: (1) the accuracy of one-way
timing and two-way timing is better than 30 ns and 8 ns respectively, which are better than the official
claimed accuracy; (2) the RMS of one-way timing accuracy is 5.45 ns, which is 20% smaller than
BDS-2, and the availability and continuity are 100%; (3) the RMS of two-way timing accuracy is
3.59 ns, which is 34% smaller than one-way timing, and both of the availability and continuity are
100%; (4) the orbit maneuver of GEO satellite make the one-way timing has 7.68 h recovery, but has
no affection on the two-way timing.

Keywords: BDS-3; RDSS; one-way timing; two-way timing; accuracy; availability; continuity

1. Introduction

According to the three-step development strategy [1,2], the Beidou navigation satel-
lite system (BDS) has experienced BDS-1 (1990–2003), BDS-2 (2003–2012) and BDS-3
(2016–2020). BDS-3 has started to run formally for the whole world on 31 July 2020, pro-
viding the Position, Navigation and Timing service (PNT), Radio Determination Satellite
Service (RDSS), Global Short Message Communication (GSMC), Satellite-Based Augmenta-
tion Service (SBAS), Precise Point Positioning (PPP), Search and Rescue (SAR), and so on.
Among them, RDSS is an important component and a distinctive feature of BDS that has
advantages and a competitiveness which are different from Global Positioning Systems
(GPS), Global Navigation Satellite Systems (GLONASS) and the Galileo system [3–5].

BDS-2 is composed of fourteen satellites and has provided services since 2012. Among
the satellites are five geosynchronous earth orbit (GEO) satellites, five inclined geosyn-
chronous orbit (IGSO) satellites and four medium earth orbit (MEO) satellites. Five GEO
satellites can broadcast RDSS signals, and each satellite has two wide beams. BDS-2 RDSS
can provide a timing service. The official claimed accuracy of BDS-2 RDSS is 50 ns for the
one-way timing service, and 20 ns for the two-way timing service [6,7].

BDS-3 is composed of thirty satellites and has provided services since 2020. Among
the satellites are three GEO satellites, three IGSO satellites and twenty-four MEO satellites.
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Three GEO satellites can broadcast RDSS signals. In order to improve the capacity of the
system, BDS-3 RDSS adopts narrow beams, and each satellite has six narrow beams to
provide inbound and outbound links. At the same time, BDS-3 RDSS separates civil signals
and military signals, which are modulated on different carriers to improve their isolation,
and to realize the security and compatibility. The official claimed accuracy of BDS-3 RDSS
is 50 ns for the one-way timing service, and 10 ns for the two-way timing service [6,7].

As a spatial information infrastructure, the availability and continuity of satellite
navigation system services are important. Up to now, there are rare existing studies on
BDS-3 RDSS timing performances. Based on BDS-3 RDSS signal measurements, this paper
analyzed and evaluated the performance of the one-way timing service and two-way timing
service for the first time, which provides technical support for RDSS timing application.

2. Materials and Methods

2.1. One-Way Timing Principle

This section describes the basic principle of the RDSS one-way timing service. In the
one-way timing process, the user starts a timer at the beginning of a second (the local 1-pps).
At the same time, it receives the n-th frame of the outbound signal (which carries a time
stamp) transmitted by the central control system (CCS) through the satellite, and uses the
time stamp of the n-th frame to stop the timer. Then, the timer measures the time interval
Δ1 [8,9]. The schematic diagram of the one-way timing principle is illustrated in Figure 1.

n-th

tn

t

τ

n-th

Figure 1. The one-way timing principle.

The clock difference between the user and CCS, denoted by Δε, can be obtained as:

Δε = Δ1 − τ − nΔt (1)

where Δt = 125 ms is the frame period according to the interface control document (ICD)
of the BDS-3 RDSS outbound signal, and τ is the forward propagation delay of the signal,
which can be calculated as:

τ = tequ + tR01 + tRτ1 (2)

where tequ is the one-way time delay of the equipment, which is stored in the user.
tR01 = R01/c + tR01−pro is the propagation delay from CCS to the satellite; R01 is the geo-
metrical distance between CCS and the satellite; c is the light speed; tR01 = R01/c+ tR01−pro
is the ionosphere and troposphere delay, which can be accurately calculated using the pa-
rameters broadcast by CCS. tRτ1 = Rτ1/c + tRτ1−pro is the propagation delay from the
satellite to the user; Rτ1 is the geometrical distance between the satellite and the user;
tRτ1 = Rτ1/c + tRτ1−pro is the ionosphere and troposphere delay, which is calculated by
the user according to the satellite position, user position and broadcast correction parame-
ters [8,9].

From the above Equations (1) and (2), it can be seen that the main factors affecting the
accuracy of RDSS one-way timing include GEO satellites’ ephemeris errors, ionosphere
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and troposphere delay correction errors, various equipment delay errors, user position
errors, and so on.

2.2. Two-Way Timing Principle

This section describes the basic principle of the RDSS two-way timing service. In
a two-way timing process, the user also starts and stops a timer at the start of the local
second and at the time stamp of the n-th frame received. What differs is that the forward
propagation delay is calculated by CCS and is transmitted to the user. As shown in Figure 2,
when the user receives the n-th frame, it sends an inbound signal to CCS immediately.
CCS receives the inbound signal, measures the interval Δ2, and calculates the forward
propagation delay τ [8–10], based on Equation (3).

n-th

tn

t

τ

n-th

Figure 2. The two-way timing principle.

Assuming that the signal drift of satellite in the process is ignored, the forward
propagation delay can be obtained as:

τ = tequ_one−way +
(
Δ2 − tequ_two−way − t+ − t−

)
/2 (3)

where tequ_one−way and tequ_two−way refer to the equipment time delay of the one-way and
two-way (including the time delay of CCS, satellite transmitters and users), Δ2 refers to
the signal round-trip time measured by CCS, t+ refers to the ionosphere and troposphere
delay from CCS to the user through the i-th satellite and t− refers to the ionosphere and
troposphere delay from the user to CCS [8–10].

From the above Equation (3), it can be seen that the main factors affecting the accuracy
of RDSS two-way timing include ionosphere and troposphere delay correction errors,
various equipment delay errors, and so on. Therefore, the two-way timing accuracy is
higher than the one-way timing accuracy. It is worth noting that the signal drift of the
satellite in the process is ignored when the forward propagation delay is calculated in
Equation (3). However, the drift is related to the speed of motion, which means that
periodic fluctuations can also appear in the two-way timing.

3. Results

3.1. Analysis and Evaluation Method

The performance index of BDS-3 RDSS timing service includes timing accuracy, avail-
ability and continuity. The analysis methods of each index are described briefly below.

3.1.1. Timing Accuracy

An RDSS receiver, of which its position is known precisely, is used to receive the
outbound RDSS signal and then calculate the one-way timing accuracy. Meanwhile, the
same receiver is used to send inbound two-way timing signal. CCS will calculate the
timing accuracy and compare the results with the known reference 1 pps, which provide
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a time-frequency reference for the receivers, and measure the timing error of each epoch.
The mean value, standard deviation and root mean square (RMS) can be obtained as [8]:

τ =
1
n

n

∑
i=1

τi (4)

STD =

√
1

n − 1

n

∑
i=1

|τi − τ|2 (5)

τRMS =

√
1
n

n

∑
i=1

|τi|2 (6)

where τi is the discrete point of timing accuracy, n is the number of sample points, τ is the
mean value which reflects the constant deviation of timing results, STD is the standard
deviation, which reflects the stability and variation range of timing results, τRMS is RMS,
which is the comprehensive result of mean value and standard deviation, and reflects
comprehensively the deviation and stochastic error of timing results.

3.1.2. Availability

The availability of the timing service is the time percentage of when the timing accuracy
meets the requirements, during the specified period, conditions and service area [6]. For
BDS-3 RDSS one-way timing and two-way timing, the accuracy requirements are 50 ns and
10 ns respectively.

Taking the timing error sequence as the evaluation object, the available time percentage
of timing service is calculated as:

Aval =

tend
∑

t=tstart ,inc=T
bool{EPEk ≤ fAcc}

1 + tend−tstart
T

(7)

where tstart and tend is the start time and end time respectively, T is the sampling interval,
EPEk is the timing error at a certain time, fAcc is the timing accuracy threshold and bool{∗}
is the Boolean function.

3.1.3. Continuity

RDSS messages are broadcast very second, and the continuity is evaluated without
considering the message type. If the receiver receives a message at the current time but it is
lost at the next time, it would be recorded as an interrupt, and the interruption duration is
the time that receivers cannot receive the message [6].

In order to ensure that the statistical results reflected the messages continuity strictly,
three different receivers were used in the experiment. This indicates that an interruption
happened only when all three receivers lost the message at the time.

It should be known that the continuity shoud exclude the planned interrupted excep-
tion time, which will be published with the warning announcement on the BDS official
website, subsequently.

3.2. One-Way Timing Performance Analysis

In order to evaluate the performance of BDS-3 RDSS one-way timing, the following
analyses were conducted by the real measured data from the Beijing RDSS receiver. The as-
sessment scenarios included two different states: normal state and satellite orbit maneuver.

3.2.1. Normal State

From 14 February 2021 to 16 February 2021, the receiver collected data from beam two
of the BDS-3 C59 satellite. During this period, the satellite was in the normal state, without
satellite orbit maneuver or other abnormal status. In this evaluation, the receiver collected
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timing results for 3 days successively with a 1 s sampling interval, and the one-way timing
accuracy curve can be seen in Figure 3.

 
Figure 3. RDSS one-way time service error (normal state).

It can be seen from Figure 3 that: (1) the one-way timing error of all epoch points
is less than 30 ns, and the RMS is 5.45 ns, which is 20% smaller than that of the BDS-2
one-way timing error of 6.81 ns [11]; (2) The mean value of one-way timing error is 0.39 ns,
which means that there is no significant deviation between the reference 1 pps and the
timing results, the equipment delay was calibrated accurately and both ionosphere and
troposphere delays were corrected properly; (3) The standard deviation of one-way timing
error is 5.43 ns, which actually reflects the white noise in the signal. Moreover, the orbital
errors, ionosphere and troposphere delay residual errors always appear as bias.

Furthermore, Figure 3 shows that one-way timing results had a period of 1 day, of
which the characteristic was related to the GEO satellite orbit characteristic. In order to
further analyze the characteristics of one-way timing error, the spectrum of the one-way
timing is shown in Figure 4 and the error removing orbit period is shown in Figure 5.

Figure 4. Spectrum analysis results of RDSS time service error.

Figure 5. RDSS one-way timing error (remove orbit period).

It can be seen from Figure 4 that the maximum spectrum is 1.01 days (about 24 h 14 m
24 s), which is basically consistent with the orbital period of the GEO Satellite, of 23 h 56 m,
and the reason for the inconsistency may be the observation data size and the measurement
error. When compared with Figure 3, It can be seen from Figure 5 that the characteristics
of the GEO satellite orbital period have been eliminated. However, there is still a periodic
jump of the timing error, of which its magnitude is about 10 ns. This phenomenon is related
to the RDSS timing principle and the receiver’s algorithm. According to the Interface
Control Document (ICD), GEO satellite updates the ephemeris every 6 s. Receivers need
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to interpolate the ephemeris to obtain the satellite position at the timing epoch, and then
calculate the timing results based on the fixed point. The interpolation algorithm is the
main factor causing the timing error jump.

In order to further evaluate the performance under normal state, the availability and
continuity results are given in Table 1. The availability and continuity of the RDSS one-way
timing service are 100%.

Table 1. The availability and continuity of one-way timing service (normal state).

Time 14 February 2021 15 February 2021 16 February 2021

Availability 100% 100% 100%
Continuity 100% 100% 100%

3.2.2. Orbit Maneuver State

The ephemeris accuracy of GEO satellites is lower than that of MEO and IGSO satellites
due to the orbital characteristics. The orbit of the GEO satellite needs to be adjusted
and maintained regularly [12,13]. One-way timing accuracy is mainly limited by orbit
determination accuracy during GEO satellite orbit maneuver, because it is related to satellite
orbital error. Therefore, the data of one-way timing services were used for analysis and
evaluated the orbit maneuver state and recovery of the C59 satellite from 8 February 2021 to
10 February 2021, where the maneuver period was from 11:30 to 13:30 on 8 February 2021.

It can be seen from Figure 6 that: (1) during the orbit maneuver state, the accuracy
recovery time of one-way timing is 7.68 h. Specifically, from the start of orbit maneuver,
the timing error is within 100 ns about 2.18 h, then the timing error increases to 1000 ns
at about 5.08 h and then the timing error gradually decreases and finally returns to the
level of 50 ns about 0.52 h. (2) Affected by orbit maneuver, the RMS of the RDSS one-way
timing error is 15.33 ns, and its standard deviation is 15.31 ns. This is because in the process
of RDSS one-way timing, receivers extrapolate the orbit data according to the ephemeris
broadcast by satellites, which is greatly affected by the ephemeris errors of GEO satellites.

Figure 6. BDS-3 RDSS one-way timing accuracy (orbit maneuver state).

In order to further evaluate the orbit maneuver, the timing accuracy results are given
in Table 2. The RMS of normal 8 February, and the recovery on 9 and 10 February are
5.52 ns, 5.49 ns and 5.46 ns, respectively.

Table 2. The accuracy of the RDSS one-way timing service (orbit maneuver state, RMS, unit: ns).

Time
14 February 2021

9 February 2021 10 February 2021
Normal Maneuver

Timing accuracy 5.52 23.21 5.49 5.46

3.3. Two-Way Timing Performance Analysis

Similar to the one-way timing, the performance analysis of two-way timing also used
the signal measurements from the Beijing RDSS receiver [13]. The assessment scenarios
included two different states: normal state and satellite orbit maneuver.

304



Remote Sens. 2022, 14, 352

3.3.1. Normal State

From February 14 to 16, 2021, the receiver collected data from beam two of the BDS-3
C59 satellite. During this period, the satellite was in the normal state, without satellite orbit
maneuver or other abnormal status. In this evaluation, the receiver adopted timing results
for 3 days successively, with z 1 min sampling interval, and the one-way timing accuracy
curve can be seen in Figure 7.

Figure 7. RDSS two-way timing error (normal state).

It can be seen from Figure 7 that: (1) the two-way timing error of all epochs is less
than 8 ns, and the RMS is 3.59 ns, which is 34% smaller than that of the one-way timing
error of 5.45 ns; (2) the mean value of the two-way timing error is 0.92 ns, which is not
much larger than that of the one-way timing of 0.39 ns. This indicates that the equipment
delay was calibrated accurately, and both the ionosphere and troposphere delays were
corrected properly; (3) The standard deviation is 2.09 ns, which is reduced by 62% when
compared with the one-way timing, indicating that GEO satellites orbital errors, ionosphere
and troposphere delay errors are greatly reduced in the two-way timing process.

Furthermore, Figure 7 shows that two-way timing results also have a period which is
connected to ionosphere and troposphere parameters, which are related to the sun zenith
angle, since the GEO satellite is located in geostationary orbit. The spectrum of the two-way
timing is shown in Figure 8 and the error removing the orbit period is shown in Figure 9.

Figure 8. Spectrum analysis results of RDSS timing error.

 
Figure 9. RDSS two-way timing error (remove orbit period).

It can be seen from Figure 8 the maximum spectrum is 1.01 days (about 24 h 14 m 24 s),
which is consistent with the analysis results of the one-way timing error series, indicating
that the two-way timing is still affected by the GEO satellite orbital error. It is worth noting
that the drift is related to the speed of motion, which means that periodic fluctuations can
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also appear in the two-way timing. When compared with Figure 7, it can be seen from
Figure 9 that the characteristics of the GEO satellite orbit period have been eliminated,
and there is a 5 ns timing error, which is a comprehensive reflection of the ionosphere and
troposphere correction residual errors.

In order to further evaluate the performance under normal state, the availability and
continuity results are given in Table 3. The availability and continuity of the RDSS two-way
timing service are 100%.

Table 3. The availability and continuity of two-way timing service (normal state).

Time 14 February 2021 15 February 2021 16 February 2021

Availability 100% 100% 100%
Continuity 100% 100% 100%

3.3.2. Orbit Maneuver State

In order to comprehensively analyze the performance of BDS-3 two-way timing, we
also analyzed and evaluated the two-way timing results under the orbit maneuvering state.
The data was also from 8 February 2021 to 10 February 2021, where the maneuver period
was from 11:30 to 13:30 on 8 February 2021.

It can be seen from Figure 10 that the two-way timing under orbit maneuver is
consistent with that of the normal state, which means the GEO satellite ephemeris errors
were eliminated by the two-way subtraction. Therefore, RDSS two-way timing accuracy
has a certain impact on orbit residuals, but it is not obvious. Specifically, the two-way
timing error of all epochs during orbit maneuver is smaller than 8 ns, and the RMS, mean
value and standard deviation are 3.60 ns, 0.95 ns and 2.07 ns, respectively, which are very
close with the results of the normal state. It is worth noting that whether it is maneuvering
or not, the GEO satellite moves in the geostationary orbit, and the two-way timing still
appears in the periodic fluctuation.

Figure 10. RDSS two-way timing accuracy (orbit maneuver state).

In order to further evaluate the performance of the orbit maneuver state, the availabil-
ity and continuity results are given in Table 4. The availability and continui ty of theRDSS
two-way timing service are 100%.

Table 4. The availability and continuity of two-way timing service (orbit maneuver state).

Time 8 February 2021 9 February 2021 10 February 2021

Availability 100% 100% 100%
Continuity 100% 100% 100%

4. Preliminary Conclusions

This paper discusses the principles of one-way timing and two-way timing, and
provides analysis and evaluation methods of timing accuracy, availability and continuity
indexes. Using RDSS signal measurements, the performance of BDS-3 RDSS one-way
timing and two-way timing were evaluated for the first time under both the normal state
and orbit maneuver state. The preliminary conclusions are obtained as follows:
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(1) Both one-way timing and two-way timing results are periodical, and the spectrum
analysis shows that the period is 1.01 days.

(2) The accuracy of one-way timing is better than 30 ns, and for two-way timing it is
better than 8ns.

(3) One-way timing is affected by satellite orbit, while two-way timing is not affected.
(4) The availability and continuity of one-way timing in the normal state are 100%, which

cannot be guaranteed in the orbit maneuver state.
(5) The availability and continuity of two-way timing both in normal state and orbit

maneuver state are 100%.

In conclusion, the preliminary evaluation results show that the timing performance of
BDS-3 is better than the officially claimed one, which can provide technical reference for
BDS-3 RDSS users in the normal state and orbit maneuver state.
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Abstract: The mapping function is crucial for the conversion of slant total electron content (TEC)
to vertical TEC for low Earth orbit (LEO) satellite-based observations. Instead of collapsing the
ionosphere into one single shell in commonly used mapping models, we defined a new mapping
function assuming the vertical ionospheric distribution as an exponential profiler with one simple
parameter: the plasmaspheric scale height in the zenith direction of LEO satellites. The scale height
obtained by an empirical model introduces spatial and temporal variances into the mapping function.
The performance of the new method is compared with the mapping function F&K by simulating
experiments based on the global core plasma model (GCPM), and it is discussed along with the
latitude, seasons, local time, as well as solar activity conditions and varying LEO orbit altitudes. The
assessment indicates that the new mapping function has a comparable or better performance than
the F&K mapping model, especially on the TEC conversion of low elevation angles.

Keywords: radio occultation; TEC; mapping function; plasmaspheric scale height; GCPM

1. Introduction

Benefitting from the accomplishment of the global navigation satellite system (GNSS)
and many low Earth orbit (LEO) satellite missions, ionospheric exploration is greatly
facilitated by various spaceborne measurements. Several successful LEO missions, such
as Constellation Observing System for Meteorology, Ionosphere, and Climate (COSMIC),
contribute greatly to the ionospheric modeling and data assimilation system [1–5]. One
significant product provided by these satellites is the sounding measurements that contain
the total electron density content (TEC) along the signal paths. To obtain the absolute TEC
from the raw GNSS/LEO observations, data analysis centers and scientific researchers
have devoted great efforts into the main procedures, including the cycle slip detection
and correction, carrier-phase to pseudorange leveling, multipath effect correction, and
the differential code bias (DCB) estimation [6–10]. The conversion between the slant
TEC (STEC) along the ray path and the vertical TEC (VTEC) in the zenith is an essential
procedure during the data processing. An obliquity factor called mapping function (MF)
is commonly used to do the conversion. MF is a crucial parameter in the estimation of
receiver DCB by assuming the simultaneous VTECs transformed from two GNSS slant
observations of one LEO antenna are equal [8]. Furthermore, the mapping function plays a
significant role in ionospheric and plasmaspheric TEC modeling due to the fact that the
accuracy of the MF is highly correlated with the estimated VTEC and DCB [11].

Several mapping functions are widely used in the TEC conversion, such as the thin
layer model (TLM) [12], the simple “geometric” model proposed by Foelsche and Kichen-
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gast (called F&K hereafter) [13], and some extended investigations [14–18]. The vertical
structure of the ionosphere is usually assumed concentrating on one single thin layer. The
height of the layer is called the ionospheric effective height (IEH) or shell height, which is
calculated by the centroid method or integral median method or simplified as a constant
value. The performance of mapping functions differs when receivers are located at different
orbit heights or applying different IEH selections. How to choose the optimized IEH for the
LEO-based TEC conversion needs systematical investigation. According to Zhong et al. [19]
and Huang & Yuan [20], the IEH selection becomes more significant for the mapping func-
tion with an increasing zenith angle. Xiang & Gao [16] reviewed several mapping functions
and proposed a mapping function that utilizes the ionospheric varying height assisted by
the International Reference Ionosphere (IRI) model [21]. The study by Gulyaeva et al. [22]
explored the center-of-mass of the ionosphere as the effective varying shell height produced
by the ionospheric equivalent slab thickness. Zhong et al. [19] examined the applicability
of three mapping functions for LEO-based GNSS observations: the thin layer model, the
F&K model, and the Lear model, and found that the F&K geometric mapping function
together with the IEH from the centroid method is more suitable to convert the LEO-based
TEC measurements. The optimized IEH for the F&K can be approximately expressed as
(2.5hLEO + 110) km under medium solar activity (MSA) conditions. As a consequence, the
COSMIC-based TEC conversion (with satellites running at ~800 km) will get minimum
mapping errors when the IEH is set to be around 2,100 km during MSA years. The current
data processing in the COSMIC data analysis and archive center (CDAAC) applied the
F&K mapping model, and the IEH is fixed at several hundreds or thousands of kilometers
to simplify the uses [3,23]. However, one common drawback of these thin-layer mapping
functions is that they ignore the vertical structure of the ionosphere and plasmasphere, and
the IEH without spatial and temporal variations will affect the accuracy of the TEC conver-
sion. One option to improve the TEC mapping is to estimate the 3D ionospheric electron
density distribution by tomography or data assimilation based on the dense measuring
network of sufficient spatial and temporal resolution and deduce realistic and persistent
estimates of the ionospheric effective height [24]. Another approach is to assume multiple
layers in the ionosphere implemented with specific mapping functions [17,20]. To further
consider the vertical distribution of the ionosphere, Hoque & Jakowski [15] proposed a
multi-layer mapping function according to the typical structure described by the Chapman
layer. Nevertheless, the above methods are dependent on either extensive data coverage or
accurate ionospheric models and parameters that are difficult to obtain in the global scope.
Therefore, more advanced ionospheric mapping functions with simple free parameters
deserve continuous attention and potential development.

The scale height in the plasmasphere (HP) is an important factor to present the dy-
namic nature and variations of the plasmasphere [25]. In Wu et al. [26], we have developed
a scale height model depending on parameters, including the month of the year, local time,
geographic latitude, and the solar radio flux index F10.7. This study is aimed to propose
a new mapping function taking advantage of the former scale height model (named as
the scale-height-based mapping function) to give an accurate obliquity factor to convert
LEO-based slant TEC to vertical TEC and vice versa. The ionosphere is no longer collapsed
into any shell but assumes an exponential vertical structure. The scale height introduces
realistic spatial and temporal variations in the ionospheric and plasmaspheric electron den-
sity into the TEC conversion. With the proposed method, we expect to solve the problem
of optimized IEH specification and neglect of ionospheric physical variations in the current
single layer mapping models and, finally, facilitate the TEC and DCB estimations of LEO
satellites. Section 2 introduces the mathematical solutions of the new mapping function,
and Section 3 gives the distribution of plasmaspheric scale height and the associated map-
ping function values; in Section 4, global assessments of the scale-height-based mapping
function and the F&K model are performed according to different seasons, locations, solar
activity levels, and orbit altitudes, and the conclusion is drawn in Section 5.
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2. Materials and Methods

The scale height is one of the most important characteristics in the ionosphere–
plasmasphere system due to the role in shaping the electron density profile [25,27–29].
There are various definitions of scale heights in published literature, including the theoret-
ical plasma scale height, the vertical scale height, and the effective scale height. Alessio
Pignalberi et al. [25] discussed the possible relationships among the different definitions of
scale height. In this study, the plasmaspheric scale height adopts the definition of effective
scale height, in which the analytical formulation of fitting the electron profile is chosen
as exponential function. The new scale-height-based mapping function is not associated
with specific IEH or thin-layer assumption but relates to the plasmaspheric scale height
deduced from the exponential layer ionospheric model proposed by Stankov et al. [30]; i.e.,
the vertical electron density profile can be represented as:

Ne(h) = Ne(h0)·exp
(
− h − h0

HP

)
(1)

where Ne(h0) is the base electron density of plasmasphere (here set to be the electron
density at the receiver height h0), and HP is the plasmaspheric scale height. Thus, the
mapping function can be written as the ratio of slant and vertical integral of electron density
along the slant ray and the vertical path:

M(z) =
STEC
VTEC

=

∫ →
rc→

r0
Ne

(→
r
)

d
→
r∫ hc

h0
Ne(h)dh

(2)

where
→
r0 and

→
rc represent the locations of LEO and GNSS satellites from the Earth center,

respectively; h0 and hc are the corresponding satellite heights above Earth’s surface; z is the
zenith angle of the ray at the LEO receiver. Figure 1 shows the geometric schematic of the
mapping function. If the ionospheric spherical symmetry assumption is adopted, together
with Equation (1), the numerical expression of the scale-height-based mapping function is

M(z) =

∫ rc
r0

exp
(
− r−r0

HP

)
· r√

r2−r2
v
dr∫ hc

h0
exp

(
− h−h0

HP

)
dh

(3)

where rv = r0·sin(z); r0 represents the radius of LEO satellite orbit from the Earth center;
z is the zenith angle of the ray at the LEO receiver. M(z) can be obtained by numerical
integral if HP is known. Since the plasmaspheric scale height varies with the solar activity,
season, local time, and location [26], this mapping function is embedded with temporal
and spatial variations. It should be mentioned that the scale-height-based mapping func-
tion implicitly assumes the exponential distribution of the ionosphere and plasmasphere.
Considering the general orbit range of spaceborne satellites, the assumption is reasonable
when dealing with LEO-based TEC conversion.

Besides the numerical expression, an analytical solution for the mapping function can
be written as:

M(z) =
√

2r0/HP
sin(z) exp

(
I2)· √π

2 er f c(I)

er f c(I) = 2√
π

∫ ∞
I exp

(−y2)dy
(4)

where I =
√

r0
2HP

cot(z) and er f c( ) is the complementary error function. The process to
obtain Equation (4) is shown in Appendix A. There are differences between the numerical
and analytical expression of M(z) because the analytical solution adopts some approx-
imations. We noticed that Hoque & Jakowski [15,31] presented a multi-layer mapping
function approach for potential space-based augmentation system (SBAS) service under
the assumption of Chapman layer distribution of the vertical electron density depending
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on the peak ionization height and atmospheric scale height. Here, we adopt the hypothesis
of an exponential scale height to deal with the LEO-based slant to vertical TEC conversion.

 

GNSS

LEO

X
HZ

P

h0

r0

rc

Figure 1. Geometric schematic of LEO-based GNSS TEC mapping model; LEO—Low Earth orbit.

The scale-height-based mapping function is compared with the F&K method in this
study. The F&K mapping function was originally proposed to describe the dependence of
the hydrostatic path delay with only one free parameter: “effective height”. When applied
to the LEO-based TEC conversion, the IEH is assumed at the height of a thick spherical
layer above the receiver, hypothetically concentrating the whole impact of the ionosphere.
The F&K mapping function is written as

M(z) =
1 + Rshell/Rorbit√

(Rshell/Rorbit)
2 − sin2(z) + cos(z)

(5)

where Rshell and Rorbit are the radii of the assumed layer and LEO satellite, respectively;
z is the zenith angle. The mapping factor may differ a lot with diverse IEH specifications.

3. Results

We calculate a mapping factor grid of zenith angle z varying between 5◦ and 80◦ with
5◦ resolution, and HP varying in (100, 6000) km with a 50 km step according to Equations (3)
and (4). The obliquity factor of arbitrary TEC conversion can be obtained by interpolation
with specified z and HP. The grid map along with zenith angle and HP retrieved from the
numerical and analytical solutions are demonstrated in Figure 2 (panel (a) and (c)). As an
example, the spaceborne receiver is assumed at 800 km and the transmitter is assumed
at 20,000 km. Moreover, the F&K model with the shell height varying from 100 km to
6000 km is displayed in panel (b). The blank in panel (b) is caused by the unreasonable
result of the F&K model when the IEH is lower than the assumed LEO satellite height at
high zenith angles. Similarly, the analytical resolution is not available when the ray path is
approaching the zenith direction. We see the mapping factor increases when the zenith
angle gets greater, and the difference brought by varying the HP value or shell height
selection becomes significant when the zenith angle is larger than 40◦. The mapping factor
has similar variations along with the scale height or IEH. The numerical and analytical
results differ more with a large zenith angle and higher HP values (shown in panel (d)).
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Figure 2. The mapping factor grid of zenith angle and the plasmaspheric scale height HP; panel (a,c) are the numerical
and analytical results of scale-height-based mapping function, respectively; (b) is those for F&K model; (d) is the absolute
relative difference between (a,c).

The only free parameter in the scale-height-based mapping function is the plasmas-
pheric scale height. In Wu et al. [26], we have calculated the plasmaspheric scale height
from the COSMIC measurements from 2007 to 2014 and proposed an empirical monthly
climate model that has reasonable accuracy validated by the scale height retrieved from
the International Satellites for Ionospheric Studies (ISIS) observations during its mission
period. This HP model is suitable to provide the essential parameter in the scale-height-
based mapping function. Besides the COSMIC-derived HP, the scale height obtained by
the global core plasma model (GCPM) provides an alternative option [32]. The GCPM
provides empirically derived core plasma density and ion composition (H+, H+

e , and O+)
as a function of the geomagnetic and solar conditions throughout the inner magnetosphere.
The model merges with the IRI model at low altitudes and is composed of separate models
for the plasmasphere, plasmapause, trough, and polar cap. The HP is calculated from
the overhead vertical TEC simulated with the GCPM electron density field and the base
electron density at the assumed receiver altitude since the integral in Equation (1) could
be approximately written as TEC ≈ Ne(h0)·HP. The HP retrieved from the observations
and empirical model (represented by HP_COSMIC and HP_GCPM, respectively) are shown
according to four seasons, local time, and dipole geomagnetic latitude in the low solar
activity (LSA) year 2008 (Figure 3) and high solar activity (HSA) year 2013 (Figure 4),
respectively. The four seasons are represented by March equinox (March, April, May), June
solstice (June, July, August), September equinox (September, October, November), and
December solstice (January, February, December) in this work. The HP_COSMIC is generally
greater than the GCPM simulations, but they have generally similar variations along with
the latitude, local time, season, and solar activity. The nighttime scale height is larger
than that in the daytime and usually achieves the maximum before the sunrise, which is
consistent with the conclusion drawn in Wu et al. [26]. The seasonal variations are more
predominant for COSMIC scale heights, with higher values in the winter hemisphere and
lower at the summer half. Under high solar activity conditions, the scale height decreases
for both the observational and empirical models. The obliquity factor will differ a bit
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when applying HP_COSMIC and HP_GCPM in the mapping function. At the high latitudes
(±60◦~±90◦), the electron density is quite small and rarely changed, so the scale height
value can be regarded as a constant. The HP derived from satellite observations is assumed
more reliable when dealing with the realistic mapping issues, but, in the following study,
the HP_GCPM is discussed because we are aiming at the comprehensive validation of the
scale-height-based mapping function in a simulation way.

Figure 3. The distribution of the COSMIC and GCPM retrieved HP (represented by ‘HP_COSMIC’ and ‘HP_GCPM’) along
with the local time, geomagnetic latitude, and season in the LSA year; panels (a,c,e,g) are for HP_COSMIC, panels (b,d,f,h)
are for HP_GCPM.
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Figure 4. Same as Figure 3 but for the HSA year.

4. Discussion

4.1. Assessment by Global Statistics

To assess the performance of the new mapping function, the GCPM is used to generate
simulating LEO-based TEC observations and examine the retrieved errors of both mapping
models. The LEO satellite orbit is chosen at 800 km, which is the typical orbit altitude of the
COSMIC-1 constellation that made a great contribution to the ionosphere and plasmasphere
exploration. The signal transmitter is at 20,000 km, referring to the GNSS satellites. It
should be noted that both the scale-height-based and the F&K mapping function assume
the spherical symmetric distribution of the ionosphere, which means the electron density
on the same sphere is identical everywhere. Thus, the simulated STEC of a different zenith
angle is actually equal to the integral of vertical electron density along the slant ray path
with a 50 km step. The VTEC retrieved from the slant TEC and mapping function is
compared to the VTEC ‘truth’ integrated directly from the GCPM background (regarded as
VTECmod). The relative root mean square (RMS) of each zenith angle z is calculated as the
assessment criteria:

RMS(z) =

√√√√∑N
i=1

[(
STECi(z)

Mi(z)
− VTECmod

)
/VTECmod

]2

N
× 100% (6)
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where N is the TEC observation number of global grids at the zenith angle z. Given the
difference between the numerical and analytical representation of mapping function, we
checked the performance of the scale-height-based mapping function of both solutions,
denoted as ‘HP_N’ and ‘HP_A’, respectively, hereafter. To introduce independent reference
into the validation, the F&K mapping function is also considered with adjustable IEH
represented as a function of the LEO orbit height and solar flux proxy F10.7 (F107) according
to Zhong et al. [19]:

IEH = (0.0027F107 + 1.79)hLEO − 5.52F107 + 1350 (7)

Thus, the IEH specifications take different satellite altitudes and solar activity levels
into consideration, and the F&K mapping model is optimized by choosing a constant IEH.
The zenith angle of the simulated slant ray path varies from 0◦ to 80◦ in steps of 5◦, and the
geophysical location of the receiver changes with horizontal resolution of latitudinal 5◦
from −90◦ to 90◦ and longitudinal 10◦ from −180◦ to 180◦. The simulating experiments
are executed on one day in four seasons with a temporal resolution of 2 h under both the
low and high solar activity conditions. The mean retrieved RMS errors for each season
are calculated according to the zenith angles and shown in Figure 5. The F&K mapping
function depends on the fixed IEH globally; thus, the retrieved errors are closely associated
with the ionospheric variations of the GCPM background. According to Figure 5, the
behavior of the numerical and analytical mapping functions differs from each other while
indicating better retrieved results than the F&K model, especially with increasing zenith
angles greater than 40◦. In the LSA years, the retrieved errors of the numerical mapping
function are slightly less than those of the analytical solution at lower zeniths. When the
solar activity is more active, the mapping errors of all the methods decrease to some extent,
and the analytical mapping function achieves the best performance throughout the year.
The difference between the two scale-height-based models is associated with the variation
in the HP value under different solar activity conditions and the zenith angles. From the
statistics, we conclude that, with the LEO satellite located at the 800 km, the HP-based
mapping function is a competitive approach in comparison with the F&K model, especially
at low elevation angles; i.e., at high zenith angles.

Figure 5. The relative RMS statistics of the scale-height-based mapping function with numerical and analytical solutions
(denoted as ‘HP_N ’ and ‘HP_A’, respectively), and the F&K model (‘F&K’) in four seasons under low and high solar activity
conditions (represented by ‘LSA’ and ‘HSA’); panels (a–d) are for the LSA year, and (e–h) are for HSA year.
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4.2. Global Variations of Mapping Errors

To further analyze the time and spatial dependence of the mapping functions, the
global maps of mean retrieved error with the zenith angle fixed at 40◦ are displayed in
Figures 6 and 7 of the LSA and HSA years, respectively. The scale-height-based mapping
function of the numerical or analytical solutions and the F&K model exhibit quite different
characteristics with the local time, geographical latitude, and seasons. Corresponding
to the predominant seasonal asymmetric features of HP, the VTEC retrieved by the new
method is overestimated in the nighttime winter hemisphere, especially when using
the analytical mapping factor. Both the scale-height-based models underestimate the
VTEC during the daytime at low and equatorial latitudes. Consistent with the statistics
in Figure 5, the general performance of the numerical mapping function is fairly good,
with the mapping error varying between −5% and 5%. The latitudinal and temporal
variations of the mapping errors reflect the reliability of the exponential assumption in
the GCPM model. It proves that the variations in the ionosphere and plasmasphere are
more complicated and nonuniform at low latitudes. For the F&K model, the relative
error maps indicate the inhomogeneous variations of the ionospheric effective height of
the background. The VTEC is significantly underestimated during the whole day at low
latitudinal areas, while it is overestimated at higher latitudes. The performance of all
the methods is remarkably improved under higher solar activity, as shown in Figure 7.
Generally, the scale-height-based mapping function achieves better conversion results than
the F&K method, especially in the equatorial anomaly regions between −30◦ and 30◦.

Figure 6. The local time and latitude-dependent variations of the retrieved VTEC mean deviation for the mapping
experiments in different seasons in LSA years. The zenith angle is fixed at 40◦. The ‘HP_N ’, ‘HP_A’, and ‘F&K’ represent the
numerical and analytical mapping functions and the F&K model, respectively; panels (a,d,g,j) are HP_N-based mapping
errors; (b,e,h,k) are HP_A-based mapping errors; (c,f,i,l) are F&K mapping errors.
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Figure 7. Same as Figure 6 but for HSA year.

Figures 8 and 9 demonstrate the mean deviation of the VTEC along with the latitude
and longitude of three chosen zenith angles, 20◦, 40◦, and 60◦, in the December solstice.
The VTEC at low latitudinal areas beside the geomagnetic equator rather underestimated
when applying the numerical mapping function and the F&K model. At higher elevation
angles, the TEC conversion errors brought by various mapping functions are negligible
with minor differences. However, the residuals increase pronouncedly when the elevation
angle is lower, especially for the F&K model. The performance of the analytical solution is
generally the best at mid- and high latitudes, especially in a high solar activity year. The
winter hemispheric overestimation along the geomagnetic equator is associated with the
seasonal variation in scale height. As mentioned earlier, the geographical error distribution
of the F&K model actually reflects the inhomogeneity of the IEH and the ionospheric
background model. The results depend greatly on the IEH selection and the ionospheric
model used to specify the IEH. The scale-height-based mapping model considers the
vertical structure and variations in the ionosphere by involving the plasmaspheric scale
height, and it is more convenient and reliable to provide realistic TEC conversion results.
Moreover, the degradation in the performance is minor for scale-height-based mapping
along with an increasing zenith, so it is especially suitable to be used on observations of
low elevation angles.
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Figure 8. The longitude- and latitude-dependent variations of the retrieved VTEC mean deviation in the December solstice
in LSA years. The zenith angle is chosen at 20◦ (panels (a–c)), 40◦ (panels (d–f)), and 60◦ (panels (g–i)), respectively. The
‘HP_N ’, ‘HP_A’, and ‘F&K’ represent the numerical and analytical mapping functions and the F&K model, respectively.

4.3. Influence of LEO Orbit Altitudes

Given the diversity of the orbit altitudes of different LEO satellites, we set up another
two scenarios for more detailed discussion: the receiver being located at 500 km and
1400 km, respectively. The performances of the scale-height-based mapping function and
the F&K model with the IEH specified according to Equation (7) are investigated in the same
way as in Section 4.1. In Figure 10, when the LEO orbit altitude is 500 km, the mapping
errors increase. The reason is that, at 500 km of altitude, the reliability of considering
an exponential vertical profile for the electron density (with the associated scale height)
is quite low [33–35]. This hypothesis adopted in the scale-height-based mapping will
produce higher errors than at 1400 km of altitude. In an LSA year, both the numerical
and analytical mapping function achieve fewer RMS errors than the F&K model, and the
analytical solution is slightly better than the numerical one. Under an HSA condition, the
numerical mapping factor results in similar or even a bit worse results than the F&K model
below a zenith angle of 60◦, while the analytical mapping function is promising to obtain
the least mapping errors. The situation is quite different with the LEO satellite higher at
1400 km. According to Figure 11, the numerical mapping function remarkablely improves
the mapping errors in both LSA and HSA years. The analytical solution has a relatively
poor peformance at high elevation compared to the F&K method but still functions well
with greater zenith angles.
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Figure 9. Same as Figure 8 but for HSA year.

Figure 10. Same as Figure 5 but for LEO satellite at 500 km.
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Figure 11. Same as Figure 5 but for LEO satellite at 1400 km.

To understand the distinctive performance of the scale-height-based mapping func-
tion refering to different LEO orbit height, it should be noted that the HP obtained in
this work is basically the averaged scale height under the assumption that the ionosphere
and plasmasphere are varying roughly in an exponential trend above the satellite orbit.
In fact, the actual scale height is varying with the altitude gradually below the O+-H+

transition height, which peaks at 700 km and achieves an average value of 862 km [36], and
approaching constant when the dominant ion becomes H+ or H+

e in the plasmasphere [26].
Therefore, the averaged HP has a larger deviation with the varying scale height, especially
when the satellite is locating below the transition height, such as in the 500-km-scenario.
The retrieved VTEC is generally less than the truth since the mapping factor is overesti-
mated because of the averaged HP. It agrees with the underestimation of the VTEC of
the numerical solution in Figures 6–9. Along with the increase in the orbit height, the
averaged HP is closer to the realistic scale height and leads to fewer conversion errors.
That accounts for the improvement in the performance of the numerical solution with the
orbit varying from 500 km to 1400 km. Due to the assumption and approximation adopted
in the analytical mapping function, a higher HP value leads to a smaller mapping factor
(Figure 2). Therefore, the analytical solution basically compensates the overestimation of
M(z), sometimes presenting a better performance than the numerical one in an HSA year.
Given the overall performances of the three methods, the scale-height-based mapping
function with the numerical solution is the most stable approach under varying solar activ-
ity conditions and in changing LEO orbits, and it improves the F&K model significantly,
especially at lower elevation angles.

5. Conclusions

This paper proposed a new model of an LEO-based TEC mapping function based on
a prior model of the plasmaspheric scale height. The numerical and analytical forms of the
mapping function are illustrated, and the mapping factor grid is obtained as a function of
the scale height and zenith angle. The scale height and mapping factor are accessible to the
public at the database: https://www.researchgate.net/publication/353703384_mapping_
factor_grid (accessed on 1 August 2021) and https://www.researchgate.net/publication/
353704297_plasmapsheric_scale_height (accessed on 1 August 2021).

The new mapping model is driven by the only free parameter, HP, obtained either from
realistic observations or the empirical model. The performance of this mapping function
is assessed by the simulated TEC conversion experiments based on the GCPM electron
density field. This method is promising to be applied to LEO-based TEC conversion as
a comparable or better alternative to the F&K model according to the assessments under
various spatial and temporal specifications. Instead of collapsing the ionosphere into a
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thin shell, the new formulation considers the exponential layer assumption of the electron
density distribution and applies the plasmaspheric scale height to introduce seasonal, local
time, and geolocation-dependent variations into the mapping model. The performance
of the F&K model is highly correlated with the IEH specification at different latitudes
during varying solar activity periods, as well as the orbit altitudes of LEO satellites. The
scale-height-based mapping model has advantages in dealing with the spaceborne TEC
conversion, especially with low-elevation-angle observations of higher orbit height.

We recognize that the major errors remaining in the TEC conversion are associated
with the horizontal inhomogeneous distribution of the ionosphere. Therefore, a compre-
hensive mapping model involving the azimuth angle variation of the signal ray paths is
now under development based on this investigation.
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Abbreviation List

TEC total electron content
STEC slant TEC
VTEC vertical TEC
LEO low Earth orbit
GCPM global core plasma model
GNSS global navigation satellite system
COSMIC Constellation Observing System for Meteorology, Ionosphere, and Climate
DCB differential code bias
MF mapping function
TLM thin layer model
IEH ionospheric effective height
IRI International Reference Ionosphere
MSA medium solar activity
LSA low solar activity
HAS high solar activity
CDAAC COSMIC data analysis and archive center
SBAS space-based augmentation system
ISIS International Satellites for Ionospheric Studies
RMS root mean square
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Appendix A

Assuming an arbitrary point P on the ray path in Figure 1, the relationship between
the slant ray X and the vertical projection H to the receiver is approximately written as

H ≈ Xcos(z) +
X2sin2(z)

2r0
(A1)

where r0 represents the radius of LEO satellite orbit from the Earth center; z is the zenith
angle of the ray path. Under the assumption of ionospheric spherical symmetry, the slant
TEC is obtained by integrating the electron density along the ray path,

STEC =
∫ ∞

0
N0exp

(
− H

HP

)
dX = N0·

∫ ∞

0
exp

[
−
(

Xcos(z)
HP

+
X2sin2(z)

2r0HP

)]
dX (A2)

If a = sin2(z)
2r0 HP

and b = cos(z)
2HP

, then

STEC = N0·
∫ ∞

0 exp
[−(2bX + aX2)]dX

= N0exp
(

b2

a

)
· ∫ ∞

0 exp
[
−a

(
X + b

a

)2
]

dX

= N0√
a exp

(
b2

a

)
· ∫ ∞

b√
a

exp
(−y2)dy

(A3)

N0 is the electron density at the receiver. The vertical TEC is easy to obtain with
integration as VTEC ≈ N0·HP; therefore, the analytic solution of M(z) relates to the scale
height HP, zenith angle z, and the complementary error function (er f c(I)):

M(z) =
√

2r0/HP
sin(z) exp

(
I2)· √π

2 er f c(I)

er f c(I) = 2√
π

∫ ∞
I exp

(−y2)dy
(A4)

where I =
√

r0
2HP

cot(z).
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Abstract: Haiyang-2C (HY-2C) is a dynamic, marine-monitoring satellite that was launched by China
and is equipped with an onboard dual-frequency GPS receiver named HY2_Receiver, which was
independently developed in China. HY-2C was successfully launched on 21 September 2020. Its
precise orbit is an important factor for scientific research applications, especially for marine altimetry
missions. The performance of the HY2_Receiver is assessed based on indicators such as the multipath
effect, ionospheric delay, cycle slip and data utilization, and assessments have suggested that the
receiver can be used in precise orbit determination (POD) missions involving low-Earth-orbit (LEO)
satellites. In this study, satellite-borne GPS data are used for POD with a reduced-dynamic (RD)
method. Phase centre offset (PCO) and phase centre variation (PCV) models of the GPS antenna are
established during POD, and their influence on the accuracy of orbit determination is analysed. After
using the PCO and PCV models in POD, the root mean square (RMS) of the carrier-phase residuals is
around 0.008 m and the orbit overlap validation accuracy in each direction reaches approximately
0.01 m. Compared with the precise science orbit (PSO) provided by the Centre National d’Etudes
Spatiales (CNES), the RD orbit accuracy of HY-2C in the radial (R) direction reaches 0.01 m. The
accuracy of satellite laser ranging (SLR) range validation is better than 0.03 m. Additionally, a new
method is proposed to verify the accuracy of the RD orbit of HY-2C by using space-borne Doppler
orbitography and radiopositioning integrated by satellite (DORIS) data directly. DORIS data are
directly compared to the result calculated using the accurate coordinates of beacons and the RD orbit,
and the results indicate that the external validation of HY-2C RD orbit has a range rate accuracy of
within 0.0063 m/s.

Keywords: HY-2C; Satellite-borne GPS; precise orbit determination; reduced-dynamic orbit; SLR;
DORIS

1. Introduction

The Haiyang-2C (HY-2C) satellite was successfully launched on 21 September 2020;
it was the third satellite launched by China to monitor the dynamic marine environment
and the second satellite in the marine dynamic satellite series established as part of China’s
national civil space infrastructure [1]. The main goal is to obtain high-precision and high-
resolution real-time observations of the ocean, such as the sea surface height and significant
wave height [2]. The mass of HY-2C is 1677 kg, the Semi major axis is 7328.583 km, the
Eccentricity is 0.000012, the average height is 957 km at an inclination of 66◦, and the
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expected lifetime is 3 years. The satellite is connected to HY-2B and HY-2D to form an
all-weather, high-frequency, global, marine dynamic environment-monitoring system that
covers large and medium scales.

Precise orbit determination (POD) is an important prerequisite for HY-2C to perform
altimetry missions, so this satellite requires a high orbit accuracy. To ensure a high-precision
orbit, the HY-2C satellite is equipped with three independent payloads, namely, China’s
self-developed, satellite-borne, dual-frequency global positioning system (GPS) receiver,
named HY2_Receiver [1], a Doppler orbitography and radiopositioning integrated by
satellite (DORIS) receiver named DGXX and a laser reflector array (LRA) for precise orbit
determination by Satellite Laser Ranging (SLR) [3].

The POD of low-Earth-orbit (LEO) satellites using SLR is affected by the number
of stations and the meteorological conditions, and the amount of range data is small [4].
Therefore, SLR can only be used for orbit determination with dynamic methods [5]. DORIS
POD relies solely on the dynamic method. In contrast GPS POD can be based on the
dynamic approach as well as reduced-dynamic (RD) and kinematic methods [6,7].

Since Bertiger et al. successfully applied the satellite-borne GPS POD technique to
TOPEX/Poseidon for the first time, GPS receivers have been employed in combination
with many LEO satellites, and the satellite-borne GPS POD technique has become increas-
ingly mature as one of the main ways to determine the precise orbit of LEO satellites [8].
The dynamic method of POD relies on an accurate dynamic model and must adjust the
corresponding model parameters in the orbit determination process; however, this ap-
proach is cumbersome and involves complicated dynamics theory [9]. Consequently, this
method is rarely used to determine LEO satellite orbits [10]. A kinematic method of orbit
determination only requires geometric information constructed based on satellite-borne
GPS observations, and this information is used to calculate the orbit [11]; this approach
also has high requirements regarding the geometric configuration and data continuity of
GPS satellites. The RD method achieves a balance between dynamic modelling and the
use of geometric information [12]. The accuracy of orbit with the RD method is also higher
than that based on the dynamic method and the kinematic method [13,14].

Satellite-borne GPS POD technology has been successfully applied in conjunction with
the CHAMP, GRACE, Jason-1, GOCE, COSMIC and other LEO satellites performing geodetic
and oceanographic surveys. These satellites have strict orbit accuracy requirements [15–20].
Jäggi et al. have researched the application of pseudorandom pulse parameters in orbit
determination and successfully determined the RD orbit of CHAMP [21]. Guo et al.
determined the precise orbit of HY-2A by using satellite-borne GPS observations [22]. Lin
et al. calculate the precise orbit of HY-2A based on GPS data, and the accuracy of the orbit in
the radial (R) direction was better than 3 cm [1]. Gong et al. propose a progressive method
to determine the POD of LEO satellites, which leads to an improved orbit accuracy [23].

The capability of the GPS receiver directly affects the quality of observations and
the accuracy of orbit determination. The quality of observations reflects the performance
of the onboard GPS receiver. The quality of GPS data can be analysed in terms of the
multipath effect, ionospheric delay (IOD), elevation angle and utilization of GPS observa-
tions. Montenbruck et al. use the GPS elevation angle and multipath effects to evaluate
the performance of the BlackJack receiver carried by the CHAMP satellite [24]. Hwang
et al. have found that the proportion of the kinematic orbits of FORMOSAT-3/COSMIC
that can be used for gravity research is less than 30%, and the factors that limit orbit use
mainly include multipath effects, cycle slips, IOD and an insufficient number of visible
GPS satellites [25,26]. Hwang et al. analyse the performance of GPS receivers carried by
FORMOSAT/COSMIC and GRACE in orbit determination through multipath, IOD and
phase residual methods [27].

To analyse the performance of the HY2_Receiver and the accuracy of the RD orbit of
HY-2C, the quality of GPS observations is analysed, and internal and external validations
are performed. A new external method is proposed to validate the accuracy of the RD orbit
using onboard DORIS data.
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DORIS is a highly accurate tracking system developed by France, with approximately
60 beacons globally for one-way accurate measurements. DORIS contributes to the Interna-
tional Terrestrial Reference Frame (ITRF), and ITRF2014 benefits from improved analysis
strategies of the seven contributing International DORIS Service (IDS) analysis centres [28].
The CNES/CLS analysis centre contributes to the geodetic and geophysical research activ-
ity through DORIS data analysis [29]. In 1990, the SPOT-2 satellite, first equipped with a
DORIS receiver, received a centimetre orbit [30]. DORIS instruments are presently flying
aboard SPOT-4 and SPOT-5, Jason-1 and Jason-2, and Envisat. DIODE, developed by
Centre National d’Etudes Spatiales (CNES) is successfully applied to Jason-1 [31]. Mercier
et al. utilize DORIS phase and pseudorange data to precisely determine the orbits of
Jason-2 [32]. Zelensky et al. determine the precise orbit of Envisat by using satellite-borne
DORIS observations [33].

Mercier et al. have proposed a POD strategy based on RINEX DORIS 3.0 format with
an accuracy of 1~3 cm [32]. Due to higher frequency, shorter wavelength, and higher
measurement accuracy, the accuracy of high-frequency phase data of DORIS data (at
frequency 2036.25 MHz) is at the millimetre level. Converting the phase data into a format
of average range rate, the nominal accuracy reaches 0.5 mm/s [34].

Considering that SLR can serve as an external validation method for orbit determina-
tion by the GPS POD method, the new method proposed in this paper also innovates the
use of onboard DORIS as an external validation method.

The primary aim of this paper is to assess the performance of the HY2_Receiver and
the accuracy of HY-2C RD orbits, and to estimate the impact of PCO and PCV models on
the orbit of HY-2C simultaneously. The rest of this article is arranged as follows. Section
2 introduces the HY-2C satellite information, data required for orbit determination and
orbit quality assessment, introduces the method and strategy of HY-2C orbit determination,
proposes a new external method to assess LEO orbits with onboard DORIS data directly and
discusses the reliability of the new external method to validate orbits with onboard DORIS
data directly. Section 3 analyses the quality of GPS data, estimates PCO and PCV models
and studies the influence of these models in POD; based on phase residuals, differences
between overlapping orbits are determined, comparisons with precise scientific orbits
(PSO) are made, independent SLR validation is performed to assess the accuracy of HY-2C
RD orbits and an example of HY-2C RD orbits and PSO validations with onboard DORIS
data are given. Finally, the conclusions are presented.

2. Materials and Methods

2.1. Materials
2.1.1. HY-2C Spacecraft

Based on the Ziyuan series satellite platform, the load compartment structure of the
Haiyang-2 series of satellites was reconfigured to meet the requirements of additional
payloads. HY-2C has the same size and structure as HY-2A and HY-2B, but onboard
equipment has been updated [7].

HY-2C is mainly equipped with a radar altimeter, a microwave scatterometer, and
a microwave radiometer. The equipment used for POD includes an onboard DORIS
receiver DGXX, a space-borne dual-frequency GPS receiver named HY2_Receiver that was
developed in China, and a laser reflector array (LRA) [7].

A satellite-navigation body reference coordinate system (SNCS) is used [35], and a
view of the satellite in this coordinate system is shown in Figure 1. Notably, the scatterome-
ter antenna, data transmission antenna, altimeter antenna, DORIS antenna, and LRA are
parallel to the Z axis.
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Figure 1. Satellite View in the SNCS [https://osdds.nsoas.org.cn (accessed on 2 June 2021)].

The National Satellite Ocean Application Service (NSOAS) provide some parameters,
such as the correction from the antenna phase centre to the satellite centre of mass (Sensor
Offset). The Centre National d’Etudes Spatiales (CNES) provides the centre of mass (COM)
of the satellite [36], as shown in Table 1. The DORIS antenna and LRA are set in the positive
direction of the Z axis, and the GNSS antenna is set in the negative direction of the Z
axis [36].

Table 1. Antenna and COM parameters of HY-2C.

Parameters Satellite Mass (kg) dX (m) dY (m) dZ (m)

Sensor offset 0.3492 −0.1794 −1.3671
COM (Beginning of life) 1677.0 1.3320 0.0086 0.0034

COM (End of life) 1591.0 1.3755 0.0090 0.0036

In order to facilitate analysis of specific perturbation, the force acting on the satellite is
specified in a satellite orbit coordinate system (radial, along-track, cross-track; RTN). This
RTN system is well suited for easy analyses of the POD quality.

The POD team from the CNES provides the correction parameters for the DORIS
antenna phase centre relative to the COM of the satellite. Relevant documentation can be
found at: ftp://ftp.ids-doris.org/pub/ids/satellites/DORISSatelliteModels.pdf (accessed
on 24 June 2021). The DORIS system operates at two frequencies, 2 GHz and 400 MHz, and
the positions of these antennas in the SNCS are listed in Table 2.

Table 2. Positions of the DORIS antennas in the SNCS.

Antenna X (m) Y (m) Z (m)

2 GHz 0.7100 −0.8010 1.3190
400 MHz 0.7100 −0.8010 1.1500

2.1.2. Data for GPS POD and Validation

Satellite-borne GPS observations are released by NSOAS.
Precise GPS satellite ephemeris data are provided by the Center for Orbit Determina-

tion in Europe (CODE) [37] with a sampling interval of 15 min. Precise GPS satellite clock
offsets are provided by CODE at a sampling interval of 30 s. Earth rotation parameters are
also provided by CODE. Since the precise ephemeris data are provided by CODE every
15 min and the sampling interval of observations is 30 s during orbit determination, it is
necessary to interpolate the precise ephemeris data [38]. Bernese 5.2 uses the ninth-order
Lagrange interpolation method to interpolate the precise GPS ephemeris data [39].

PSO data for orbit accuracy analysis are released by CNES, and these data are obtained
with a dynamic method using onboard DORIS observations [40].

SLR tracking data are provided by the International Laser Ranging Service (ILRS) [41].

328



Remote Sens. 2021, 13, 4329

DORIS observations are provided by IDS in RINEX DORIS 3.0 format. RINEX has
been developed by the Astronomical Institute of the University of Berne for the easy
exchange of the GPS data to be collected during the large European GPS campaign, EUREF
89. The RINEX format can also be easily adapted to contain DORIS data as it makes little
assumption about the actual content of the data file, but only constrains the formatting
of the data. Thus, it can be easily adapted to contain data other than GNSS. DORIS data
includes pseudorange and phase, which is the same as the format of GNSS data. For
a detailed description of the RINEX DORIS 3.0 format, please refer to the documents
provided by the IDS: https://ids-doris.org/about-doris-rinex-format.html (accessed on
25 June 2021). When using DORIS data to check an orbit [42], it is necessary to convert
the phase in 3.0 format to the range rate, i.e., to convert the 3.0 data format to the 2.2 data
format. A summary of the data sources is provided in Table 3.

Table 3. Sources of data.

Data Organization Address

GPS observations NSOAS https://osdds.nsoas.org.cn (accessed on 2 June 2021)
GPS precise ephemeris CODE ftp://ftp.aiub.unibe.ch/CODE (accessed on 2 June 2021)
GPS precise clock offset CODE ftp://ftp.aiub.unibe.ch/CODE (accessed on 2 June 2021)

Earth rotation parameter CODE ftp://ftp.aiub.unibe.ch/CODE (accessed on 2 June 2021)
PSO of HY-2C CNES https://ids-doris.org (accessed on 2 June 2021)

SLR tracking data ILRS https://cddis.nasa.gov/archive/slr (accessed on 2 June 2021)

DORIS data IDS ftp://doris.ign.fr/pub/doris/data/h2c (accessed on
24 June 2021)

2.2. Method
2.2.1. Reduced-Dynamic Method

When Bernese 5.2 GNSS software [39] is applied, an a priori dynamic orbit is used for
GPS clock synchronization and then for the preprocessing of phase data. The cycle slips in
the phase observations are marked, and for each cycle slip, a new ambiguity parameter is
set in the parameter’s estimation process [43]. The “cleaned” phase observations are used
in the GPSEST module to determine the dynamic satellite parameters. These parameters
include the initial state vector (6 Keplerian elements), 9 solar radiation coefficients [44] and
3 pseudostochastic pulse parameters in the R, T and N directions. Arc lengths of 24 h were
selected, and the pulses are estimated every 6 min [45].

2.2.2. Orbit Determination Strategies for HY-2C

The models and parameters used together with satellite-borne GPS observations to
achieve RD orbit determination are shown in Table 4.

Table 4. RD orbit determination strategies of HY-2C.

Model/Parameters Description

Mean earth gravity EGM2008_SMALL
Ocean tides FES2004

Solid-earth tides TIDE2000
N-body JPL DE405

Relativity IERS2010XY
GPS phase model IGS14.atx

Pseudostochastic pulses Estimate every 6 min
Elevation cutoff 5◦

Sampling interval 30 s
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2.2.3. Validation of Orbits with DORIS Data

Suppose that the DORIS phase observations corresponding to the two frequencies
f1 and f2 at time ti are ϕ1(ti) and ϕ2(ti), respectively. After ionospheric correction, the
corresponding phase value at f1 is:

ϕ′
1
(ti) = ϕ1(ti) +

f2(
f 2
2 − f 2

1
) × [ f1 · ϕ2(ti)− f2 · ϕ1(ti)] (1)

If ti+1 = ti + Δt (where 9 s < Δt < 11 s), the average distance change rate within Δt is:

dΔϕ(ti) =

[
ϕ′

1
(ti+1)− ϕ′

1
(ti)

]
Δt

(2)

The time system used by DORIS is International Atomic Time (TAI), while the RD
orbit relates to GPS time (GPST). Therefore, the time offset between both scales has to be
considered before validation is performed.

Onboard DORIS observations are used to check the satellite orbit, and they can be
obtained based on the average distance change rate:

dΔϕs

(
Δtjk

)
=

Δρjk + Δρrel + Δρerp + Δρtide + Δρtrop + Δρcom + ε

Δtjk
(3)

where Δtjk represents the time difference between tk and tj; Δρjk represents the distance of
satellite movement in the Δtjk time interval; Δρjk = ρk − ρj and ρi =√
(xi − xb)

2 + (yi − yb)
2 + (zi − zb)

2. When i = k, (xk, yk, zk) represents the position
of the satellite at time tk; when i = j,

(
xj, yj, zj

)
represents the position of the satel-

lite at time tj. (xb, yb, zb) represents the precise location of the DORIS beacon stations.
The beacon station location information can be obtained from the IDS website: https:
//ids-doris.org/doris-system/tracking-network/site-logs.html (accessed on 24 June 2021).
Δρrel represents the effect of relativity in the time interval Δtjk; Δρerp represents the cor-
rection of the Earth rotation parameters in the time interval Δtjk; Δρtide represents the
correction of the tides in the time interval Δtjk; Δρtrop represents the correction of the
tropospheric delay in the time interval Δtjk; Δρcom represents the correction of the DORIS
antenna phase centre; and ε represents random error.

The difference between the average range rate obtained by Equation (2) and the
average range rate obtained by Equation (3) is calculated to obtain the DORIS validation
residuals:

res = dΔϕs

(
Δtjk

)
− dΔϕ(ti) (4)

When using DORIS data to validate the RD orbit of HY-2C, we need to take into
account some errors, such as the DORIS phase-centre correction and the impact of tidal
effects. CNES has released the correction data of DORIS phase centre, we only need to
correct it to the signal propagation path between HY-2C and the beacon stations. When
calculating tide corrections, it is necessary to consider solid-earth tide, ocean tide and polar
tide (although there are few DORIS stations at high latitudes) corrections. For tropospheric
delay correction, the Saastamoinen model is used to calculate the zenith delay [46], and
then the mapping function Niell Mapping Function (NMF) is used to map it to the signal
propagation path [47].

According to the law of error propagation, the median error of the range rate is
calculated using the satellite positions corresponding to two epochs with an interval of 10 s.
The range rate function is:

v =
dD
dt

=

√
(xi − xi+1)

2 + (yi − yi+1)
2 + (zi − zi+1)

2

t
(5)
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where v represents the range rate in the time interval t; (xi, yi, zi) and (xi+1, yi+1, zi+1)
represent the satellite positions in two adjacent epochs in the time interval t, respectively;
and D represents the distance of satellite movement in the time interval t.

The total differential of the position parameters in Equation (5) is calculated to obtain
the medium error relation:

mv =

√
2ax2mx2 + 2ay2my2 + 2az2mz2

t
(6)

where ax = (xi−xi+1)
D , ay = (yi−yi+1)

D , and az = (zi−zi+1)
D ; mx, my, and mz respectively

represent the errors of the satellite position in three directions in an Earth-Centred and
Earth-Fixed coordinate system (ECEF).

If the satellite has a 2 cm error in three directions, according to Equation (6), the
median error of the range rate is 0.0052 m/s. Considering other random errors when using
DORIS data to check orbits, the error is doubled to v = 0.0104 m/s as the threshold.

The law of error propagation verifies that the method proposed to check satellite orbits
using space-borne DORIS data is reasonable and can be used to establish a precise external
data validation method

3. Result and Analysis

3.1. Quality Assessment of HY-2C GPS Observations

In this section, the GPS data are preprocessed with G-Nut/Anubis software [48] and
the performance of the HY2_Receiver is assessed by using indicators such as multipath
effects, the IOD, the cycle slip and the utilization of GPS observations. G-Nut/Anubis
is the third GNSS software developed by the Research Institute of Geodesy, Topography
and Cartography in the Czech Republic; it can perform quality inspection and analysis
operations based on observations and supports the RINEX 3 file format.

3.1.1. Multipath Effect

Theoretically, the influence of multipath effects on the pseudorange can reach up to
tens of metres, and the influence on the carrier phase is only one quarter of its wavelength.
Therefore, when calculating multipath effects, the influence of the phase multipath error
is usually ignored. Anubis uses a linear combination of pseudorange and carrier phase
information to calculate the pseudorange multipath MP1 and MP2 [48]:

MP1 = M1 −
(

1 +
2

α − 1

)
λ1N1 +

(
2

α − 1

)
λ2N2 −

(
1 +

2
α − 1

)
m1 +

(
2

α − 1

)
m2 (7)

MP2 = M2 −
(

2α

α − 1

)
λ1N1 +

(
2α

α − 1
− 1

)
λ2N2 −

(
2α

α − 1

)
m1 +

(
2α

α − 1
− 1

)
m2 (8)

where mi is the multipath phase noise; Mi is the pseudorange multipath effect on both
frequencies; λi and Ni represent the wavelength of Li and the integer ambiguity of Li,

respectively; and α = f1
2

f2
2 , where fi represents the frequency of different bands.

To specifically analyse the relationship between multipath effects and the elevation
angle, the GPS satellite numbered G09 on DOY 348 in 2020 is taken as an example. The
period from 20:25 to 21:05 (UTC) is selected. The pseudorange multipath as well as the
elevation angle of G09 as observed from HY-2C are calculated and shown in Figure 2.
Figure 2a illustrates a statistical assessment of MP1 and the elevation angle, and Figure 2b
gives a statistical assessment of MP2 and the elevation angle.
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Figure 2. Multipath effects of HY-2C and G09 satellite on DOY 348 in 2020 (a) MP1, (b) MP2.

Figure 2 shows that MP1 considerably fluctuates when the elevation angle is less than
30◦, and the range of fluctuations is between −2 m and 2 m; when the elevation angle is
larger than 30◦, the fluctuations are between −1 m and 1 m. The fluctuation of MP2 is
between −1.5 m and 1.5 m, but when the elevation angle is larger than 30◦, the fluctuations
range between −0.5 m and 0.5 m. By comparing Figure 2a with Figure 2b, it can be found
that the MP1 value is more sensitive to low elevation angles than the MP2 value.

Table 5 summarizes the report of Anubis regarding the GPS data obtained between
DOY 348 and DOY 354 in 2020. Cycle slip represents the ratio of the actual number of
epochs observed in a certain period of time to the number of epochs in which a cycle slip
occurs. The data utilization represents the ratio of the actual number of epochs to the
theoretical number of epochs observed by the GPS receiver. In reality, due to the effects
of cycle slips and elevation angle changes, observations will be interrupted, leading to
missing data. The cycle slip and data utilization are mainly used to reflect the antijamming
capability of satellite-borne GPS receivers. These two indicators can be used to evaluate
the performance of the HY2_Receiver.

Table 5. Data quality assessment of HY-2C.

DOY MP1/cm MP2/cm Cycle Slip Data Utilization/%

348 18.0 12.9 1/33 98.26
349 19.0 12.6 1/40 96.41
350 19.0 12.5 1/43 99.98
351 18.6 12.1 1/39 99.98
352 18.4 14.1 1/34 99.99
353 20.0 17.0 1/48 99.99
354 18.7 13.1 1/51 99.98
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In Table 5, the MP1 values are all smaller than 20.0 cm, and the MP2 values are all
smaller than 17.0 cm. Additionally, the variations in MP2 are smaller than those in MP1,
which indicates that the observations of the L1 band are more susceptible to the influence
of multipath effects. As shown in Table 5, the utilization of HY-2C satellite-borne GPS
observations is higher than 98% on days except DOY 349 in 2020. The utilization of satellite-
borne GPS observations is higher than 99.9% over these 5 days, starting from DOY 350 in
2020. The utilization indicates that the HY2_Receiver operates normally in orbit. When the
completeness of observations is normal, the cycle slip is small, which generally indicates
that the multipath error and IOD error of GPS observations are large [49].

3.1.2. Ionospheric Delay

A geometry-free combined LEO satellite carrier phase can be expressed as [50]:

λ1L1
(
tj
)− λ2L2

(
tj
)
= −ΔI

(
tj
)
+ λ1N1

(
tj
)− λ2N2

(
tj
)

(9)

where ΔI
(
tj
)
= I1

(
tj
)− I2

(
tj
)
, j = 1, 2, · · · , n; Ii is IOD, i = 1, 2; Li represents the observed

value of the carrier phase; and λi and Ni represent the wavelength of Li and integer
ambiguity of Li, respectively.

The differences between the combined observations of two consecutive epochs can be
obtained by:

D
(
tj
)

= λ1L1
(
tj
)− λ2L2

(
tj
)− λ1L1

(
tj−1

)
+ λ2L2

(
tj−1

)
= −ΔI

(
tj
)
+ λ1N1

(
tj
)− λ2N2

(
tj
)
+ ΔI

(
tj−1

)− λ1N1
(
tj−1

)
+ λ2N2

(
tj−1

) (10)

When there is no cycle slip, the difference in ambiguity between two consecutive
epochs is 0, and Equation (10) is called the ionospheric residual combination. Under normal
circumstances, the IOD residual curve is smooth, but when the ionospheric residual error
changes significantly in a short period of time, cycle slip may occur [13]. The corresponding
expression of the rate of IOD change is:

·
D
(
tj
)
=

D
(
tj
)

Δtj
(11)

where Δtj = tj − tj−1.
Equation (10) is used to calculate the IOD residuals, and Equation (11) is used to

calculate the rate of IOD change. A 24-hour window will make the picture too dense to
clearly show the variation, so the time period (20:00–21:20) is chosen on DOY 348 in 2020
to highlight the variations. Figure 3a shows the IOD residuals in the selected time span,
and Figure 3b shows the rate of IOD change in the selected time span. Figure 3a shows
that most of the IOD residuals remain at low levels. However, from 20:20 to 20:40, the
residual values of the G13, G14, G28 and G30 satellites are large, and from 20:30~21:00,
the residuals of the G06 and G09 satellites are large. The colour of the rate of IOD change
significantly darkens at the end of a period of data collection. Studies have shown that the
discontinuity of carrier-phase data and the occurrence of abnormal values will cause this
phenomenon [27].
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Figure 3. IOD residuals and rate of IOD change on DOY 348 in 2020 (a) IOD residuals, (b) rate of
IOD change.

3.2. Assessment of Orbit Accuracy

Before performing satellite orbit determination, it is necessary to consider issues
related to the phase centre of LEO satellite antennas. Onboard GPS observations are based
on the distance from the instantaneous phase centre of the GPS satellite antenna to the
instantaneous antenna phase centre at the time the signal from the LEO satellite is received;
additionally, the reference point of the precise orbit of the LEO satellite is the centre of mass.
Generally, the mean antenna phase centre (MAPC) and the antenna reference point (ARP)
do not coincide, and the deviation is the PCO. Due to antenna manufacturing deviations
and because LEOs are affected by the environment during operation, the GPS signal centre
will change. The deviation between the instantaneous phase centre and the average phase
centre is PCV, which is a function of the elevation and azimuth angle between the LEO and
GPS satellites [51].

Carrier-phase residual analysis, overlapping orbit comparison, PSO comparison, and
SLR range validation are used to validate the accuracy of the RD orbit of HY-2C. The first
two methods are used to establish internal validation, and the latter are used to establish
external validation.

3.2.1. Effect of PCV and PCO on Orbits

In this study, satellite-borne GPS data are selected to estimate PCO and PCV in orbit
over 7 days, starting from DOY 348 in 2020 [25]. Due to the high coupling of PCO and
PCV, they cannot be estimated at the same time. PCO is substituted into the observation
equation as an unknown parameter and the orbital parameters are estimated at the same
time [52]. According to the principle of least squares, PCO is calculated for multiple days,
and the average is taken as the final corrected value [53]. Similarly, the PCV values are
estimated at each grid point. This method is not susceptible to the influence of factors such
as receiver clock error and ambiguity among parameters [54,55].

To systematically validate the impacts of PCO and PCV on orbit determination, three
schemes are designed: Scheme 1 does not use PCO and PCV information; Scheme 2 only
uses PCO information; and Scheme 3 uses PCO and 10◦ × 10◦ PCV information. Figure 4
shows the 10◦ × 10◦ PCV model estimated in the satellite GPS antenna coordinate system.
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Figure 4. Azimuth-elevation maps of the PCV model of the HY-2C (10◦ × 10◦).

Satellite-borne GPS data are used to estimate the PCV model for the antenna of the
HY2_Receiver, and the direct method of estimating PCV is characterized by a more refined
model than that for PCV. Suppose each grid point is unknown, we calculate the value of
the grid with the orbital parameters directly. The PCV map of HY-2C uses a scale of −10
to 10 mm, but with extreme values of −9.09 mm and 10.37 mm. In Figure 4, we can find
that when the elevation angle is small (from 0◦ to 30◦), most of the absolute values of the
PCV are small, but there are also large, speckled values with some empty values; when
the elevation angle is between 80◦ and 90◦, there will also be a phenomenon of empty
values, although they are not obvious. So, the resulting model is more refined, and the map
illustrates a spot-like distribution.

The above three schemes are used to determine satellite orbits. Table 6 lists the results
of the three types of orbits compared with PSO in the R, T and N directions within 7 days.
3DRMS is used to evaluate the different orbit results.

Table 6. Residuals between RD orbit and PSO in different orbit determination schemes within 7 days.

Scheme Direction Min (m) Max (m) Mean (m) STD (m) RMS (m) 3DRMS (m)

Scheme 1
R −0.104 0.045 0.001 0.013 0.013

0.034T −0.132 0.091 −0.002 0.027 0.028
N −0.085 0.045 0.003 0.016 0.016

Scheme 2
R −0.039 0.051 0.001 0.011 0.011

0.027T −0.087 0.124 −0.002 0.021 0.021
N −0.044 0.045 0.002 0.012 0.012

Scheme 3
R −0.046 0.035 0.000 0.010 0.010

0.025T −0.075 0.078 −0.002 0.020 0.020
N −0.038 0.033 −0.001 0.011 0.011

The accuracy of PSO in the R direction of this orbit is better than 0.015 m [40]. The
report from CNES indicates that the ambiguity fixation efficiency of GPS observations for
the PSO of HY-2C is as high as 99%, which reflects the excellent performance of China’s
domestic satellite-borne GPS receivers.

When comparing the RD orbit with PSO, it is necessary to consider unifying the RD
orbit and PSO to the time system. Since the time system of PSO for HY-2C provided by
CNES is International Atomic Time (TAI) while the RD orbit relates to GPS time (GPST),
there is a 19 s deviation between TAI and GPST, i.e., TAI − GPST = 19 s. It is necessary
to preprocess the PSO in advance and convert the time system of PSO to that of GPST to
facilitate comparisons.
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For Scheme 2, decreases of 0.002 m in the R direction, 0.007 m in the T direction, and
0.004 m in the N direction are observed compared with the residual results for Scheme 1.
When taking into account PCO corrections, the error in orbit estimation is reduced, and the
orbit accuracy is effectively improved. The accuracy of the orbit increase in the T direction
is significantly higher than that in the other two directions. A comparison of Scheme 2
and Scheme 3 indicates that the RMS values for Scheme 3 are 0.001 m smaller in the R
direction, 0.001 m in the T direction, and 0.001 m in the N direction than those for Scheme
2; additionally, the orbit accuracy is improved after the PCV model is introduced, but the
model range is limited. This result is mainly because the PCO parameters estimated at the
same time as the dynamic parameters effectively limit the systematic errors in the residuals
of the observations, and PCV is relatively small for the corrections of observations.

Compared to Scheme 1, the accuracy of orbit obtained for Scheme 2 and Scheme 3 is
improved, and 3DRMS decreases from 0.034 m to 0.027 m and then to 0.025 m, which is
attributed to the improvement in the tangential orbit accuracy.

In summary, based on the RD orbit and PSO comparisons, the RMS of the orbital
residual in the R direction is 1.0 cm, 2.0 cm in the T direction, and 1.1 cm in the N direction,
and the 3DRMS result is 2.5 cm. The HY-2C RD orbit determination method yields the
highest accuracy in the R direction and the worst accuracy in the T direction.

The result of comparing the RD orbit with PSO is plotted as a dashed line, as shown
in Figure 5.

 
Figure 5. Line chart of orbit residuals from the PSO comparison within 7 days.

Figure 5 shows that the residuals are in the ranges of ±0.04 m in the R direction,
±0.09 m in the T direction, and ±0.05 m in the N direction. The residuals display obvious
fluctuations at 0 h and 24 h every day because when HY-2C uses the RD method for orbit
determination, the constraints at both ends of the orbit determination arc are relatively
weak, resulting in obvious boundary effects. The obviously extreme values show up
because the pseudostochastic pulse parameters fail to capture the influence of errors, such
as those associated with atmospheric drag and solar radiation pressure. Additionally, the
RMS of the residuals for the RD orbit and PSO comparison is plotted as a histogram, as
shown in Figure 6.
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Figure 6. Histogram of residuals from the PSO comparison.

From the results of the RD orbit comparison with PSO, as shown in Figure 6, the RMS
value of the difference in the R direction is worse than that in the N direction on DOY 353
in 2020. The RMS values in the R direction on the other 6 days are less than those in the N
direction, and the residuals exhibit the largest RMS value in the T direction.

3.2.2. Analysis of Carrier-Phase Residuals

For RD orbit determination, the carrier-phase residuals include modelled errors and
nonmodelled errors. Actual PCV values are subtracted from modelled PCV values, and
the difference between the two is directly reflected in the linearization after the phase
residual is calculated. When the observation model and dynamical model used in LEO
POD are extremely consistent with the actual conditions, the carrier-phase residuals are
the observation’s noise level. The RMS value of the carrier-phase residuals using an ion-
free combination can be used as one of the indicators in internal compliance accuracy
evaluation [51,56].

The carrier-phase residuals are calculated over 7 days, starting from DOY 348 in 2020.
The carrier phase residuals of all GPS satellites are plotted in Figure 7, and summaries are
given in Table 7.

Figure 7. Phase residuals.
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Table 7. Phase residual summary statistics.

DOY Min (m) Max (m) Mean (m) RMS (m)

348 −0.051 0.040 0 0.008
349 −0.042 0.037 0 0.008
350 −0.041 0.043 0 0.008
351 −0.043 0.047 0 0.008
352 −0.040 0.046 0 0.008
353 −0.052 0.037 0 0.008
354 −0.058 0.042 0 0.008

As shown in Figure 7, the residuals of the carrier phase within 7 days fluctuate
between −0.06 and 0.05 m, and the residuals are mostly distributed within ±0.02 m, and
the residuals fluctuate little, with stable changes. Table 7 suggests that the average RMS
value of the 7-day carrier-phase residuals is about 0.008 m. The carrier-phase residual
analysis indicates that the HY-2C RD orbit determination strategy is reliable; additionally,
data preprocessing can effectively weaken the influence of the cycle slip of the phase data
and the RD orbit accuracy obtained is high.

3.2.3. Overlap Validation Accuracy

If both the observation model and the dynamical model can correctly reflect satellite
orbit characteristics, the satellite orbits of the two arcs of the orbit determination should
exhibit high consistency. Due to the errors in the actual orbit determination based on
observations and the model used, the results of comparisons can be used to validate the
accuracy of orbits, although the systematic error of orbit determination cannot be detected
through the comparison of overlapping orbits [57]. Two separate orbit determination
processes are used to calculate the satellite orbits corresponding to two different time
periods. The first part of the arc is 0~18 h, the second part of the arc is 12~24 h, and the
overlapping time of the two arcs is 6 h. Taking DOY 348 in 2020 as an example, Figure 8
shows the residuals of the orbit comparison during the overlapping period.

Figure 8. Residuals of overlapping orbits on DOY 348 in 2020.

As shown in Figure 8, the residual fluctuates between −0.0075 m and 0.0075 m in the R
direction, between −0.02 and 0.0075 m in the T direction, and between −0.0125 and 0.0025
in the N direction. The results of comparing the overlapping orbits on DOY 348 in 2020
indicate that the orbits display large fluctuations in the T direction and small fluctuations
in the N direction. Figure 9 shows the RMS value of the comparison.

338



Remote Sens. 2021, 13, 4329

 
Figure 9. RMS of residuals of overlapping orbits.

As shown in Figure 9, the RMS values of overlapping orbits in the T direction are larger
than those in the other two directions, indicating that the overlapping orbit comparison
results are the worst in the T direction. The RMS value of the overlapping orbits in the R
direction is larger than that in the N direction, except on DOY 348 in 2020. The RMS values
in the R direction on the other 6 days are all greater than the RMS values in the N direction.
Detailed information on the comparison is given in Table 8.

Table 8. Summary statistics for the residuals of overlapping orbits within 7 days.

Direction Min (m) Max (m) Mean (m) STD (m) RMS (m)

R −0.014 0.042 0 0.006 0.006
T −0.045 0.031 0.001 0.011 0.011
N −0.024 0.011 −0.002 0.005 0.006

As shown in Table 8, the maximum difference between the overlapping orbits is
0.042 m in the R direction, 0.031 m in the T direction, and 0.011 m in the N direction;
additionally, the RMS value of the 7-day overlapping orbit difference is 0.006 m in the R
direction, 0.011 m in the T direction, and 0.006 m in the N direction. The RMS value in the
three directions is approximately 0.01 m.

3.2.4. SLR Range Validation

SLR range validation uses LEO satellite coordinates from RD orbits and SLR station
coordinates to calculate the distance between stations and LEO satellites, and compares
the result with the observations of SLR stations in the corresponding epoch to evaluate
the accuracy of the RD method for orbit determination [58]. When conducting SLR range
validation, it is necessary to consider the influence of tidal corrections (including ocean
tides, solid-earth tides, and polar tides) and plate motions at stations [4]. The correction of
observations mainly includes tropospheric delay correction, general relativity correction,
centroid compensation correction and station eccentricity correction [59].

SLR observations are used to independently check the RD orbit accuracy of HY-
2C. According to [60], the coordinates of SLR stations are based on the Station Location
Reference Frame (SLRF) 2014, and relevant data can be obtained at https://ilrs.gsfc.nasa.
gov/network/site_information/index.html (accessed on 2 June 2021). The elevation cutoff
angle is set to 10◦ [61] and the tropospheric delay error can be modelled [59].

The report provided by the CNES states that during the period from October 2020 to
April 2021, the core stations participating in the HY-2C SLR observation mission included
those numbered 7090, 7105, 7810, 7839, 7840, 7941, 7119, and 7501. Among them, few
high-elevation-angle observations are available [40]. From DOY 348-DOY 354 in 2020, two
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of the eight core stations had no data (Station 7501 and Station 7839). In addition to these
six SLR core stations, nine SLR stations provided data for validation. Figure 10 shows the
flight trajectory of HY-2C and the distribution of stations.

 
Figure 10. Satellite trajectory and SLR station distribution map.

As shown in Figure 10, the red stars indicate SLR core stations that participated in
the laser ranging of HY-2C, and the blue triangles indicate other stations used in the laser
ranging of HY-2C.

The range residuals between the SLR NP data and the range differences between HY-
2C RD orbit and the ground station coordinates were calculated. The SLR range validation
results were plotted as a histogram, as shown in Figure 11. Table 9 lists the statistical results
for SLR range validation for HY-2C.

Figure 11. RMS of SLR validation residuals.

Table 9. Summary statistics for the residuals of SLR range validation.

Number of Stations Number of NP Min (m) Max (m) Mean (m) STD (m) RMS (m)

15 1009 −0.077 0.084 0.005 0.029 0.030

As shown in Figure 11, the red boxes denote SLR core stations involved in the HY-2C
laser-ranging observation mission. Among the six core stations, the RMS values of the
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stations except stations 7941 and 7840 are all less than 0.04 m. For the other eight basic
stations, except stations 7838 and 7841, the RMS values are all less than 0.03 m, which
indicates that the HY-2C orbit-determination results are stable.

From DOY 348 to DOY 354 in 2020, 15 SLR stations participated in the laser-ranging
mission of HY-2C and observed 1009 normal points (NPs). The RMS value of residual
validation for each SLR station was calculated, and the elevation cutoff angle threshold
was set to 10◦. The data for station 1873 were removed because of the small amount of
station data (only four groups) available on DOY 348. Some observations were removed
because of outliers. The number of excluded points was 35, and the total data removal rate
was 3.5%.

As shown in Table 9, the RMS value of SLR range validation was 0.030 m. The
experimental results showed that the performance of the HY-2C satellite-borne GPS receiver
is stable, and the system produces high-quality data. Additionally, the accuracy of RD
orbits is higher than 0.03 m.

3.2.5. Validation of Orbits with DORIS Data

In addition to using the above methods to verify the accuracy of RD orbit determina-
tion for HY-2C, the satellite orbit can also be validated by using onboard DORIS data.

During DORIS orbit validation, the 3.0 data format is converted to the 2.2 data format.
Because of the large amount of phase data in the 3.0 format, only the phase observations at
10 s intervals are used [62].

A new validation method is proposed by using space-borne DORIS data. Because the
DGXX receiver uses a specific channel to receive low-altitude data, the elevation angle is
generally very low, resulting in inaccurate tropospheric delay calculations. Therefore, the
elevation cutoff angle threshold must be set to 10◦.

Through experimental tests, it is found that a discontinuity in the observations (that is,
observation time intervals greater than 10 s) will cause abnormal values. In the designed
DORIS validation algorithm, when the observations from a beacon station include a discon-
tinuity in a certain epoch, the data from the four epochs before and after the discontinuity
are eliminated. This approach leads to a reduction in the amount of data used, making the
final validation result unreliable. When the results are calculated, it is necessary to exclude
stations with insufficient data.

The 7-day satellite-borne DORIS observations used in the validation include data from
at most 52 beacon stations and at least 49 stations. Based on the results for each station,
the beacon stations with less than 300 observations are eliminated. For convenience, the
data volume statistics are based on the total number of 7-day data points from each beacon
station. The data from each beacon station are converted to an average range rate. Figure 12
plots the distribution of the DORIS beacon stations used in the validation and the residuals
of the validation.

In Figure 12, the colour of the circles indicates the accuracy of the RD orbit of HY-2C
gained from the DORIS validation. The RMS value of the verified residual of each beacon
station is within 0.01 m/s, but the RMS value of some beacon stations, such as ARFB,
HOFC, and YEMB, is greater than 0.008 m/s. The influence of the tropospheric delay is
still large when the elevation angle is 15◦; if the elevation cutoff angle is set to 15◦, too
much data will be rejected. However, to assess the reliability of the validation result, it is
necessary to keep a sufficient quantity of data. The final elevation angle threshold is set to
10◦. Table 10 lists the residual statistical results for the beacon stations in DORIS validation
for HY-2C.
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Figure 12. DORIS beacon station distribution map and residuals of DORIS validation.

Table 10. Summary statistics for the residuals of the beacon stations for DORIS validation.

Station Code Number of Data Min (m/s) Max (m/s) Mean (m/s) RMS (m/s)

ADHC 1788 −0.0258 0.0283 0 0.0073
AMVB 745 −0.0296 0.0311 0 0.0057
ARFB 504 −0.0272 0.0455 0 0.0077
ASEB 432 −0.0250 0.0212 0 0.0072
BADB 448 −0.0932 0.0220 0 0.0074
BEMB 374 −0.0213 0.0194 0 0.0033
CADB 657 −0.0289 0.0232 0 0.0064
CIDB 436 −0.1410 0.2200 0 0.0065
COBB 2213 −0.0381 0.0340 0 0.0065
CRQC 331 −0.0181 0.0311 0 0.0041
DJIB 567 −0.0247 0.0227 0 0.0040

GRFB 868 −0.0212 0.0224 0 0.0070
HBMB 346 −0.0278 0.0439 0 0.0070
HEMB 692 −0.0248 0.0210 0 0.0070
HOFC 1329 −0.0230 0.1199 0 0.0079
JIWC 805 −0.0291 0.0224 0 0.0058
KIVC 1106 −0.0235 0.0220 0 0.0060
KOLB 844 −0.0222 0.0228 0 0.0061
KRWB 444 −0.0238 0.0299 0 0.0060
LAOB 347 −0.0235 0.0195 0 0.0069
LICB 366 −0.0186 0.0197 0 0.0055

MALB 733 −0.0872 0.0247 0 0.0067
MANB 282 −0.0209 0.0181 0 0.0070
MAUB 511 −0.0277 0.0257 0 0.0050
MEUB 740 −0.0237 0.0217 0 0.0024
MLAC 883 −0.0230 0.0229 0 0.0068
MSPB 769 −0.0210 0.0225 0 0.0067
NOXB 831 −0.0239 0.0239 0 0.0069
OWFC 630 −0.0205 0.0237 0 0.0064
PAUB 635 −0.0201 0.0244 0 0.0071
PDOC 588 −0.0202 0.0204 0 0.0060
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Table 10. Cont.

Station Code Number of Data Min (m/s) Max (m/s) Mean (m/s) RMS (m/s)

REUC 864 −0.0287 0.0278 0 0.0069
RIMB 746 −0.0234 0.0209 0 0.0073
RISC 2166 −0.0343 0.0228 0 0.0065
SARC 568 −0.0251 0.0162 0 0.0073
SCRC 637 −0.0217 0.0233 0 0.0070
STKC 331 −0.0272 0.0240 0 0.0048
SYQB 1370 −0.0325 0.0256 0 0.0057
THUB 329 −0.0154 0.0143 0 0.0035
TLSB 328 −0.0674 0.0659 0 0.0044
YEMB 955 −0.0233 0.0290 0 0.0078

In the checking process, based on the setting of the elevation cutoff angle threshold
and the use of observations with many discontinuities, the data for beacon stations such
as BETB, DIOB, MAIB, and MIAB are eliminated, with only two groups remaining. The
data for SJUC are all eliminated, and the data for beacon stations such as SOFC, WEUC,
YASB are also excluded due to the small numbers of observations (less than 300); therefore,
the statistical data for the above beacon stations are not included in Figure 12. The 7-day
residuals of validation with DORIS data are summarized in Table 11.

Table 11. Summary statistics of the residuals of DORIS validation.

Orbits Number of Stations Number of Data Min (m/s) Max (m/s) Mean (m/s) RMS (m/s)

RD orbits 41 30,538 −0.1110 0.1135 0 0.0063

PSO 41 30,538 −0.1276 0.1258 0 0.0070

By combining Table 10 and the first line of Table 11, it is found that for more than
80% of the beacon stations included in DORIS validation, the RMS values are less than
0.007 m/s, and the RMS value for the overall DORIS validation residual is 0.0063 m/s. The
RD orbits of HY-2C are checked with onboard DORIS data, and the HY-2C RD orbit has an
accuracy of 0.0063 m/s.

In second line of Table 11, satellite-borne DORIS data are selected to calculate range
rate to validate the PSO of HY-2C over 7 days, starting from DOY 348 in 2020. This
experiment can prove the reliability of the external validation by using DORIS data on
board. It can be seen that the residual RMS value of DORIS validation of PSO is 0.0070 m/s,
the result is 0.0007m/s larger than DORIS validation of RD orbits. These results certify
that the accuracy of PSO released by CNES is high [40]. This experiment shows that
the proposed method of external validation of RD orbits using DORIS data is reliable
and efficient.

4. Conclusions

Based on GPS observations of HY2_Receiver, the quality of the observations is anal-
ysed, and the data of the L1 band are more susceptible to changes in elevation than are
those of the L2 band. The data utilization results suggest that the HY2_Receiver achieves
good performance and can be used in POD missions involving LEO satellites. PCO and
PCV models are established, and the satellite orbits obtained by using the PCO and PCV
models display better accuracy than those obtained without considering the PCO and PCV
models. Compared with PSO, the R-direction residual RMS value is 0.01 m, and the 3D
RMS value is 0.025 m. The RMS of the carrier-phase residuals is around 0.008 m. The
overlap method is applied to assess the accuracy of orbit determination, and the detailed
overlap analysis suggests that the RMS value of the residual of overlapping orbits is 0.006
m in the R direction, 0.011 m in the T direction, and 0.006 m in the N direction. The
internal-coincidence accuracy-verification results indicate that the HY-2C satellite orbit
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determination strategy is reliable; notably, the error term is eliminated during the POD
process, and the orbit determination result is relatively stable. SLR range validation is
analysed in detail, and the RMS value is better than 0.03 m. The results of SLR range
validation suggest that the accuracy of the precise orbit of HY-2C reaches the centimetre
level. A newly proposed method is used to check orbits based on space-borne DORIS data
directly, and that the accuracy of the range rate of the HY-2C RD orbit reaches 0.0063 m/s.

According to the experimental results, the RD orbit of HY-2C reaches centimetre-level
accuracy, and the space-borne GPS receiver HY2_Receiver independently developed in
China can be used for LEO POD missions. With the improvement and optimization of
the model, the RD method for orbit determination will be increasingly applied to LEO
satellites, and the orbit accuracy of satellites will be increased in the future.
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Abstract: The inter-satellite link is an important technology to improve the accuracy of clock off-
set measurement and prediction for BeiDou Navigation Satellite System (BDS). At present, BDS
measures clock offsets of invisible satellite mainly through the “one-hop” reduction mode based
on the satellite-ground clock offset of the node visible satellite and the inter-satellite clock offset
between the two satellites. However, there exists a systematic deviation caused by the node satel-
lite reduction, and there is still a large room for improvement in clock offset measurement and
prediction. Therefore, this paper firstly proposes a method of whole-network adjustment for clock
offset based on the satellite-ground and inter-satellite two-way data. The least square method is
used to realize the whole-network adjustment of clock offset based on the observations of two
sources, and to obtain optimal estimates of different clock offset reduction. Secondly, the evaluation
method combining internal and external symbols are proposed by the fitting residual, prediction
error and clock offset closure error. Finally, experimental verification is completed based on BDS
measured data. In comparison with the “one-hop” reduction method, the fitting residual and predic-
tion error of the whole-network adjustment method reduces about 45.06% and 52.15%, respectively.
In addition, inter-satellite station closure error and three-satellite closure error are reduced from
0.69 ns and 0.23 ns to about 0 ns. It can be seen that the accuracy of BDS time synchronization is
significantly improved.

Keywords: BDS-3; satellite-ground and inter-satellite link; multi-source data; satellite clock offset;
whole-network adjustment

1. Introduction

The inter-satellite link (ISL) is not only an important feature and technological in-
novation of BDS, but also an important means to optimize the distribution of regional
station, improve the accuracy of spatial signals and increase the frequency of message
injection [1–3]. BDS-3 has provided the global services officially on 31 July 2020, and all of
the satellites are equipped with ISL [4]. Based on the Time Division Multiple Access (TDMA)
technique and the Ka-band technology of BDS ISL strategy, any visible satellites can achieve
real-time inter-satellite measurement and communication by the multipoint-to-multipoint
time-division two-way links [5,6].

In contrast with GPS and GALILEO systems that update ephemeris and clock offset
parameters mainly through the global uniform distribution of stations [7,8], BDS adopts
the combined time synchronization strategy which determines satellite clock offset
parameters by the satellite-ground link (SGL) for visible satellite and inter-satellite
link (ISL) for invisible satellite [9,10]. This strategy was first published in 2018, and
usually called as the “one-hop” reduction method [11]. According to this method,
when the satellite is visible by the Master Control Center (MCC), the clock offset is
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measured through the SGL L-band satellite-ground two-way time synchronization;
when the satellite is invisible by MCC, the clock offset is calculated by one node satellite
(which is visible to both MCC and the invisible node satellite) of the SGL L-band two-
way time synchronization and these two satellites of the ISL Ka-band two-way time
synchronization, thus clock offsets of invisible satellite can be calculated through the
“one-hop” reduction mode by one node visible satellite [11,12]. Compared with only
SGL, the tracking coverage is extended by 40% by using ISL [11], the prediction error can
be reduced from 3 ns to 1 ns [13], and the orbit result is also greatly improved [14–16].

Some achievements have been published to estimate the affections of the systematic
error. Yan [17] and Wang [18] estimate the satellite antenna phase center offsets (PCOs),
phase variations (PVs) and the differential code bias (DCB) of BeiDou-3 satellites, and
has the results that PCOs and PVs is different with satellites, and DCB value is related
to the receiver type. Moreover, Liu [19] proposes a network adjustment model by the
correction of inter-satellite clock offsets to detect and analyze the closed residuals, and
has the results that the random noise of the inter-satellite clock corrections is reduced
by 30% to 50%. These achievements have evaluated the performance of current system
and given the application conclusions that the signal in space accuracy has reached up to
0.5 m [2]. However, systematic errors of the measured SGL clock offsets and the calculated
ISL clock offsets using different node satellite exist, which affect the accuracy of the time
synchronization [12,20].

This paper further studies the whole-network adjustment method by multi-source
clock offset of the satellite-ground and inter-satellite observation. Taking SGL and ISL
data of all orbiting satellites as a whole, this new method is used to realize the satellite-
ground and inter-satellite time synchronization in the entire constellation. The propose
is to optimize the time synchronization strategy of BDS, minimize the impact of different
devices, and improve the accuracy of BDS broadcast clock offset.

2. Materials and Methods

2.1. Time Synchronization Principle
2.1.1. L-Band Satellite-Ground Two-Way Time Synchronization

BDS achieves satellite-ground time synchronization using L-band two-way time
comparison. The satellite and ground station, respectively, generate and broadcast
pseudocode ranging signals based on the control of local clocks. Specifically, the ground
station obtains the downlink pseudorange at the time corresponding to the ground
1 pulse per second (pps), and the satellite obtains the uplink pseudorange at the time
corresponding to the satellite 1 pps. Meanwhile, the satellite sends the observed value
of uplink pseudorange to the ground station, and then the ground station calculates
the difference between the locally measured downlink pseudorange and the received
uplink pseudorange to obtain the clock offset of satellite relative to the ground station.
It lays a foundation for completing the satellite-ground two-way time comparison. The
principle of L-band satellite-ground two-way time comparison is shown in Figure 1.

The satellite-ground two-way time comparison method is used to obtain the observed
satellite-ground clock offset, which can be expressed by a second-order polynomial:

ΔTs − ΔTg =
1
2c

(ρu − ρd)− 1
2c

(Ru − Rd)− τrel + ε (1)

where ΔTs, ΔTg, respectively, denote the satellite clock offset and the ground station clock
offset; ρu, ρd represent the uplink and downlink pseudorange, respectively; Ru, Rd indicate the
theoretical values of uplink and downlink geometric distances, respectively; τrel represents the
relativistic effect delay in the signal propagation path; ε indicates the synthetic measurement
noise of the satellite-ground two-way link; and c represents the velocity of light.
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Figure 1. Schematic diagram of satellite-ground time synchronization.

The satellite-ground two-way time comparison method is used to obtain the observed
value of satellite-ground clock offset. The satellite-ground clock offset of satellite i can be
expressed by a second-order polynomial [21]:

ΔTi(t) = ai
0 + ai

1(t − t0) + ai
2(t − t0)

2 (2)

where ΔTi(t) represents the discrete point of satellite-ground clock offset of satellite i; t
denotes the observation time of satellite-ground clock offset; t0 refers to the reference
time of clock offset parameter; ai

0, ai
1, ai

2 represent the clock offset, clock rate, and clock
drift, respectively.

2.1.2. Ka-Band Inter-Satellite Two-Way Time Synchronization

It is similar to the satellite-ground two-way time comparison method. If satellite i and
satellite j send time signals to each other at the clock Ti and Tj, the signal sent by satellite
i is received by satellite j after the delay from satellite i to satellite j. On this basis, the
pseudorange from satellite i to satellite j can be measured. Similarly, the signal sent by
satellite j is received by satellite i after the delay from satellite j to satellite i, so that the
pseudorange from satellite j to satellite i can be measured. Next, satellite i and satellite j
exchange their respective observation results, and finally calculate the relative clock offset
between them. The detailed principle of Ka-band inter-satellite two-way time comparison
is shown in Figure 2.

i j

ijρ

jiρ

( )r
j jT TΔ( )e

i iT TΔ

( )e
j jT TΔ( )r

i iT TΔ

Figure 2. Schematic diagram of inter-satellite time synchronization.
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Similar with the satellite-ground two-way time synchronization, the inter-satellite time
synchronization of navigation satellites is based on pseudorange measurement of Ka-band
two-way time synchronization, and the inter-satellite clock offset can be obtained as:

ΔTj − ΔTi =
1
2c
(
ρij − ρji

)− 1
2c
(

Rij − Rji
)
+ δ (3)

where ΔTi, ΔTj represent the clock offsets of satellite i and satellite j, respectively; ρij refers
to the pseudorange of satellite j receiving from satellite i; ρji refers to the pseudorange of
satellite i receiving from satellite j; Rij, Rji respectively, represent the theoretical values of
two-way geometric distances; δ indicates the synthetic measurement noise of the inter-
satellite two-way link; and c represents the velocity of light.

The inter-satellite two-way time comparison method is used to obtain the observed
inter-satellite clock offset, which can be expressed by a second-order polynomial [21]:

ΔTij(t) + vij = aj
0 + aj

1(t − t0) + ai
2(t − t0)

2−(
ai

0 + ai
1(t − t0) + ai

2(t − t0)
2
) (4)

where ΔTij(t) represents the discrete point of inter-satellite clock offset of satellite j relative
to satellite i; t denotes the observation time of inter-satellite clock offset; t0 refers to the
reference time of clock offset parameter; vij indicates the Ka-band inter-satellite link delay
calibrated based on the L-band satellite-ground link; ai

0, ai
1, ai

2 represent the clock offset,
clock rate and clock drift, respectively.

2.2. Whole-Network Adjustment Method

The Whole-network adjustment method uses multi-source clock offset data to obtain
the clock offset parameters of satellite-ground and inter-satellite of all satellites. Assuming
there is m satellites and n inter-satellite links, the m satellite-ground clock offsets and n
inter-satellite clock offsets can be performed by whole-network adjustment method, and
the equation can be abbreviated as:

L = Cx − v (5)

where L =

(
ΔTi(t)
ΔTij(t)

)
(m+n)∗1

represents the discrete point of m satellite-ground and n

inter-satellite clock offset; C =

[
Ci
Cij

]
(m+n)∗3m

refers to the coefficient matrix of observation

time; x =

⎛⎜⎜⎜⎜⎜⎜⎝

x1

...
xi

...
xm

⎞⎟⎟⎟⎟⎟⎟⎠
3m∗1

indicates the column vector of clock offset parameters; xi =

⎛⎝ai
0

ai
1

ai
2

⎞⎠

denotes the clock offset parameter of each satellite; v =

(
0

vij

)
(m+n)∗1

refers to the link

delay error [22]. The coefficient matrix is expressed as follows:
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Ci =

⎡⎢⎢⎢⎣
1 t − t0 (t − t0)

2 0 0 0 · · · 0 0 0
0 0 0 1 t − t0 (t − t0)

2 · · · 0 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 0 0 0 · · · 1 t − t0 (t − t0)

2

⎤⎥⎥⎥⎦
m×3m

Cij =

⎡⎢⎢⎢⎣
0 · · · −1 −(t − t0) −(t − t0)

2 0 · · · 1 (t − t0) (t − t0)
2 0 · · ·

0 · · · −1 −(t − t0) −(t − t0)
2 0 · · · 1 (t − t0) (t − t0)

2 0 · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 · · · −1 −(t − t0) −(t − t0)

2 0 · · · 1 (t − t0) (t − t0)
2 0 · · ·

⎤⎥⎥⎥⎦
n×3m

The principle of least squares is used to obtain the normal equation corresponding to
the above equation:

CTP(L + v) = CTPCx (6)

where P refers to the weight matrix of the observed column vector, and it can be assigned as
the identity matrix when all satellites and atomic clocks are stable according to the classical
least square method [23]. The normal equation is solved to obtain the clock offset parameter
x of satellite-ground and inter-satellite multi-source data of all satellites.

2.3. Accuracy Evaluation Method

The accuracy evaluation of satellite clock offset is effective to verify the reliability of
satellite clock offset data processing results. The optimal clock offset accuracy evaluation
uses the theoretical real clock offset to evaluate the calculated clock offset accuracy. How-
ever, it is very difficult to obtain the theoretically real clock offset. The clock offset accuracy
can be evaluated through different methods such as the inner coincidence accuracy compar-
ison method and the outer coincidence accuracy comparison method. As for the internal
coincidence accuracy comparison method, the accuracy is judged based on internal errors
that generally refer to the fitting residual or prediction error of clock offset. According to
the external coincidence accuracy comparison method, the accuracy is judged based on
external information or other link information, which generally refers to the closure error
of clock offset, mainly including the inter-satellite station closure error and three-satellite
closure error.

2.3.1. Fitting Residual

The discrete points of clock offset are fitted to obtain the fitted clock offset, and the
interval between discrete points is 1 s. The differences between the fitted clock offset and
the actual clock offset is calculated to obtain the fitting residual of clock offset. The root
mean square (RMS) is usually used to represent the fitting residual of clock offset, which
can be obtained as follows:

σ =

√√√√√ n
∑

i=1

(
ΔTC

i − ΔTO
i
)2

n − 1
(7)

where n represents the number of observation data, ΔTC
i represents the calculated value of

the ith fitted clock offset, and ΔTO
i denotes the observed value of the ith actual clock offset.

Generally speaking, the smaller RMS of the fitting residual indicates the better stability of
clock offset, and the higher accuracy of time synchronization. it is noted that the actual
clock offset is the post precision satellite clock offset [24].

2.3.2. Prediction Error

The time scale is set to improve the accuracy of satellite broadcast clock offset parame-
ters, so as to ultimately serve users well. The clock offset parameter is calculated by the
whole-network adjustment method and used for clock offset prediction. The difference
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between prediction result and actual clock offset is calculated to obtain the prediction error
of clock offset.

ΔTerror(t) = ΔTpred(t)− ΔTactual(t)
= a0 + a1(t − t0) + a2(t − t0)

2 − ΔTactual(t)
(8)

where ΔTactual(t) refers to the actual clock offset, ΔTpred(t) denotes the predicted clock offset,
and a0, a1, a2 indicate the time difference, frequency difference and frequency drift, respectively,
which are the clock offset parameters calculated through the whole-network adjustment.

The satellite clock offset prediction is divided into short-term prediction and long-term
prediction. Specifically, first-order polynomial fitting is performed by 2-h clock offset data
to predict 1-h result, and statistics the RMSs of 1-h prediction error. In contrast, second-
order polynomial fitting is performed by 48-h clock offset data to predict 24-h result, and
statistics the RMSs of 24-h prediction error. This paper adopts the short-term prediction
method for evaluation.

2.3.3. Closure Error

In order to further verify the effectiveness of the whole-network adjustment method,
time synchronization performance is tested according to the closure errors of clock offset.
The commonly used closure errors of clock offset include the inter-satellite station closure
error and three-satellite closure error. The inter-satellite station closure error is shown in
Figure 3.

 i   j

  k

Figure 3. Schematic diagram of inter-satellite station closure error.

Supposing the satellite i is the node satellite, the clock offset of satellite j can be
observed indirectly. If there exist the two-way clock offset ΔTi between satellite i and
ground station, and ΔTij between satellite i and satellite j in the same time period, the clock
offset of satellite j can be obtained as:

ΔT′
j = ΔTij + ΔTi (9)

The difference between ΔT′
j and satellite-ground two-way time synchronization ob-

served value ΔTj of satellite j is calculated to obtain the residual of the indirect clock offset.
Since it is difficult to find the observed values of ΔTi, ΔTij and ΔTj in the same time period,
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one day of data are acquired. ΔTi and ΔTij are fitted to obtain the indirect fitting parameter
of ΔT′

j and then calculate the fitting residual of ΔTj within the direct observation period.

3. Results

3.1. Data Situation

In order to obtain comprehensive and sufficient calculation results, this paper calcu-
lates the whole-network adjustment results of multi-source data according to the L-band
satellite-ground two-way time synchronization and Ka-band inter-satellite two-way time
synchronization of BDS on 1 March 2022. In addition, this paper makes a comparative
analysis of “one-hop” reduction results for the same period. It is worth noting that GEO
satellites mainly deliver SBAS, RDSS and other services, so they are without involvement
in inter-satellite calculations. Therefore, this paper selects the data of 24 MEO satellites
and 3 IGSO satellites for calculation. The data of all the 27 satellites are used for the inter-
satellite calculation. The satellite-ground clock offset curve is shown in Figure 4, and ISL
establishment during this period is shown in Figure 5.

Figure 4. Curve of SGL clock offset.

Figure 5. ISL between C38 and other satellites.

As shown in Figure 4, the satellite-ground clock offset curve changes steadily, and we
can see from Figure 5 that satellite C38 and other 26 satellites all have established links.
Based on such data, we verify the validity of the whole-network adjustment method.
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3.2. Fitting Residual

The fitting residuals are calculated based on the clock offset time series. Taking
satellites C35, C36 and C37 as example, the fitting residuals using “one-hop” reduction
method and the whole-network adjustment method are shown in Figure 6.

Figure 6. Clock residuals.

As shown in Figure 6, the fitting residuals of “one-hop” reduction method are fluc-
tuating between ±3.5 ns, and the RMSs of fitting residuals of satellites C35, C36 and C37
are 0.25 ns, 0.37 ns, and 0.38 ns, respectively. The fitting residuals of the whole-network
adjustment method are fluctuating between ±1 ns, and the RMSs of fitting residuals of
satellites C35, C36 and C37 are 0.10 ns, 0.14 ns, and 0.13 ns, respectively.

The RMSs of fitting residuals of all satellites are further calculated, which reflect the
internal coincidence accuracy of fitting results. The RMS statistical results of clock offset
fitting residuals of 27 satellites are detailed in Table 1.

Table 1. RMS statistical results of fitting residuals (unit: ns).

Satellite SGL+ISL Method WNA Method Improvement Rate

C38 0.21 0.13 19.05%
C39 0.20 0.12 19.05%
C40 0.19 0.12 16.67%
C25 0.34 0.13 50.00%
C26 0.26 0.13 30.95%
C27 0.34 0.13 50.00%
C28 0.34 0.12 52.38%
C29 0.35 0.13 52.38%
C30 0.38 0.15 54.76%
C19 0.32 0.12 47.62%
C20 0.41 0.11 71.43%
C21 0.28 0.10 42.86%
C22 0.31 0.14 40.48%
C23 0.39 0.15 57.14%
C24 0.28 0.12 38.10%
C32 0.36 0.13 54.76%
C33 0.42 0.19 54.76%
C34 0.31 0.12 45.24%
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Table 1. Cont.

Satellite SGL+ISL Method WNA Method Improvement Rate

C35 0.25 0.10 35.71%
C36 0.37 0.14 54.76%
C37 0.38 0.12 61.90%
C41 0.32 0.10 52.38%
C42 0.22 0.10 28.57%
C43 0.32 0.13 45.24%
C44 0.41 0.17 57.14%
C45 0.29 0.13 38.10%
C46 0.29 0.10 45.24%

Mean 0.32 0.13 45.06%

As shown in Table 1, the RMSs of clock offset fitting residuals of all satellites subject
to “one-hop” reduction method between 0.19 ns and 0.42 ns, with a mean of 0.32 ns. The
RMSs of clock offset fitting residuals of all satellites subject to whole-network adjustment
range between 0.10 ns and 0.19 ns, with a mean of 0.13 ns. Compared with the “one-hop”
reduction, whole-network adjustment improves the clock offset fitting residual accuracy by
nearly 45.06%.

It is noted that the improvement rate differs widely, the reason is that the value of all
satellites subject to “one-hop” reduction method differs widely, and the value subject to
the whole-network adjustment method is relatively small and close. This result further
proves that the whole network adjustment method eliminates the equipment errors of
different satellites.

3.3. Prediction Error

In order to further analyze the effectiveness of whole-network adjustment, the 2-h
clock offset data are used for slip prediction in the next one hour. The slip prediction result
is compared with the actual observation value to obtain the prediction error. In order to
better analyze the effectiveness of different methods, we also use only the satellite-ground
data for comparison. Taking satellites C28, C29 and C30 as example, the clock offset
prediction errors of only satellite-ground method, “one-hop” reduction method and the
whole-network adjustment method are shown in Figure 7.

Figure 7. Prediction error.

As shown in Figure 7, the prediction error of only satellite-ground is fluctuating
between ±6 ns, and the RMSs of clock offset prediction errors of satellites C28, C29 and C30
are 0.54 ns, 0.68 ns and 1.12 ns, respectively. The clock offset prediction error of “one-hop”
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reduction method are fluctuating between ±4 ns, and the RMSs of clock offset prediction
errors of satellites C28, C29 and C30 are 0.46 ns, 0.50 ns, and 0.91 ns, respectively. The clock
offset prediction error of the whole-network adjustment method are fluctuating between
±1 ns, and the RMSs of clock offset prediction errors of satellites C28, C29 and C30 are
0.15 ns, 0.26 ns, 0.23 ns, respectively. The RMSs of clock offset prediction errors of all
satellites are further calculated and the statistical results are shown in Table 2.

Table 2. RMS statistical results of prediction error (unit: ns).

Satellite
Only SGL
Method

SGL+ISL Method WNA Method
Improvement Rate 1

(WNA Relative to
Only SGL)

Improvement Rate 2
(WNA Relative to

SGL+ISL)

C38 0.60 0.49 0.29 51.67% 40.82%
C39 0.40 0.40 0.28 30.00% 30.00%
C40 0.48 0.43 0.19 60.42% 55.92%
C25 0.67 0.51 0.27 59.70% 47.06%
C26 0.48 0.37 0.27 43.75% 27.03%
C27 0.77 0.57 0.24 68.83% 57.89%
C28 0.54 0.46 0.15 72.22% 67.39%
C29 0.68 0.50 0.26 61.76% 48%
C30 1.12 0.91 0.23 79.46% 74.73%
C19 0.80 0.68 0.23 71.25% 66.18%
C20 0.60 0.48 0.22 63.33% 54.17%
C21 0.59 0.51 0.26 55.93% 49.02%
C22 0.68 0.48 0.29 57.35% 39.58%
C23 0.87 0.63 0.33 62.07% 47.62%
C24 0.50 0.49 0.23 54.00% 53.10%
C32 0.76 0.65 0.28 63.16% 56.86%
C33 0.84 0.96 0.34 59.52% 64.64%
C34 1.25 0.49 0.20 84.00% 59.18%
C35 0.33 0.32 0.19 42.42% 40.63%
C36 0.66 0.73 0.26 60.61% 64.38%
C37 0.91 0.51 0.22 75.82% 56.86%
C41 0.49 0.42 0.20 59.18% 52.38%
C42 0.45 0.33 0.21 53.33% 36.36%
C43 0.57 0.59 0.21 63.16% 64.41%
C44 1.66 0.98 0.43 74.10% 56.12%
C45 0.69 0.45 0.22 68.12% 51.11%
C46 0.97 0.32 0.17 82.47% 46.88%

Mean 0.72 0.54 0.25 62.13% 52.15%

As shown in Table 2, the RMSs of predicted only satellite-ground method range
between 0.33 ns and 1.66 ns, with a mean of 0.72 ns. The RMSs of predicted clock offset of
“one-hop” reduction method range between 0.32 ns and 0.98 ns, with a mean of 0.54 ns. The
RMSs of predicted clock offset of the whole-network adjustment method range between
0.15 ns and 0.43 ns, with a mean of 0.25 ns. Compared with the only satellite-ground
method and “one-hop” reduction method, the prediction accuracy of the whole-network
adjustment method improves about 62.13% and 52.15%, respectively.

3.4. Closure Error

Analyzing the data on 1 March 2022, it can be seen that there are 226 inter-satellite
station closure errors and 1710 three-satellite closure errors concerning 27 satellites. Some
inter-satellite station closure errors and three-satellite closure errors are detailed in Table 3,
and statistical results of all closure errors are itemized in Table 4.
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Table 3. RMS statistical results of some inter-satellite station and three-satellite closure errors (unit: ns).

Some Inter-Satellite Station Closure Errors

Station
code Satellite 1 Satellite 2

Closure error
of SGL+ISL

method

Closure error of
WNA method

Station
code Satellite 1 Satellite 2

Closure error
of SGL+ISL

method

Closure error of
WNA method

1 C38 C39 0.89 2.55 × 10−12 1 C38 C22 1.56 4.85 × 10−11

1 C38 C40 1.03 2.78 × 10−12 1 C38 C23 0.36 6.25 × 10−11

1 C38 C25 1.07 5.81 × 10−11 1 C38 C24 1.08 6.79 × 10−11

1 C38 C26 1.62 6.33 × 10−11 1 C38 C32 0.65 9.94 × 10−11

1 C38 C27 0.90 7.28 × 10−12 1 C38 C33 2.06 5.06 × 10−11

1 C38 C29 1.02 6.98 × 10−12 1 C38 C35 0.82 3.21 × 10−11

1 C38 C30 0.44 2.64 × 10−11 1 C38 C37 0.81 4.99 × 10−11

1 C38 C19 0.72 2.42 × 10−11 1 C38 C41 0.26 5.21 × 10−12

1 C38 C20 0.80 4.41 × 10−11 1 C38 C42 0.28 8.31 × 10−12

Some Three-Satellite Closure Errors

Satellite 1 Satellite 2 Satellite 3
Closure error
of SGL+ISL

method

Closure error of
WNA method Satellite 1 Satellite 2 Satellite 3

Closure error
of SGL+ISL

method

Closure error of
WNA method

C38 C39 C25 0.21 4.91 × 10−11 C38 C40 C28 0.07 1.64 × 10−11

C38 C39 C21 0.10 1.40 × 10−11 C38 C40 C30 0.23 1.16 × 10−11

C38 C39 C32 0.22 4.69 × 10−11 C38 C40 C19 0.09 2.37 × 10−11

C38 C39 C36 0.48 4.75 × 10−11 C38 C40 C24 0.05 3.80 × 10−11

C38 C39 C41 0.09 5.37 × 10−12 C38 C40 C34 0.10 5.52 × 10−11

C38 C39 C42 0.09 1.24 × 10−11 C38 C40 C41 0.07 4.70 × 10−12

C38 C39 C44 0.14 1.00 × 10−11 C38 C40 C43 0.11 1.22 × 10−11

C38 C39 C46 0.10 4.81 × 10−11 C38 C40 C46 0.10 4.40 × 10−11

C38 C40 C25 0.26 4.94 × 10−11 – – – – –

Table 4. RMS statistical results of closure errors (unit: ns).

Statistical Results
Closure Error of SGL+ISL

Method
Closure Error of WNA

Method

Inter-satellite station 0.69 1.34 × 10−10

Three-satellite 0.23 5.54 × 10−11

It can be seen from Tables 3 and 4, among 226 inter-satellite station closure errors
and 1710 three-satellite closure errors, the closure error of inter-satellite station and three-
satellite of “one-hop” reduction method are 0.69 ns and 0.23 ns, respectively. In addi-
tion, the closure error of the whole-network adjustment method is 1.34 × 10−10 and
5.54 × 10−11, respectively, which both approximate 0. The results show that the closure
error of inter-satellite station is subject to SGL reduction, while the closure error of three-
satellite is subject to ISL measurement only. Therefore, three-satellite closure error is
superior to the inter-satellite closure error, indirectly indicating that the SGL measurement
error is a limiting factor that improves in the system time synchronization accuracy.

4. Conclusions

Based on the L-band satellite-ground clock offset data and the Ka-band inter-satellite
clock offset data, this paper provides a method of whole-network adjustment for clock
offset. In addition, the fitting residual, prediction error and closure error are used to
evaluate and verify the effectiveness of this new method. This new method makes the
RMS of the clock offset fitting residual reach up to 0.13 ns, which is lower than that of
“one-hop” reduction by about 45.06%. As well, the RMS of clock offset prediction error hits
about 0.25 ns, which is lower than those of only satellite-ground and “one-hop” reduction
by about 62.13% and 52.15%, respectively. In addition, the closure error of inter-satellite
station and three-satellite are approximate 0, which is much lower than 0.69 ns and 0.23 ns
for “one-hop” reduction. This paper enriches the satellite navigation time synchronization
system, and can be applied to clock offset measurement, systematic difference calculation
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and so forth. Furthermore, it provides a theoretical basis for effectively resolving systematic
deviations in satellite-ground links and inter-satellite links. Most importantly, it will
ultimately contribute to an improvement in the overall performance of BDS in navigation,
positioning and timing.
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Abstract: Snow plays an important role in the water cycle and global climate change, and the
accurate monitoring of changes in snow depth is an important task. However, monitoring snow
properties is still challenging and unclear, particularly in the Tibetan Plateau, which has rough land
and uneven terrain. The traditional monitoring methods have some limitations in monitoring snow
depth changes, and the Global Navigation Satellite System-Reflectometry (GNSS-R) provides a new
opportunity for snow monitoring. This paper employed data from the Cyclone Global Navigation
Satellite System (CYGNSS) to discover the effect of snow properties. Firstly, the observations of
CYGNSS were used to find the sensitive to snow properties, and the relationships between signal to
noise ratio (SNR), leading edge slope (LES), surface reflectivity (SR), and snow depth were studied
and analyzed, respectively. It is found that the correlation between the first two parameters and snow
depth is poor, while SR can indicate the changes in snow depth, and is proposed as an indicator of SR
change, namely, surface reflectivity–difference ratio factor (SR–DR factor). Furthermore, the long-time
series data in the Tibetan Plateau (2018–2019) are used to analyze its effects on the time series of
the SR–DR factor, while the influences of the soil freeze/thaw (F/T) process and soil moisture are
excluded during the analysis. The results indicate that the SR–DR factor can be a good indicator and
discriminator for snow depth. Our work shows that space-borne GNSS-R has the potential for the
monitoring of snow properties.

Keywords: CYGNSS; GNSS-R; snow depth; the Tibetan Plateau; soil moisture; soil freeze/thaw process

1. Introduction

One of the fundamental components of the water cycle and global energy is the change
in snow, which is of great importance for regional climate change, water use, and natural
disaster monitoring [1]. The Tibetan Plateau is a sensitive area, and an ecologically fragile
zone at risk of climate change, due to its harsh climate and environment, fragile ecology,
and frequent snow disasters. It is the region with the highest average elevation in the
world. The Tibetan Plateaus is rich in glaciers, snow, and underground ice resources [2],
including the headwaters of many rivers in China, and snowmelt water is an important
supplementary source of rivers. In the last few years, due to the climate change, the melting
of snow and ice on the Tibetan Plateau has accelerated, and the accumulated total amount
of snow is also decreasing. The snow on the Tibetan Plateau has an influence not only
on the climate of the Chinese mainland, but also on the water circulation and climate
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systems of the East Asian region. Therefore, the research on snowpack in this area is of
great hydrological and climatic importance [3,4]. The Tibetan Plateau is one of the main
snow distribution areas in China, and is also an important pastoral area in China. The
development of local agriculture and animal husbandry is also closely related to the change
in snow cover. As a result, the study of snow cover on the Tibetan Plateau is of great
significance for the sustainable development of the regional ecological environment, and
agriculture and animal husbandry [5–7].

The Tibetan Plateau is a rough land, and has uneven terrain with an average altitude
of more than 4000 m. The ground observation stations are rare with the uneven spatial
distribution, and the observation time is discontinuous, which cannot meet the needs of
research on large-scale snow distribution characteristics [8].

Satellite observations are an effective way to monitor snow cover. Space-borne optical
passive sensors provide useful information for monitoring snow cover, but cannot work
in high altitude and cloudy areas, due to the limitation of cloud cover [9,10]. Passive
microwave remote sensing data are one of the main means of monitoring snow changes,
as this method can penetrate through the porous soil layer, cloud, fog, and so on. It
can penetrate a certain depth of surface to obtain information on the surface physical
parameters. Therefore, microwave remote sensing is the best technology to obtain regional
snow depth and snow water equivalent monitoring [11–13].

Global Navigation Satellite System-Reflectometry (GNSS-R), using the reflected signals
from navigation satellites, was used for remote sensing in recent years [14–16]. This method
mainly works in the L-band, with strong penetrability, so it is essentially a microwave
remote sensing technology. It has the advantages of low cost, low power consumption,
and high spatial and temporal resolution, due to the continuous use of navigation satellite
signals as a signal source, which does not require the development of a special transmitter.
It is a useful supplement to the traditional polar orbit satellites [17].

In 2004 and 2014, the United Kingdom Disaster Monitoring Constellation (UK-DMC)
and Techdemosat-1 (TDS-1) test satellites were launched for GNSS-R remote sensing re-
search [18]. In December 2016, the Cyclone Global Navigation Satellite System (CYGNSS)
was launched by the National Aeronautics and Space Administration (NASA). The main
scientific goal of the system is to measure the ocean surface wind field information during
tropical storms and hurricanes [19]. It also provides an important opportunity for the study
of land surface parameters, such as soil moisture, vegetation, flood inundation, and wetland
monitoring [20–23]. To the best of our knowledge, there is no reported research on snow
cover using CYGNSS data. In this study, the CYGNSS data in the Tibetan Plateau from 1
January 2018 to 31 December 2019 are selected for snow cover analysis. This provides a new
method for expanding the research field of satellite-borne CYGNSS, and provides a unique
remote sensing method for the study of snow characteristics on the Tibetan Plateau. With
the advantages of CYGNSS, using it in the remote sensing of the surface snow depth will
improve the temporal resolution of snow depth data, and reduce the effects of background
brightness temperature and radio frequency interference (RFI).

The data description and processing method are presented in Section 2. The analysis
using CYGNSS surface reflectivity (SR) and the surface reflectivity–difference ratio (SR–DR
factor) are carried out in Section 3. Finally, the conclusions are given in Section 4.

2. Method

2.1. Data Description

The Tibetan Plateau is the highest plateau in the world, located between 26◦N to
39◦47′N latitude and 73◦19′E to 104◦47′E longitude. The topography is complex, and it has
large altitude differences in various regions (Figure 1). The average annual temperature
decreases from 20 ◦C in the southeast to below −6 ◦C in the northwest. In this study, we
employed five public datasets to investigate the potential of CYGNSS for the study of snow
cover on the Tibetan Plateau: (1) CYGNSS Level-1 (L1) data [24], (2) the Terra and Aqua
combined Moderate Resolution Imaging Spectroradiometer (MODIS) Land Cover Climate
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Modeling Grid (CMG) (MCD12C1) version 6 data (0.05 ◦C) [25], (3) long-time series dataset
of snow depth in China (1979–2019) [26], (4) Soil Moisture Active and Passive (SMAP) L3
radiometer global daily 36 km EASE-grid soil moisture, version 7 [27], (5) European Centre
for Medium-Range Weather Forecasts Reanalysis v5 (ERA5) soil temperature data [28].

 

Figure 1. The satellite image of the Tibetan Plateau, Landsat/Copernicus.

2.1.1. CYGNSS Data

CYGNSS was successfully launched in December 2016. Eight small satellites carrying
GNSS reflection signal receivers make up its constellation. Each CYGNSS satellite is
equipped with four delay-Doppler map instruments (DDMI), and each DDMI includes
two left-hand circularly polarized (LHCP) antenna and one right-hand circularly polarized
(RHCP) antenna. The LHCP antenna receives GNSS signals from specular and scattering
points on the Earth’s surface. The RHCP antenna receives GNSS signals directly, to calculate
its position and velocity. Each CYGNSS satellite can measure and observe reflections in
four directions simultaneously, which means that the CYGNSS system can obtain data from
32 reflection points [29]. The delay-Doppler mapping (DDM) obtained by the receiver is a
function of the surface medium, antenna gain, distance, statistical properties, and scattering
geometry. The CYGNSS data used in this study were from level 1, version 2.1.

At present, most studies consider that the receiver primarily collects the coherent
scattered energy in the first Fresnel region. When only the coherent energy is considered,
we can calculate the DDM based on the Friis transmission formula and the Fresnel reflection
coefficient of an equivalent smooth surface [30].

Pcoh =
PTGTλ2GR

(4π)2(RR + RT)
2 Γ(s, θi, ε) (1)

PT : The transmitted power of GNSS satellite;
GT : The GNSS satellite antenna gain at specular point direction;
GR: The receiver antenna gain;
PTGT : The GNSS equivalent isotopically radiated power (EIRP);
λ: The wavelength;
RR and RT : The distance between the receiver and the specular point and the distance
between the transmitter and the specular point, respectively.

According to Equation (1), the reflectivity can be expressed as:

Γ(s, θi, ε) =
(4π)2Pcoh(RR + RT)

2

λ2GRGT PT
(2)

363



Remote Sens. 2022, 14, 3772

where s is the surface rms height, which can characterize the surface roughness, θi is the in-
cidence angle and the dielectric constant of the geophysical parameters. Surface reflectivity
(SR) is usually a small positive value, which is converted to decibel for visualization and
data analysis according to Equation (3). Table 1 shows the main parameters for the L1 data
used in this study.

dB = 10log10(Γ(s, θi, ε)) (3)

Table 1. The Cyclone Global Navigation Satellite System (CYGNSS) level 1 data variables.

Name Comment

ddm_timestamp_utc DDM sample time
sp_lat Specular point latitude, in degrees north
sp_lon Specular point longitude, in degrees east

sp_inc_angle The specular point incidence angle, in degrees
sp_rx_gain The receive antenna gain in the direction of the specular point, in dBi

gps_eirp
The effective isotropic radiated power (EIRP) of the L1 C/A code
signal within ± 1 MHz of the L1 carrier radiated by space vehicle,

sv_num, in the direction of the specular point, in Watts

rx_to_sp_range The distance between the CYGNSS spacecraft and the specular point,
in meters

tx_to_sp_range The distance between the GPS spacecraft and the specular point,
in meters

power_analog 17 × 11 array of DDM bin analog power, Watts

It is worth noting that the treatment of the coherent and incoherent scattering is an
open issue when dealing with the CYGNSS data [31]. When using CYGNSS data for soil
moisture retrieval, the coherent energy comes primarily from specular reflections of water
inland within the GNSS-R footprint, which leads to the increase in DDM peak value. The
peak energy of the coherent part is many times greater than that in the non-coherent portion.
The satellite-based GNSS-R receiver mainly receives coherent scattered signals from the
first Fresnel zone around the specular reflection point [32]. In fact, the signals received
by GNSS-R receivers, in most cases, contain signals from both coherent and incoherent
scattered fields, due to variations in surface roughness. Most of the currently available
studies on satellite-based GNSS-R remote sensing of surface soil moisture simplify the
scattering mechanism of the L-band on the actual surface, assuming that only coherent
scattering occurs on the terrestrial surface, and incoherent scattering is ignored [31]. We
removed data with SNRdB less than 2 dB and CYGNSS antenna gain of less than 0 dB. The
elevation angle of the specular points is less than 65◦.

2.1.2. IGBP Land Cover Classification

The land surface scattering process is complex. In addition to the influence of surface
roughness, the surface scattering signals received directly by GNSS-R receivers are also
impacted by other factors such as vegetation layer and topography. There are various types
of land cover on the Tibetan plateau, and different vegetation covers have different effects
on the received signals. In order to reduce their influence on the received signal power,
the consequent analysis is performed in relatively uniform land cover categories. In this
way, we can ensure that the features in each zone are comparatively unified, so that the
differences in the CYGNSS observations caused by various types of surface coverage can
be considered.

The MODIS Land Cover Climate Modeling Grid Product (MCD12C1) provided are
the sub-pixel proportions of each land cover class in each 0.05◦ pixel and the aggregated
quality assessment information for the IGBP scheme [25]. Here, we have employed the
IGBP of 2020 to obtain the land cover information of the Tibetan Plateau region (Figure 2a).
The Tibetan Plateau region is dominated by four categories: high-vegetation-covered area;
moderate-vegetation-covered area, low-vegetation-covered area, and barren or desert area
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(Figure 2b). In this paper, we conducted the analysis of snowpack characteristics within the
same land cover type, as far as was possible.

Figure 2. (a) The IGBP land cover type on the Tibetan Plateau; (b) the land cover types on the Tibetan
Plateau are reclassified into four types.

2.1.3. Long Time Series Dataset of Snow Depth in China

The long-term series of daily snow depth dataset in China (1979–2019), released by
the National Tibetan Plateau Data Center (NTPDC), provides daily snow depth distri-
bution data for China from 1 January 1979 to 31 December 2019. The raw data used to
invert this snow depth dataset are from the scanning multichannel microwave radiometer
(SMMR) (1979–1987), the special sensor microwave imager (SSM/I) (1987–2007), and the
special sensor microwave imager/sounder (SSMI/S) (2008–2019) daily passive microwave
bright temperature data (EASE-grid), processed by the National Snow and Ice Data Center
(NSIDC). It has a spatial resolution of 25 km, which can be used for climate analysis, hydro-
logical modeling, and water management on a large scale and in long time series [33–35].
During the processing of the data, the brightness temperatures of different sensors are
first cross-calibrated, and the observations affected by the snow depth observation errors
of ground stations, the surface water, and the liquid water content in the snow layer are
removed before the inversion of the snow depth.

Using this dataset, we calculated the snow cover change in the Tibetan Plateau between
January 2018 and December 2019, and the corresponding snow depth changes for four
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different land cover types. The snow accumulation trend under different land cover types
is similar. From October every year, the Tibetan Plateau gradually enters the snowfall
period, reaching the peak of snowpack in January and February of the following year. The
snow gradually melts after April as the temperature rises. Figure 3 shows the snow depth
map of the Tibetan Plateau for one month in summer and winter using this dataset.

 

Figure 3. (a) The snow depth map of Tibetan Plateau in summer (July 2018); (b) the snow depth map
of Tibetan Plateau in winter (January 2019).

By comparing the values with the daily reflectivity data of CYGNSS in the same region,
the correlation between snow depth and reflectivity can be inferred, and the potential of
CYGNSS in snow feature research can be verified.

2.1.4. SMAP L3 Radiometer Global Daily 36 km EASE-Grid Soil Moisture, Version 7

Previous studies show that GNSS signals reflected from the surface are sensitive to
changes in soil moisture, and the soil moisture also changes the SR [22]. This soil moisture
product provides a composite of daily estimates of global land surface conditions retrieved
by the Soil Moisture Active Passive (SMAP) passive microwave radiometer. The data are
on a regular latitude/longitude grid, with predictable disparities in space and time. We
used the soil moisture data to plot a time series of mean snow depth with SMAP mean soil
moisture with different land cover types on the Tibetan Plateau. For more detail, please see
the following. By analyzing the variations in soil moisture over the same period, the effect
of SR changes due to soil moisture can be excluded; thus, we believe that the variations of
SR are due to the changes of snow coverage.

2.1.5. ERA5 Soil Temperature Data

The dataset is the soil temperature at level 1 (in the middle of layer 1). The European
Centre for Medium-Range Weather Forecasts (ECMWF) Integrated Forecasting System
(IFS) has a four-layer indication for the soil, where layer 1 ranges from 0 cm to 7 cm. Soil
temperature is measured in the middle of each layer. When a freeze–thaw transition occurs
in soil, the water in the soil changes from solid ice to liquid water. The dielectric constants
of water and ice differ significantly, so the reflectivity changes accordingly. By analyzing
the changes in snow depth and SR during the period when the surface temperature does
not change from positive to negative (or from negative to positive), we assessed whether
the snow depth can be monitored by CYGNSS.

2.2. Calculation of the Surface Reflectivity

The incidence angle is an important factor affecting the reflectivity of GNSS constel-
lation; the incidence angle of CYGNSS ranges from 0 to 70◦. To improve data quality, the
incidence angle greater than 60◦ is eliminated and the data in the direction of the lowest
point are used for normalization. Based on the data of CYGNSS L1 from 1 January 2018
to 31 December 2019 in the Tibetan plateau, we calculated and converted all the values to
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the dB scale, according to Equations (1)–(3). In this paper, we assume that the energy of
CYGNSS data is coherent, and incoherent scattering is not considered in the analysis. The
effective sampling range of CYGNSS is between approximately 38◦N to 38◦S, while the
latitude range of the Tibetan Plateau is about 26◦N to 40◦N, so some areas in the north lack
data [29]. Figure 4 shows the surface reflectivity of CYGNSS specular points in the Tibetan
Plateau on 1 March 2018. Comparing with the satellite image in Figure 1, we can see that
the SR is higher in the area with water and snow. In order to exclude the influence of water
bodies on the results, these data should be removed from the analysis.

Figure 4. CYGNSS specular point surface reflectivity in the Tibetan Plateau on 1 March 2018.

In order to be consistent with the time series analysis, the raw SR of the specular points
was transformed into gridded data. Considering the study area and the spatial resolution of
snow data (Section 2.1.3), a grid was generated with a resolution of 0.25 along the geodetic
latitude and longitude. The data values for each grid cell were defined as the average value
of the specular points falling into that grid.

To test the reaction of SR to the changes in surface parameters on the Tibetan Plateau,
the SR at the CYGNSS specular reflection points for January 2019 and July 2019 are given
in Figure 5a,b. As seen in the figure, the reflectivity increases in the whole region in July
compared to January. To exclude differences in CYGNSS observations due to different
ground cover types, the variation in SR in response to surface snow depth is analyzed
under the same ground cover types.

Figure 5. CYGNSS-derived reflectivity at specular points on Tibetan Plateau in January (a) and July
(b) of 2019.
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3. Results and Analysis

3.1. Comparison of Surface Reflectivity and Parameters on the Tibetan Plateau

The CYGNSS daily SR and snow depth were analyzed and compared under different
land cover types. The snow depth in the Tibetan Plateau region was calculated using the
long-term series of daily snow depth dataset in China (1979–2019). Figure 6 shows the
time series of CYGNSS SR and snow depth, and we assess the ability of CYGNSS data to
monitor changes in snow cover depth by comparing them.

Figure 6. The time series of SR (blue left axis) versus snow depth (red right axis) compared under dif-
ferent land cover type on Tibetan Plateau. (a) High-vegetation-covered area; (b) moderate-vegetation-
covered area; (c) low-vegetation-covered area; (d) barren or desert area.

The SR varies with the surface dielectric constant, so there are differences in SR for
different ground objects. The snow on the Tibetan Plateau is mainly produced from October
to April each year, during which the Tibetan region enters a period of high snow frequency,
and SR increases as the snow depth increases. A portion of the SMAP data was lost between
June 2019 and July 2019, due to data sampling issues with the satellite. Figure 6 shows the
variation of CYGNSS reflectivity (blue left axis), which is consistent with the oscillation
of snow depth (red right axis) during the months with snow accumulation. In addition,
the part of the anomalous oscillation is mainly caused by the attenuation and volume
scattering of vegetation. The change trend of SR and snow depth is closest in the high-
vegetation-covered area. In the low-vegetation-covered area and barren/desert area, the
CYGNSS time series fluctuates more by the noise, but shows an overall increasing trend.
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The analysis results show that the CYGNSS SR has a certain correlation with the variation
in snow depth, which can be used for snow monitoring on the Tibetan Plateau.

Soil moisture is an important factor affecting SR. To exclude its influence on the results,
we plotted the time series of soil moisture using the SMAP surface soil moisture data
and examined it with the variation of snow depth over time, in order to investigate the
correlation between them. It can be seen from Figure 7 that the interannual variation of
soil moisture is closely related to the variation in snow cover, and the soil moisture content
fluctuates greatly when the snow cover melts. The low-vegetation-covered area has the
largest change in soil moisture. In addition, when the snow cover on Tibetan Plateau is
obvious (November 2018–February 2019), the value of soil moisture under different land
cover types fluctuates around 0.1 cm3/cm3, and does not change significantly. Therefore,
we learn that it is not the change in soil moisture that causes the oscillation of SR.

Figure 7. The time series of soil moisture (blue left axis) versus snow depth (red right axis) compared
under different land cover type on Tibetan Plateau. (a) High-vegetation-covered area; (b) moderate-
vegetation-covered area; (c) low-vegetation-covered area; (d) barren or desert area.

To further verify the effect of snow depth on the SR, we also used the ERA5 soil
temperature data to obtain the monthly average soil temperature over this four month
period (Figure 8). We found that there is no inversion from negative to positive values of
surface temperature in most areas of the Tibetan Plateau during this period. The northern
region shows the relatively large temperature variation. However, as this region is beyond
the detection zone of CYGNSS, we exclude the effect of surface temperature variations.
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Figure 8. The November 2018 to February 2019 monthly average soil temperature on Tibetan Plateau.
(a) November 2018, (b) December 2018, (c) January 2019, (d) February 2019.

Table 2 shows the mean values of snow depth, SR, and soil temperature for the four
different land cover types over a four month period. It can be seen that the trends of snow
depth and SR over time are approximately the same when the soil temperature is negative
without more significant changes. For other commonly used evaluation metrics, such as
leading edge slope (LES) and signal to noise ratio (SNR), we provide a brief discussion in
Appendix A.

Table 2. The mean values of snow depth, SR, and soil temperature for the four different land cover
types over a four month period.

Time Snow Depth (cm) Surface Reflectivity (dB) Soil Temperature (◦C)

(a) Mixed–Forest

2018.11 0.30817 –27.36039 –0.43541
2018.12 0.75975 –26.51822 –0.72392
2019.01 1.15806 –25.96435 –1.34392
2019.02 0.99447 –27.32706 –0.82510

(b) Open–Shrubland (Desert)

2018.11 1.98258 –35.25758 –3.73655
2018.12 3.66645 –33.51377 –7.68061
2019.01 4.54840 –32.83397 –9.16413
2019.02 4.04246 –34.33123 –7.49004

370



Remote Sens. 2022, 14, 3772

Table 2. Cont.

Time Snow Depth (cm) Surface Reflectivity (dB) Soil Temperature (◦C)

(c) Grassland

2018.11 3.38779 –34.03826 –2.11510
2018.12 6.08088 –33.24549 –4.36104
2019.01 6.35053 –33.78475 –5.42212
2019.02 5.02427 –34.37498 –4.49595

(d) Barren/Desert

2018.11 1.86681 –31.47885 –1.29014
2018.12 2.97565 –30.19818 –7.56332
2019.01 3.60599 –31.14914 –8.23865
2019.02 3.38220 –30.62580 –4.55624

3.2. Surface Reflectivity Difference Ration Factor

In Section 3.1, we evaluated the effects of snow depth on surface reflectivity, and find
that it is more sensitive than the other GNSS-R observables, i.e., SNR and LES (Appendix A).
Therefore, we provide an indicator in this section to illustrate its effect on the detection
of snow properties. Here, we define this indicator as surface reflectivity–difference ratio
factor (SR–DR factor) [36]. The factor SR–DR is defined as follows:

F(t) =
Γ(t)− Γmin

Γmax − Γmin
(4)

where Γ(t) is the SR at time t, and Γmax and Γmin are the maximum and minimum SR in the
time range, respectively. It should be noted that within the form of this equation, the snow
water equivalent (SWE) can be achieved when the SWE is in quite good relationship with
snow depth.

The CYGNSS data for 2019 was studied as a case study. Figure 9 shows the SR–DR
factor for the Tibetan Plateau in January, February, March, and July 2019, which has the
same resolution of 25 km as SR. Analyzing the factor for the Tibetan Plateau in 2019, we
found that the SR–DR factor increases in summer compared to winter for the whole region.
It also changes with snow depth in winter when there is snow cover on the Tibetan Plateau.

Figure 9. The SR–DR factor on Tibetan Plateau in January (a), February (b), March (c), and July
(d) of 2019.
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Figure 10 shows that the SR–DR factor for January 2019 is mainly concentrated between
0 and 0.4. In February and March 2019, SR–DR factor shows an increase, without a large
change in soil moisture during this period. In July, it shows a higher value, mostly greater
than 0.4. The snow depth is also lower at this time, due to the arrival of summer.

Figure 10. Histogram of the SR–DR factor distribution on the Tibetan Plateau in January (a),
February (b), March (c), and July (d) of 2019.

We selected a 1◦ × 1◦ size area with different land cover types for the analysis of the
relationship between the SR–DR factor and snow depth as follows: (a) barren or desert
area (79◦–80◦E, 33◦–34◦N); (b) low-vegetation-covered area (81.5◦–82.5◦E, 31.5◦–32.5◦N);
and (c) moderate-vegetation-covered area (95◦–96◦E, 29◦–30◦N). We removed the high-
vegetation-covered area because this part of the Tibetan Plateau is small and mostly con-
centrated in mountainous areas with complex topography. The topographic relief and
vegetation roughness may have a great impact on the effective surface reflectivity, which
will make the results inaccurate. The time with snow cover on the Tibetan Plateau is
concentrated from November to March of the following year, so we choose CYGNSS data
from November 2018 to March 2019, and the snow depth at the coordinates of the center
point of the area is used to express the change in snow accumulation. Figure 11 presents the
time series of SR–DR factor versus snow depth in the research area. From the simulation,
we can see that the oscillation of the snow depth in the barren area is, in general, consistent
with the daily CYGNSS SR–DR factor. The differences become progressively larger as the
vegetation cover level increases.
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Figure 11. The time series of SR–DR factor versus snow depth. (a) Barren or desert area; (b) low-
vegetation-covered area; (c) moderate-vegetation-covered area.

4. Conclusions

Since the launch of GNSS-R satellites, many scholars have used them to study the
parameters of wetland dynamics, sea surface wind speed, and soil freeze/thaw. This paper
takes CYGNSS as an example to study its potential application in snow monitoring on the
Tibetan Plateau. The CYGNSS data collected from January 2018 to December 2019 were
processed and analyzed to calculate surface reflectivity and compare it with snow depth.
Soil moisture from SMAP and temperature data from ERA5 were used to study the changes
in both when the snow depth varied significantly.

With the help of typical GNSS-R observables (LES, SNR, and SR), we found that SR
can be a good potential parameter to indicate the snow depth. Therefore, based on the
SR, the finally developed indicator, which is the SR–DR factor, shows an apparent good
relationship with snow depth. This factor can represent the snow water equivalent to some
extent through the ratio form in the equation.

Compared with conventional remote sensing satellites, the sampled data from CYGNSS
have high spatial and temporal resolution. This demonstrates the potential of satellite-based
GNSS-R to monitor snow depth at a high spatial resolution.

In the analysis of GNSS-R data, it is generally believed that the signal received by the
receiver is mainly composed of coherent scattering along the mirror direction, but, in fact,
the incoherent scattering affects the results, and their relative contribution depends on the
receiver height, surface roughness, and vegetation coverage. In this paper, only the case of
coherent scattering is considered.

The CYGNSS was originally intended for sea surface wind field research, and many
of its applications on land are exploratory studies. This paper qualitatively proves that
satellite-based GNSS-R can be used for snow monitoring, but still lacks a quantitative
evaluation to determine the specific value of snow depth as retrieved from SR. It can
be further analyzed with other estimators in future research. In addition, the coverage
of CYGNSS is mainly concentrated in the middle and low latitudes, so there is a lack
of effective data in some areas of the northern Tibetan Plateau. In practical application,
it may be necessary to combine the traditional remote sensing satellite data to achieve
high-precision snow monitoring.
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Appendix A

In addition to the qualitative analysis, we also investigated the relationship between
the LES of the delayed power waveform commonly used in satellite-based GNSS-R surveys
and the snow depth. The LES-SD scatterplot drawn from November 2018 to February 2019
without limiting the satellite observation angle shows there is some relationship between
snow properties and LES or SNR. However, the results are not as obvious as SR; therefore,
for we employ SR for our analysis.

Appendix A.1. LES and Snow Properties

LES is one of the most important CYGNSS observables. Figure A1 presents the rela-
tionship between LES and snow depth. Figure A1a–c are the corresponding relationships
for high-, moderate-, and low-vegetation-covered area, while subfigure d is for the barren
or desert area. At present, from the relationship shown in Figure A1, we can see that LES
has a poor relationship with the snow depth. Since LES is one of parameters that reflects the
surface roughness condition, it cannot present the snow depth information in the CYGNSS
pixel, which has a spatial resolution of 7 × 2.5 km. However, it isa potential good indicator
of snow depth for complex mountain terrain.
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Figure A1. The LES of CYGNSS observations in relation to snow depth in winter. (a) High-vegetation-
covered area; (b) moderate-vegetation-covered area; (c) low-vegetation-covered area; (d) barren or
desert area.

Appendix A.2. SNR with the Snow Properties

SNR is also one of the most important output parameters of the CYGNSS observables.
During our analysis, we also compared the relationship between snow depth and SNR
(Figure A2). In order to reduce the influence of different land geophysical parameters, we
also plotted the relationship for four different surface types, i.e., high-vegetation-covered
area (a); moderate-vegetation-covered area (b); low-vegetation-covered area; (d) barren or
desert area (c). We can see that the SNR also cannot reveal the relationship between the two
parameters. More detailed analysis to retrieve this information for the detection of snow
properties will occur on in our future research.
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Figure A2. The SNR of CYGNSS observations in relation to snow depth in winter. (a) High-vegetation-
covered area; (b) moderate-vegetation-covered area; (c) low-vegetation-covered area; (d) barren or
desert area.
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Abstract: The coordinates of the KBR (K-band ranging system) antenna phase center of GRACE-
type gravity satellites in the satellite Science Reference Frame should be precisely known, and the
determination accuracy should reach 0.3 mrad in the Y (pitch) and Z (yaw) directions. Due to the
precision limitation of ground measurement and the change of space environment during orbit,
the KBR antenna phase center changes. In order to obtain more accurate KBR antenna phase
center coordinates, it is necessary to maneuver the satellite to achieve the on-orbit calibration of the
KBR antenna phase center. Based on the in-orbit calibration data of KBR of GRACE-FO satellites,
a new method is proposed to estimate the antenna phase center of KBR using the inter-satellite
range acceleration as the observation value. The antenna phase center of KBR is solved by the robust
estimation method, and the obtained calibration results are better than 72 μm in the Y and Z directions
and better than 1.3 mm in the X direction, which is 50% better than the least squares estimation
algorithm. The accuracy of KBR calibration results obtained by using the data of positive maneuvers
or mirror (negative) maneuvers, respectively, does not meet 0.3 mrad. It is shown that mirror
maneuvers are required for KBR calibration of a GRACE-type gravity satellite to obtain antenna
phase center estimation results that meet the accuracy requirements. The calibration algorithm
proposed in this paper can provide reference for KBR antenna phase center calibration of Chinese
GRACE-type gravity satellites.

Keywords: GRACE; GRACE follow-on; gravity satellite; KBR antenna phase center; calibration;
M-estimation

1. Introduction

GRACE consists of two near-circular polar orbit satellites orbiting at an altitude of
approximately 500 km in coplanar orbits, carrying a KBR (K-band ranging) instrument
that measures inter-satellite range on the micron scale. However, in the recovery of the
gravitational field, the required observation values are the inter-satellite range and range
rate between the center of mass (CoM) of the satellite, so it is necessary to convert the range
measurements between the KBR antenna phase center (APC) into the range observation
values between the CoM of the satellite. Accurate satellite attitude and KBR APC coordi-
nates are needed to ensure that the accuracy of range measurements is not lost during the
conversion process.

The KBR APC vector of satellites relative to the CoM of satellites (CoM-to-APC [1])
is generally accurately measured before it enters orbit. However, the accuracy of ground
measurement is limited and affected by the measurement accuracy of the whole satellite
structure. After the satellite enters orbit, both the satellite body and the APC are affected by
stress release, platform vibration, and space temperature change, leading to changes in the
CoM-to-APC vector [2]. It is necessary to calibrate the CoM and KBR APC of the satellite
periodically after the satellite is in orbit to obtain an accurate CoM-to-APC vector. JPL (Jet
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Propulsion Laboratory), the official agency of GRACE and GRACE-FO satellites, typically
writes initial and calibrated CoM-to-APC vectors into Level-1B VKB1B products.

The CoM of the satellite can always coincide with the proof mass of the accelerometer
by periodic CoM calibration and CoM-Trim (the Mass Trim Assembly Mechanism (MTM)
on all three axes of the GRACE-type satellite is adjusted accordingly in order to realize
the compensation of CoM offset; this is called a CoM-Trim event). Therefore, it is more
advantageous to set the origin of the Science Reference Frame (SRF) at the proof mass of the
accelerometer. VKB1B products in the SRF can be accurately determined by periodic KBR
phase center calibration, which can be used for KBR Level-1A to Level-1B data processing.
In order to ensure that the KBR APC error does not affect the accuracy of inter-satellite range
and range rate, the CoM-to-APC vector determination accuracy should reach 0.3 mrad in
the Y (pitch) and Z (yaw) directions [3].

Although the determination accuracy of the mounting matrix of the star camera
(QSA1B, rotation from star camera frames into the SRF), the estimation accuracy of the
CoM (VCM1B, vector offset file for CoM solution from calibration maneuvers or tracking
model in the SRF) of the satellite, and the realization accuracy of the inter-satellite pointing
(QCP1B, rotation from the combined SCA “pilot” frame to the KBR pointing frame) will all
have an impact on the KBR range measurement, this paper does not discuss the influence
of the above three factors, and assumes that they all meet the accuracy requirements.

For the problem of KBR calibration, two maneuvering modes are proposed [3], linear
drift maneuvering and periodic oscillation maneuvering, for on-orbit calibration of the
KBR APC. Inter-satellite range and inter-satellite range rate are used in the calculation, and
polynomial fitting is adopted to eliminate the low-frequency residual errors of precision
orbit determination (POD). However, phase deviation parameters need to be introduced
when the inter-satellite range is used to estimate the KBR APC. In [4], a nonlinear Kalman
filter is used to estimate the KBR APC, and the simulated observation value does not
consider the influence of orbit low-frequency error. The authors of [5,6] proposed the use
of a predictive Kalman algorithm to estimate the star camera quaternion of the satellite,
and the use of an extended Kalman filter algorithm to achieve the on-orbit calibration of
the KBR APC. However, when the frequency of star camera observation data is high, the
improvement of attitude estimation accuracy by the Kalman algorithm is not obvious, and
the influence of orbit low-frequency error is not considered in this method.

To counteract the effects of residual low frequency errors and time-varying gravity
fields, this paper proposes using the inter-satellite range acceleration as the observation
value to obtain a high precision KBR APC estimation result. At the same time, the inter-
satellite range and the inter-satellite range rate are taken as the observation values, and
polynomial fitting is carried out. The KBR APC calibration is calculated with three obser-
vation values at the same time, and the result with higher estimation accuracy is selected
as the final KBR APC calibration result. In view of the parameter estimation algorithm,
this paper proposes using the M-estimation (robust estimation) method [7,8]. Through an
IGGG-3 weighting scheme [9,10], the influence brought by the gross error of observation
value and the gross error of design matrix can be overcome.

2. KBR Calibration Maneuver Scheme of a GRACE-Type Gravity Satellite

Due to its complexity, an analytical solution for the determination of the KBR APC can
only be given under quite a number of restrictions. Therefore, experimental methods are
generally used to determine the APC. In the ground stage, the calibration of the KBR APC
is achieved by the method of one phase center swinging with certain regularity relative to
another phase center [3].

This concept is based on rotating the satellite back and forth along a certain axis:
the KBR antenna generates maneuvering signals with the satellite and the KBR APC
reference point is found at the location of the observed minimum change in generating
phase response [3]. However, only maneuvers in the direction perpendicular to the inter-
satellite pointing (pitch axis (Y), yaw axis (Z)) can generate the sensitive inter-satellite
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ranging signal, and the maneuvers in the rotation axis (X) will not generate the ranging
signal. In order to generate strong signals, the offset angle is generally set in advance, and
then the satellite is shaken with a certain amplitude and period, because the ranging signal
variation caused by the attitude maneuver of the satellite increases with the increase of the
offset angle [3].

The KBR calibration of GRACE and GRACE-FO satellites adopted the calibration
maneuver scheme proposed by Wang [3]. Using the satellite sequence of events (SOE) files
recorded by JPL, the dates of KBR calibration and calibration events of GRACE-FO and
GRACE are listed in Tables 1 and 2.

Table 1. KBR calibration events of GRACE-FO.

Date Satellite Type of Maneuvers

24 July 2020 GRACE-C Test KBR calibration maneuver (wiggle test)
26 August 2022 GRACE-D Test KBR calibration maneuver (wiggle test)

17 September 2020 GRACE-C +pitch, −pitch, +yaw, −yaw
28 September 2020 GRACE-D +pitch, −pitch, +yaw, −yaw

Table 2. KBR calibration events of GRACE.

Date Satellite Type of Maneuvers

16 March 2002 GRACE-AB No Level-1B data
8 April 2002 to 9 April 2002 GRACE-AB Test KBR calibration maneuver

5 June 2002 GRACE-B No Level-1B data
10 February 2003 to 20 February 2003 GRACE-B −pitch, +pitch, −yaw, +yaw

12 March 2003 to 21 March 2003 GRACE-A −pitch, +pitch, −yaw, +yaw
5 April 2004 GRACE-B −pitch, +pitch, −yaw, +yaw

Taking the KBR calibration maneuver of GRACE-C on 17 September 2020 and GRACE-
D on 28 September 2020 as an example, four sub-maneuvers were carried out for each
satellite, respectively: + pitch, −pitch, +yaw, and −yaw, where “+” means that the satellite
offset angle is +2 degrees and “−” means that the satellite offset angle is −2 degrees. After
setting the offset angle of 2 degrees, a sinusoidal maneuver signal with a period of 250 s and
an amplitude of 1 degree is applied to the satellite, which generally lasts for 15 cycles with a
total of 3750 s. The maneuver execution time required to achieve offset angle and return to
normal inter-satellite pointing is about 30 s, and the total maneuver time is 3780 s. Figure 1
shows the inter-satellite pointing angle of GRACE-C during a single +pitch maneuver.

Figure 1. Inter-satellite pointing during single +pitch maneuver.
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On-orbit calibration maneuvers of KBR are performed by a magnetorquer (MTQ)
and ACTs (attitude control thrusters) of an attitude and orbit control system (AOCS). The
subsystem of attitude and orbit control automatically calculates the required rotation torque,
that is, the combination of the rotation torque of the attitude control thrusters and MTQ is
used to drive the satellite to complete the designed attitude maneuver.

The inter-satellite pointing angle of GRACE and GRACE-FO during KBR calibration
was calculated [11]. The intersatellite pointing angle comprises αA and αB in Figure 6, which
represent the satellite KBR Frame (KF, K-Band Frame) and the line between the centers
of mass of the satellites (LOSF, Line-of-Sight Frame). Figure 2 shows the inter-satellite
pointing angles of GRACE-C and GRACE-D.

Figure 2. GRACE-FO KBR calibration maneuvers (September 2020).

In this paper, the inter-satellite pointing angles of the GRACE satellites during the KBR
calibration period (except the time when Level-1B observation data were missing) were
calculated, respectively. As can be seen from Figure 3, the maneuver strategy determined
by GRACE in 2002 was not clear, and there is about 1 degree deviation in the pitch and roll
directions; the author speculated that the maneuver strategy was explored and improved
(implemented by AOCS) after this unqualified sub-maneuver.

Figure 3. GRACE KBR calibration maneuvers (April 2002).

As can be seen from Figures 4 and 5, it adopted a maneuver strategy consistent with
that of the in-orbit GRACE-FO satellite in Figure 2. However, its maneuver amplitude in the
pitch direction reached about 1.5 degrees and its maneuver amplitude in the yaw direction
reached about 1.7 degrees, while the amplitude of GRACE-FO in the KBR calibration
maneuver was 1 degree.
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Figure 4. GRACE KBR calibration maneuvers in February 2003 and March 2003.

Figure 5. GRACE KBR calibration maneuvers of GRACE-B (April 2004).

The potential multipath effect of the KBR ranging signal can be reduced by using
a positive and negative maneuver as mirror maneuvers of each other. When the mirror
maneuver is not included, the KBR calibration of GRACE-FO contains the following four
sub-maneuver signals.

Sub-maneuver 1: The following signal θ1
pitch around the pitch axis (Y) is applied to

GRACE-C, where superscript 1 represents GRACE-C, superscript 2 represents GRACE-D,
θ0 represents constant deviation angle, A represents the angular amplitude of the periodic
signal, and f represents the frequency of the periodic signal. The maneuver signal is
expressed as

θ1
pitch = θ0 + Asin(2π f t) (1)

During the pitch maneuver of GRACE-C, the GRACE-C deviation from the nominal
roll and yaw angle should be kept as small as possible, and GRACE-D must maintain its
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nominal attitude. In this case, the KBR ranging measurements are highly sensitive to the
CoM-to-APC vector of the Z and X direction of GRACE-C. Therefore, a single GRACE-C
pitch maneuver can calculate the CoM-to-APC vector in the Z and X directions of GRACE-C.
However, due to the higher signal-to-noise ratio in the Z direction than in the X direction,
the accuracy of the estimated Z direction APC vector is better than that in the X direction.
When the KBR range value is converted to the range of the CoM of the satellite, the KBR
APC estimation error in the X direction of the two satellites is absorbed by the constant
phase deviation of the KBR ranging measurements, which does not affect the gravity field
reversion accuracy.

Sub-maneuver 2: The following signal θ1
yaw about yaw axis (Z) is applied to GRACE-C,

and other parameters have the same meaning as sub-maneuver 1.

θ1
yaw = θ0 + Asin(2π f t) (2)

Sub-maneuver 3: The following signal θ2
pitch about pitch axis (Y) is applied to GRACE-D,

and other parameters have the same meaning as sub-maneuver 1.

θ2
pitch = θ0 + Asin(2π f t) (3)

Sub-maneuver 4: The following signal θ2
yaw about yaw axis (Z) is applied to GRACE-D,

and other parameters have the same meaning as sub-maneuver 1.

θ2
yaw = θ0 + Asin(2π f t) (4)

3. Estimation Algorithm of the KBR APC

The position vectors of the satellite in the inertial system are, respectively, rA and rB,
the rotation matrix transformed from the SRF to the inertial system is RA and RB, and the
vector between the CoM of the satellite [12] is

u = rB − rA (5)

The distance between the CoM of the satellites is

ρcom =‖ u ‖ (6)

However, KBR observes the range between the KBR APC, as shown in Figure 6.
Through vector conversion, the KBR observation range can be expressed as

ρKBR =‖ (rB + RBcB)− (rA + RAcA) ‖ (7)

where ci(i = A, B) is the corrected KBR APC vector (CoM-to-APC) in the SRF. More suc-
cinctly, it can be expressed as

ρKBR =‖ u + v ‖ (8)

Figure 6. Observation geometry of the GRACE KBR measurement.
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Among them,
v = RBcB − RAcA (9)

Approximately, the KBR range measurements can be expressed as the distance between
the CoM of GRACE-A and GRACE-B minus the APC correction (that is, the projected
distance of the APC vectors of the two satellites in the LOSF (the line between rA and rB)):

ρKBR = ρCOM − ρAOC (10)

and ρAOC can be expressed as

ρAOC = 〈RAcA, e〉+ 〈RBcB, e〉 = −eT RA · cA + eT RB · cB (11)

where e is the unit vector of the satellite CoM LOSF (Line-of-Sight Frame) obtained by

e =
u

‖ u ‖ (12)

Then, the observation equation of KBR calibration is obtained by

ρKBR − ρCOM = A · x =
[
eT RA −eT RB 1

] ·
⎡⎣xpcA

xpcB

b

⎤⎦ (13)

where A is the design matrix,
[
xpcA xpcB b

]T is the estimated value of the KBR APC
and the phase deviation term to be obtained, and ρKBR − ρCOM contains maneuver signals
applied during KBR calibration, but it contains a large low-frequency error. Firstly, the
error of orbit 1 cycle per revolution (cpr) contained in ρKBR and ρCOM cannot be completely
offset; secondly, the inter-satellite ranging signal in ρKBR measures the current gravity field
signal, while the gravity signal contained in ρCOM (the difference of the reduced dynamic
orbit) is greatly affected by the prior gravity field. Therefore, the residual effect of the
low frequency error will still exist after the minus: ρKBR − ρCOM. Polynomial fitting is
considered to remove its influence first, and then KBR APC parameters are estimated to
avoid excessive parameters caused by estimating polynomial parameters and KBR APC
parameters at the same time.

When the difference of the satellite velocity is
.
u =

.
rB − .

rA, the velocity between the
CoM of the satellite can be expressed as

.
ρCOM = 〈e,

.
u〉 (14)

When the difference of the satellite accelerations is
..
u =

..
rB − ..

rA, then the acceleration
between the CoM of the satellite can be expressed as

..
ρCOM = 〈e,

..
u〉+ 〈 .

e,
.
u〉 (15)

Then, the inter-satellite range rate measured by KBR can be expressed as

.
ρKBR =

.
ρCOM − .

ρAOC (16)

The observation equation of KBR calibration based on inter-satellite range rate is

.
ρKBR − .

ρCOM = A · x = D
[−eT RA eT RB

] · [xpcA

xpcB

] (17)

where D represents the partial derivative matrix of the polynomial; the third-order polyno-
mial is used in this paper.
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The inter-satellite range acceleration measured by KBR can be expressed as

..
ρKBR =

..
ρCOM − ..

ρAOC (18)

The KBR calibration observation equation based on inter-satellite range acceleration is

..
ρKBR − ..

ρCOM = A · x = DD
[−eT RA eT RB

] · [xpcA

xpcB

] (19)

Observation Equations (13), (17), and (19) are constructed according to the above equa-
tion, and the estimated KBR APC values of the two satellites can be calculated according to
the three observation values based on the LS estimation and M-estimation.

In the LS estimation and the initial weighting of the M-estimation, the weight matrix
of the observed value is taken as the identity matrix in this paper. When constructing the
observed values of inter-satellite range, range rate, and range acceleration, only light time
correction term is carried out.

4. KBR Calibration Results of GRACE-Type Gravity Satellites

The RL04 version Level-1B GNI1B, SCA1B, and KBR1B data during the KBR calibration
period of the GRACE-FO satellite were downloaded from ftp://isdcftp.gfz-potsdam.de
on 5 April 2022 [13], and their meanings are shown in Table 3. At the same time, the RL02
version GNV1B, SCA1B, and KBR1B data of GRACE satellites during the KBR calibration
stage were downloaded [14]. The data sampling rate was 5 s, and the data meaning is
similar to that in Table 3.

Table 3. GRACE-FO data product for KBR calibration.

Data Description

GNI1B Reduced-dynamic orbit data in inertial frame, 1 Hz
SCA1B Compressed/combined star camera data, 1 Hz

KBR1B Biased inter-satellite ranges and their first two time
derivatives, range rate, and range acceleration, 5 Hz

4.1. Low Frequency Error Processing

In a single maneuver, 700 epochs were selected in total for calculation. In order to
avoid the influence of large maneuvers, 125 s before and after maneuvers were removed.
Firstly, the inter-satellite pointing angle, angular velocity, and angular acceleration of +pitch
maneuver and +yaw maneuver of GRACE-C were calculated. The corresponding KBR
ranging value (KBR), range rate (KBRR), and range acceleration (KBRA) were calculated
and taken as the observed value (O). Then, the inter-satellite baseline, baseline rate, and
baseline acceleration determined by POD (precision orbit determination) were taken as
the calculated values (C), and the differences between the KBR measurements (O) and the
inter-satellite baseline (C) was obtained (O−C): represented as “KBR-POD”, “KBRR-POD
velocity”, and “KBRA-POD acceleration”, respectively.

As can be seen from Figure 7, O−C has a good consistency with the applied pitch
and yaw maneuver signals. However, the “KBRA-POD acceleration” contains significant
high-frequency noise, which may affect the estimation accuracy of KBR APC. “KBR-POD”
and “KBRR-POD velocity” still contain low-frequency periodic signals, which need to be
fitted. In this paper, the 15-order and 13-order polynomial fitting is carried out, respec-
tively, and the filtered results (after removing the best fitting polynomials) are obtained
in Figure 8, where Figure 8a–d are the results of polynomial fitting on the single +pitch,
+yaw maneuver data of GRACE-C and Figure 8e,f are the filtering results of observation
values of “KBR-POD” and “KBRR-POD velocity” obtained after polynomial fitting on all
the KBR calibration data of eight sub-maneuvers. As can be seen from Figure 8a–f, the low
frequency errors were effectively removed.
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Figure 7. Match of attitude variation and three types of observations of KBR-POD.

Figure 8. Polynomial fitting to remove low frequency errors: (a) polynomial fitting of KBR-POD
(+pitch); (b) polynomial fitting of KBRR-POD velocity (+pitch); (c) polynomial fitting of KBR-POD
(+yaw); (d) polynomial fitting of KBRR-POD velocity (+yaw); (e) polynomial fitting of KBR-POD;
and (f) polynomial fitting of KBRR-POD velocity.
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For the three kinds of observation values, the first and last 50 s observation values
were removed, and then Fourier transform was carried out. The polynomial fitting effect
was analyzed in terms of frequency, as shown in Figure 9a–d, corresponding to Figure 8a–d.
The maneuvering frequency signal of 40 mHz and twice the maneuvering frequency
signal of 80 mHz were retained, and the low-frequency noise was effectively suppressed.
While, as shown in Figure 8d, higher amplitudes can be seen for the filtered results for
nearly all frequencies above 1 mHz, this may be due to errors from the polynomial fitting.
As shown in Figure 9e,f, analyzing the “KBRR-POD acceleration” observation value from
the frequency domain, the polynomial fitting is not required and the low-frequency noise
interference is small.

Figure 9. Polynomial fitting to remove low frequency errors (FFT): (a) polynomial fitting of KBR-POD
(+pitch); (b) polynomial fitting of KBRR-POD velocity (+pitch); (c) polynomial fitting of KBR-POD
(+yaw); (d) polynomial fitting of KBRR-POD velocity (+yaw); (e) KBRA-POD acceleration (+pitch);
and (f) KBRA-POD acceleration (+yaw).

4.2. KBR APC Estimation Based on LS Estimation and M-Estimation

The filtered observation values of “KBR-POD” and “KBRR-POD velocity” and the
unfiltered observation values of “KBRA-POD acceleration” were used to estimate the vector
(CoM-to-APC) of KBR APC in the SRF, corresponding to the angle βA and βB in Figure 6.
The least squares fitting curves and fitting residual results by the three estimation methods
were obtained. It can be seen from Figure 10 that all the three methods can achieve good
fitting effects. In this calculation, we stripped out the observations of 50 epochs at the
beginning and the end, and combined the data of four sub-maneuvers and four mirror
sub-maneuvers.
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Figure 10. The fitting curves and the fitting residuals obtained by the three estimation methods.

The GRACE-C and GRACE-D APC vectors estimated by the three observation val-
ues obtained from the eight sub-maneuvers were denoted as XAPC, YAPC, and ZAPC, re-
spectively, and the formal errors were calculated according to the least squares accuracy
estimation theory. As can be seen from Table 4, YAPC and ZAPC estimated by “KBR-POD”
had high accuracy. However, due to the need to solve the phase deviation term (Bias)
of the ranging value, the accuracy of the estimated XAPC and phase deviation term was
low. The reason is that the collinearity of XAPC and the phase deviation term leads to the
ill-conditioned normal equation, which indirectly leads to the unreliable estimated YAPC
and ZAPC, and the results are deviated by the other two estimation methods. The XAPC
estimated by “KBRA-POD acceleration” had a high accuracy, and the calibration result
obtained by “KBRA-POD acceleration” was selected as the final KBR calibration result in
this paper. Among them, the LS estimation accuracy of YAPC and ZAPC was about 138 μm,
about 0.096 mrad, which meets the index of 0.3 mrad. The LS estimation accuracy of XAPC
was 2.4 mm.

Table 4. KBR calibration results and formal errors based on LS estimation.

KBR-POD KBRR-POD Velocity KBRA-POD Acceleration

Calibrated Value Formal Error Calibrated Value Formal Error Calibrated Value Formal Error

Use KBR calibration data based on 4 sub-maneuvers and 4 mirror sub-maneuvers

C-XAPC 1457.1 mm 3.2 mm 1465.0 mm 3.0 mm 1439.3 mm 2.4 mm
C-YAPC 136.5 μm 54.5 μm −382.0 μm 150.1 μm −504.1 μm 133.3 μm
C-ZAPC −708.2 μm 54.5 μm 172.5 μm 152.5 μm 152.0 μm 135.4 μm

Bias 2947.9 mm 4.6 mm – – – –
D-XAPC 1491.8 mm 3.3 mm 1499.4 mm 3.0 mm 1474.6 mm 2.5 mm
D-YAPC 378.4 μm 54.7 μm 325.0 μm 154.6 μm 179.6 μm 137.4 μm
D-ZAPC 774.9 μm 54.6 μm 1280.9 μm 154.7 μm 1256.7 μm 137.4 μm

Bias 2947.9 mm 4.6 mm – – – –
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In order to verify the effectiveness of the mirror maneuver, the paper only uses the
positive maneuver and mirror maneuver for KBR APC calibration data, respectively, to
obtain the calibration results. The results are shown in Table 5. The YAPC and ZAPC values
are obviously large, and the estimation accuracy (formal error) does not meet the accuracy
requirements of 0.3 mrad. The results show that the KBR calibration results are easily
affected by multipath error when the mirror maneuver is not adopted, which leads to
the inaccurate KBR APC estimation results. According to the positive and negative sign
characteristics of YAPC and ZAPC calibrated values in the calibration results, they are just
opposite, which is the reason why correct results can be obtained by combining positive
and negative maneuvers.

Table 5. KBR calibration results and formal errors based on LS-estimation and different maneu-
ver data.

KBR-POD KBRR-POD Velocity KBRA-POD Acceleration

Calibrated Value Formal Error Calibrated Value Formal Error Calibrated Value Formal Error

Use KBR calibration data based on 4 sub-maneuvers

C-XAPC 1374.6 mm 37.5 mm 1411.3 mm 17.2 mm 1399.6 mm 7.5 mm
C-YAPC −3.6 mm 1.3 mm −2.3 mm 0.6 mm −2.2 mm 0.3 mm
C-ZAPC 3.1 mm 1.3 mm 2.3 mm 0.6 mm 2.0 mm 0.3 mm

Bias 2780.0 mm 54.4 mm – – – –
D-XAPC 1406.4 mm 39.3 mm 1433.0 mm 18.0 mm 1440.1 mm 7.9 mm
D-YAPC −3.1 mm 1.4 mm −2.2 mm 0.7 mm −1.5 mm 0.3 mm
D-ZAPC 4.1 mm 1.4 mm 3.6 mm 0.7 mm 2.6 mm 0.3 mm

Bias 2780.0 mm 54.4 mm – – – –

Use KBR calibration data based on 4 mirror sub-maneuvers

C-XAPC 1389.0 mm 32.4 mm 1401.4 mm 16.4 mm 1399.1 mm 7.2 mm
C-YAPC 1.7 mm 1.1 mm 1.8 mm 0.6 mm 1.2 mm 0.3 mm
C-ZAPC −2.3 mm 1.1 mm −2.3 mm 0.6 mm −1.7 mm 0.3 mm

Bias 2853.5 mm 46.7 mm – – – –
D-XAPC 1465.4 mm 33.6 mm 1464.6 mm 17.0 mm 1437.1 mm 7.5 mm
D-YAPC 1.0 mm 1.2 mm 1.7 mm 0.6 mm 1.9 mm 0.3 mm
D-ZAPC 0.3 mm 1.2 mm 39.7 μm 0.6 mm −0.2 mm 0.3 mm

Bias 2853.5 mm 46.7 mm – – – –

Since the observed values may still contain gross errors, in order to further improve the
estimation accuracy, this paper uses the method of M-estimation to estimate the KBR APC,
combining the data of four positive maneuvers and four mirror maneuvers. The estimation
results are shown in Table 6. The KBR APC accuracy estimated by the three observation
values was greatly improved. Among them, the estimation accuracy of the proposed inter-
satellite range acceleration estimation in the Y and Z directions was improved from 138 μm
to 72 μm, and the X direction was improved from 2.5 mm to 1.3 mm, with an increase of
nearly 50%.

Table 6. KBR calibration results and formal errors based on M-estimation.

KBR-POD KBRR-POD Velocity KBRA-POD Acceleration

Calibrated Value Formal Error Calibrated Value Formal Error Calibrated Value Formal Error

Use KBR calibration data based on 4 sub-maneuvers and 4 mirror sub-maneuvers

C-XAPC 1449.3 mm 1.5 mm 1458.9 mm 1.7 mm 1443.7 mm 1.2 mm
C-YAPC 228.0 μm 28.8 μm −257.7 μm 82.5 μm −370.6 μm 64.7 μm
C-ZAPC −464.2 μm 24.7 μm 480.7 μm 85.7 μm 145.0 μm 65.4 μm

Bias 2939.2 mm 2.2 mm – – – –
D-XAPC 1490.8 mm 1.6 mm 1495.9 mm 1.6 mm 1481.7 mm 1.3 mm
D-YAPC 460.3 μm 27.6 μm -95.6 μm 81.4 μm 183.0 μm 65.9 μm
D-ZAPC 803.7 μm 28.8 μm 1215.1 μm 86.4 μm 1393.1 μm 71.6 μm

Bias 2939.2 mm 2.2 mm – – – –
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VKB1B results of GRACE-FO recommended by this paper obtained from M-estimates
are shown in Table 7, while the SOE file gives GRACE-FO VKB1B in May 2019, indicating a
significant change in the ZAPC of GRACE-D. The authors recommend that this change be
taken into account during KBR data preprocessing.

Table 7. Results of GRACE-FO KBR APC.

VKB1B (September 2020) XAPC YAPC ZAPC

GRACE-C 1443.7 mm −370.6 μm 145.0 μm
GRACE-D 1481.7 mm 183.0 μm 1393.1 μm

VKB1B (SOE) XAPC YAPC ZAPC

GRACE-C 1444.4 mm −170.0 μm 448.0 μm
GRACE-D 1444.5 mm 54.0 μm 230.0 μm

At the same time, the VKB1B of GRACE recommended by this paper (in 2004, GRACE-
A did not perform the KBR calibration maneuver, so the APC of GRACE-A could not
be estimated) was calculated by using the method of M-estimation, and VKB1B results
calculated by JPL recorded in SOE files are shown in Table 8. The results of the Y and Z
directions estimated in this paper are close to those of JPL’s solution, which shows that the
KBR calibration algorithm proposed in this paper is feasible.

Table 8. Results of GRACE KBR APC.

VKB1B (March 2003) XAPC YAPC ZAPC

GRACE-A 1468.5 mm −664.3 μm 2263.7 μm
GRACE-B 1477.1 mm 516.6 μm 2922.2 μm

VKB1B (April 2004) XAPC YAPC ZAPC

GRACE-A – – –
GRACE-B 1422.2 mm 369.1 μm 3952.4 μm

VKB1B (SOE) XAPC YAPC ZAPC

GRACE-A 1445.1 mm −423.3 μm 2278.7 μm
GRACE-B 1444.4 mm 576.1 μm 3304.1 μm

5. Discussion

The above maneuver strategy can be used to estimate the KBR APC of GRACE-type
satellites. Although any other maneuvers can also be used for KBR calibration (as shown in
Figure 3 or the linear drift maneuver method), the sinusoidal maneuver strategy is a more
reliable KBR calibration maneuver scheme. The positive maneuver and negative maneuver
(mirror maneuver) mode is very important for KBR calibration and can effectively eliminate
the multipath influence of the KBR ranging signal. The results of KBR calibration with
combined positive and negative maneuvers are reasonable and accurate.

In estimating the KBR APC, we can choose the strategy of using CoM-to-APC in the
fixed X direction as the known value and only solving the Y and Z direction APC. In fact,
when the APC vectors of three directions are solved simultaneously, the accuracy of the
X direction is the worst. Therefore, the APC of the X direction is generally not updated,
but the measured value of the ground is used. In addition, the APC vectors of the Y and Z
direction obtained by the two strategies (fixed X direction or not) are consistent. Therefore,
the APC vectors of the three directions were solved at the same time in this paper, but the
APC vector of the X direction was not recommended.

Although the application of “KBRA-POD acceleration” as the observation value can
effectively eliminate the influence of low-frequency error, it amplifies the influence of
high-frequency noise, and there is no effect method to eliminate the high-frequency noise
contained in the observation value and the design matrix at the same time. In fact, as shown
in Figure 7, better accuracy can be obtained by using “KBRA-POD acceleration” as an
observation value to estimate the CoM-to-APC if the maneuvering strategy implemented by
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the attitude and orbit control system results in smoother angular acceleration. By calculating
the CoM-to-APC of the three observation values at the same time, the results can be better
verified and the estimated results with better integrity can be obtained. In the estimation of
GRACE satellite APC, due to the ill-posed problem of the normal equation, the solution
results deviated from the results of the other two algorithms. Finally, the solution results
obtained by “KBRR-POD velocity” observation values with higher accuracy were adopted.
“KBR-POD” is not recommended for subsequent calculation.

Compared with the least squares estimation method, the improved accuracy of the
M-estimation method is obvious. The reason is that there may still be gross error or high
frequency error in the observed value and design matrix, and the weight of these observed
value can be reduced by using M-estimation. Because the weight matrix of the observed
value is taken as the identity matrix in this paper, other weighted least squares strategies
can also resist gross errors and improve accuracy, which is worth further study.

6. Conclusions

This paper summarized the KBR calibration algorithm of GRACE-type gravity satel-
lites, proposed estimating the APC of KBR using inter-satellite range, range rate, and range
acceleration simultaneously, and verified the KBR calibration results based on three kinds
of Level-1B observation data of GRACE and GRACE-FO. The results show that the APC
of KBR obtained by LS estimation using “KBRA-POD acceleration” was 138 μm in the
Y and Z directions, and 2.5 mm in the X direction. When M-estimation was used, the
accuracy was 72 μm in the Y and Z directions and 1.3 mm in the X direction. In this paper,
KBR calibration calculation was performed on the data of positive and mirror (negative)
maneuvers. It was shown that the mirror maneuver is required for the KBR calibration of
GRACE-type gravity satellites in order to obtain the APC estimation results that meet the
accuracy requirements.

In this paper, positive and mirror (negative) maneuvers are recommended for KBR
calibration. During KBR calibration, range rate and range acceleration can be used as obser-
vation values to estimate the KBR APC, and the optimal solution results are selected as the
final VKB1B recommended value. M-estimation is recommended for parameter estimation.
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Abstract: The autonomous orbit determination of the navigation constellation uses only bidirec-
tional ranging data of the inter-satellite link for data processing. The lack of space-time benchmark
information related to the Earth inevitably causes overall rotational uncertainty in the constella-
tion, leading to a decrease in orbit accuracy and affecting user positioning accuracy. This study
(1) introduces a method for rotation correction in distributed autonomous orbit determination based
on inter-satellite bidirectional ranging; (2) conducts constellation autonomous orbit determination and
time synchronization processing experiments based on inter-satellite ranging data for the 24 medium
Earth orbit (MEO) satellites in the Beidou-3 global satellite navigation system (BDS-3); and (3) makes
comparative analyses on the accuracy of autonomous orbit determination based on three rotation
correction cases, including a no-rotation-correction case, independent satellite constraints case, and
global satellite constraints case. The experimental results are described as follows. For the no-rotation-
correction case, the prediction error of the orbital inclination angle (iot, i) for the entire constellation
on the 30th day was 2.11 × 10−7/rad, the prediction error of the right ascension of the ascending
point (Omega, Ω) was 2.25 × 10−7/rad, and the average root mean square (RMS) of the user range
error (URE) for the entire constellation orbit was 1.41 m. In the autonomous orbit determination
experiment with independent constraints on satellites, the prediction error of i for the entire constel-
lation on the 30th day was 5.43 × 10−7/rad, the prediction error of Ω was 2.03 × 10−7/rad, and
the average RMS of the orbital URE for the entire constellation was 1.09 m. In the autonomous orbit
determination experiment with global satellite constraints, the prediction error of i for the entire
constellation on the 30th day was 5.31 × 10−7/rad, the prediction error of Ω was 1.95 × 10−7/rad,
and the RMS of the orbital URE for the entire constellation was 0.94 m. According to the analysis
of the above experimental results, compared with the autonomous orbit determination under the
no-rotation-correction case, the adoption of an algorithm for independent satellite constraints to
correct the overall constellation rotation weakens the constellation rotation influence; however, it
may destroy the overall constellation configuration, which affects the stability of autonomous orbit
determination. Finally, the algorithm based on global satellite constraints both impairs the influence
of constellation rotation and maintains the overall constellation configuration.

Keywords: Beidou satellite navigation system; distributed autonomous orbit determination;
inter-satellite link; overall constellation rotation; algorithm for the correction of independent satellite
constraints; algorithm for the correction of global satellite constraints

1. Introduction

In the 1980s, M.P. Ananda et al. proposed the concept of autonomous orbit de-
termination of the navigation constellation [1]. This technology ensures the long-term,
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autonomous, and stable operation and service capabilities of a navigation system, based on
the distance measurement and communication functions of the inter-satellite link through
the autonomous operation of the constellation and on-orbit ephemeris updates during long-
term absence of ground system support. Subsequently, the initial theory, design, and data
research work on autonomous orbit determination was conducted in June 1990 [2]. In July
2020, the Beidou-3 global satellite navigation system (BDS-3) began to operate and provide
global service. The Ka-band inter-satellite link payload carried by the BDS-3 satellites can
realize inter-satellite pseudorange measurement and inter-satellite communication, which
enables research on the autonomous orbit determination of the constellation [3].

Autonomous navigation is first introduced for GPS Block IIR satellites and its design
index requirement is that the user range error (URE) is less than 6 m within 180 days [4]. The
autonomous orbit determination of navigation constellation uses only bidirectional ranging
data of the inter-satellite link and lacks space-time benchmark information related to the Earth.
Therefore, this technology cannot eliminate or suppress accumulation of the overall rotation
errors of the constellation, making it difficult to operate autonomously for a long time [5–10].
Therefore, the design index requirement of GPS Block IIF satellites is changed to a URE of less
than 2 m in a 60-day autonomous navigation [11]. Ananda et al. proved the unobservability
of the overall rotation of the satellite constellation with inter-satellite measurements only and
proposed an algorithm to constrain the right ascension of the ascending point by analyzing the
long-predicted reference ephemeris provided by the Operational Control Segment (OCS) [12].
Abusali et al. pointed out that the orbit determination errors in the tangential and normal
directions caused by the overall constellation rotation up to kilometer level, and the influence
of errors in the predicted Earth Orientation Parameter (EOP), reach to meter level [13]. Gill et al.
applied simulation data to study autonomous orbit determination [14]. With the development
of BDS, several scholars researched the autonomous orbit determination technology of the
navigation constellation by simulation, showing that the uncertainty of the right ascension
of the ascending point Ω at the orbital plane will lead to overall rotation errors in orbit
determination results [15–22]. In addition, other scholars also successively carried out related
work, including algorithm research and simulation analysis [23–29]. The aforementioned
studies aided in carrying out the research in this paper. This paper focuses on the problem
of the overall constellation rotation correction in autonomous orbit determination, three
correction cases are designed, and experiment results of different cases are analyzed and
compared using inter-satellite observations.

2. Autonomous Orbit Determination Model

2.1. Observation Model for Autonomous Orbit Determination

Based on the concurrent spatial time division duplexing technology of the phased
array antenna, bidirectional one-way distance measurement between the BDS-3 satellites
was completed within 3.0 s [30]. At different times within these 3.0 s, the observation
equations of the two satellites SATA and SATB can be expressed as.

ρAB = |RB(t1)− RA(t1 − Δt1)| − δtA + δtB + c · τsend
A + c · τrec

B + ΔρAB + εAB (1)

ρBA = |RA(t2)− RB(t2 − Δt2)|+ δtA − δtB + c · τsend
B + c · τrec

A + ΔρBA + εBA (2)

where RA and RB are the positions of the two satellites SATA and SATB, respectively; c is
the speed of light; δtA and δtB are the clock offsets of the two satellites SATA and SATB,
respectively; Δt1 and Δt2 are the propagation times of ρAB and ρBA, respectively; τsend and
τrec are the emission delay and reception delay of the satellite, respectively; ΔρAB and ΔρBA
are the error terms that can be modeled, including the relativistic effect and so on; and εAB
and εBA are the noises of the respective observed values.

In addition, it is necessary to further reduce the inter-satellite bidirectional observations
at different times to the same time to participate in the satellite orbit determination. First,
utilizing the predicted orbit and the predicted satellite clock offset parameters, the observed
values measured at t1 and t2 are reduced to the nearest full 3 s at time t0. Considering that
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the bidirectional observed values are completed in a very short time, the prediction errors
for the orbit and the clock offset can be ignored.

ρAB(t0) = ρAB + |RB(t0)− RA(t0)| − |RB(t1)− RA(t1 − Δt1)|+
c · (δtB(t0)− δtA(t0))− c · (δtA(t1)− δtB(t1 − Δt1))

(3)

ρBA(t0) = ρBA + |RA(t0)− RB(t0)| − |RA(t2)− RB(t2 − Δt2)|+
c · (δtA(t0)− δtB(t0))− c · (δtA(t2)− δtB(t2 − Δt2))

(4)

Then, adding the bidirectional pseudorange at time t0, the observation equation that
only contains the satellite orbit parameters can be obtained by sorting

ρAB(t0) + ρBA(t0)

2
= |RB(t0)− RA(t0)|+

c · τ+
A

2
+

c · τ+
B

2
+ ε+ (5)

The above equation is the orbit determination observation equation in autonomous orbit
determination, where τ+ is the sum of the emission delay and reception delay of the satellite,
which is referred to as the time delay sum parameter in autonomous orbit determination.

In this contribution, we adopt an extended Kalman filter (EKF) to estimate the satel-
lite’s orbit parameters to ensure the real-time performance, in each of which we simultane-
ously estimate all satellite orbit parameters in a distribute processing mode.

2.2. Rotation Correction Model

In autonomous orbit determination based on only inter-satellite bidirectional rang-
ing, the state parameters of all satellites in the constellation must be estimated, which
means a rank deficiency for the solution of the parameters and the lack of the necessary
starting benchmark. Thus, it is impossible to determine the absolute positions of all the
satellites. In autonomous orbit determination, the observed and real inter-satellite distances
of the constellation are the same, meaning the constellation estimation errors cannot be
observed theoretically. The unobserved constellation estimation errors of autonomous orbit
determination by inter-satellite ranging measurements mainly refer to the unobservability
of constellation rotation; on one hand, inter-satellite ranging cannot correct some of the
orbital elements and, on the other hand, the unobservability is brought about by using the
prediction of EOP [27].

In the current distributed autonomous orbit determination, the two orbital plane
orientation parameters of the right ascension for the ascending point Ω and the orbital
inclination angle i are adopted as the constraint conditions to limit the overall constellation
rotation satellite specifically, which is the algorithm for the correction of independent
satellite constraints. Since the effect (angle) of the constellation rotation error on each
satellite is consistent, the independent constraint algorithm eliminates this consistency;
therefore, the result is suboptimal. After estimating and obtaining the constellation rotation
error of the orbit solved by filtering relative to the reference orbit, the rotation correction
algorithm for the global satellite constraints can then directly correct the orbit parameters
obtained in autonomous orbit determination to realize the suppression of the overall
rotation error of the constellation, which guarantees the integrity of the constellation.

2.2.1. Theoretical Analysis of the Influence of the Overall Constellation Rotation

At a certain time, the position and velocity of a certain satellite in the constellation are

X =
(
x y z

.
x

.
y

.
z
)T (6)
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If there is an overall rotation error with a rotation quantity of θ
(
θα, θβ, θγ

)
in the con-

stellation for autonomous orbit determination, then according to the criteria for coordinate
transformation, the estimated value X′ of the satellite position state is

X′ =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

x′
y′
z′
.
x′
.
y′
.
z′

⎞⎟⎟⎟⎟⎟⎟⎟⎠
=

[
R(−θ) 0

0 R(−θ)

]
⎛⎜⎜⎜⎜⎜⎜⎝

x
y
z
.
x
.
y
.
z

⎞⎟⎟⎟⎟⎟⎟⎠ = R∗X (7)

where R represents the rotation matrix of the constellation; then,

R(−θ) = Rγ(−θγ)Rβ

(−θβ

)
Rα(−θα)

Rα(−θα) =

⎡⎣1 0 0
0 cosθα − sinθα

0 sinθα cosθα

⎤⎦

Rβ

(−θβ

)
=

⎡⎣ cosθβ 0 sinθβ

0 1 0
− sinθβ 0 cosθβ

⎤⎦

Rγ(−θγ) =

⎡⎣ cosθγ − sinθγ 0
sinθγ cosθγ 0

0 0 1

⎤⎦
where Rα, Rβ, and Rγ represent the rotation matrices around the X-axis, Y-axis, and Z-axis,
respectively (same below). When θ is a small quantity, we have

R(−θ) ≈
⎡⎣ 1 −θγ θβ

θγ 1 −θα

−θβ θα 1

⎤⎦ (8)

Therefore,

R∗ ≈

⎡⎢⎢⎢⎢⎢⎢⎣

1 −θγ θβ 0 0 0
θγ 1 −θα 0 0 0
−θβ θα 1 0 0 0

0 0 0 1 −θγ θβ

0 0 0 θγ 1 −θα

0 0 0 −θβ θα 1

⎤⎥⎥⎥⎥⎥⎥⎦ (9)

Noting that

X′ = R∗X ≈

⎛⎜⎜⎜⎜⎜⎜⎝

x + zθβ − yθγ

y − zθα + xθγ

z + yθα − xθβ.
x +

.
zθβ − .

yθγ.
y − .

zθα +
.
xθγ.

z +
.
yθα − .

xθβ

⎞⎟⎟⎟⎟⎟⎟⎠ =

⎛⎜⎜⎜⎜⎜⎜⎝

x
y
z
.
x
.
y
.
z

⎞⎟⎟⎟⎟⎟⎟⎠+

⎡⎢⎢⎢⎢⎢⎢⎣

0 z −y
−z 0 x
y −x 0
0

.
z − .

y
− .

z 0
.
x

.
y − .

x 0

⎤⎥⎥⎥⎥⎥⎥⎦
⎛⎝θα

θβ

θγ

⎞⎠ (10)

H =

⎡⎢⎢⎢⎢⎢⎢⎣

0 z −y
−z 0 x
y −x 0
0

.
z − .

y
− .

z 0
.
x

.
y − .

x 0

⎤⎥⎥⎥⎥⎥⎥⎦ (11)
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X′ ≈ X + Hθ (12)

That is, the satellite position and velocity state errors caused by the constellation
rotation error are

δX = X′ − X ≈ Hθ =

⎛⎜⎜⎜⎜⎜⎜⎝

zθβ − yθγ

xθγ − zθα

yθα − xθβ.
zθβ − .

yθγ.
xθγ − .

zθα.
yθα − .

xθβ

⎞⎟⎟⎟⎟⎟⎟⎠ (13)

2.2.2. Algorithm for Independent Satellite Constraints

The constraint conditions for the algorithm for independent satellite constraints are
shown as follows: {

i = ĩ
Ω = Ω̃

(14)

where ĩ and Ω̃ are the orbital inclination angle and the right ascension of the ascending
point of the reference orbit, respectively, and i and Ω are the corresponding parameters
to be estimated. Considering i and Ω as functions of state X to be estimated (Cartesian
coordinates and velocity in the inertial system) and linearly expanding at the approximate
value X0, we have ⎧⎨⎩ i0 + ∂i

∂X

∣∣∣
X0
(X − X0) = ĩ

Ω0 +
∂ Ω
∂X

∣∣∣
X0
(X − X0) = Ω̃

(15)

where i0 and Ω0 are obtained by calculation based on X0, and

[
∂i
∂X

∂ Ω
∂X

]
=

⎡⎣ ∂i
∂
→
r

∂i

∂

.→
r

∂ Ω
∂
→
r

∂ Ω
∂

.→
r

⎤⎦ =

⎡⎣ ∂i
∂x

∂i
∂y

∂i
∂z

∂i
∂

.
x

∂i
∂

.
y

∂i
∂

.
z

∂ Ω
∂x

∂ Ω
∂y

∂ Ω
∂z

∂ Ω
∂

.
x

∂ Ω
∂

.
y

∂ Ω
∂

.
z

⎤⎦ (16)

When the one-step prediction value from the filtering results of the previous epoch
to the start time of the current epoch is selected as the linearized expansion point X0,
Equation (16) can be written as a general expression form of the constraint equation

CδX = M (17)

where

C =

[
∂i
∂X

∂ Ω
∂X

]
X0

, M =

(
ĩ − i0

Ω̃ − Ω0

)
Therefore, the complete orbit filtering model of the algorithm for independent con-

straints on satellites in distributed autonomous orbit determination is⎧⎪⎨⎪⎩
δXk = Φk,k−1δXk−1 + Wk−1

Zk = HkδXk + Yk + Vk

CkδXk = Mk

(18)

2.2.3. Algorithm for Global Satellite Constraints

The estimated value of the inclination angle i and the right ascension of the ascending
point Ω in the orbit of the orbit elements obtained in the autonomous orbit determination
of Satellite m is σ′

m
(
i′m, Ω′

m
)
, and the estimated value of the inclination angle i and the

right ascension of the ascending point Ω among the real orbital elements of the satellite is
σm(im, Ωm). Due to the unobservable satellites of constellation rotation, when an overall
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rotation of a rotation quantity θ
(
θα, θβ, θγ

)
occurs, the following relationship will exist

between σ′
m and σm:

σ = σ̃ + Hθ (19)

In the above equation, the partial derivative matrix of H Kepler orbital roots to the
constellation rotation error is given without additional derivation:

H =
∂σ

∂θ
=

⎛⎝ ∂i
∂θα

∂i
∂θβ

∂i
∂θγ

∂ Ω
∂θα

∂ Ω
∂θβ

∂ Ω
∂θγ

⎞⎠ =

(
cos Ωm sin Ωm 0

−sin Ωmcotim cos Ωmcotim 1

)
(20)

To estimate the rotation quantity θ
(
θα, θβ, θγ

)
, the errors in the inclination angle i and

in the right ascension of the ascending point Ω of at least two satellite orbital elements are
needed. In fact, in estimating a more optimal constellation rotation quantity θ, it is smaller
the more satellites there are, and these satellites should be distributed as evenly as possible
on each orbital plane. If the errors in the inclination angle i and in the right ascension of
the ascending point Ω of the left and right satellites in the constellation are known, and
Equation (19)of each satellite is listed, we have

U = X − Hθ (21)

In the equation, U = (U1, U2, . . . , Um, . . . , Un)
T , H = (H1, H2, . . . , Hm, . . . , Hn)

T , and
Um = σ′

m − σm − Hmθ. The optimal estimated value of θ can be determined under the least
squares criterion.

θ̂ =
(

HT PH
)−1

HT PX (22)

After estimating and obtaining the constellation rotation error of the orbit solved by fil-
tering relative to the reference orbit, the results obtained in autonomous orbit determination
can be directly corrected.

3. Analysis of the Inter-Satellite Measurement Situation

3.1. Analysis of the Link Establishment Situation for Inter-Satellite Links

According to the constellation configuration, there are three kinds of visible relationships
among BDS-3 MEO satellites, namely, continuously visible, non-continuously visible, and
invisible, which are related to the continuity of inter-satellite measurement, the number of
established links, the orbital positions of satellites, and time slot route planning, etc. Z.L., J.X.
et al. analyzed the inter-satellite observation conditions [30]. Figure 1 shows the 30-day time
series of the number of satellites with established links for the PRN36 satellite. The fluctuation
is considerable, with a minimum of 0 and a maximum of up to 20. Table 1 shows the statistics
for the number of established links. In general, the minimum number of established links is 0,
the maximum is 19.96, and the average number of established links is 14.45.

 

Figure 1. The 30-day link-tracking number of PRN36 for BDS-3.
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Table 1. The statistical situation in the number of established links for each BDS-3 satellite.

PRN Maximum Number of Established Links Minimum Number of Established Links Mean

25 20 0 14.55
26 20 0 14.55
27 20 0 14.41
28 20 0 14.25
29 20 0 14.20
30 20 0 13.68
19 20 0 14.56
20 20 0 14.48
21 20 0 14.41
22 20 0 14.73
23 20 0 14.97
24 20 0 14.95
32 20 0 15.06
33 19 0 13.98
34 20 0 13.92
35 20 0 14.21
36 20 0 14.45
37 20 0 14.58
38 20 0 14.66
39 20 0 14.80
40 20 0 14.01
41 20 0 14.18
42 20 0 14.91
43 20 0 14.09

Mean 19.96 0 14.45

3.2. Constellation Configuration Analysis for Autonomous Orbit Determination

When the number of established links between satellites to be assessed is greater
than or equal to three, the corresponding position dilution of precision (PDOP) value can
be calculated to reflect the quality of the geometric configuration of inter-satellite link
establishment. Figure 2 presents the changing situation for the PDOP values of the PRN36
satellite during a consecutive 30-day period, and Table 2 shows the PDOP statistics of all
24 MEO satellites in BDS-3. The average minimum PDOP of all satellites is approximately
0.74, the average maximum PDOP is approximately 4.41, and the mean PDOP value is
approximately 0.99. It can be concluded that the overall structure of the geometric figure
for inter-satellite link establishment is improved [26].

 
Figure 2. The changing situation of PDOP values for PRN36 satellites as the positioning objects of BDS-3.
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Table 2. The statistical situation of PDOP values for the BDS-3 satellites.

PRN Minimum Maximum Mean

25 0.75 3.33 0.94
26 0.73 4.59 0.95
27 0.73 3.93 0.96
28 0.74 3.54 0.97
29 0.73 4.50 0.96
30 0.73 4.04 0.98
19 0.75 2.89 0.95
20 0.73 5.57 0.95
21 0.75 5.31 0.96
22 0.74 4.95 0.96
23 0.74 4.23 0.94
24 0.74 4.63 0.94
32 0.73 3.07 0.94
33 0.75 3.39 0.98
34 0.74 5.64 0.98
35 0.73 4.71 0.96
36 0.75 2.91 0.96
37 0.75 5.96 0.95
38 0.73 4.42 0.94
39 0.74 5.70 0.94
40 0.74 4.04 1.06
41 0.75 4.21 1.77
42 0.75 3.93 0.94
43 0.75 4.62 0.97

Mean 0.74 4.41 0.99

4. Orbit Determination Results

4.1. Processing Cases and Strategies for Autonomous Orbit Determination

Distributed autonomous orbit determination processing was adopted in this paper
to assess the accuracy of the autonomous orbit determination of BDS-3 under different
rotation correction methods.

In the general processing of precise orbit determination, parameters to be estimated
include initial satellite position and velocity, solar radiation pressure parameters, clock
offset parameters (clock offset and clock speed), as well as other parameters induced by
measurements. Targeted optimization was carried out on the autonomous orbit determi-
nation algorithm in this paper. Table 3 shows the specific models and relevant strategies
adopted in orbit determination. Among them, the Empirical CODE orbit Model (ECOM)
was adopted for modeling solar radiation pressure perturbation, and a longer arc segment
of the satellite-Earth-satellite joint orbit determination result was used to estimate the
solar radiation pressure parameters more precisely. In this way, solar radiation pressure
parameters were no longer estimated, thereby ensuring fewer estimated parameters and a
smaller computational load.

4.2. Data Processing Strategies for Autonomous Orbit Determination

In data processing for autonomous orbit determination in this paper, necessary cor-
rection of observation was first carried out. Then, time reduction processing was carried
out according to the predicted orbit of the current epoch. Afterwards, gross errors in
observations were detected and eliminated and high-quality observations were acquired.
Finally, the autonomous orbit determination was conducted and the data processing flow
is shown in Figure 3.
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Table 3. Processing strategies of autonomous orbit determination (AOD).

Parameter Model

Observed values Observation data of inter-satellite links

Observation interval 1 min

Satellite transceiver delay Not estimated, calibrated numerical values are adopted

Gravity field model Earth Gravitational Model 2008 (EGM2008) model to the
8th order

Tidal correction Only solid tides are considered

Solar radiation pressure model ECOM model, parameters not estimated

EOP International Earth Rotation and Reference Systems
Service (IERS) prediction of EOP (Bulletin A)

Gravitational force of N body Considers the gravitational forces of the sun and moon

Parameters of the initial orbit Broadcast ephemeris orbit

Parameters of the initial clock offset Broadcast ephemeris clock offset

Estimator Extended Kalman filter (EKF)

Parameters to be estimated Only the position and velocity parameters of each
satellite are estimated

Figure 3. AOD data processing flowchart.

4.3. Analysis of Experimental Results

To verify the effect of the aforementioned rotation correction methods on the accuracy
of autonomous orbit determination solutions, the following three kinds of a priori constraint
information were adopted in data filtering processing.

Case 1: No rotation correction.
Case 2: Adoption of an algorithm for independent constraints to correct the rotation.
Case 3: Adoption of an algorithm for overall constraints onboard the satellite to correct

the rotation.
A priori constraint information was generated for the three aforementioned cases,

respectively, and autonomous orbit determination simulation processing was carried out
with inter-satellite ranging data from 16 October 2020 to 14 November 2020 of 24 MEO
satellites of BDS-3.
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Using the satellite-ground and inter-satellite joint orbit determination results as refer-
ence, the rotation errors acquired by Case 1, Case 2, and Case 3 were analyzed. The three
Euler angles (α, β, γ) of the constellation rotation parameters were calculated, and the
results are presented in Figure 4. Figure 5 shows the prediction errors of UT1-UTC in EOP.
Compared with the no-rotation-correction case, both the algorithm for independent con-
straints and the algorithm for global constraints could constrain the constellation rotation
on the X and Y axes better, while no significant improvement was shown on the Z-axis.
Moreover, the errors were basically consistent with the prediction errors of UT1-UTC in
EOP given in Figure 6, which occurred because the errors on the Z-axis in the overall
rotation of the constellation were mainly caused by the prediction errors of UT1-UTC, and
the errors could not be eliminated without external reference input.

Figure 4. Euler angles of the constellation rotation in each direction under different autonomous
orbit determination cases.

Figure 5. The i angle and Ω angle errors of PRN25 under different cases for autonomous orbit
determination.
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Figure 6. 30-day prediction errors of UT1-UTC in EOP.

Furthermore, the orbit inclination angle i (iot) and right ascension of the ascending
point Ω (Omega) under the three cases were calculated. Using the post-processed precise
orbits of satellite-ground and inter-satellite joint orbit determination as references, the angle
errors relative to the precise ephemeris error were obtained. Due to the space limitations
of the article, only the time series of the PRN25 and PRN37 satellites are given here, as
shown in Figures 5 and 7. Table 4 shows the prediction errors in the i and Ω for each
satellite on the 30th day under the different cases. It can be seen from Figures 7 and 8,
when the rotation was not corrected, the i and Ω of PRN25 and PRN37 became divergent
gradually, and the trends of the two satellites were basically consistent. After adopting the
algorithm for independent satellite constraints, the i errors of the two satellites could be
better constrained, and there was also a correction effect on Ω. However, the margin of
error for each satellite after correction was inconsistent, which affected the integrity of the
constellation as a rigid body. The algorithm for global constraints on satellites corrected the
i and Ω well, and the errors after correction were basically consistent, which did not affect
the integrity of the constellation as a rigid body. Without any correction, the average RMS
of the i prediction errors for the entire constellation on the 30th day was 2.11 × 10−7/rad,
and the average RMS of the Ω prediction errors was 2.25 × 10−7/rad. After adopting the
algorithm for independent satellite constraints, the i prediction error was 5.43 × 10−8/rad,
and the Ω prediction error was 2.03 × 10−7/rad. When the algorithm for global satellite
constraints was applied, the average i prediction error was 5.31 × 10−8/rad, and the
average Ω prediction error was 1.95 × 10−7/rad. The two constraint algorithms could
weaken the i and Ω prediction errors of the constellation to some extent, and the algorithm
for global satellite constraints achieved the best performance.

Figure 7. The i angle and Ω angle errors of PRN37 under different cases for autonomous orbit
determination.
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Table 4. The i and Ω prediction errors on the 30th day of autonomous orbit determination under
different cases.

PRN
i/rad Ω/rad

Case 1 Case 2 Case 3 Case 1 Case 2 Case 3

25 1.99 × 10−7 2.86 × 10−8 4.65 × 10−8 3.07 × 10−7 1.94 × 10−7 2.23 × 10−7

26 2.19 × 10−7 3.70 × 10−8 5.33 × 10−8 3.06 × 10−7 2.17 × 10−7 2.29 × 10−7

27 2.65 × 10−7 5.72 × 10−8 6.06 × 10−8 1.75 × 10−7 1.59 × 10−7 1.92 × 10−7

28 2.65 × 10−7 5.83 × 10−8 6.14 × 10−8 1.80 × 10−7 2.03 × 10−7 1.92 × 10−7

29 2.53 × 10−7 4.16 × 10−8 5.43 × 10−8 1.97 × 10−7 1.62 × 10−7 2.03 × 10−7

30 2.57 × 10−7 4.91 × 10−8 5.77 × 10−8 1.84 × 10−7 1.26 × 10−7 1.93 × 10−7

19 1.59 × 10−7 2.98 × 10−8 4.83 × 10−8 1.41 × 10−7 1.63 × 10−7 1.30 × 10−7

20 1.58 × 10−7 4.32 × 10−8 4.46 × 10−8 1.49 × 10−7 1.78 × 10−7 1.52 × 10−7

21 1.59 × 10−7 5.99 × 10−8 4.49 × 10−8 1.50 × 10−7 1.28 × 10−7 1.57 × 10−7

22 1.52 × 10−7 4.16 × 10−8 4.62 × 10−8 1.51 × 10−7 1.35 × 10−7 1.30 × 10−7

23 2.04 × 10−7 4.09 × 10−8 5.07 × 10−8 2.96 × 10−7 2.11 × 10−7 2.17 × 10−7

24 2.12 × 10−7 4.39 × 10−8 5.18 × 10−8 3.21 × 10−7 2.30 × 10−7 2.32 × 10−7

32 1.74 × 10−7 6.73 × 10−8 5.98 × 10−8 1.65 × 10−7 1.58 × 10−7 1.48 × 10−7

33 1.55 × 10−7 5.43 × 10−8 4.46 × 10−8 1.41 × 10−7 1.58 × 10−7 1.58 × 10−7

34 2.59 × 10−7 3.52 × 10−8 5.92 × 10−8 1.89 × 10−7 2.55 × 10−7 1.99 × 10−7

35 2.61 × 10−7 5.24 × 10−8 5.82 × 10−8 1.97 × 10−7 2.23 × 10−7 2.05 × 10−7

36 2.02 × 10−7 5.66 × 10−8 5.13 × 10−8 3.16 × 10−7 2.00 × 10−7 2.29 × 10−7

37 2.22 × 10−7 5.07 × 10−8 5.70 × 10−8 3.02 × 10−7 1.92 × 10−7 2.22 × 10−7

41 1.50 × 10−7 5.84 × 10−8 4.47 × 10−8 1.53 × 10−7 1.43 × 10−7 1.50 × 10−7

42 1.58 × 10−7 5.48 × 10−8 4.31 × 10−8 1.50 × 10−7 1.58 × 10−7 1.56 × 10−7

43 2.58 × 10−7 4.47 × 10−8 5.91 × 10−8 1.94 × 10−7 2.48 × 10−7 2.01 × 10−7

44 2.64 × 10−7 5.95 × 10−8 6.02 × 10−8 1.87 × 10−7 2.23 × 10−7 1.99 × 10−7

45 2.08 × 10−7 9.51 × 10−8 5.37 × 10−8 2.98 × 10−7 3.24 × 10−7 2.25 × 10−7

46 2.17 × 10−7 8.82 × 10−8 5.66 × 10−8 3.19 × 10−7 3.12 × 10−7 2.31 × 10−7

RMS 2.11 × 10−7 5.43 × 10−8 5.31 × 10−8 2.25 × 10−7 2.03 × 10−7 1.95 × 10−7

STD 1.58 × 10−7 1.55 × 10−8 6.04 × 10−9 6.78 × 10−7 5.15 × 10−8 2.91 × 10−8

 
Figure 8. The autonomous navigation constellation average orbit error with no-rotation-correction case.

The differences between the autonomous orbit determination results and the reference
orbits were analyzed, and the radial errors (RERR), tangential errors (TERR), normal-
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direction errors (NERR), and comprehensive errors (user range errors, URE) of the con-
stellation are given in Figures 8–10. The 30-day accuracy statistics for autonomous orbit
determination by the three cases are shown in Table 5.

Figure 9. The autonomous navigation constellation average orbit error with independent constraints
to correct the rotation case.

Figure 10. The autonomous navigation constellation average orbit error with overall constraints
onboard the satellite to correct the rotation case.

Table 5. The autonomous navigation constellation average orbit error with different cases.

Case RERR (m) TERR (m) NERR (m) URE (m)

Case 1 0.17 4.70 4.55 1.41
Case 2 0.54 2.21 4.07 1.09
Case 3 0.17 2.14 4.02 0.94
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For the 24 BDS-3 MEO satellites, the orbit-only URE is expressed as:

URE =

√
0.96 ∗ RERR2 + 0.04 ∗

(
TERR2 + NERR2

)
(23)

As can be seen, without rotation correction, the average RMS of the RERRs for the
entire constellation in 30 days was approximately 0.17 m, the TERR was 4.70 m, the NERR
was 4.55m, and the orbit accuracy was approximately 1.41 m. After adopting the algorithm
for independent satellite constraints to carry out rotation correction, the average RMS of
RERR was 0.54 m, the RMS of TERR was 2.21 m, the RMS of NERR was 4.07 m, and the
orbit accuracy of was 1.09 m. By adopting the algorithm for global satellite constraints,
the average RMS of RERR was 0.17 m, and the NERR and TERR were 2.14 m and 4.02 m,
respectively, and the accuracy of orbit determination for the entire constellation was 0.72 m.
Among them, the 30-day accuracy in autonomous orbit determination of without rotation
correction was the worst, and the accuracy under the algorithm for global constraints
on satellites was the best. The orbit accuracy of the three cases of autonomous orbit
determination deteriorated with time gradually, because the errors created by UT1-UTC
prediction in autonomous orbit determination cannot be eliminated relying on only the
observed values of inter-satellite links but without external reference constraints. The orbit
error trend was basically consistent with the prediction errors of UT1-UTC in Figure 4.

Compared with Case 1, the algorithm for independent satellite constraints significantly
decreased TERR and NERR in the orbit determination. However, the RERR showed
an increasing trend. The reason is that the rotation parameters of each satellite in the
independent constraint algorithm are calculated separately, which caused variations in the
geometry configuration of the inter-satellite ranging network [11]. When the Ω variations of
two satellites were the same, the inter-satellite distance was not to be changed. Conversely,
a change in the inter-satellite distance was unavoidable. Table 4 shows the Ω error of the
predicted orbit for each satellite. It can be seen that the Ω of each satellite was different and
it would cause errors in the inter-satellite distance, which would indirectly lead to orbital
RERR. Compared with the algorithm for independent satellite constraints, the algorithm for
global satellite constraints achieved a smaller improvement in the tangential and normal
directions, but it constrained the RERR well. This result illustrates that the algorithm for
independent satellite constraints did not destroy the configuration of autonomous orbit
determination. Therefore, it would not lead to an increasing orbit RERR.

The following conclusions were summarized through this study: (1) Under the premise
of no external constraints, the accuracy of autonomous orbit determination deteriorates with
time. (2) Both algorithms for rotation correction can weaken the influence of the overall
constellation rotation. (3) The algorithm for independent satellite constraints will affect the
integrity of the constellation configuration as a rigid body to a certain extent, which may lead
to an increasing RERR. However, the algorithm for global satellite constraints will not destroy
the constellation configuration. (4) Among the three cases, the 30-day accuracy in autonomous
orbit determination using the algorithm for global satellite constraints was the best.

5. Conclusions

In this paper, the models for constellation rotation errors during autonomous orbit
determination were analyzed theoretically. Aiming at the drawbacks of the algorithm for
independent satellite constraints in distributed autonomous orbit determination, an algo-
rithm for global satellite constraints was proposed. Based on the inter-satellite observation
data for the 24 MEOs in the BDS-3, BDS-3 autonomous orbit determination experiments
were designed under three schemes for correcting the rotation and the orbit determination
results were assessed. The results are described as follows:

(1) The BDS-3 inter-satellite ranging data show satisfactory continuity, and the average
number of established links for a single satellite was approximately 14.4. The geo-
metric configuration of inter-satellite link establishment was good, with an average
PDOP of approximately 0.99.
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(2) Among three rotation-correction cases, the algorithm for independent satellite con-
straints and the global satellite constraints constrained the constellation rotation on
the X and the Y axes better. However, this method did not improve the Z-axis rotation
errors caused by the prediction errors in UT1-UTC.

(3) Under the three rotation-correction schemes, distributed autonomous orbit determi-
nation processing can be carried out. Compared with precise ephemeris, it shows
that without external constraints, the accuracy of autonomous orbit determination
deteriorates with time. With no correction algorithm applied, the average RMS of
the 30-day orbit URE of autonomous orbit determination was 1.41 m. Using the
algorithm for independent satellite constraints, the average RMS of the 30-day orbit
URE was 1.09 m. Using the algorithm for global satellite constraints, the average RMS
of the 30-day orbital URE was 0.94 m, and this scheme achieves stable and reliable
autonomous orbit determination results.

(4) Both the algorithm for independent satellite constraints and the algorithm for global
satellite constraints can weaken the influence of the overall constellation rotation. The
former will affect the integrity of the constellation configuration as a rigid body to a
certain extent, while the later solves this problem perfectly. Among the three schemes,
the 30-day accuracy of autonomous orbit determination using the algorithm for global
constraints on satellites was the best.

The work conducted and the conclusions obtained in this paper provide some refer-
ence for improving the accuracy of autonomous orbit determination. However, in a case
where the ground reference benchmarks are missing, the constellation rotation errors of
autonomous orbit determination caused by UT1-UTC predictions using the inter-satellite
link ranging data cannot be eliminated. To follow up, further research and performance
analysis on autonomous orbit determination technology for the navigation constellation
based on anchoring support should be carried out.
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Abstract: Universal time (UT1-UTC) is a key component of Earth orientation parameters (EOP),
which is important for the study of monitoring the changes in the Earth’s rotation rate, climatic
variation, and the characteristics of the Earth. Many existing UT1-UTC prediction models are based
on the combination of least squares (LS) and stochastic models such as the Autoregressive (AR) model.
However, due to the complex periodic characteristics in the UT1-UTC series, LS fitting produces
large residuals and edge distortion, affecting extrapolation accuracy and thus prediction accuracy.
In this study, we propose a combined prediction model based on polynomial curve fitting (PCF),
weighted least squares (WLS), and AR, namely, the PCF+WLS+AR model. The PCF algorithm is used
to obtain accurate extrapolation values, and then the residuals of PCF are predicted by the WLS+AR
model. To obtain more accurate extrapolation results, annual and interval constraints are introduced
in this work to determine the optimal degree of PCF. Finally, the multiple sets prediction experiments
based on the International Earth Rotation and Reference Systems Service (IERS) EOP 14C04 series are
carried out. The comparison results indicate that the constrained PCF+WLS+AR model can efficiently
and precisely predict the UT1-UTC in the mid and long term. Compared to Bulletin A, the proposed
model can improve accuracy by up to 33.2% in mid- and long-term UT1-UTC prediction.

Keywords: UT1-UTC; prediction model; polynomial curve fitting; annual constraint; interval
constraint; WLS+AR

1. Introduction

Earth orientation parameters (EOPs), including precession–nutation, universal time
(UT1-UTC), and length of day (LOD), as well as polar motion (PM x,y), are essential to
realizing the transformation between the celestial and terrestrial reference frames, which has
important applications in astro-geodynamics, deep space exploration, and high-precision
space navigation and positioning [1,2]. Based on space geodetic techniques, e.g., Very Long
Baseline Interferometry (VLBI) [3], Satellite Laser Ranging (SLR) [4], Global Navigation
Satellite System (GNSS) [5], and Doppler Orbitography and Radio positioning Integrated
by Satellite (DORIS) [6], the International Earth Rotation and Reference Systems Service
(IERS) comprehensively calculates EOPs and publishes them regularly [7,8]. However,
due to the complexity of observation and data processing, it is difficult to obtain EOP in
real time, with the delay being in the range of several hours to a few days. Therefore,
high-precision EOP prediction is particularly important for real-time applications. Among
the five EOPs, the UT1-UTC, which is affected by irregular amplitude and phase variations
of annual, semi-annual, and shorter-period oscillations, is the most difficult to predict,
especially during extreme events of El Niño/Southern Oscillation [9–11].

Since the UT1-UTC series is discontinuous, leap seconds and solid Earth zonal
tides [12] need to be removed before predicting to obtain a continuous time series, i.e.,
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UT1R-TAI [13]. Various stochastic methods and techniques have been applied to UT1-UTC
prediction. Kosek et al. [14] first used the autocovariance (AC) method to improve polar
motion and UT1-UTC predictions. Schuh et al. [2] introduced the artificial neural network
(ANN) into the UT1-UTC prediction, significantly improving the medium- and long-term
prediction accuracy of UT1-UTC. Kosek et al. [10] compared the accuracy of UT1-UTC
predictions based on the least squares (LS) extrapolation combined with autocovariance
(AC), autoregressive (AR), autoregressive moving average (ARMA), and neural network
(NN) methods, respectively. Moreover, the prediction method combining the LS extrapo-
lation with multivariate autoregressive (MAR) and the accuracy of UT1-UTC prediction
have been discussed by Niedzielski and Kosek [11]. The Earth orientation parameter pre-
diction comparison campaign (EOP PCC) was performed under the auspices of the IERS
in 2005–2009 to evaluate the accuracy and reliability of different prediction methods [1].
The results showed that the three techniques, i.e., Kalman filter [15], wavelet decomposi-
tion+autocovariance (DWT+AC) [13,16], and adaptive transformation from atmospheric
angular momentum (AAM) to LODR (i.e., the LOD after removing the solid Earth zonal
tides) [1], had the best accuracy for UT1-UTC prediction. Thereafter, Xu et al. [17] verified
that the combined LS+AR+Kalman model could effectively improve the accuracy of UT1-
UTC prediction. Dill et al. [18] used 6-day effective angular momentum (EAM) forecasted
values for the UT1-UTC prediction based on the LS+AR model. Obviously, most of the
above prediction methods are based on the combination of least squares extrapolation
and stochastic models using only information of the UT1-UTC series or considering EAM.
However, due to the irregular variations of amplitude and phase in the UT1-UTC series
periodic oscillations [10,19], there is a large residual when using the LS fitting model with
annual and semi-annual period terms, which affects the accuracy of the extrapolation [20].
In addition, as shown in Section 3.2 of the present study, the distortions at the end of the LS
fitting residual series, namely, the edge effects [21], also reduce the extrapolation accuracy
of the trend term, which in turn affects the UT1-UTC prediction.

Different from the LS fitting model with time-varying periods, we use the polynomial
curve fitting (PCF) method to determine the linear trend terms and extrapolations in
this research. The PCF model can better describe the trend of discrete data, with the
advantages of high efficient and easy implementation [22]. It is also an effective method
for dealing with the edge effect by increasing constraints [23,24]. Afterwards, the PCF
residuals of UT1-UTC, containing period terms, is predicted by the combined weighted
least squares (WLS) and AR models [25], and the values predicted by UT1-UTC are the sum
of the PCF extrapolations and the residual predictions. Therefore, the UT1-UTC prediction
model based on the combination of PCF extrapolation, WLS and AR model, denoted as
PCF+WLS+AR, is proposed.

In this study, we first introduce the PCF algorithm to fit and extrapolate the C04
series. The annual and interval constraint methods to determine the optimal polynomial
fitting order are then analyzed. Afterwards, the WLS+AR model is used to predict the PCF
residuals. Finally, multiple sets of experiments are carried out based on the EOP 14C04
series to compare the prediction accuracy with the LS+AR model as well as the Bulletin A.

2. Methodology

2.1. Polynomial Curve Fitting

Consider a data set (xi, yi)(i = 1, 2, · · · , m), the approximate expression is a polyno-

mial Pn(x) =
n
∑

k=0
akxk, (n < m), where n is the maximum degree of the polynomial, ak is

the fitting coefficient, and Pn(x) is the n degrees polynomial fitting function. When the
square of the deviations is minimized, that is

R2 =
m

∑
i=1

[yi − Pn(xi)]
2 = min (1)

it is called a polynomial curve fitting [22].
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The condition for R2 to be a minimum is that

∂
(

R2)
∂aj

= 0 (j = 1, · · · , n) (2)

so
m

∑
i=1

[
yi −

n

∑
j=1

ajx
j
i

]
xk

i = 0 (k = 0, 1, · · · , n) (3)

These lead to the equations⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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(4)

The coefficient matrix can be obtained according to Equation (4), and the function of

PCF is given by Pn(x) =
n
∑

k=0
akxk [26].

2.2. Weighted Least Squares

The weighted least squares (WLS) model is established based on the LS model by
adding a suitable weight matrix. Compared to the LS method, the WLS model can better
reflect the strong influence of recent data on the prediction values [25,27]. For the PCF
residuals prediction of UT1-UTC, the WLS model is written as follows:

f (t) = α0 + α1t +
k

∑
i=1

(Bi cos(
2πt
Ri

) + Ci sin(
2πt
Ri

)) + ω (5)

where α0 is the constant term, α1 is the linear term, Bi and Ci are the coefficients for periodic
terms, Ri is the corresponding periodic, t is the time of UTC, k is the number of periodic
terms, ω is the random error.

According to the error theory and surveying adjustment, Equation (5) can be written
in the form of an error equation,

V = A
�
X − L (6)

where
�
X = [α0, α1, B1, C1, · · · , Bk, Ck]

T is the estimated parameter vector, L is the original
observation matrix, n is the length of the series, and the coefficient matrix A can be
expressed as

A =

⎡⎢⎢⎢⎢⎣
1 t1 t2

1 sin( 2πt1
R1

) cos( 2πt1
R1

) · · · sin( 2πt1
Rk

) cos( 2πt1
Rk

)

1 t2 t2
2 sin( 2πt2

R1
) cos( 2πt2

R1
) · · · sin( 2πt2

Rk
) cos( 2πt2

Rk
)

...
...

...
...

...
...

...
...

1 tn t2
n sin( 2πtn

R1
) cos( 2πtn

R1
) · · · sin( 2πtn

Rk
) cos( 2πtn

Rk
)

⎤⎥⎥⎥⎥⎦ (7)

Based on the least squares criterion, the parameters
�
X can be denoted as

�
X = (AT PA)

−1
AT PL (8)
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where P is the weight matrix, which is a diagonal matrix. For the setting of the weight
matrix, it is necessary to highlight the influence of recent data and does not affect the overall
trend when data fitting. Based on this, it can be designed as

P =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

σ2
0

σ2
1

w(1) 0 0 0

0 σ2
0

σ2
2

w(2) 0 0

0 0
. . . 0

0 0 0 σ2
0

σ2
n

w(n)

⎤⎥⎥⎥⎥⎥⎥⎥⎦

e

(9)

where w(i), i = 1, 2, · · · , n is the reciprocal of the distance from the point to the forecast
starting point, σ2

0 is the unit weight variance, σ2
i is the variance of the ith observation

(available from the IERS 14C04). e is the power, whose value is determined according to the
principle of minimum prediction error. Through experimental comparison and analysis in
this study, the value of e is taken as 10.

2.3. AR Model

AR model is the description of the relationship between a random series zt(t = 1, 2, · · · , N)
before time t and the white noise of current time t. Its expression can be written as

zt =
p

∑
i=1

ϕizt−i + ωt (10)

where ϕ1, ϕ2, · · · , ϕp are the autoregressive coefficients, ωt is the white noise with zero
means, p is the AR model order. The above equation denoted by AR(p) is well-known as
the AR model of the order. In this study, the final prediction error criterion is adopted to
determine the order.

2.4. Error Analysis

To evaluate the prediction accuracy, the Mean Absolute Error (MAE) is used, which
can be expressed as

Ei = Pi − Oi (11)

MAEj =
1
n

n

∑
i=1

(|Ei|) (12)

where Pi is the predicted value of i − th prediction, Oi is the corresponding observation
value, Ei is the real error (Assumed the observation value as true value), n is the total
prediction number, MAEj is the MAE at span j.

3. The Constrained PCF+WLS+AR Prediction Model

3.1. Data Description

The latest version of the EOP 14C04 was released by IERS on 1 February 2017 [28],
and is available at http://hpiers.obspm.fr/eoppc/eop/eopc04/ (accessed on 3 May 2021).
The new C04 is consistent with ITRF2014, and the EOPs have been updated since 1984.
Figure 1 shows a comparison of UT1-UTC and UT1-TAI adopted by IERS from 1984 to now.
Since existing studies have shown that the optimal base sequence length for UT1-UTC
prediction is between 10 and 18 years [11,17,29,30], 12 years was chosen empirically as the
base sequence length in this study.
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Figure 1. The UT1−UTC and UT1R−TAI series from 1984 to now (data from IERS website).

3.2. Application of PCF in UT1R-TAI Modeling

The UT1R-TAI is a non-stationary series due to complex time variation. Based on the
PCF algorithm, we extract trend terms from the original series to improve the applicability
between the WLS+AR prediction model and the residual series. Figure 2 shows the fitted
series and their residuals based on the LS and PCF algorithms for UTIR-TAI from 2000 to
now, respectively. Compared with the LS fitting, the PCF has smaller fitted residuals, which
are more consistent with the overall trend of UT1R-TAI series. After spectral analysis using
fast Fourier transform (FFT), there are significant annual and semi-annual periodic terms
in the PCF residuals shown in Figure 3.

Figure 2. The original UT1R−TAI series and its two fitting series with different residuals since 2000.
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Figure 3. Frequency spectrum of the PCF residuals based on UT1R-TAI using fast Fourier trans-
form (FFT).

For discrete data, the standard deviation (STD) of the fitted residuals is generally used
to determine the optimal degree of PCF. The equation can be formed as follows:

S2 =
1

n − 1

n

∑
i=1

(
fpc f (i)− Out(i)

)2

(13)

where S is the standard deviation, fpc f is the fitted value of UT1R-TAI, and Out is the
original value of UT1R-TAI.

Figure 4 shows the standard deviation of PCF at different degrees for UT1R-TAI from
2000 to now. It is important to note that the standard deviation of the PCF residuals is
basically constant after the degree reaching a threshold. As is well known, the curve will
exhibit high-frequency oscillations with increasing degree, leading to overfitting. Therefore,
the optimal PCF degree for UT1R-TAI since 2000 can be chosen as 8.

Figure 4. The STD of PCF at different degrees for UT1R-TAI from 2000 to now.

Considering that the UT1-UTC is susceptible to strong El Niño, which occurred three
times after 2000 (i.e., 2006–2007, 2010–2011, 2014–2016), we separately determine the
optimal PCF degree based on multiple sets of 12-year UT1-UTC series in this study.
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As can be seen in Figure 5, the optimal PCF degree for the 12-year UT1-UTC series is
smaller, with values between 4 and 8, than that for the 20-year series (shown in Figure 4).
Another significant piece of information in Figure 5 is that the optimal degree for different
base series is inconsistent, a fact which should be paid more attention in PCF extrapolation.
The purpose of using PCF in this study is to improve the extrapolation accuracy of trend
term in UT1R-TAI series, and multiple sets of experiments were carried out to further verify
the accuracy of the optimal degree for PCF extrapolation.

 

Figure 5. The standard deviation of PCF at different degrees for UT1R−TAI of 12 years.

Figure 6 shows the PCF extrapolation results of different degrees over six time periods.
It can be seen that there is a big difference between the extrapolation results using a few
fitting degrees with similar accuracy. The 1-year extrapolated values from 1 January 2014
using 4-, 6- and 8-degree PCF, from 1 January 2015 using 4-degree PCF, from 1 January
2016 using 4-, 5- and 7-degree PCF, from 1 January 2017 using 5- and 8-degree PCF, from 1
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January 2018 using 5- and 6-degree PCF, and from 1 January 2019 using 4-degree PCF are
in good agreement with the original observations. Compared with the results in Figure 5,
the optimal fitting and extrapolation PCF degree based on the 12-year UT1R-TAI series are
different, but 4- or 5-degree PCF have better accuracy in the two applications. In view of
the difference of 12-year UT1-UTC series used in each prediction, the optimal degree for
PCF extrapolation should be first determined. In this study, we first propose the annual
constraint method to determine the optimal degree of PCF.

Figure 6. Comparison of polynomial curve fitting at different degrees for extrapolation. D4, D5, D6,
D7 and D8 represent the fitted and extrapolated results of the original series with 4-, 5-, 6-, 7- and
8-degree PCF, respectively.

3.2.1. Determination of Degree of PCF by Annual Constraint Method

As shown in Figure 2, the long-term trends of the UT1R-TAI series approximate a
straight line. Although there are still annual and semi-annual periodic terms in the PCF
residuals, the residual values are relatively small compared to the observations, which is
not considered in the determination of PCF degree. Therefore, we use the observations at
the start time of the prediction and the previous span of time to constrain the prediction at
the next span of time, as shown in Figure 7. Since the prediction span is 1 year in this study,
this constraint method is defined as an annual constraint.

Figure 7. The distribution of points in predictive constraint method.
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Using linear symmetry features [31], the constrained value can be obtained from

[UT1R − TAIpred(T)] ≈ [UT1R − TAI′c(T)] = 2 ∗ [UT1R − TAIstart]− [UT1R − TAIobs(−T)] (14)

where [UT1R−TAIpred(T)] is the prediction value at a span of 365 days, [UT1R−TAI′c(T)]
is the constrained value, which is called the annual constraint. [UT1R − TAIstart] is the
prediction start time, [UT1R − TAIobs(−T)] is the observation from 365 days before the
start time.

To verify the availability and accuracy of the annual constraint, the PCF+WLS+AR
prediction model is established with a different degrees in this study, and the effects of
different PCF degrees on the prediction results were compared with the 365-day UT1R-TAI
prediction. According to the previous study (Figure 6), 4 or 5 is the optimal degree for PCF
extrapolation in most cases. Therefore, the optimal PCF degree was selected as either 4
or 5 based on the annual constraint method, and the PCF+WLS+AR model was used to
predict the UTIR-TAI in this study. Figure 8 shows a comparison of UT1R-TAI prediction
in different time periods based on the PCF+WLS+AR model.

Figure 8. The comparison of UT1R−TAI prediction in different time periods based on the
PCF+WLS+AR model.
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In Figure 8, the blue line represents the UT1R-TAI series, the green line is the constraint
value (CV) series calculated based on the annual constraint method in this study, the thin
black and red lines correspond to the prediction series based on the PCF+WLS+AR model
on 4 and 5 degrees, respectively. Comparing the predictions and constraint values for the
365-day span, we selected the optimal PCF degree according to the closest to constraint
values principle. In addition, we also compared the optimal degree prediction with the
original series at different time periods and determined an identification as either T or F.
As can be seen in Table 1, the predictions of degree selected based on the annual constraint
are optimal for most of the time periods, except for 1 January 2018. This may be due to the
fact that UT1-UTC is affected by the internal and external factors of the Earth, deviating
sharply from the original trend during 2018–2019. Therefore, we need to further optimize
the selection strategy for PCF degree.

Table 1. The chosen degree of PCF depends on the predictive constraint method.

Time
Optimal Degree of PCF by

Annual Constraint
True/False

1 January 2014 4 T
1 July 2014 4 T

1 January 2015 4 T
1 July 2015 5 T

1 January 2016 5 T
1 July 2016 5 T

1 January 2017 5 T
1 July 2017 5 T

1 January 2018 4 F
1 July 2018 4 T

3.2.2. Optimization of PCF Degree Using the Interval Constraint Method

As shown in the previous analysis, UT1-UTC may exhibit violent oscillations in the
series, with a serious influence of internal and external factors at a certain stage, resulting in
large errors in the annual constraint method. Therefore, in this study, the interval constraint
method is introduced to further optimize the determination of PCF degree by calculating
the annual variation.

Figure 9 shows the annual increment of the UT1R-TAI from 2000 to 2014. It can be
seen that the annual variation of UT1R-TAI from 2000 to 2006 is relatively small, about
−0.05 s~−0.2 s. However, the annual increment of UT1R-TAI suddenly decreased to
−0.3 s~−0.4 s in 2007, and remained at this magnitude for several years thereafter. Consid-
ering the strong El Niño that occurred in 2006, this drastic variation may have been caused
by this event. The real cause is beyond the scope of this study, and will not be studied in
detail. In addition, it is not difficult to find that the mean annual variation of UT1R-TAI
is about −0.3 s, with a fluctuation of 0.15 s. Therefore, −0.3 0.15 s can be chosen as the
constraint interval for annual increment. The annual constraint method determines the
PCF degree N (4 or 5) based on the difference between the annual prediction value and
the CV, while the interval constraint method optimizes the PCF degree on the basis of the
difference between the annual prediction value and the prediction starting value, i.e., the
predicted annual increment. N is the optimal degree if the predicted annual increment is
within the constraint interval. In other cases, the optimal PCF degree is the one closed to
the prediction annual increment of −0.3 s, when the prediction annual increments based on
the PCF+WLS+AR model with degree 4 and 5 are both outside the interval. Additionally,
when the results of the annual constraint and interval constraint methods are inconsistent,
the optimal degree based on the interval constraint is preferred.
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Figure 9. The annual increment of UT1R-TAI from 2000 to 2014.

3.3. The Processing of the Constrained PCF+WLS+AR Model

In this study, we proposed the model for UT1-UTC prediction as shown in Figure 10.
The prediction process is demonstrated by the following steps.

Figure 10. The process of the PCF+WLS+AR prediction model.

(1) Determination of the PCF model.

1. Based on the annual constraint method, the CV is calculated and compared with
the annual prediction value to determine the initial optimal PCF degree;

2. Optimize with interval constraints to obtain the final optimal PCF degree;
3. Use the optimal degree for polynomial curve fitting and extrapolation.

(2) Construction of WLS model.

4. Model the residuals of PCF and obtain the WLS extrapolation.

(3) Residual prediction based on AR model.

5. Model the residuals of WLS.

(4) UT1-UTC prediction using the combined PCF+WLS+AR model.

421



Remote Sens. 2022, 14, 3252

6. Add the leap seconds and solid Earth zonal tides.

It is important to note that Pre_O_s is the difference between the PCF+WLS+AR model
on degree 4/5 and the UT1R-TAI value at the starting point and Fit_O_s is the difference
between the PCF model and the UT1R-TAI value at the starting point of prediction.

4. Results and Discussion

In this study, the accuracy of the constrained PCF+WLS+AR prediction model was
validated based on multiple sets of prediction experiments using the EOP 14C04 series
between 2014 and 2019. The experimental scheme was as follows.

• Case 1: UT1-UTC prediction based on the LS+AR model;
• Case 2: UT1-UTC prediction based on the constrained PCF+WLS+AR model (consid-

ering annual constraint);
• Case 3: UT1-UTC prediction based on the constrained PCF+WLS+AR model (consid-

ering annual constraint and interval constraint);
• Case 4: Bulletin A results achieved by IERS.

The four cases above represent the LS+AR model, the two PCF+WLS+AR models
proposed in this paper, and Bulletin A provided by IERS, respectively. The prediction span
was 360 days with a weekly sliding window, and the accurate statistical period was from
3 January 2014 to 6 August 2019. Figure 11 shows the MAE of UT1-UTC prediction in four
cases. Compared to the other models, the MAE of the proposed constrained PCF+WLS+AR
models exhibited fewer errors in mid- and long-term prediction (90~360 days). Since the
PCF+WLS+AR model better takes into account the overall trend of the base series, it obtains
a more accurate long-term trend and long-period term than the LS model during extrapo-
lation, thus improving the mid- and long-term UT1-UTC prediction accuracy. Combined
with the UT1-UTC prediction accuracy statistics presented in Table 2, the improvement
value relative to Bulletin A was positive after 90 days in the future, and the improvement
gradually increased with the progression of the prediction span, reaching a maximum
of 33.2%. However, for short-term prediction, Bulletin A showed a smaller MAE in the
four cases. As shown in Table 2, it can be seen that Bulletin A clearly outperformed the
other models in terms of short-term prediction, especially the first 20 days in the future.
This advantage is primarily due to the fact that Bulletin A takes into account the effects
of Atmospheric Angular Momentum (AAM) and Oceanic Angular Momentum (OAM).
Kalarus et al. [1] showed that the main contribution of AAM and OAM to UT1-UTC is
its high-frequency component. Therefore, the additional inputs, i.e., AAM and OAM, can
improve the modeling of the high-frequency component of UT1-UTC, thus improving the
short-term prediction accuracy of UT1-UTC. Compared with the LS+AR model, except
that the first 60 days of future have basically similar accuracy, the PCF+WLS+AR model
demonstrates a more obvious improvement in terms of mid- and long-term prediction.

Table 2. Comparison of prediction accuracy for 4 cases with the unit [ms]. The improvement
represents the prediction accuracy of Case 3 relative to Case 4.

Span Case 1 Case 2 Case 3 Case 4 Improvement

1 0.036 0.037 0.036 0.056 35.5%
10 1.049 1.124 1.083 0.452 −139.4%
20 2.460 2.749 2.596 1.601 −62.1%
30 3.544 4.151 3.802 2.910 −30.7%
60 7.396 8.722 7.616 7.284 −4.6%
90 12.390 13.191 11.332 11.271 −0.5%

120 18.338 17.867 15.077 15.626 3.5%
180 33.148 29.346 23.954 25.962 7.7%
240 51.349 41.785 33.250 39.485 15.8%
300 71.272 52.021 40.979 56.666 27.7%
360 92.197 65.819 50.934 76.217 33.2%
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Figure 11. Mean absolute errors (MAE) of the UT1-UTC prediction using 4 cases with the unit [ms].
Case 1, Case 2, and Case 3 denote the LS+AR model (blue line), the PCF+WLS+AR model with annual
constraints (orange line), and the PCF+WLS+AR model with annual and interval constraints (yellow
line), respectively. Bulletin A is indicated by the black line.

Figure 12 presents the Absolute Errors (AE) of 360-day prediction between 2014 and
2019 for these four cases in order to better understand the prediction performance and its
causes. It can be seen that the PCF+WLS+AR model considering annual constraint and
interval constraint demonstrates a significant improvement in mid- and long-term UT1-
UTC prediction accuracy compared to the LS+AR model and Bulletin A. In the results of
Bulletin A, the long-term prediction from the beginning of 2015 has high errors, which may
have been caused by the superstrong El Niño warm event occurring between 2015 and 2016.
Obviously, our proposed method was effective for prediction with high accuracy during
this period. This is due to the fact that we accurately fit the base series and continuously
optimize the polynomial degree by means of annual and interval constraints to obtain the
optimal extrapolation values. However, with the time-varying of PCF degree, there is also
a sudden change in adjacent starting prediction errors.

Figure 12. Absolute errors (in mas) of the UT1-UTC prediction using LS+AR model, the
PCF+WLS+AR model with annual constraints, the PCF+WLS+AR model with annual and interval
constraints and Bulletin A. The four subplots represent the prediction accuracy of Case 1, Case 2,
Case 3, and Case 4 from top to bottom.
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5. Conclusions

UT1-UTC is a quantitative parameter describing the Earth’s rotation rate, which is the
most difficult to predict in the five EOPs due to the complex and variable periodic term.
Among existing prediction models, LS is the most widely used for fitting trend terms and
periodic terms. In this study, based on the characteristics of UT1-UTC and its inherent
periodic and trend terms, a constrained PCF+WLS+AR prediction model is proposed. The
proposed model fully takes into account the trend and long-period terms of the UT1R-TAI
series, as well as its annual variation and the strong influence of recent data. This is an
important enhancement to high-precision modeling and PCF extrapolation. To obtain the
optimal PCF degree, we introduce two constraint methods, namely annual constraint and
interval constraint. Finally, multiple sets of prediction experiments based on EOP 14C04
series were carried out to verify the accuracy of this proposed model. The comparison with
prediction accuracy of other methods indicates that the constrained PCF+WLS+AR model
can efficiently and precisely predict the UT1-UTC in the middle and long term. Compared
to Bulletin A, released by IERS, the proposed model demonstrates improved accuracy of
UT1-UTC prediction by up to 33.2% in the middle and long term (90–360 days). However,
Bulletin A demonstrates much smaller errors in short-term prediction, especially in the
ultra-short term.

Future work may focus on the strong relation between AAM, OAM, and UT1-UTC.
A prediction model such as the constrained PCF+WLS+MAR, based on multiple inputs
of EOP, AAM and OAM, will be established to improve short-term UT1-UTC prediction
accuracy. At the same time, a better constraint method for PCF needs to be further explored.

Author Contributions: Y.Y., T.X. and Z.S. conceived the experiments. Y.Y. and Z.S. processed the
data and drew the pictures. W.N. and Z.F. investigated the results. Y.Y. wrote the whole manuscript.
T.X. and W.N. executed the review and editing. All authors have read and agreed to the published
version of the manuscript.

Funding: This study is under the support of the National Natural Science Foundation of China (Grant
No. 41874032), State Key Laboratory of Geodesy and Earth’s Dynamics, Innovation Academy for
Precision Measurement Science and Technology, Chinese Academy of Sciences (SKLGED2021-3-4).

Data Availability Statement: All data for this paper referred to in the data description.

Acknowledgments: The authors are grateful to IERS for the EOP 14C04 solution. It is worth stating
that all the prediction models in this experiment were implemented based on our self-developed
software compiled in the MATLAB platform. Interested readers may contact the authors by email.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Kalarus, M.; Schuh, H.; Kosek, W.; Akyilmaz, O.; Bizouard, C.; Gambis, D.; Gross, R.; Jovanović, B.; Kumakshev, S.;
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