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Abstract: The BeiDou global navigation satellite system (BDS-3) has been officially providing a real-
time precise point positioning (PPP) augmentation service, known as the PPP-B2b service, since 2020.
Decimeter-level positioning accuracy is expected to be achieved based on the PPP-B2b service. It
shows great potential for global navigation satellite system (GNSS) real-time applications, including,
for example, vehicle positioning on land. However, the application of the PPP-B2b service is still full of
challenges in the urban environment because of GNSS signal blockage. The inertial navigation system
(INS) is a popular technology which can provide continuous positions under GNSS challenging
scenarios. In this study, we constructed a BDS-3 PPP-B2b/INS loosely coupled integration system
for vehicle positioning and evaluated its performance through two automotive experiments. In the
first experiment, four periods of 30 s GNSS outages were simulated to evaluate the performance
of PPP-B2b/INS loosely coupled integration during GNSS outages. During the simulated GNSS
outages, PPP-B2b positioning did not work. Nevertheless, PPP-B2b/INS loosely coupled integration
provided continues solution through INS mechanization. The averaged positioning errors at the
last epoch of outages were 300.6/498.0/41.0 cm for PPP-B2b/MEMS-IMU and 18.6/21.8/6.1 cm for
PPP-B2b/Tactical-IMU loosely coupled integration, in the east, north and up directions, respectively.
In the second experiment, we drove the land vehicle in a complex urban environment for 15 min.
During this period, two GNSS signal interruptions occurred due to the occlusion of bridges, lasting
15 s and 5 s, respectively. The results show that the improvement of positioning accuracy in the east,
north, and up components were 64.1%, 77.8%, and 73.8% respectively for PPP-B2b/MEMS-IMU
loosely coupled integration, and 63.9%, 79.5%, and 74.4% respectively for PPP-B2b/Tactical-IMU
loosely coupled integration, as compared to the positioning accuracy of PPP-B2b only.

Keywords: GNSS; INS; PPP-B2b service; loosely coupled integration

1. Introduction

Real-time kinematic (RTK) and precise point positioning (PPP) are usually conducted
to satisfy the high-precision positioning requirements of autonomous cars and unmanned
aerial vehicles. RTK technology can archive centimeter-level positioning accuracy with
short initialization time [1,2], but it needs regional corrections from a reference station
or reference network. The concept of PPP technology was proposed in 1997 [3,4], and it
could obtain decimeter- even to centimeter-level positioning accuracy using standalone
global navigation satellite system (GNSS) equipment [5]. Over the decades, PPP has
become a widely used high-precision GNSS positioning technology. Precise GNSS satellite
products are indispensable for the implementation of PPP. Motivated by the requirements of
GNSS real-time applications, the international GNSS service (IGS) has been providing real-
time service (RTS) through Internet communication since 2013 [6,7]. The RTS corrections,
including precise orbit correction, clock offset correction, and code biases, are sent to users
based on the Networked Transport of RTCM via Internet Protocol (NTRIP) [8]. By applying
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these corrections, the users can compute precise satellite orbits and clocks, and then carry
out real-time PPP. However, RTS may be interrupted when the Internet is unavailable [9].

The commissioning of the BeiDou global navigation satellite system (BDS-3) was
announced on 31 July 2020 [10,11]. Several featured services are provided by BDS-3,
including short message communication, international search and rescue, and the PPP-
B2b service, in addition to global positioning, navigation and time (PNT) services [12].
The BDS-3 PPP-B2b service can support real-time PPP based on PPP-B2b corrections
broadcast by 3 BDS-3 geostationary earth orbit (GEO) satellites [13,14]. The PPP-B2b
corrections include satellite orbit correction, clock correction, and code bias correction. At
present, the BDS-3 PPP-B2b service only provides corrections for BDS-3/GPS satellites.
The BDS-3 PPP-B2b service can be obtained free of charge. In addition, unlike IGS-RTS,
Internet communication is not required since the BDS-3 PPP-B2b service is a satellite-
based service. Therefore, the PPP-B2b service has great potential for real-time GNSS
applications. Recently, publications have presented the precision of PPP-B2b corrections
and positioning performance based on the PPP-B2b service [15–19]. These results indicate
that the signal-in-space accuracy of precise ephemeris calculated with PPP-B2b corrections
is at the decimeter- even to centimeter-level. In term of positioning performance, centimeter-
level accuracy in the static mode and decimeter-level in the kinematic mode could be
achieved. However, positioning performance based on the BDS-3 PPP-B2b service would be
significantly degraded in severe environments, due to GNSS signal blockages. To overcome
this weakness, GNSS should be integrated with other sensors [20]. The inertial navigation
system (INS) is an autonomous and spontaneous navigation system, which has potential to
overcome degradation of GNSS positioning performance when GNSS signal outage occurs.
Many valuable studies in PPP/INS integration have been published in the past decades,
including loosely coupled (LC) model and tightly coupled (TC) integration [21–25]. In
these publications, the precise ephemeris derived from IGS final precise products or from
the IGS RTS service is adopted for PPP/INS integration processing. However, there is a
considerable delay obtaining IGS final precise products. As for the IGS RTS service, the
PPP/INS integration is restricted when there is a lack of Internet communication. It is
worth mentioned that the above disadvantages can be overcome when the BDS-3 PPP-B2b
service has implemented PPP/INS integration.

To our knowledge, there has until now been no published research on BDS-3 PPP-
B2b/INS integration. In this paper, we focus on performance assessment of BDS-3 PPP-
B2b/INS loosely coupled integration. Two vehicle kinematic experiments were carried
out to assess the performance of PPP-B2b/INS loosely coupled integration. The rest of
the paper is organized as follows. In Section 2, the methodology is introduced, including
PPP positioning based on PPP-B2b corrections, the INS model, and their loosely coupled
integration. In Section 3, the experimental set-ups and data processing strategies are
presented in detail. Section 4 presents the performance of PPP-B2b/INS loosely coupled
integration in urban environments. Finally, conclusions and perspectives are illustrated
in Section 5.

2. Methodology

BDS-3 PPP-B2b/INS loosely coupled integration can be divided into three parts,
including PPP positioning based on the PPP-B2b service, the INS model, and the integration
of BDS-3 PPP-B2b and INS. In this section, these three parts are described in detail.

2.1. PPP Positioning Based on PPP-B2b Service

As is known, precise satellite orbit and clock products play a key role in PPP processing.
For PPP-B2b service, the satellite orbit corrections and clock offset corrections are broadcast
by BDS-3 GEO satellites. Up to now, the PPP-B2b service has provided corrections only
for BDS-3/GPS satellites. According to the PPP-B2b Interface Control Document (ICD)
from China Satellite Navigation Office (CSNO) [26], the PPP-B2b orbit corrections are
given in the radial (δOradial), along-track

(
δOalong

)
, and cross-track (δOcross) directions.
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Hence, the orbit correction vector δOB2b =
[
δOradial δOalong δOcross

]T should first be
transformed to the Earth-Center Earth-Fixed (ECEF) frame. This is because the satellite
positions derived from CNAV1/LNAV broadcast ephemeris are based on the ECEF frame.
This transformation can be described as follows:

δXsat =
[
eradial ealong ecross

]·δOB2b (1)

with ⎧⎪⎪⎨⎪⎪⎩
eradial =

r
|r|

ecross =
r× .

r
|r× .

r|
ealong = ecross × eradial

(2)

where δXsat =
[
δOx δOy δOz

]T represents the PPP-B2b orbit correction vector in the
ECEF frame. r and

.
r are the satellite position and velocity vectors derived from broadcast

ephemeris. Then, the precise satellite position vector Xprec can be computed by

Xprec = Xbrdc − δXsat (3)

where Xbrdc is the satellite position vector derived from broadcast ephemeris. As described
in ICD document, the PPP-B2b clock correction parameter is defined as offset to the
broadcast ephemeris clock in meters. The precise satellite clock offset is given by

dtsat
prec = dtsat

brdc −
C0

c
(4)

where C0 represents the PPP-B2b clock correction parameter; dtsat
brdc is the satellite clock

offset derived from broadcast ephemeris; dtsat
prec denotes the precise PPP-B2b clock offset; c

is the velocity of light in a vacuum.
The GNSS raw code and carrier-phase measurements can read as [27,28]⎧⎪⎨⎪⎩

Pi = ρ + c·(dtr − dts) + T +
f 2
1

f 2
i
·I1 + Br,i − Bs

i + εPi

Li = ρ + c·(dtr − dts) + T − f 2
1

f 2
i
·I1 + λi

(
Ni + br,i − bs

i
)
+ εLi

(5)

where i represents the frequency number; Pi and Li are raw code and phase measurements;
ρ denotes the geometric distance from satellite to receiver; dtr and dts are the clock offsets
at the receiver and satellite, respectively; fi is the frequency value, T is the tropospheric
delay, and I1 denotes the ionospheric delay for L1; Br,i and Bs

i represent the code bias at the
receiver/satellite end; br,i and bs

i denote the phase bias at the receiver/satellite end; εPi and
εLi are the unmodelled errors of code/phase measurements. The relativistic effect, Sagnac
effect, Shapiro time delay [29], site displacements [30], and phase windup [31] should be
corrected according to the corresponding models.

The ionosphere-free code and phase combinations are usually adopted by PPP to elim-
inate the first-order ionospheric delay. The ionospheric-free code and phase combinations
read as [32]:{

PIF = α·Pi + (1 − α)·Pj = ρ + c·dtr − c·dts − Bs
IF + T + εPIF

LIF = α·Li + (1 − α)·Lj = ρ + c·dtr − c·dts + T + λIF·NIF + εLIF

(6)

where α = f 2
i /
(

f 2
i − f 2

j

)
and λIF·NIF = λIF NIF − bs

IF + br,IF − Br,IF, bs
IF and br,IF are

phase bias of ionospheric-free phase combination at the satellite/receiver end, Bs
IF and

Br,IF represent code bias of ionospheric-free code combination at the satellite/receiver
end, λIF and NIF are the ionospheric-free wavelength and the ionospheric-free ambiguity,
respectively; dtr is the recombined receiver clock offset, which absorbs the receiver code
bias of ionospheric-free code combination; εPIF and εLIF denote the unmodelled errors of

3
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ionospheric-free code and phase combinations. It is noted that the ionospheric-free code
bias at the satellite end should be corrected by applying PPP-B2b differential code bias
corrections [15].

When the recovered PPP-B2b precise satellite orbits and clock offsets have been
applied, the satellite orbit and clock errors are considered eliminated. The tropospheric
delay can be divided into the dry and wet parts. The Saastamoinen model is usually
used to correct the dry part, and the wet part must be estimated as unknown. Then the
ionospheric-free code and phase combinations can be linearized as{

pIF = −e·x + c·dtr + MW ·zwd + εPIF
lIF = −e·x + c·dtr + MW ·zwd + λIF·NIF + εLIF

(7)

where e, x represent the unit vector from receiver to satellite, and the vector of position
increment, respectively; zwd denotes the zenith wet delay and MW is the corresponding
mapping function. In this equation, the remaining unknown parameters include only the
receiver position increment vector x, the receiver clock offset dtr, the zenith wet delay zwd
and the ionosphere-free ambiguity λIF NIF. By adopting a Kalman filter, the unknown
parameters can be exactly estimated. It should be noted that in this paper the ionospheric-
free Doppler combination is used to derive the velocity [23].

2.2. INS Model

The mechanization of INS in the navigation frame (n-frame) can be expressed as an
integral process for the following equation [33,34]:⎡⎢⎣

.
pn

INS.
vn

INS.
C

n
b

⎤⎥⎦ =

⎡⎢⎣ D−1vn
INS

Cn
b fb − (2ωn

ie + ωn
en
)× vn

INS + gn

Cn
b

(
ωb

ib×
)
− (ωn

ie + ωn
en
)× Cn

b

⎤⎥⎦ (8)

where D−1 is the diagonal matrix to transform the rectangular coordinates into geodetic
coordinates; pn

INS and vn
INS denote the INS position vector and INS velocity vector in

n-frame; Cn
b represents the transformation matrix from body-frame (b-frame) to n-frame; fb

is the inertial measurement unit (IMU) specific force measurement projected in b-frame;
ωb

ib denotes the IMU angular rate measurement expressed in b-frame; ωn
ie is the vector

of earth rotation rate expressed in n-frame; gn is the gravity vector presented in n-frame;
ωn

en represents the rotation rate of ECEF frame relative to that of n-frame expressed in
n-frame; The symbol “×” represents the cross-product operator. Obviously, the INS update
of position, velocity, and attitude can be implement based on Equation (8).

The perturbation of position, velocity and attitude must be considered in the INS data
processing. In this paper, the error model of attitude, velocity, and position is defined as
the psi-angle error model, which reads as⎡⎢⎣δ

.
pn

INS
δ

.
vn

INS.
φ

⎤⎥⎦ =

⎡⎣ −ωn
en × δpn

INS + δvn
INS

−(2ωn
ie + ωn

en
)× δvn

INS + Cn
b fb × φ + δgn + Cn

b δfb

−(ωn
ie + ωn

en
)× φ − Cn

b δωb
ib

⎤⎦ (9)

where δpn
INS and δvn

INS are the error vector of INS position and velocity, respectively; φ

indicates the vector of misalignment angles; δgn is the gravity error; δfb is error vector of
specific force measurement; δωb

ib denotes error vector of the IMU angular rate. Generally,
the error vectors of specific force and angular rate measurement include scale factor errors,
bias errors, and white noise [35]. Here, only bias errors are considered and the bias errors
of IMU sensors are described as the first Gauss-Markov procedure [34]:[

δ
.
Ba

δ
.
Bg

]
= − 1

τ

[
δBa
δBg

]
+

[
wa
wg

]
(10)
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where δBg and δBa represent the error vector of gyro biases and accelerometer biases, respec-
tively; τ is the correction time; and wa, wg represents the driving noise for accelerometer
and gyro, respectively.

2.3. PPP-B2b/INS Loosely Coupled Integration Model

A typical state vector of 15 states is used in PPP-B2b/INS loosely coupled integration,
which can be expressed as

Xk =
[
δpn

INS δvn
INS φ δBa δBg

]T (11)

The system model of PPP-B2b/INS loosely coupled integration in the discrete form
can be simplified as

Xk = (I + F·Δt)Xk−1 + Γk−1wk−1, wk−1 ∼ N(0, Qk−1) (12)

where Xk−1 and Xk are the vector of state parameter at epoch k − 1 and k, respectively;
I is the identify matrix; Δt denotes the time interval between two adjacent epochs; wk−1
represents the vector of the process noise at epoch k − 1, and Γk−1 denotes the matrix of the
noise distribution; Qk−1 represents the covariance matrix of process noise; F is the dynamic
matrix, which can be derived from the INS error model as follows:

F =

⎡⎢⎢⎢⎢⎢⎣
Frr Frv 0 0 0

Fvr Fvv

(
fb×
)

Cn
b 0

Fφr Fφv −(ωn
ie + ωn

en×
)

0 −Cn
b

0 0 0 − 1
τ I 0

0 0 0 0 − 1
τ I

⎤⎥⎥⎥⎥⎥⎦ (13)

where 0 denotes the zero matrix; Frr, Frv, Fvr, Fvv, Fφr, and Fφv are sub-matrices of dynamic
matrix, which can be derived from Equation (9). Then the Kalman time update can be
expressed as [36] {

X−
k = Φk,k−1X+

k−1
P−

k = Φk,k−1P+
k−1ΦT

k,k−1 + Qk−1
(14)

where the superscript “+” and “−” denote the estimated and predicted information;
Φk,k−1 = (I + F·Δt) represents the state transition matrix; Pk represents the covariance
matrix of the states.

When the PPP-B2b positioning solution and INS predicted solution are available
at the same epoch, the Kalman filter measurement update can be operated. However,
the positions and velocities from INS are referred to the IMU center, while those from
PPP-B2b positioning are typically based on the GNSS antenna phase center. Therefore,
the corresponding lever-arm offsets must be compensated. Here, the accurate lever-arm
offsets are measured and directly applied to the position and velocity from INS. Then, the
observation model for PPP-B2b/INS loosely coupled integration can be expressed as

Zk = HkXk +

[
εp
εv

]
,
[

εp
εv

]
∼ N(0, Rk) (15)

with

Zk =

[
pn

GNSS
vn

GNSS

]
−
[

pn
INS

vn
INS

]
(16)

Hk =

⎡⎣I3×3 03×3

(
Cn

b lb×
)

03×3 03×3

03×3 I3×3 Hφ 03×3 −Cn
b

(
lb×
)⎤⎦ (17)
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where Hφ =
[(

ωn
ie + ωn

en
)× Cn

b

(
lb×
)
+ Cn

b

(
lb × ωb

ib

)
×
]
; pn

GNSS, vn
GNSS denote the vector

of position and velocity obtained from PPP-B2b positioning;
[
εp εv

]T denotes the vector
of measurement noise of position and velocity and Rk represents its related covariance
matrix; lb represents the vector of lever-arm offsets; Hk is the design matrix; Zk is defined as
the innovation vector, which consists of the difference of positions and velocities between
PPP-B2b positioning solution and INS predicted solution. Finally, the Kalman measurement
update can be given as ⎧⎪⎨⎪⎩

Kk = P−
k HT

k
(
HkP−

k HT
k + Rk

)−1

X+
k = X−

k + Kk
(
Zk − HkX−

k
)

P+
k = (I − KkHk)P

−
k

(18)

where Kk is the Kalman gain.

3. Description of Experiments

In order to assess the performance of BDS-3 PPP-B2b/INS loosely coupled integration,
two land vehicle experiments in open-sky scenery and urban canyon scenery (hereinafter
referred to as Experiment A and Experiment B, respectively) were carried out in Qingdao,
China. In these two experiments, a tactical-grade IMU (ISA100C) [37] and a MEMS-grade
IMU (ADIS-16505) [38] were equipped to evaluate the impact of IMU grade on BDS-3
PPP-B2b/INS loosely coupled integration. Two GNSS antennas were mounted on the roof
of the land vehicle, and connected to a NovAtel PwrPak7 receiver [39] and a FRII-PLUS
PPP-B2b receiver (http://www.femtomes.com, accessed on 20 October 2021). The FRII-
PLUS receiver was only used to collected PPP-B2b messages, while all GNSS observations
used in the evaluation were collected by the PwrPak7 receiver. The sampling rate of
GNSS observations was 1 Hz. Figure 1 shows the installation of experimental equipment.
Relevant specific information for the IMU sensors is listed in Table 1.

 

Figure 1. Experimental equipment mounted on the vehicle.
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Table 1. Parameters of the IMU sensors used in the experiments.

IMU
Sensor

Grade
Sampling

Rate

Bias Random Walk

Gyro.
(◦/h)

Acc.
(mGal)

Angular
(◦/

√
h)

Velocity
(m/s/

√
h)

IAS100C Tactical 200 Hz 0.75 1000 0.03 0.1
ADIS-
16505 MEMS 100 Hz 10 1500 0.34 0.18

During these two experiments, a GNSS base station was established on the roof of
Engineering-C building in the China University of Petroleum (East China). It should be
noted that the distance between the base and rover stations was less than 5 km. Using
GNSS observations collected by PwrPak7, and IMU data from ISA100C, together with
GNSS measurements at the base station, the smoothed RTK/INS tightly coupled solution
was obtained by commercial Inertial Explorer software (IE 8.90) from the NovAtel company,
and this solution was used as reference.

In PPP-B2b positioning, the B1C and B2a signals of BDS-3, L1 and L2 signals of GPS
were selected to form the ionospheric-free combination, and the cut-off elevation angle was
set to 7 degrees. The remaining processing strategies are shown in detail in Table 2.

Table 2. Strategies of PPP-B2b positioning.

Item Model/Strategy

Satellite orbit and clock Applying the PPP-B2b precise products
Weight method Elevation-dependent weight [40]
Phase windup Corrected [31]
Sagnac effect Corrected [29]

Special relativistic effect Corrected [29]
Shapiro time delay Corrected [29]

Tidal effects Corrected according to IERS Conventions 2010 [30]

Troposphere Saastamoinen model [41] is adopted to correct hydrostatic delay, the zenith wet delay is estimated
for each epoch as a random walk noise, and Global Mapping Function [42] is used.

Phase ambiguity Estimated as a constant for each ambiguity arc
Estimator Kalman filter

4. Result and Discussion

In this section, the performance of BDS-3 PPP-B2b/INS loosely coupled integration
was investigated in both open-sky and complex urban environments.

4.1. Experiment A

Experiment A was conducted from 16:30:40 to 16:59:59 on 3 December 2021 in GPS
time. The trajectory of the land vehicle is shown in Figure 2.

During Experiment A, the velocities of the land vehicle were within ±20 m/s in the
east and north directions and within ±1 m/s in the vertical direction. The number of visible
BDS-3/GPS satellites and the position dilution of precision (PDOP) values are shown in
Figure 3. The number of visible satellites ranged from 9 to 15 with an average value of 12.5,
and the PDOP varied from 1.28 to 2.70 with an average value of 1.59.

Figure 4 shows the positioning errors of PPP-B2b only, PPP-B2b/MEMS-IMU loosely
coupled integration, and PPP-B2b/tactical-IMU loosely coupled integration, respectively.
As with traditional PPP processing, a convergence period is indispensable in PPP-B2b
positioning and PPP-B2b/INS loosely coupled integration. In this study, the convergence
time was defined for horizontal/vertical positioning accuracy better than 30 cm/60 cm,
with such a positioning accuracy for at least 60 continuous epochs. The statistics of the
positioning results are summarized in Table 3. It should be noted that positioning results
before full convergence were excluded when calculating positioning accuracy. The biases
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in the east, north and up directions were 6.7/23.7/26.5 cm for PPP-B2b only, and the
corresponding values for PPP-B2b/tactical-IMU and PPP-B2b/MEMS-IMU loosely coupled
integration schemes were 6.6/23.3/26.0 cm and 6.2/23.5/25.8 cm, respectively. In terms of
the root mean square (RMS) value of positioning errors, the improvement of PPP-B2b/INS
loosely coupled integration was not significant compared to PPP-B2b only. This is because
Experiment A was carried out within an open-sky environment and thus PPP-B2b on its
own was already able to obtain high-precision positioning accuracy.

 
Figure 2. The trajectory of land vehicle in Experiment A.

Figure 3. Number of visible BDS-3/GPS satellites and PDOPs in Experiment A.
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Figure 4. Positioning errors of PPP-B2b only (top panel), PPP-B2b/MEMS-IMU loosely coupled
integration (middle panel), and PPP-B2b/tactical−IMU loosely coupled integration (bottom panel),
for Experiment A.

Table 3. Statistics of the positioning errors (unit: cm).

Schemes
Bias RMS

East North Up East North Up

PPP-B2b 6.7 23.7 26.5 8.1 24.2 27.5
PPP-B2b/MEMS-IMU 6.6 23.3 26.0 7.9 24.0 27.0
PPP-B2b/tactical-IMU 6.2 23.5 25.8 7.1 23.8 26.5

It is recognized that PPP-B2b only is unable to obtain a high-precision solution during
GNSS signal outages, while PPP-B2b/INS loosely coupled integration continues to work
by INS mechanization. Four periods of GNSS signal outage were simulated to present
the superiority of PPP-B2b/INS loosely coupled integration. The periods of GNSS outage
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were simulated from the 600th/900th/1200th/1500th epoch, and each period lasted 30 s.
The corresponding positioning errors of PPP-B2b/MEMS-IMU and PPP-B2b/tactical-IMU
loosely coupled integration are plotted in Figures 5 and 6, respectively. Clearly, the posi-
tioning accuracy become progressively worse with increased time of GNSS outages in both
PPP-B2b/MEMS-IMU and PPP-B2b/tactical-IMU loosely coupled integration schemes.
When the GNSS signal outage time increased to 30 s, the positioning errors in the east,
north, and up directions decreased to 300.0 cm, 498.0 cm, and 41.0 cm, respectively, for
PPP-B2b/MEMS-IMU loosely coupled integration. The results for the PPP-B2b/tactical-
IMU loosely coupled integration scheme dropped to 18.6 cm, 21.8 cm, and 6.1 cm in the
east, north, and up components, respectively. Table 4 lists the statistics results, showing
that the positioning performance of PPP-B2b/tactical-IMU loosely coupled integration is
significantly better than that of PPP-B2b/MEMS-IMU loosely coupled integration.

Figure 5. Positioning errors of the PPP-B2b/MEMS−IMU loosely coupled integration during the
simulated GNSS signal outages.

Figure 6. Positioning errors of the PPP-B2b/tactical−IMU loosely coupled integration during the
simulated GNSS signal outages.

10
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Table 4. Statistics of positioning errors for PPP-B2b/INS loosely coupled integration during GNSS
outages (unit: cm).

Schemes Direction 5 s 10 s 15 s 20 s 25 s 30 s

PPP-B2b/tactical-IMU
East 0.5 1.8 3.9 7.7 12.7 18.6

North 0.8 2.5 5.3 9.3 14.6 21.8
Up 0.4 1.3 2.5 3.7 5.0 6.1

PPP-B2b/MEMS-IMU
East 3.8 17.4 45.7 97.4 180.5 300.6

North 8.0 35.2 87.3 174.6 308.9 498.0
Up 1.8 7.2 15.7 24.7 33.4 41.0

4.2. Experiment B

To fully demonstrate the performance of BDS-3 PPP-B2b/INS loosely coupled integra-
tion in an urban scenario, we conducted Experiment B in a complex urban environment.
Experiment B was carried out from 09:00:00 to 09:49:59 on 5 December 2021 in GPS time.
The trajectory of the land vehicle is shown in Figure 7.

 
Figure 7. The trajectory of the land vehicle in Experiment B.

Figure 8 presents the number of visible BDS-3/GPS satellites and the values of PDOP.
The number of available BDS-3/GPS satellites dropped frequently, and at the same time
the PDOP value significantly increased as several typical city features such as tall buildings,
trees, and over-bridges appeared along the vehicle route.

During the first 35 min, there were enough satellites for the implementation of PPP-
B2b positioning. The positioning errors of PPP-B2b only, PPP-B2b/MEMS-IMU loosely
coupled integration and PPP-B2b/tactical-IMU loosely coupled integration are plotted in
Figure 9. It can be found that all three schemes provided similar positioning accuracy in this
35-min period. The RMS values of positioning errors were 20.7 cm, 17.3 cm, and 47.6 cm
in the east, north, and up directions for PPP-B2b only. For PPP-B2b/INS loosely coupled
integration, the corresponding RMS values were 20.8 cm, 17.4 cm, and 47.5 cm for the PPP-
B2b/MEMS-IMU scheme, and 20.3 cm, 17.4 cm, and 47.5 cm for the PPP-B2b/tactical-IMU
scheme. It should be noted that a convergence period of 15 min was removed when we
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computed the positioning accuracy. Clearly, the equipped IMU sensors could not improve
the performance of the PPP-B2b service when there was no GNSS signal blockage.

Figure 8. Number of visible BDS-3/GPS satellites and PDOPs in Experiment B.

Figure 9. Positioning errors of PPP-B2b only (top panel), PPP-B2b/MEMS-IMU loosely coupled
integration (middle panel), and PPP-B2b/tactical−IMU loosely coupled integration (bottom panel)
during the period from 09:00:00 to 09:34:59.
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From 09:35:00 to the end of Experiment B, the land vehicle crossed two over-bridges,
as shown in Figure 10. Two GNSS signal outages appeared when the land vehicle crossed
the bridges, lasting 15 s and 5 s, respectively. During these two GNSS signal outages,
PPP-B2b positioning could be implemented, because the number of visible satellites was
less than four. Therefore, the PPP-B2b positioning was re-converged after crossing the
bridges. Figure 11 shows the positioning errors of PPP-B2b only, PPP-B2b/MEMS-IMU
loosely coupled integration, and PPP-B2b/tactical-IMU loosely coupled integration. It can
be seen that the positioning accuracy of PPP-B2b/INS loosely coupled integration exhibited
better performance than PPP-B2b positioning during the re-convergence phase. The overall
positioning accuracies for the three schemes were calculated from 09:35:00 to 09:49:59 and
are presented in Table 5. The RMS values of positioning errors for the east, north, and
up components were 114.2 cm, 200.0 cm, and 244.3 cm for PPP-B2b only. These figures
improved to 41.0 cm, 44.5 cm, and 64.0 cm for PPP-B2b/MEMS-IMU loosely coupled
integration, and to 41.2 cm, 41.0 cm, and 62.5 cm for PPP-B2b/tactical-IMU loosely coupled
integration. Obviously, the performance of PPP-B2b/INS loosely coupled integration was
significantly improved compared to PPP-B2b only in the last 15-min period of Experiment B.
The positioning accuracy of PPP-B2b/tactical-IMU loosely coupled integration was slightly
better than that of PPP-B2b/MEMS-IMU loosely coupled integration.

 

Figure 10. Two bridge scenarios during the period from 09:35:00 to 09:49:59.

Table 5. The positioning accuracy during the period from 09:35:00 to 09:49:59 (unit: cm).

Schemes
Bias RMS

East North Up East North Up

PPP-B2b 14.9 48.1 12.9 114.2 200.0 244.3
PPP-B2b/MEMS-IMU 31.7 25.1 25.2 41.0 44.5 64.0
PPP-B2b/tactical-IMU 32.1 24.2 25.1 41.2 41.0 62.5
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Figure 11. Positioning errors of PPP-B2b only (top panel), PPP-B2b/MEMS-IMU loosely coupled
integration (middle panel), and PPP-B2b/tactical−IMU loosely coupled integration (bottom panel)
during the period from 09:35:00 to 09:49:59.

5. Conclusions

Since July 2020, PPP-B2b has served as a featured service of BDS-3 to support real-time
PPP. Compared to the IGS RTS service, PPP-B2b is a satellite-based service, which is not
limited by Internet communication. Its high-precision positioning performance shows great
potential in real-time GNSS applications. However, the BDS-3 PPP-B2b service continues
to encounter challenges in urban environments due to GNSS signal outages. In order to
overcome the drawbacks of the BDS-3 PPP-B2b service in urban environments, we set up a
BDS-3 PPP-B2b/INS loosely coupled integration system and evaluated its performance in
different urban scenarios.

The experimental results indicate that PPP-B2b/INS loosely coupled integration can-
not improve the positioning performance in open-sky environments where there are enough
GPS/BDS-3 satellites for PPP-B2b positioning. However, PPP-B2b/INS loosely coupled
integration can show its superiority when GNSS signal outage occurs. During GNSS signal
outages, the INS mechanization can provide continuous positioning. Therefore, the perfor-
mance of PPP-B2b positioning can be improved by adopting PPP-B2b/INS loosely coupled
integration in GNSS blockage environments. In the first experiment, we simulated four 30-s
periods of GNSS signal outages. At the last epoch of the simulated outages, the averaged
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positioning errors in the east, north, and up directions were 300.0 cm, 498.0 cm, and 41.0 cm,
respectively, for PPP-B2b/MEMS-IMU loosely coupled integration, and 18.6 cm, 21.8 cm,
and 6.1 cm, respectively, for PPP-B2b/tactical-IMU loosely coupled integration. In addition,
we also evaluated the performance of PPP-B2b/INS loosely coupled integration in a real
complex urban environment. When the land vehicle crossed bridges, two GNSS signal
interruptions appeared that lasted 15 s and 5 s, respectively. Compared to PPP-B2b only,
the respective improvement of positioning accuracy in the east, north, and up components
was 64.1%, 77.8%, and 73.8% for PPP-B2b/MEMS-IMU loosely coupled integration, and
63.9%, 79.5%, and 74.4% for PPP-B2b/Tactical-IMU loosely coupled integration.

It can be concluded that when there are sufficient valid satellites for PPP-B2b posi-
tioning, the positioning accuracy of PPP-B2b/INS loosely coupled integration depends
mainly on the accuracy of PPP-B2b. In urban environments, positioning performance can
be significantly improved compared to PPP–B2b alone, by adopting PPP-B2b/INS loosely
coupled integration especially in GNSS signal blockage environments.
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Abstract: Since BeiDou Navigation Satellite System (BDS) and Japan’s Quasi-Zenith Satellite System
(QZSS) have more visible satellites in the Asia-Pacific region, and navigation satellites of Global
Positioning System (GPS), Galileo satellite navigation system (Galileo), and GLONASS satellite
navigation system (GLONASS) are uniformly distributed globally, the service level of multi-mode
Global Navigation Satellite System (GNSS) in the Asia-Pacific region should represent the best service
capability. Based on the observation data of 10 Multi-GNSS Experiment (MGEX) stations, broadcast
ephemeris and precision ephemeris from 13 to 19 October 2021, this paper comprehensively evaluated
the service capability of multi-GNSS in the Asia-Pacific region from three aspects of observation data
quality, broadcast ephemeris performance, and precision positioning level. The results show that:
(1) the carrier-to-noise-density ratio (C/N0) quality of the GPS and Galileo is the best, followed
by BDS and GLONASS, and QZSS is the worst. GPS, BDS-2, GLONASS, and QZSS pseudorange
multipath values range from 0 to 0.6 m, while Galileo system and BDS-3 pseudorange multipath
values range from 0 to 0.8 m. (2) In terms of broadcast ephemeris accuracy, BDS-3 broadcast ephemeris
has the best orbit, and the three-dimensional (3D) Root Mean Square (RMS) is 0.21 m; BDS-2 was
the worst, with a 3D RMS of 1.99 m. The broadcast ephemeris orbits of GPS, Galileo, QZSS, and
GLONASS have 3D RMS of 0.60 m, 0.62 m, 0.83 m, and 1.27 m, respectively. For broadcast ephemeris
clock offset: Galileo has the best performance, 0.61 ns, GLONASS is the worst, standard deviation
(STD) is 3.10 ns, GPS, QZSS, BDS-3 and BDS-2 are 0.65 ns, 0.75 ns, and 1.72 ns, respectively. For
signal-in-space ranging errors (SISRE), the SISRE results of GPS and Galileo systems are the best,
fluctuating in the range of 0 m–2 m, followed by QZSS, BDS-3, Galileo, and BDS-2. (3) GPS, BDS,
GLONASS, Galileo, GPS/QZSS, and BDS/QZSS were used for positioning experiments. In static PPP,
the convergence time and positioning accuracy of GPS show the best performance. The positioning
accuracy of GPS/QZSS and BDS/QZSS is improved compared with that of GPS and BDS. In terms of
kinematic PPP, the convergence time and positioning accuracy of GPS/QZSS and BDS/QZSS are
improved compared with that of GPS and BDS. In addition to GLONASS and Galileo systems, the
other combinations outperformed 3 cm, 3 cm, and 5 cm in the east, north, and up directions.

Keywords: C/N0; pseudorange multipath; broadcast ephemeris clock offset accuracy;
broadcast ephemeris orbit accuracy; SISRE; PPP

1. Introduction

The accurate positioning, navigation, and timing (PNT) services can be provided
by the Global Navigation Satellite System (GNSS), and it has been widely used in many
areas such as agriculture [1], weather monitoring [2], time and frequency transfer [3], and
disaster monitoring [4]. As of the end of April 2022, there are about 120 GNSS satellites,
including GPS, GLONASS, Galileo, BDS-2, BDS-3, and QZSS systems, which can provide
PNT services to users around the world [5–7]. The available satellites, frequency, and PRN
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for each system are listed in Table 1. For GNSS, the observation data quality on the receiver
side directly determines the result of precise data processing at the GNSS server and user
end. The positioning performance at the GNSS user side plays a key role in the quality of
GNSS service, and the broadcast ephemeris directly affects the performance of real-time
navigation and positioning. The stations located in the Asia-Pacific region can receive the
signals broadcasted by five navigation satellite systems at the same time. Therefore, it
is worthy to investigate and evaluate the performance of GNSS observation data quality,
broadcast ephemeris, and positioning performance in the Asia-Pacific region.

Table 1. Available satellites of each system at the end of April 2022.

System Satellite Types Signals Number of Satellites PRN

GPS IIR L1C/A, L1/L2 1 G13 G20 G22 G16 G21 G19 G02
G17 G31 G12 G15 G25 G07

IIF L1C/A, L2C, L5 11 G01 G24 G27 G30 G06 G09 G03
G26 G08 G10 G32

III L1C/A, L2C, L5 5 G04 G11 G14 G18 G23

BDS-2 GEO B1I, B2I, B3I 5 C01 C02 C03 C04 C05
IGSO B1I, B2I, B3I 7 C06 C07 C08 C09 C10 C13 C16
MEO B1I, B2I, B3I 3 C11 C12 C14

BDS-3 MEO B1I, B3I, B1C, B2a, B2b 24

C19 C20 C21 C22 C23 C24 C25
C26 C27 C28 C29 C30 C32 C33
C34 C35 C36 C37 C41 C42 C43

C44 C45 C46
IGSO B1I, B3I, B1C, B2a, B2b 3 C38 C39 C40

GLONASS GLONASS-M G1C, G2C 20
R01 R02 R03 R04 R05 R06 R07
R08 R10 R12 R13 R14 R15 R16

R18 R19 R20 R22 R23 R24
GLONASS-M+ G1C, G2C, L3 2 R17 R21
GLONASS-K1 G1C, G2C, L3 2 R09 R11

Galileo IOV E1, E5a/b/ab 4 E11 E12 E19 E20

FOC E1, E5a/b/ab, E6 22
E01 E02 E03 E04 E05 E07 E08 E09
E10 E13 E14 E15 E18 E22 E24 E26

E27 E30 E31 E33 E34 E36

QZSS GEO L1C/A, L1C, L2C, L5 1 J07
QZO L1C/A, L1C, L2C, L5 3 J01 J02 J03

For the observation data quality of GNSS: the BDS-3 satellites signals were evaluated by
Zhang et al.; the B1I/B2I/B3I signals of the BDS-2 satellites, L1/L2/L5 of the GPS Block IIF
satellites, and E1/E5a/E5b of the Galileo satellites are also evaluated for comparison in their
study [8]. The observation data quality of the BDS-3 signal was studied and analyzed by Yang
et al. [9]. The signal quality of BDS-2 and BDS-3 satellites was evaluated by Yan et al. [10].
The observation data quality and positioning performance of BDS/QZSS satellites were
studied by Bu et al. [11]. The data quality of BDS/GPS/GLONASS satellites was investigated
by Zuo et al. [12]. The signal quality of Galileo/BDS/GPS satellites was evaluated by Tian
et al. [13]. It can be seen that previous studies about signal quality mainly focus on single
and dual systems; the investigation and comparison of observation data quality among five
GNSS systems in Asia-Pacific regions are limited and still needs further study.

In the context of GNSS broadcast ephemeris accuracy assessment, the
GPS/GLONASS/BDS/Galileo/QZSS broadcast ephemeris was evaluated by Montenbruck
et al. [14], but the BDS-3 satellite constellation had not been built at that time. After the
BDS-3 satellites were launched, their broadcast ephemeris orbit and clock offset accuracy
were evaluated by many scholars [15,16], and the comparison of broadcast ephemeris orbit
and clock offset accuracy between BDS-2 and BDS-3 was also conducted [17]. However, with
the modernization of GNSS satellites, the performance of broadcast ephemeris orbit and
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clock offset accuracy of five GNSS systems satellites is still unknown and unrevealed, it is
urgent to conduct a comprehensive evaluation and comparison of the broadcast ephemeris
performance for five GNSS systems satellites.

In terms of multi-GNSS positioning, the contribution of QZSS to the single-frequency
PPP of GPS/BDS/GLONASS/Galileo satellites was studied by Hong et al. [18]. The
positioning performance of BDS/QZSS in the Asia-Pacific region was evaluated by Bu
et al. [11]. The precise positioning performance of QZSS and GPS in the Asia-Pacific region
was investigated by Li [19]. The positioning performance of BDS-2/BDS-3 in the Asia-
Pacific region was analyzed by Cao et al. [20]. It can be seen that the previous studies about
PPP in the Asia-Pacific region are mainly focused on single or dual systems, while the PPP
performance of multi-GNSS in the Asia-Pacific region is still limited.

In this contribution, multi-GNSS (GPS/GLONASS/Galileo/BDS-2/BDS-3/QZSS)
observation data quality, broadcast ephemeris orbit, and clock offset performance and
PPP performance in the Asia-Pacific region are investigated in detail. Based on the obser-
vation data from 10 Asia-Pacific MGEX stations, multi-GNSS broadcast ephemeris and
precise satellite orbit and clock offset products, the observation data quality, broadcast
ephemeris orbit, clock offset performance, and PPP performance in the Asia-Pacific region
are evaluated and compared from DOY 283 to 289, in 2021. This paper is organized as
follows: after this introduction, the observation data quality of five GNSS systems from
10 stations located in the Asia-Pacific region are investigated and analyzed in terms of
carrier-to-noise-density ratio(C/N0) and pseudorange multipath in Section 2. The accuracy
of the broadcast ephemeris orbit and clock offset and signal-in-space ranging errors (SISRE)
of the five systems is investigated, evaluated, and compared in Section 3. The static and
kinematic PPP performance of five GNSS systems in the Asia-Pacific region is evaluated
and compared from convergence time and positioning accuracy in Section 4. Finally, the
conclusions are presented in Section 5.

2. Data Quality

The observation data of 10 stations (CEDU, DARW, JFNG, MIZU, NNOR, PIMO, SIN1,
USUD, YARR) from the MGEX network located in the Asia-Pacific region from day of year
(DOY) 283 to 289 in 2021 are applied. The distribution of these stations is shown in Figure 1,
and the latitude, longitude, receiver type, and antenna type of each station are listed in
Table 2. These 10 stations are evenly distributed in different latitudes and longitudes around
the Asia-Pacific region, and all frequencies of GPS, BDS-2, BDS-3, GLONASS, Galileo, and
QZSS satellites can be received by these stations, which can better reflect the observation
data quality and positioning performance of multi-GNSS in the Asia-Pacific region. The
observation data quality was studied in the Asia-Pacific region in terms of two indicators:
C/N0 and pseudorange multipath, in which the C/N0 can reflect the ability of the signal
strength from satellite to receiver, whereas the impact of the satellite signal due to ground
interference on the receiver can be reflected in pseudorange multipath. The C/N0 and
pseudorange multipath are important indicators in the observation data quality assessment,
and their performance directly affects the performance of PNT services.

Table 2. Receiver information.

Longitude Latitude Receiver Type Antenna Type

CEDU 133.81 −30.13 SEPT POLARX5 AOAD/M_T
DARW 131.13 −11.16 SEPT POLARX5 JAVRINGANT_DM
JFNG 114.49 30.52 TRIMBLE ALLOY TRM59800.00
LAUT 177.45 −16.39 SEPT POLARX5 JAVRINGANT_DM
MIZU 141.13 39.14 SEPT POLARX5 SEPCHOKE_B3E6
NNOR 116.19 −30.95 SEPT POLARX5TR SEPCHOKE_B3E6
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Table 2. Cont.

Longitude Latitude Receiver Type Antenna Type

PIMO 121.08 14.64 JAVAD TRE_G3TH
DELTA4.1.01 ASH701945C_M

SIN1 103.68 1.34 TRIMBLE NETR9 LEIAR25.R3
USUD 138.36 36.13 SEPT POLARX5 AOAD/M_T
YARR 115.35 −28.95 SEPT POLARX5 LEIAT504
CEDU 133.81 −30.13 SEPT POLARX5 AOAD/M_T
DARW 131.13 −11.16 SEPT POLARX5 JAVRINGANT_DM

 

Figure 1. Distribution of selected stations.

2.1. Carrier-to-Noise-Density Ratio

The C/N0 is the ratio of the carrier signal to noise, which can reflect the signal strength
of GNSS observations on the receiver side. The larger the C/N0, the smaller the noise and
the better the signal quality, and vice versa. The C/N0 of every satellite at each epoch
can be directly obtained from the observation files. In this study, the relationship between
the C/N0 and the elevation of the GNSS satellite signal is investigated and analyzed.
When obtaining the C/N0, the sampling interval of the observation data is set as 30 s and
the elevation mask is set to 0◦. All C/N0 values within 5 degrees of elevation angle are
grouped into one group, and then the average of C/N0 within each group of elevation angle
is calculated [21].

The average C/N0 corresponding to elevation for BDS-2 MEO, BDS-2 IGSO, BDS-3
MEO, BDS-3 IGSO, Galileo, GPS, GLONASS, and QZSS satellite is calculated, and one
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typical satellite of each system was shown in Figure 2, respectively. For the BDS-2 MEO
satellite, the C/N0 of the B1I signal for the C12 satellite is slightly worse than that of B3I and
B2I; although the signal strength is different, the C/N0 variation of these three frequencies
shows the same variation trend. The C/N0 of B1I, B3I, and B2I signals have comparable
performance for all elevation angles in terms of BDS-2 IGSO satellites. If these three signals
can be selected for users, the difference in C/N0 does not need to be considered. In terms
of the BDS-3 satellites, the C/N0 of the B2b signal is worse than that of B1C, B1I, B2a, and
B3I whether for the IGSO or MEO satellites. It can be clearly seen that the C/N0 of BDS-3
satellites is better than that of BDS-2, which may be that the Binary Offset carrier (BOC)
and Quadrature Multiplexed Composite Binary Offset Carrier (QMBOC) signal design is
applied to BDS-3 satellites. For MEO satellites, the C/N0 of BDS-3 is higher than that of
BDS-2 with 1–2 dB-Hz; while these values are 2–3 dB-Hz for IGSO satellites. The C/N0 of
the Galileo E5 signal shows the best performance among the five Galileo frequency bands.
The C/N0 of the L2 Z-tracking signal channel for GPS satellites is poorer than that of other
frequencies. Moreover, the C/N0 for the L1 C/A signal is slightly poorer than that of L1C,
L2C, and L5 I + Q. The C/N0 of GLONASS G1 frequency is better than that of G2, which
can be attributed to the lower frequency value of the G2 signal. The C/N0 values for five
QZSS frequencies present a similar performance at the different elevation angles. In terms
of the five systems: the GPS and Galileo satellites show the best performance, and the
C/N0 value can reach 55 dB-Hz when the elevation is nearly 90 degrees, both the BDS
and GLONASS are poorer than that of GPS and Galileo, and the QZSS presents the worst
performance among five GNSS systems.

 
Figure 2. The average C/N0 versus elevation angle of BDS-2/ BDS-3/GPS/QZSS/GLONASS/Galileo
from DOY 283 to 289, 2021.
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2.2. Pseudorange Multipath

The combination of the pseudorange and carrier phase observation is used to calculate
pseudorange multipath, which can eliminate the effect of tropospheric and ionospheric
delays [22], and it can be expressed as follows:

MPk = Pk − Li − β
(

Li − Lj
)
= Pk + αLi + βLj + ε · α (1)

α = f 2
1 / f 2

2 (2)

β = −
(

f 2
j + f 2

k

)
f 2
j(

f 2
i + f 2

j

)
f 2
k

(3)

where k, i, j are frequency, MPk denotes the pseudorange multipath; Pk represents the
pseudorange observation; Li and Lj are the carrier phase observation on frequency i and j,
respectively. fi and f j are frequencies; ε is the noise.

The characteristics of pesudorange multipath for GPS, GLONASS, BDS-2, BDS-3,
Galileo, and QZSS satellites are investigated in this study using 10 stations from the Asia-
Pacific region. The pesudorange multipath values versus elevation angle for the BDS-2
C11, C16, BDS-3 C30, and C39 on DOY 283 for the JFNG station was shown in Figure 3.
It can be seen that there is an opposite relationship between pseudorange multipath and
elevation angle, the larger the pseudorange multipath, the smaller the elevation angle,
and vice versa. The pseudorange multipath is significantly large when the elevation is
extremely small in some cases, which may be caused by the observation noise. For the
BDS-2 satellites, the pseudorange multipath of the B3I signal is better than those of B1I
and B2I. In terms of the BDS-3 satellites, the B1I frequency band of the MEO satellite
presents the best performance, its pseudorange multipath is the smallest. Overall, the
BDS-3 pseudorange multipath is around 0.28 m, while it is about 0.3 m for the BDS-2
satellites. The time series of pseudorange multipath with respect to elevation on the JFNG
station for GPS, GLONASS, Galileo, and QZSS is shown in Figure 4. Similar to BDS-2
and BDS-3 satellites, the pseudorange multipath shows an opposite relationship with the
elevation angle. Among them, the pseudorange multipath value of Galileo is the smallest,
and it is around 0.2 m, the GPS and QZSS systems show comparable performance, and
its value is around 0.3 m, while the value is about 0.4 m for GLONASS satellites. Since
the pseudorange multipath effect is an important error source at the receiver side, it has
a negative impact on GNSS precise data processing. In GNSS precise data processing,
the following measures can be adopted to eliminate or weaken the effect of it: Firstly,
reducing or eliminating the weight of observation with low elevation; secondly, modeling
the pseudorange multipath errors.

Figure 3. The MP series of BDS-2 and BDS-3 for DOY 283 on JFNG station. (The red wave indicates
the sequence of elevation angle).
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Figure 4. The MP series of GPS/QZSS/GLONASS/Galileo for DOY 283 on JFNG station. (The red
wave indicates the sequence of elevation angle).

3. Broadcast Ephemeris Performance

3.1. Broadcast Ephemeris Clock Offset Performance

The broadcast ephemeris clock offset accuracy of GPS, BDS-2, BDS-3, GLONASS,
Galileo, and QZSS satellites from DOY 283 to 289 in 2021 are depicted in Figure 5, and the
mean clock offset accuracy is listed in Table 3. The clock offset accuracy assessment method
is referred to Huang et al. [23]. For GPS, the clock offset accuracy of the G08 satellite is
2.57 ns, which shows the poorest performance among all GPS satellites since the cesium
atomic clock was installed on it. Furthermore, except for the G03, G17, G28, and G29
satellite clock, the clock offset accuracy of other satellites is better than 1 ns. The mean
accuracy is 0.65 ns. The broadcast ephemeris clock offset accuracy is 0.98 ns, 1.72 ns, and
2.11 ns for BDS-2 GEO, IGSO, and MEO satellites, respectively. The clock offset accuracy of
GEO satellites outperforms that of IGSO and MEO satellites, the reason is that the stations
applied to estimate broadcast ephemeris clock offset are mainly located in China. Compared
to the IGSO and MEO satellites, the observation arc of GEO satellites is longer, and the
data used for predicting clock offset are more, resulting in the clock offset accuracy being
higher, whereas the observation data of MEO satellites are few, leading to inferior clock
offset accuracy. Moreover, the frequency stability of BDS-2 onboard satellite clocks is poorer,
which has a negative impact on broadcast ephemeris clock offset accuracy. The broadcast
ephemeris clock offset accuracy of the BDS-3 satellites is about 1 ns apart from the C38, C39,
and C40 satellites, the operation period of these three satellites is shorter, and the stations
can receive the signal of these three satellites are few. In a word, the mean accuracy is
1.04 ns, its accuracy is improved compared to that of BDS-2 satellites, which can be at-
tributed to the following reasons: Firstly, the improved rubidium atomic clocks and high-
performance Passive Hydrogen Masers (PHM) are equipped on BDS-3 satellites, the fre-
quency stability is extremely improved compared to BDS-2 satellites; secondly, since the
Inter-Satellite Link (ISL) technology is employed to estimate BDS-3 broadcast ephemeris
clock offset [24], the broadcast ephemeris clock offset accuracy can be significantly improved.

Table 3. Clock offset accuracy of each system (units: ns).

System Clock Offset STD

GPS 0.65
BDS-2 1.72
BDS-3 1.04

GLONASS 3.10
Galileo 0.61
QZSS 0.75
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Figure 5. Clock offset accuracy of GPS/BDS-2/BDS-3/Galileo/GLONASS/QZSS satellites from
broadcast ephemeris.

The cesium atomic clocks are installed on GLONASS satellites, previous studies have
demonstrated that the performance of cesium atomic clocks is poorer than that of rubidium
atomic clocks and PHM [25]. Compared to other systems, the broadcast ephemeris clock
offset accuracy of GLONASS is worse, and the broadcast ephemeris clock offset accuracy of
R13, R16, and R22 satellites is poorer than 4 ns. The mean clock offset accuracy is 3.10 ns. In
terms of Galileo satellites, the broadcast ephemeris clock offset accuracy of each satellite is
better than 1 ns, and the mean is 0.61 ns, which shows superior performance; the reason
may be that the high-precision rubidium atomic clocks and PHM are employed on Galileo
satellites [26]. Moreover, the update frequency of Galileo satellites is high, it is updated
every 10 min, which also guarantees the high-precision performance of broadcast ephemeris
clock offset. Each QZSS satellite clock offset accuracy is better than 1 ns, and the mean is
0.75 ns, the atomic clocks equipped on QZSS satellites are the same as that of GPS, while
the clock offset accuracy is poorer than that of GPS, which may be related to the satellite
orbit type. The QZSS broadcast ephemeris clock offset difference from DOY 283 to 289 is
presented in Figure 6. It can be clearly seen that the clock offset difference time series is
rather stable, and the value is between −2 ns and 2 ns, the mean is 0.75 ns, 0.71 ns, 0.88 ns,
and 1.64 ns for J01, J02, J03, and J07 satellites, respectively.

 

Figure 6. Clock offset difference time series of QZSS satellites from broadcast ephemeris.

24



Remote Sens. 2022, 14, 3028

3.2. Broadcast Ephemeris Orbit Performance

The broadcast ephemeris orbit accuracy of GPS, BDS-2, BDS-3, GLONASS, Galileo, and
QZSS satellites from DOY 283 to 289 in 2021 are presented in Figure 7, and the mean orbit
accuracy is listed in Table 4. For GPS satellites, the radial accuracy of G04, G14, G18, and G23
satellite orbit is worse than that of other satellites, which may be that these four satellites
belong to Block III, and the operation period is shorter, and their broadcast ephemeris
orbit accuracy still needs to be improved; the orbit accuracy in the radial direction of other
satellites is better than 0.25 m. For the along and cross components, the orbit accuracy
is between 0.25 m and 1.5 m, and 0.25 m and 1 m, respectively. The mean 3D RMS is
0.60 m. The orbit accuracy is significantly poor for BDS-2 satellites, especially for GEO
satellites, which mainly be since the GEO satellites are static relative to the ground stations,
resulting in a strong correlation among the observations at different epochs. Compared to
BDS-2 satellites, the broadcast ephemeris orbit accuracy of BDS-3 satellites is considerably
improved, the satellite orbit accuracy in radial, along, cross, and 3D RMS is 0.11 m, 0.25 m,
0.25 m, and 0.21 m, respectively, and the improvements are 94.24%, 81.06%, 90.23%, 89.29%,
respectively. The reasons can be attributed to the following: Firstly, the inter-satellites link
technology is employed to determine the satellite orbit. Secondly, the number of BDS-3
satellites is much more than that of BDS-2, and the satellite type is mainly MEO satellites,
the redundancy of observation data has been improved. The satellite orbit accuracy after
the PRN 38 is slightly inferior, and the operation period of these satellites is shorter, the
stations that can receive the signal of these satellites are few. With the increase of stations,
satellite orbit accuracy can be improved in the near future.

 
Figure 7. Broadcast orbit accuracy of GNSS five systems.

Table 4. Average accuracy of DOY 283–289 broadcast orbit for Multi-GNSS satellites (unit: m).

System Radial Along-Track Cross-Track 3D RMS

GPS 0.24 0.84 0.57 0.60
BDS-2 1.91 1.32 2.56 1.99
BDS-3 0.11 0.25 0.25 0.21

GLONASS 0.46 1.92 0.99 1.27
Galileo 0.69 0.68 0.46 0.62
QZSS 0.56 0.80 1.06 0.83
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The satellite orbit accuracy in radial and cross is small for GLONASS satellites, most
satellites are better than 1.5 m, whereas the broadcast ephemeris orbit accuracy in along
component shows poorer performance, the mean orbit accuracy is 0.46 m, 0.99 m, 1.92 m,
and 1.27 m for radial, cross, along, and 3D direction, respectively. The orbit difference of
each Galileo satellite is small, and the orbit accuracy for most satellites is better than 1.0 m
in along, cross, and radial directions, and the mean 3D RMS is 0.62 m, which is comparable
to that of GPS. The orbit accuracy of QZSS satellites is similar to that of BDS-2, the orbit
accuracy of three IGSO satellites is tremendously better than that of GEO satellites. The
mean 3D RMS is 0.83 m, which is poorer than that of BDS-3, GPS, and Galileo satellites.

3.3. Signal-in-Space Ranging Errors

To comprehensively assess the accuracy of GNSS broadcast ephemeris orbits and
clock offset, the SISRE of all systems was investigated [27]. The SISRE for GPS/BDS-2/
BDS-3/GLONASS/Galileo/QZSS satellites from 283 to 289 days in 2021 is given in Figure 8.
The mean and RMS of SISRE are given in Table 5. It can be found that the SISRE of GPS and
Galileo show the best performance among the five systems, and its fluctuation is between
0 m and 2 m. However, the SISRE of Galileo is larger at some epochs. The rank of SISRE from
best to poorest is QZSS, BDS-3, GLONASS, and BDS-2. For the BDS MEO satellites, the SISRE
value of the BDS-2 MEO satellites (C11, C12) and the BDS-3 MEO satellites (C25, C30) are
from 0 m to 7 m and 0 m to 4 m, respectively. In terms of BDS IGSO satellites, the fluctuation
of BDS-2 IGSO satellites (C13, C16) and BDS-3 IGSO satellites (C39, C40) are between 0 m
and 6 m, and 0 m and 4 m, respectively. The SISRE of BDS-3 is better than BDS-2 for both
MEO and IGSO satellites. Since SISRE can reflect the combined error of orbit and clock
offset, and the accuracy of broadcast ephemeris orbit and clock offset are calculated using the
observations from ground stations, there is a certain relationship between the observation
data quality and SISRE. By comparing the observation data quality and SISRE, it can be
found that when the observation data quality is better, the broadcast ephemeris SISRE is also
better, and vice versa.

Figure 8. SISIRE of GPS/BDS-2/BDS-3/GLONASS/Galileo/QZSS.
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Table 5. The average accuracy and RMS of DOY 283–289 SISRE for Multi-GNSS satellites (unit: m).

System Average RMS

GPS 0.62 0.21
BDS-2(MEO) 2.19 0.65
BDS-2(IGSO) 3.73 0.90
BDS-3(MEO) 1.97 0.71
BDS-3(IGSO) 2.01 0.35

Galileo 0.62 0.79
GLONASS 2.48 1.04

QZSS 0.98 1.18

4. PPP Accuracy Evaluation

To investigate the positioning performance of multi-GNSS in the Asia-Pacific region,
10 MGEX stations were selected to conduct static and kinematic PPP experiments. For the
data processing strategies, the sampling interval of observation data is 30 s, and the period
is from DOY 283 to 289 in 2021. At present, several MGEX analysis centers can provide
precise satellite orbit and clock offset products for the five systems, and the consistency
between WUM orbit and clock offset products and other MGEX analysis centers is about
3–10 cm and 0.1–0.3 ns, respectively, showing better consistency with the products from
other analysis centers. The positioning performance in the Asia-Pacific region can be
reflected using the WUM orbit and clock offset products [28,29]. Therefore, the multi-GNSS
final satellite orbit, clock offset, and earth rotation parameter (ERP) products generated
from Wuhan University are applied in this study [30]. The satellite antenna phase center
variation (PCV) and phase center deviation (PCO) values are used from igs14.atx [31].
The dual-frequency ionosphere-free is employed to eliminate the effect of the first-order
ionosphere and the higher-order ionosphere is ignored [32]. The zenith hydrostatic delay
of the troposphere is corrected using the Saastamoinen model [33], while the zenith wet
delay is estimated as the parameter. The carrier phase ambiguities are estimated as float
solutions [34]. The station coordinates of the static PPP are estimated as a constant, while it
is estimated as white noise in the kinematic model. The receiver clock offset is estimated as
white noise. In addition, the relativistic effects, satellite antenna phase wind-up, and station
tides are weakened or eliminated using existing models [35–37]. To compare the positioning
performance differences between single-system and multi-GNSS combinations in the Asia-
Pacific region, six mode combinations in the static and kinematic PPP experiments were
conducted, which is: GPS(G), GPS/QZSS combination (GJ), BDS (C), BDS/QZSS combination
(CJ), GLONASS (R), and Galileo (E), respectively. The convergence time and positioning accuracy
are used to evaluate the positioning performance. The convergence time is that the current epoch
with 20 consecutive epochs is better than 10 cm, and the positioning accuracy is the RMS of the
positioning error after convergence [38]. It is noted that the positioning error is the positioning
difference between the PPP solutions and IGS weekly solution [39].

4.1. Static PPP Performance

The mean convergence time for static PPP of six combinations for each station in the
east, north, and up directions is presented in Figure 9, and the mean convergence time
of each combination is listed in Table 6. It can be seen from Figure 9 and Table 6 that
the convergence time of GPS is the shortest among six combinations, which are 6.01 min,
5.53 min, and 16.52 min for the east, north, and up directions, respectively. For the east
and north directions, the convergence time of Galileo is faster than that of BDS, and the
GLONASS show the longest convergence time, which may be that all selected stations
are located in the region with low latitudes, and better positioning performance can be
achieved at high latitudes than low latitudes for GLONASS [38]. In terms of up component,
the convergence time of Galileo is shorter than that of GLONASS, while the BDS presents
the poorest convergence performance in the up component among the six combinations,
and its convergence time is 32.17 min. Furthermore, compared to the GPS-only solution,
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the convergence time of the GPS/QZSS combination can be shorted, and the improvements
are 10.37%, 0.90%, and 1.15% in the east, north, and up directions, respectively. While
compared to the BDS-only solution, the BDS/QZSS solutions only short the convergence
time in the up direction, the improvement is 1.65%. The reason may be that the number
of BDS satellites in Asia-Pacific is larger than 20, when conducting PPP, by adding QZSS
satellites, the improvements in convergence time for static PPP are limited.

.
Figure 9. Mean convergence time for static PPP in each station.

Table 6. Convergence time and positioning accuracy of different combination static PPP.

System
Convergence Time (min) Positioning Accuracy (cm)

E N U E N U

G 16.01 5.53 16.52 1.09 0.78 1.68
GJ 14.35 5.48 16.33 1.08 0.77 1.66
C 27.47 13.58 32.17 1.40 1.03 2.08
CJ 28.29 13.59 31.64 1.38 1.01 2.04
R 28.44 15.44 26.26 1.93 1.32 3.07
E 23.93 10.78 20.79 2.24 1.12 2.65

The mean positioning accuracy for static PPP of six combinations for each station in
the east, north, and up directions are presented in Figure 10, and the mean positioning
accuracy of each combination is listed in Table 6. It can be clearly seen that the positioning
accuracy is better than 3 cm in the east direction except for PIMO and SIN1 stations. Apart
from the USUD station, the positioning accuracy of other stations is better than 2 cm in
the north component. The positioning accuracy is outperformed 5 cm in the up direction
except for YARR station. The positioning accuracy of GPS is the best, and it is 1.09 cm,
0.78 cm, and 1.68 cm in east, north, and up directions, respectively. For three components,
the positioning accuracy using BDS is better than that of GLONASS, while Galileo shows
the worst performance. Compared to the GPS-only solution, the positioning accuracy of
GPS/QZSS solutions can be improved, and the improvement is 0.92%, 1.28%, and 1.19% in
the east, north, and up directions, respectively. The few improvements may be caused by the
limited number of QZSS satellites. The improvement of the BDS/QZSS solution in terms of

28



Remote Sens. 2022, 14, 3028

positioning accuracy is 1.43%, 1.94%, and 1.92% in east, north, and up directions compared
to the single BDS-only solution. Totally, the positioning accuracy of six combinations is
better than 3 cm, 2 cm, and 4 cm in the east, north, and up directions, respectively.

Figure 10. Positioning accuracy of static PPP solution in each station.

4.2. Kinematic PPP Performance

The mean convergence time for kinematic PPP of six combinations for each station
in the east, north, and up directions is presented in Figure 11, and the mean convergence
time of each combination is listed in Table 7. It can be seen that the convergence time of
the Galileo solution is the shortest in the east direction, it is 23.82 min, while the shortest
convergence time is the GPS-only solution in the north and up directions, with convergence
times being 8.49 min and 24.4 min, respectively. For the east direction, the convergence time
of the GPS-only solution is faster than that of the GLONASS-only solution, and the BDS-only
solution is the longest, nearly one hour is still needed to obtain the centimeter-level position
accuracy in kinematic PPP mode, whereas it is about 20 min for the GPS/QZSS solutions.
Compared to the GPS-only and BDS-only solutions, the improvement of convergence
time for the GPS/QZSS and BDS/QZSS solutions is 24.82%, 7.66%, 10.90%, and 11.06%,
19.94%, and 6.66% in the east, north, and up components, respectively. Compared to the
static PPP, the improvement rate of convergence time for the GPS/QZSS and BDS/QZSS
solutions is larger, which may be that the increased number of satellites and better geometry
distribution of satellites are beneficial to the convergence of kinematic PPP.

Table 7. Convergence time and positioning accuracy of different combination kinematic PPP.

System
Convergence Time (min) Positioning Accuracy (cm)

E N U E N U

G 24.78 8.49 24.40 2.80 2.03 4.65
GJ 18.63 7.84 21.74 2.43 1.91 4.15
C 55.62 31.09 45.37 1.77 1.59 4.69
CJ 49.47 24.89 42.35 1.76 1.57 4.50
R 43.39 47.68 50.98 6.32 5.59 14.87
E 23.82 17.80 34.02 6.36 5.68 8.79
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Figure 11. Mean convergence time for kinematic PPP in each station.

The kinematic PPP mean positioning accuracy of six combinations for each station in the
east, north, and up directions are presented in Figure 12, and the mean positioning accuracy
of each combination is listed in Table 7. One can see that the GPS-only, GPS/QZSS, BDS-only,
and BDS/QZSS solutions show similar positioning accuracy in three directions except for the
LAUT and MIZU station, which is better than 3 cm in the three directions. The positioning
performance of GLONASS and Galileo in the Asia-Pacific region is relatively poorer. The
positioning accuracy of BDS presents the best performance in the east and north component,
and the positioning accuracy is 1.77 cm and 1.59 cm, respectively. This is due to the launch
of BDS-3 satellites, the number of BDS satellites is more than other satellite systems in the
Asia-Pacific region. The positioning accuracy in the up direction of GPS shows the best
performance, and it is 4.65 cm. For the east and north directions, the positioning accuracy of
GPS is better than that of Galileo, whereas the GLONASS is the worst. In terms of the up
direction, the positioning accuracy of BDS is better than that of Galileo, while the GLONASS
is still the worst. Moreover, compared to the GPS-only solution and BDS-only solutions,
the positioning accuracy of the GPS/QZSS and BDS/QZSS solutions can be improved from
2.80 cm, 2.03 cm and 4.65 cm to 2.43 cm, 1.91 cm and 4.15 cm, with the improvement being
13.21%, 5.91%, and 10.75%, from 1.77 cm, 1.59 cm, and 4.69 cm to 1.76 cm, 1.57 cm, and
4.50 cm for the east, north, and up directions, with the improvement being 0.56%, 1.26%,
and 4.05%, respectively. Except for the GLONASS-only and Galileo-only solutions, the
positioning accuracy of 3 cm, 3 cm, and 5 cm in the east, north, and up components for
kinematic PPP can be achieved.

The consistency of performance improvement among systems based on multi-GNSS
data quality, broadcast ephemeris accuracy, and precision positioning performance is
analyzed. It can be found that the observation data quality of GPS is improved by 28.11%,
and the improvement for SISRE, static PPP, and kinematic PPP is 75%, 44.31%, and 69.24%
compared to GLONASS, respectively. Compared to GLONASS, the improvement of data
quality, SISRE, static PPP, and kinematic PPP of Galileo is improved by 32.71%, 75%, 5.52%,
and 28.37%, respectively. The improvement of BDS-3 is 33% and 32.78% compared to BDS-2
in terms of observation data quality and SISRE, respectively. These results show that there
is a consistency between data quality, SISRE, and PPP.
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Figure 12. Positioning accuracy of kinematic PPP for each station.

5. Conclusions

This paper focused on the performance of multi-GNSS in the Asia-Pacific region. One-
week period observation data from 10 MGEX stations, precise satellite orbit and clock offset
products, and broadcast ephemeris were used to investigate the performance of C/N0,
pseudorange multipath, broadcast ephemeris clock offset accuracy, broadcast ephemeris
orbit accuracy, SISRE, static PPP, and kinematic PPP in the Asia-Pacific region, and the
conclusions are as follows:

(1) The C/N0 and pseudorange multipath among GPS, BDS-2, BDS-3, QZSS, GLONASS,
and Galileo were investigated and compared; the C/N0 of GPS and Galileo shows the best
performance, and the C/N0 for BDS and GLONASS are worse, and the C/N0 of QZSS is
the poorest. The pseudorange multipath error of Galileo has the smallest, about 0.2 m, GPS
and QZSS are comparable at about 0.3 m, and GLONASS is around 0.4 m.

(2) The broadcast ephemeris orbit and broadcast ephemeris clock offset of GPS, BDS-2,
BDS-3, QZSS, GLONASS, and Galileo were analyzed, and the results show that the broadcast
ephemeris clock offset accuracy of Galileo is the best, followed by GPS, QZSS, BDS-3, BDS-2,
and GLONASS, respectively. For the broadcast ephemeris orbit, the accuracy of BDS-3 is
the best, followed by GPS, Galileo, QZSS, GLONASS, and BDS-2, respectively. The SISRE
of BDS-3 is better than BDS-2 for both MEO and IGSO satellites, and by comparing the
observation data quality and SISRE, it can be found that when the observation data quality
is better, the broadcast ephemeris SISRE is also better, and vice versa, indicating that the
magnitude of SISRE has a certain correlation with the observation data quality results.

(3) The static PPP and kinematic PPP performance were analyzed in terms of GPS,
GPS/QZSS combination, BDS, BDS/QZSS combination, GLONASS, and Galileo. For static
PPP, the positioning accuracy of GPS and GLONASS present the best and worst perfor-
mance, respectively. In terms of kinematic PPP, the positioning accuracy in the east and
north direction of GPS is better than that of Galileo. For up direction, the positioning
accuracy of BDS is better than that of Galileo, the GLONASS shows the worst position-
ing performance in the east, north, and up component. Compared to the GPS-only and
BDS-only solutions, the positioning accuracy of GPS/QZSS and BDS/QZSS solutions is
improved, and the improvement rate of kinematic is larger than static PPP.
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Abstract: The ultra-rapid satellite clock product based on the satellite clock batch estimation is
commonly used for high-precision and reliable precise point positioning (PPP) services. In order to
clarify the effect of different ranging errors on the satellite clock batch estimation accuracy, the source
of the satellite clock bias induced by the batch observation model is classified into the initial clock
bias (ICB) and time-dependent bias (TDB). In addition to the effect of the ICB and TDB, the analytic
relationship between the observation redundancy and the satellite clock batch estimation accuracy
are derived and verified. The suitable number of stations is suggested to be 40 for the satellite clock
batch estimation to achieve the counterbalance between the efficiency and saturable accuracy. For
the PPP based on the batch-estimated satellite clock, the impacts of the ICB and TDB on PPP are
clarified. The satellite clock batch estimation and PPP experiments are carried out to investigate the
impacts of the ICB and TDB on the satellite clock batch estimation accuracy and the PPP performance.
The ICB causes a significant bias for the batch-estimated satellite clock. The TDB is impacted by the
assimilation ability of the batch-estimated satellite clock to the satellite orbit error. The convergence
time and the positioning accuracy after the convergence of PPP are primarily affected by the ICB and
TDB, respectively.

Keywords: satellite clock batch estimation; ICB; TDB; saturable accuracy; PPP

1. Introduction

The precise satellite clock product is indispensable to obtain high-precision and reli-
able precise point positioning (PPP) services [1], which can be divided into the real-time,
ultra-rapid, rapid and final satellite clock products [2,3]. Compared with the other satel-
lite clock products, the ultra-rapid satellite clock product offers better performance in
terms of stability and latency [4,5]. Therefore, the ultra-rapid satellite clock product can
be beneficial for the PPP with the relatively low real-time requirement [6]. However,
the accuracy of the ultra-rapid satellite clock product needs to be improved to meet the
centimeter-level PPP application.

The ultra-rapid satellite clock product typically includes the observation and pre-
diction sessions [7]. The observation session is batch estimated based on the observed
receiver–satellite range [8]. In the prediction session, the satellite clock is obtained by the
fitting and extrapolation based on the observation session and an accurate satellite clock
prediction model [9]. It is noted that the satellite clock batch estimation accuracy deter-
mines the quality of the ultra-rapid satellite clock product in the observation and prediction
sessions. For the PPP application based on the ultra-rapid satellite clock product, the PPP
performance is affected by the satellite clock batch estimation accuracy [3]. Therefore,
clarifying the error propagation of the satellite clock batch estimation and its effect on PPP
can improve the accuracy of the ultra-rapid satellite clock product and the performance for
the PPP application.

The batch observation model needs to be constructed for the satellite clock batch
estimation. The traditional observation models for the satellite clock estimation gener-
ally include undifferenced, epoch-differenced and mixed-differenced models [10,11]. The
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undifferenced and mixed-differenced observation models for the satellite clock estima-
tion are analytically equivalent [10], whilst the epoch-differenced model suffers from the
quality of the initial satellite clock, resulting in significant satellite clock biases [11]. For
the generation of the ultra-rapid satellite clock product in the observation session, the
undifferenced observation model is extensively applied due to the lower observation noise
and smaller satellite clock biases than the others. Given the batch observation model, the
batch-estimated satellite clock assimilates the ranging errors due to the model strength.
Hence, the satellite clock bias is introduced so that the accuracy of the batch-estimated
satellite clock is affected. The ranging errors absorbed by the batch-estimated satellite
clock mainly include the code hardware delay for satellites and the fixed satellite orbit
error. Considering the characteristic of the hardware delay over time, the time-invariant
and time-variant hardware delays affect the satellite clock estimation accuracy [10]. For
the satellite clock batch estimation within observation arcs, the time-variant hardware
delay can be roughly ignored due to its stability [12]. Additionally, the impacts of the
satellite orbit error on the real-time satellite clock estimation were already analyzed and
verified preliminarily in previous studies [13,14]. The radial and tangential satellite orbit
errors can be absorbed to various extents by the estimated satellite clock. This absorption
increases as the size of the station network used for the satellite clock estimation decreases,
especially for the regional distributed network [13]. In view of the ultra-rapid satellite clock
product for the global PPP service, the satellite clock is batch estimated based on the global
distributed network [8]. The impacts of the satellite orbit error on the satellite clock batch
estimation based on the global distributed network need to be further analyzed. Therefore,
the satellite clock batch estimation observation model can be constructed in the observation
session by considering the time-invariant hardware delays and the satellite orbit error.

Based on the constructed batch estimation observation model, the satellite clock bias is
induced by the assimilated ranging errors and the model accuracy. For the real-time satellite
clock estimation based on the undifferenced observation model, the satellite clock biases
induced by the model are grouped into the initial clock bias and time-dependent bias [10,15].
The initial clock bias is the satellite clock error at the initial epoch, which depends on
the accuracy of the initial satellite clock and the bias introduced by the pseudorange
observation [16,17]. The time-dependent bias is determined by phase observation [10].
This classification can be used as the reference for the satellite clock batch estimation.
However, for the satellite clock batch estimation, the initial clock bias was predetermined
with relatively high precision. The impacts of the initial satellite clock accuracy on the initial
clock bias can be ignored, which will not be further analyzed in this contribution. Moreover,
the accuracy of the fixed satellite orbit product is not precise enough. The satellite orbit
error needs to be considered in the classification of the batch-estimated satellite clock bias.
Therefore, referring to the typical classification of the satellite clock bias in [10], we clarify
the source of the batch-estimated satellite clock biases to analyze the impacts of these biases
on the satellite clock batch estimation accuracy.

In addition to satellite clock biases, observation redundancy is another critical factor
affecting the satellite clock batch estimation accuracy. Generally, the parameter estima-
tion accuracy depends on the observation redundancy [18,19]. Since the satellite clock
estimation accuracy becomes approximately saturable when the observation redundancy
has adequately increased. The benefit of increasing more observation redundancy is neg-
ligible for the accuracy improvement of the satellite clock estimation [20]. Furthermore,
the excessive observation redundancy will burden the efficiency and may increase the
update delay, which is not conducive for the generation of the ultra-rapid satellite clock
product with low latency [4,5]. The lower latency for the batch-estimated satellite clock
brings the better performance for the satellite clock prediction and the PPP based on the
predicted satellite clock [21,22]. The update interval and the update rate simultaneously
determine the latency of the batch-estimated satellite clock, which can be improved by
the efficient sliding satellite clock batch estimation with a short window and the satellite
clock prediction with a short period [23,24]. In order to achieve the counterbalance be-
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tween efficiency and estimation accuracy, many studies have shown the number of stations
suitable for the real-time satellite clock estimation [11,20]. Such a number of stations may
not be suitable for satellite clock batch estimation because the observation redundancy has
already been improved for the batch estimation model by combining observations within
observation arcs. In addition, the variations in the number of stations may affect the station
distribution. Since the ultra-rapid satellite clock product for the global PPP users is based
on the global distributed network, the impacts of the baseline distance among stations
on the satellite clock batch estimation can be ignored and will not be considered in this
contribution [25]. Therefore, the number of stations suitable for the satellite clock batch
estimation needs to be determined to achieve the counterbalance between the efficiency
and the batch estimation accuracy.

For the PPP based on the estimated satellite clock, the impacts of the estimated satellite
clock on PPP have already been studied in many studies [10,26]. The absolute accuracy, la-
tency and sampling interval of the satellite clock product are the main factors affecting PPP
performance, including the convergence time and the positioning accuracy after conver-
gence [21,26]. Furthermore, for the PPP based on the real-time satellite clock, the impacts of
the classified satellite clock biases on PPP are analyzed [10]. Two such types of satellite clock
biases, i.e., the initial clock bias and the time-dependent bias, affect the pseudorange and
phase observations in the typical PPP observation model, which determine the convergence
time and the positioning accuracy after convergence, respectively [15,27]. However, few
studies have performed the comprehensive analysis for the impacts of the batch-estimated
satellite clock on PPP. Therefore, we clarify the error propagation of the batch-estimated
satellite clock biases in the PPP observation model and analyze their impacts on PPP.

We begin by constructing the batch observation model for the satellite clock batch
estimation and clarify the error propagation of the satellite clock batch estimation. Then,
the batch-estimated satellite clock biases are classified according to their impacts on the
satellite clock batch estimation accuracy. Furthermore, we derive the analytic relationship
between the observation redundancy and the satellite clock batch estimation accuracy to
determine the number of stations suitable for satellite clock batch estimation. Moreover,
we clarify the error propagation of the batch-estimated satellite clock biases in the PPP
observation model. In the experimental verification, we present the data collection and
validation strategies for the satellite clock batch estimation and PPP. The effect analysis
of the satellite clock batch estimation and the PPP based on the batch-estimated satellite
clock are verified. Finally, we give the discussion and summarize the main conclusions of
this study.

2. Methodology

We first introduce the typical observation model of the satellite clock batch estimation.
The source of the satellite clock bias induced by the batch observation model is clarified
and classified. Then, based on the constructed batch observation model, the observation
redundancy suitable for the satellite clock batch estimation is determined by deriving the
covariance–variance matrix. Finally, the impacts of the classified satellite clock biases from
the batch estimation on PPP are illustrated.

2.1. Sources of Batch-Estimated Satellite Clock Biases

The undifferenced observation model based on the batch estimation is adopted due
to the lower observation noise and the smaller satellite clock biases than other traditional
satellite clock estimation models [10]. Limited by the model strength, the batch observation
model causes satellite clock biases in the batch-estimated satellite clock [10,28]. According
to the impacts of the resulting satellite clock biases on the satellite clock batch estimation
accuracy, they are categorized to clarify the error propagation in the satellite clock batch
estimation.

The dual-frequency ionosphere-free (IF) combination is widely used for the undiffer-
enced observation model to eliminate the higher-order ionospheric delay. The tropospheric
delay is usually corrected for its dry component with the a priori model, and the wet
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component is estimated with the zenith tropospheric delay and its corresponding map-
ping function [29]. The station coordinate and the satellite orbit are usually fixed in the
IF observation model [30]. It is assumed that the station coordinate is precisely known,
which is normally fixed to the PPP weekly solution, while the error exists in the fixed
ultra-rapid satellite orbit product due to the different processing strategies for the satellite
orbit determination such as the satellite attitude model and the solar radiation pressure
model [31,32]. For the batch observation model, all the observations and parameters in the
observation session are constructed, which can be expressed as
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L,IF,r

]
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Gr Gs GZTD Gr Gs Gr Gs GN

]
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

δtr
δts

ZTDr
br
bs

Br
Bs

Ns
r

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
−
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ls
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rδxs

]
(1)

where Gr = Im ⊗ en, Gs = −em ⊗ In, GZTD = Im ⊗ Mn, GN = Im ⊗ en, G is the designed
matrix for the satellite clock batch estimation model, s is the satellite, r is the receiver, Ii
is an i × i identity matrix, ei is an i × 1 vector with all elements equal to 1, Mi is an i × 1
vector containing the tropospheric mapping function for each receiver, m is the number
of the observations, n is the number of the observed satellites at different stations, ⊗ is
the Kronecker product operation [33], P is the pseudorange observation, L is the phase
observation, IF is the IF combination, v is the vector of the a posterior observation residual
for each observation, μs

r is the unit vector from the satellite to the receiver, δxs is the vector
of the satellite orbit error for each satellite, δtr is the vector of the receiver clock for each
receiver, δts is the vector of the satellite clock for each satellite, ZTD is the vector of the
zenith tropospheric delay for each receiver, N is the vector of the ambiguity for each satellite
and each receiver, br is the vector of the code hardware delay for each receiver, bs is the
vector of the code hardware delay for each satellite, Br is the vector of the phase hardware
delay for each receiver, Bs is the vector of the phase hardware delay for each satellite and l
is the vector of the a priori observation residual for each observation. In addition to the
ranging errors in (1), the satellite and receiver antenna phase center offsets and variations,
relativity, tidal loadings and phase windup should be modeled and precisely corrected in
the a priori observation residual [30].

It can be seen from (1) that all the unknown parameters except the zenith tropospheric
delay are linearly dependent. The satellite clock, receiver clock, zenith tropospheric delay
and ambiguity parameters are the parameters to be estimated. Hence, other unknown
parameters are absorbed by the estimated parameters or remain in the observation residual.
Such absorption should satisfy the requirement of minimizing the weighted sum of the
squares of residuals. According to the correlation between the parameters, and the consis-
tency of the batch observation equation, δxs, br, bs, Bs and Br are absorbed by δts, δtr, δts,
Ns

r and Ns
r, respectively.

We focus on the ranging errors absorbed by the batch-estimated satellite clock, i.e., the
code hardware delay for satellites and the satellite orbit error. Since the hardware delay
can be treated as the constant within the observation session, the absorbed code hardware
delay for satellites causes the time-invariant bias dependent with satellites. The time-
invariant bias of the batch-estimated satellite clock will not affect the standard deviation
(STD). For the satellite orbit error, not all of the satellite orbit errors are absorbed by the
batch-estimated satellite clock. The assimilation ability depends on the station network
distribution used for the satellite clock batch estimation [13]. The pseudorange and phase
observations of the global distributed network are used for generating the worldwide
satellite clock product. Since the satellite can be approximately regarded always directly
above the global distributed network, the projection directions of the satellite orbit radial
and tangential errors for each satellite in the signal propagation direction are identical and
opposite, respectively. It is well known that the angles of the satellite parallax for the global
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distributed stations are different, resulting in different projection amounts of the satellite
orbit errors. Therefore, the common satellite orbit radial errors observed by different
stations in the signal propagation direction can be absorbed by the batch-estimated satellite
clock. On the contrary, the satellite orbit tangential error cannot be absorbed due to the
opposite projection direction. Therefore, the common satellite orbit error can be absorbed
by the batch-estimated satellite clock epoch-wise, which belongs to the time-variant bias
and affects the STD of the satellite clock batch estimation. Furthermore, the satellite orbit
error not absorbed by the batch-estimated satellite clock is absorbed by the observation
residual. The STD of the satellite clock batch estimation is still affected.

It can be seen from (1) that the rank of the coefficient matrix presents deficiency due to
the linear dependency between the satellite clock and receiver clock. The clock constraint
should be introduced to avoid the rank deficient [34,35]. Therefore, the batch-estimated
receiver and satellite clocks are aligned as the clock relative to the reference clock. The
reference clock strategies include selecting one satellite clock as zero, one receiver clock as
zero and the mean value of satellite clocks as zero, which are equivalent to each other [36].
In order to ensure the stability of the satellite clock batch estimation, we select the zero-
mean condition as the reference clock [37]. Inevitably, the batch-estimated satellite clock
contains the timescale difference caused by the clock bias of the selected reference clock [15].
The timescale difference belongs to the time-invariant bias independent with satellites,
which does not affect the satellite clock batch estimation accuracy when the accuracy of the
reference clock is better than 10−6 s [15].

In summary, the reparametrized satellite clock batch estimation model due to the
parameter assimilation can be redefined as

[
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where δtr, δts, Ns
r, ls

P,IF,r and ls
L,IF,r are the reparametrized receiver clock, satellite clock,

ambiguity, a priori pseudorange observation residual and a priori phase observation
residual, respectively. They can be rewritten as⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

δtr = δtr + br
δts

= δts + αμs
rδxs,R + βμs

rδxs,T + bs + Ds

Ns
r = Ns

r + Br − Bs + bs − br

ls
P,IF,r = ls

P,IF,r − Gs·(1 − α)μs
rδxs,R − Gs·(1 − β)μs

rδxs,t

ls
L,IF,r = ls

L,IF,r − Gs·(1 − α)μs
rδxs,R − Gs·(1 − β)μs

rδxs,T

(3)

where Ds is the timescale difference, δxs,R and δxs,T are the satellite orbit radial and tangen-
tial errors, α and β are the assimilation proportion of the batch-estimated satellite clock to
the satellite orbit radial and tangential errors. The absorption ability can be calculated by
using the range of the satellite parallax angle during satellite regular motion [13]. Taking
GPS as an example, the estimated satellite clock can absorb 97.1% of the satellite orbit error
in the radial direction at least, and 24.0% in the tangential direction at most. The specific
assimilation proportion depends on the station network distribution used for the satellite
clock batch estimation.

The impact of the observation noise needs to be accounted for the satellite clock
batch estimation. Influenced by the ambiguity in the phase observation, the variation and
the absolute bias of the batch-estimated satellite clock are determined by the phase and
pseudorange observation, respectively [38]. Furthermore, any biases in the ambiguity or
the undetected cycle slips in the data preprocessing will cause the time-invariant bias in the
batch-estimated satellite clock. Moreover, for the real-time satellite clock estimation, the
time-invariant bias will also be introduced by the initial satellite clock with poor accuracy,
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which arises from the broadcast clock or the predicted satellite clock [10]. However, the
impacts of the initial satellite clock on the satellite clock batch estimation can be ignored.
This is because the initial value of the satellite clock can be predetermined with high
precision in the batch estimation.

In order to categorically analyze the impacts of the satellite clock biases on the accuracy
of the batch-estimated satellite clock, the time-invariant and time-variant bias induced by
the batch observation model are denoted as the initial clock bias (ICB) and time-dependent
bias (TDB), respectively. The ICB and TDB are both estimated satellite clock biases, which
cause the satellite clock error compared with the satellite clock reference product. The only
difference between them is that the ICB and TDB contribute to the constant and variable
components of the batch-estimated satellite clock errors, respectively. The ICBs caused by
the code hardware delay assimilation, the reference clock selection and the pseudorange
observation noise will not affect the STD of the batch-estimated satellite clock, but will
affect the root mean square (RMS). The TDB induced by the satellite orbit error and the
phase observation noise will affect the STD and RMS.

2.2. Suitable Observation Redundancy for Satellite Clock Batch Estimation

In addition to the ICB and TDB, the observation redundancy correlated with the
number of stations also affects the satellite clock batch estimation. The accuracy of the batch-
estimated satellite clock becomes saturable when the observation redundancy adequately
increases. The benefit of increased observation redundancy is negligible for the accuracy
improvement of the satellite clock batch estimation [20]. Furthermore, excessive observation
redundancy will reduce the efficiency, which needs to be considered in the satellite clock
batch estimation with low latency. Therefore, based on the clarified batch observation
model, we derive the analytic relationship between the observation and the parameter to be
estimated, and simultaneously consider the solution efficiency to determine the saturable
accuracy of the batch-estimated satellite clock.

In order to reduce the computation burden of estimating all parameters in the normal
equation with large dimensions, the parameter pre-elimination and back-substitution
are generally adopted in the batch estimation [39]. The parameters to be estimated are
divided into the time-variant and time-invariant parameters to perform the parameter
pre-elimination and back-substitution [2]. The satellite clock and receiver clock are denoted
as the time-variant parameter and estimated as epoch-wise. The zenith tropospheric delay
is denoted as the time-invariant parameter and estimated as piece-wise. The ambiguity
is generally regarded as the constant in the absence of cycle slips, which is also denoted
as the time-invariant parameter. For the processing strategy of the satellite clock batch
estimation, the time-variant parameter is generally set up and pre-eliminated epoch-wise
due to its potentially large number. The back-substitution is used to obtain the solution of
the time-variant parameter. The observation model can be rewritten as[
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Combining with the pseudorange and phase observations, the observation error
is accurately characterized by the corresponding weighting matrix. In order to simply
represent the processing of the pre-eliminated parameter and back-substitution, the normal
equation of the satellite clock batch estimation can be abbreviated in the matrix form as

PV = PAX + PBY − PL (5)

where P is the weighting matrix related to the observation error, X and Y are the vectors of
the time-variant and time-invariant parameters, A and B are their corresponding coefficient
matrices, V and L are the vectors of the a posteriori and the a priori observation residuals.
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According to the principle of the least square parameter estimation based on the parameter
pre-elimination and back-substitution, the batch-estimated parameters can be expressed as{

X̂ = N−1
XX
(
UXLL − NXYŶ

)
Ŷ = (NYY − NYXN−1

XXNXY)
−1(

UYLL − NYXN−1
XXUXLL

) (6)

where NXX = ATCA, NXY = ATCB, NYX = BTCA, NYY = BTCB, UXL = ATC, UYL = BTC,
C = PTP. The diagonal element in the covariance–variance matrix can reflect the STD of
the parameter to be estimated. The satellite clock batch estimation accuracy can be obtained
by extracting the diagonal elements of the covariance–variance matrix corresponding
to the satellite clocks. This evaluated accuracy does not require the additional satellite
clock reference product. The clock covariance–variance matrix of the satellite clock batch
estimation derived by (6) can be expressed as

COV(εX̂, εX̂) = N−1
XX + N−1

XXNXY(NYY − NYXN−1
XXNXY)

−1
NYXN−1

XX (7)

It can be found that the clock covariance–variance matrix consists of the coefficient
matrix and the weighting matrix for the satellite clock batch estimation model. The satellite
clock batch estimation accuracy depends on the number of stations and the observation
error, which are closely related to the coefficient matrix dimension and the weighting matrix,
respectively. Thus, the analytic relationship between the observation and the parameter to
be estimated has clearly been derived. However, the number of stations suitable for the
satellite clock batch estimation and the corresponding saturable estimation accuracy still
cannot be determined directly from the analytic expression. This is because the coefficient
matrix dimension is also affected by the number of visible satellites at different stations
and different epochs, which needs to be determined experimentally.

The GPS data from the day of the year (DOY) 045 to 051 in 2021 are used for deter-
mining the number of stations suitable for the satellite clock batch estimation and the
corresponding saturable estimation accuracy. We ignore the impacts of different stations
with identical quantities on the satellite clock batch estimation. This is due to the identical
full coverage for visible satellites in the observation session and the little difference in
the observation quality between different International GNSS Service (IGS) stations used.
The efficiency of the satellite clock batch estimation has limitations due to the low latency
requirements, which should be controlled within one hour including the consumption of
hourly data collection. We count the processing time to reflect the efficiency of satellite
clock batch estimation [40]. The satellite clock batch estimation based on the final satellite
orbit product provided by IGS is performed on the PowerEdge R7525 Server (AMD EPYC
7F72 24-Core Processor @3.69 GHz). The STD is extracted from (7) based on the gradually
increasing number of the global distributed network stations and the elevation-dependent
stochastic model, whose consistency with the STD for the external coincidence is verified.
The STD for the external coincidence is conducted by calculating the batch-estimated
satellite clock error based on the double difference strategy [10]. Moreover, the criteria for
gradually increasing stations serve to maximize the observation, which is mainly relative
to the observed satellites. The mean values of the STD for all satellites and the processing
time of the satellite clock batch estimation with a gradually increasing number of stations
are shown in Figure 1.
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Figure 1. STD and processing time with a gradually increasing number of stations for one week.

It can be seen from Figure 1 that the satellite clock batch estimation accuracy is grad-
ually improved as the increasing number of stations. The satellite clock batch estimation
accuracy is greatly affected by the observation redundancy for less than 40 stations and
ranges from 0.03 to 0.10 ns. However, the GPS satellite clock batch estimation accuracy
tends to be stable when the number of stations is more than 40. This indicates that the satel-
lite clock batch estimation accuracy becomes saturable. Considering the counterbalance
between the efficiency and estimation accuracy, we suggest that the number of stations
suitable for GPS hourly updated satellite clock batch estimation is to be 40.

2.3. Impacts of Batch-Estimated Satellite Clock Biases on PPP

Based on the suitable observation redundancy for the satellite clock batch estimation,
the ICB and TDB of the batch-estimated satellite clock affect the PPP performance. We will
clarify the error propagation of these satellite clock biases in the PPP observation model.
For the conventional dual-frequency IF combined PPP processing, the consistent satellite
clock and orbit products are generally fixed [41]. Since the satellite clock batch estimation
is performed based on the ultra-rapid satellite orbit product, the error exists in the fixed
satellite clock product for the PPP observation model. Due to the consistency between the
satellite clock and orbit product used for PPP, the fixed ultra-rapid satellite orbit product
is also fixed in PPP. Thus, the satellite clock and orbit errors cannot be ignored in the PPP
observation model. For a typical PPP observation model [42,43], the observations and the
parameters are epoch-wise constructed, which can be expressed as
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where Kr = Ip ⊗ eq, Ks = −ep ⊗ Iq, KZTD = Ip ⊗ Mq, KN = Ip ⊗ eq, K is the designed
matrix for the PPP observation model, p is the number of the observations, q is the number
of observed satellites at different stations and δxr is the increment for the a priori receiver
position vector. The receiver position increment, the receiver clock, the zenith tropospheric
delay and the ambiguity parameters are the parameters to be estimated in the PPP observa-
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tion model. Given that the hardware delay is time-invariant, the redefined PPP observation
model due to the correlation among the unknown parameters can be expressed as
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where δts
(i0) is the ICB of the fixed batch-estimated satellite clock at the initial epoch i0,

Δδts
(i) is the TDB of the fixed batch-estimated satellite clock at the ith epoch.
We focus on the impacts of the satellite clock bias for the fixed batch-estimated satellite

clock on the PPP observation model. It can be found from (10) that the timescale difference
can be absorbed by the receiver clock in the PPP observation model without affecting the
PPP positioning accuracy. The ICB caused by the code hardware delay for satellites can
be canceled by the code hardware delay for satellites in the PPP observation model if the
identical combination of observation is used for PPP and satellite clock batch estimation,
i.e., the dual-frequency IF combination. The TDB induced by the absorbed satellite orbit
error can mostly be canceled by the fixed satellite orbit error in the PPP observation model.
The reason for the cancellation is that the satellite clock and orbit product used for PPP is
consistent. Furthermore, the cancellation depends on the assimilation ability of the batch-
estimated satellite clock to the satellite orbit error, resulting in incomplete cancellation.

It can be found from (10) that the ICB not caused by the code hardware delay for
satellites is absorbed by ambiguity in the PPP observation model. Furthermore, the TDB
caused by the unabsorbed satellite orbit error or others is absorbed by the observation
residual in the PPP observation model. For the ICB and TDB of the batch-estimated satellite
clock caused by these reasons, we investigate their impacts on the PPP positioning perfor-
mance, including the convergence time and the positioning accuracy after convergence.
The convergence time and positioning accuracy after convergence depend on the speed of
accurately estimating parameters and the observation noise, respectively. Since the ICB is
absorbed by the ambiguity, the estimation of the ambiguity requires a long convergence
process and mainly impacts the convergence time of PPP. Furthermore, the inaccurate am-
biguity parameter may impact the phase observation, resulting in affecting the positioning
accuracy after convergence. The TDB can be treated as impacting the observation noise
when estimating the receiver coordinates. The large TDB is equivalent to increasing the ob-
servation noise, and mainly impacts the accuracy of the receiver coordinate estimation, i.e.,
the positioning accuracy after convergence. Meanwhile, the speed of accurately estimating
the receiver coordinate, i.e., the convergence time of PPP, may also be affected.

3. Results

The satellite clock batch estimation based on the global distributed network is imple-
mented to verify the impacts of the ICB and TDB. Since the long absence of the satellite
clock reference product and the fixed satellite orbit product for G11, the satellite clock batch
estimation and the evaluation does not include this satellite. The experimental setup and

43



Remote Sens. 2022, 14, 3932

processing strategy is shown in Table 1. The station selection of the global distributed
network is performed in the preprocessing of satellite clock batch estimation, which de-
pends on the quality of observations at different stations. One example of the station
selection is shown in Figure 2. The number of selected stations is 40, which is the suitable
observation redundancy for the satellite clock batch estimation verified in the previous
experiments. In order to evaluate the batch-estimated satellite clock and the fixed satellite
orbit, the GPS final satellite clock and orbit product provided by IGS are introduced as the
reference, respectively.

Table 1. Experimental setup and processing strategy.

Items Settings

Time DOY from 001 to 365 in 2021

Basic observations Undifferenced pseudorange and phase observations

Combination model Dual-frequency IF combination

Observation signal GPS: L1/L2

Elevation cutoff angle 5◦

Sampling rate 300 s

Stochastic model
A priori precision of pseudorange: 0.1 m in unit weighting;

A priori precision of phase: 0.001 m in unit weighting;
Elevation angle weighting

Station network Global distributed network with 40 stations

Station coordinate Fixed station coordinates provided for IGS

Hardware delay Absorbed

Tropospheric delay Dry components: model correction;
Wet components: mapping function and estimated every 2 h

Ionospheric delay Lower order: eliminate by dual-frequency IF combined;
Higher order: ignore

Receiver clock Estimated by single point positioning as a priori value,
and epoch-wise estimated

Satellite clock Select an initial satellite clock, and epoch-wise estimated

Satellite orbit Fixed by the satellite orbit products

Ambiguity Float solutions and estimated as constant for continuous arc

Estimation strategy Batch least square algorithms

The TDB due to the satellite orbit error assimilation on satellite clock batch estimation
IS clarified by the correlation analysis between the satellite clock error and the satellite orbit
error. The batch-estimated satellite clock errors are evaluated to verify the impacts of the
ICB and TDB on the satellite clock batch estimation. Furthermore, the convergence time
and the positioning accuracy after convergence are analyzed to reveal the impacts of the
ICB and TDB on PPP.
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Figure 2. One example of station selection with 40 stations for satellite clock batch estimation. The
purple circles represent selected stations.

3.1. Effect Analysis of Satellite Clock Batch Estimation

The bias and dispersion of the batch-estimated satellite clock error can reveal the ICB
and TDB, respectively. We use the double difference strategy to extract the batch-estimated
satellite clock error. The reference satellite needs be selected in advance. The reference
satellite clock strategies typically include selecting one satellite clock and the mean value
of satellite clocks for all satellites. In order to preserve the satellite clock error sequences
for all satellites, the mean value of all satellite clocks is selected as the reference in this
contribution, which can be expressed as
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where ∇Δ is the double difference operator, re f is the satellite clock reference product
provided by IGS, n is the total number of epochs and i is the epoch. In addition, we used
the metrics of the RMS and STD to reflect the bias and dispersion for the batch-estimated
satellite clock error, respectively.

There are two classifications of biases contributing to the batch-estimated satellite
clock, i.e., the ICB and the TDB, in which we will not conduct additional experiments to
verify the impacts of the ICB on the satellite clock batch estimation. The ICB is reflected by
the RMS of the batch-estimated satellite clock error. The TDB, another classification of the
batch-estimated satellite clock, is impacted by the assimilation of the satellite orbit error.
The assimilation ability can be indicated by the correlation coefficients between the satellite
clock error and the satellite orbit error. The epoch-wise satellite orbit error can be obtained
by comparing it with the satellite orbit reference product provided by IGS. The satellite
orbit errors in the radial, along-track and cross-track directions can be computed as [44]⎡⎣ΔeR
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where ΔeR, ΔeA and ΔeC are the satellite orbit errors in the radial, along-track and cross-
track directions, respectively. Δx, Δy and Δz are the satellite orbit errors in the Earth-
centered Earth-fixed (ECEF) frame. r and v is the satellite position and the inertial velocity
in the ECEF frame.
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The satellite clock batch estimation is implemented based on the fixed ultra-rapid
satellite orbit products in observation sessions provided by the three different analysis
centers including Wuhan University, Geo Forschungs Zentrum (GFZ) and IGS. These three
data sources are abbreviated as WHU, GFU and IGU, respectively. The 1DRMS accuracy of
the three ultra-rapid satellite orbit products in the observation session for one-year data are
1.86 cm, 1.31 cm and 0.83 cm, respectively. We use the three different ultra-rapid satellite
orbit products to investigate the assimilation ability of the batch-estimated satellite clock to
different types of the satellite orbit error [45]. The correlation between the batch-estimated
satellite clock error and the fixed satellite orbit error is shown in Figure 3.

 

Figure 3. Correlation between batch-estimated satellite clock errors and fixed satellite orbit errors
for one year. The row panels from top to bottom show the results based on the fixed satellite orbit
product provided by WHU, GFU and IGU, respectively. The column panels from left to right show
the results of the satellite orbit error in the radial, along-track and cross-track directions. The dots
with different colors represent different satellites.

It can be seen from Figure 3 that the batch-estimated satellite clock error and the fixed
satellite orbit error in the radial direction are positively correlated, whilst the correlation
in the along-track and cross-track directions can be neglected. This demonstrates that the
batch-estimated satellite clock error based on the global distributed network can assimilate
the satellite orbit radial error more than the other two directions. Moreover, the correlation
coefficient of WHU, GFU and IGU is different, especially that of IGU, which is much
lower than WHU and GFU. This is because the station selection for the global distributed
network is specific, which depends on the station observation quality correlated with the
fixed satellite orbit accuracy. Thus, the common satellite orbit radial error absorbed by the
batch-estimated satellite clock is different, resulting in the difference in the assimilation
ability and the corresponding correlation coefficient.

In addition to the absorbed satellite orbit error, the unabsorbed satellite orbit error
is absorbed by the observation residual and also affects the TDB of the batch-estimated
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satellite clock. In order to investigate the impacts of the satellite orbit error on TDB, we
extracted the batch-estimated satellite clock error based on the fixed satellite orbit products
provided by WHU, GFU and IGU. The TDB is indicated by the dispersion of the batch-
estimated satellite clock error. The bias of the batch-estimated satellite clock error reflects
the ICB. Furthermore, the satellite clock batch estimation based on the final satellite orbit
product provided by IGS is also performed as the reference for comparison. The batch-
estimated satellite clock errors based on the fixed four satellite orbit products, named
BEST-WHUO, BEST-GFUO, BEST-IGUO and BEST-IGSO, are shown in Figure 4.

Figure 4. Batch-estimated satellite clock errors based on fixed WHUO, GFUO, IGUO and IGSO for
one year.

It can be seen from Figure 4 that the batch-estimated satellite clock errors based
on these four satellite orbit products have significant biases. This is because the batch-
estimated satellite clock error contains the ICB, which is induced by the assimilation of the
code hardware delay for satellites. The dispersion of the batch-estimated satellite clock
errors based on the three ultra-rapid satellite orbit products is significant relative to the
IGS final satellite orbit product. This is because the satellite orbit error, including the
absorbed and unabsorbed components, affects the TDB of the batch-estimated satellite
clock. Furthermore, the STD difference among the BEST-WHUO, BEST-GFUO and BEST-
IGUO indicates that the TDB of the batch-estimated satellite clock is different, in which the
STD of BEST-IGUO is slightly lower than BEST-WHUO and BEST-GFUO. This is because
the assimilation of the satellite orbit radial error based on the IGUO is less than that of
WHUO and GFUO. Meanwhile, the unabsorbed component of IGUO has better accuracy
than WHUO and GFUO.

3.2. Effect Analysis of PPP Based on Batch-Estimated Satellite Clock

In order to investigate the impacts of the ICB and TDB for the batch-estimated satellite
clock on PPP, the PPP in the kinematic mode will be carried out. The observation model of
PPP comes from (9). The elevation-dependent weighting model is used for constructing the
stochastic model of PPP. The PPP solution is implemented based on the GAMP software [43].
The PPP positioning errors of the east, north and up directions are calculated epoch-wise
by comparing with the reference coordinates provided by IGS. We excluded the positioning
results from the last 15 min to avoid the impacts of the satellite orbit extrapolation error on
PPP. Furthermore, the convergence time and the positioning accuracy after convergence
were used as the indicators to evaluate the PPP positioning performance.

We firstly perform the simulation experiment to clarify the impacts of the ICB on PPP
by injecting the artificial constant bias into the satellite clock batch estimation result. The
injected bias for each satellite is the time-invariant bias in days, which is consistent with
the period of PPP solutions. It is noted that the magnitude of the simulated bias is obtained
from the normal distribution with the STD of 3 ns for each satellite, which is consistent

47



Remote Sens. 2022, 14, 3932

with the accuracy of the broadcast clock. One example of the injected bias for each satellite
in one day is shown as Figure 5.

Figure 5. One example of injected bias for each satellite in one day.

The IGS final satellite orbit product is used for the satellite clock batch estimation
and PPP to avoid the impacts of the satellite orbit error on TDB and PPP. The resulting
simulated batch-estimated satellite clock is named BEST + ICB. The PPP experiment based
on BEST + ICB can illustrate the impacts of the ICB on PPP. Moreover, we set 20 cm as the
convergence threshold to determine the convergence time of PPP. The PPP results for BEST
and BEST + ICB are shown in Figure 6.

Figure 6. PPP results for BEST and BEST + ICB at 20 arbitrary stations for one year. The two subplots
on the left show the STD of the convergence time. The two subplots on the right show the 3DRMS of
the positioning accuracy after convergence.

The convergence time for each station varies daily. The STD of the convergence time
indicates the variation degree for the observation quality from day to day, including the
observation accuracy and the satellite distribution. It can be seen from Figure 6 that the
STD of the convergence time for BEST + ICB is longer than BEST. This is because the ICB
is absorbed by the ambiguity in the PPP observation model and impacts the convergence
time of PPP. Furthermore, we can find that the impacts of the ICB on the convergence time
across different stations. It can be explained that the convergence time of PPP is affected
by the magnitude of the ICB with different satellites. Moreover, the positioning accuracy
after convergence for BEST + ICB is slightly worse than BEST, which is attributed to the
injected ICB.
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In order to explore the impacts of the TDB on PPP, we simulated the random biases
epoch-wise and injected the simulated biases into the batch-estimated satellite clock. The
injected bias for each satellite is time-variant, which is the main difference from the in-
jected ICBs. It is noted that the STD of the simulated biases is obtained from the normal
distribution with the STD of 0.3 ns for all satellites. The value of the simulated biases
comes from three times the STD of the satellite clock error. The impacts of the TDBs on
PPP can be amplified and verified. Similarly to the injected ICB, the injected random bias
for each satellite is also in days. Furthermore, the batch-estimated satellite clock data for
simulation is also based on the fixed final satellite orbit product provided by IGS. The
resulting simulated batch-estimated satellite clock is named BEST + TDB. The PPP based on
BEST + TDB can illustrate the impacts of the TDB on PPP. Moreover, we set the positioning
convergence threshold as 50 cm because of the injected simulated random biases. The PPP
results for BEST and BEST + TDB are shown in Figure 7.

Figure 7. PPP results for the BEST and BEST + TDB at 20 arbitrary stations for one year. The two
subplots on the left show the STD of the convergence time. The two subplots on the right show the
3DRMS of the positioning accuracy after convergence.

It can be seen from Figure 7 that the STD of the convergence time is certainly shortened.
This is because of the expanding convergence threshold, so that the positioning result for
BEST + TDB can be regarded as the convergence. From Figure 7, we can see that the
positioning accuracy after convergence for BEST + TDB is worse than BEST. This is because
the simulated TDB based on the normal distribution is absorbed by the observation residual,
which impacts the positioning accuracy after convergence. Furthermore, the STD of the
convergence time for BEST + TDB is slightly longer than BEST, which does not exceed
30 min. This is because the absorbed observation residual impacts the PPP observation
model strength.

4. Discussion

In order to obtain the PPP results at the centimeter level using ultra-rapid satellite
products, the satellite clock batch estimation accuracy and its impacts on PPP are analyzed
in this contribution.

The traditional observation models for satellite clock estimation generally include
undifferenced, epoch-differenced and mixed-differenced models. For satellite clock batch
estimation, the undifferenced observation model is typically used. The ICB and TDB are
induced by the batch observation model, including the assimilated ranging errors and
the model accuracy. The theoretical analysis and experimental results show that the ICB
affects the RMS without affecting the STD, whilst the TDB affects the RMS and the STD of
the batch-estimated satellite clock. Furthermore, we primarily analyze the impacts of the
fixed satellite orbit error on the TDB. The experimental results show that the assimilation
of the satellite orbit radial error to the TDB is more than the along-track and the cross-track
directions. The assimilation ability depends on the station distribution used for the satellite
clock batch estimation.
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In addition to the satellite clock biases, the observation redundancy also affects the
STD of the batch-estimated satellite clock. Many studies have shown the number of stations
suitable for the real-time satellite clock estimation. Such results may not be suitable for the
satellite clock batch estimation. We derive the analytic relationship between the observation
redundancy and the satellite clock batch estimation accuracy. The experimental results
show that the suitable number of stations is suggested to be 40 to achieve the counterbalance
between the efficiency and saturable accuracy.

We perform the simulation experiment to clarify the impacts of the ICB and the TDB on
PPP. The experiment results show that the convergence time and the positioning accuracy
after convergence of PPP are mainly affected by the ICB and TDB of the batch-estimated
satellite clock, respectively. Moreover, besides the ICB and the TDB, the impacts of the
observation quality on PPP, including the observation accuracy and the satellite distribution,
cannot be ignored.

5. Conclusions

As one of the typical PPP methods to achieve the centimeter-level positioning by using
ultra-rapid satellite clock and orbit products, the satellite clock batch estimation accuracy
and its impacts on PPP are analyzed in this contribution.

The source of the satellite clock bias induced by the batch observation model is
clarified and divided into the ICB and the TDB. The ICB affects the RMS without affecting
the STD, whilst the TDB affects the RMS and the STD of the batch-estimated satellite clock.
Furthermore, based on the clarified batch observation model, the observation redundancy
suitable for the satellite clock batch estimation is determined by deriving the covariance–
variance matrix. The number of stations for GPS satellite clock batch estimation is suggested
to be 40 because the accuracy of the batch-estimated satellite clock is saturable. For the
application of the batch-estimated satellite clock on PPP, the ICB and TDB are absorbed
by the PPP observation model, which impact the convergence time and the positioning
accuracy after convergence, respectively.

Based on the experimental results of the satellite clock batch estimation, it can be
found that the ICB causes a significant bias for the batch-estimated satellite clock. The TDB
is impacted by the assimilation ability of the batch-estimated satellite clock to the satellite
orbit error. Furthermore, the simulation experiments of PPP show that the convergence
time and the positioning accuracy after convergence are affected by the ICB and TDB of the
batch-estimated satellite clock.
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Abstract: Multi-frequency observations are now available from GNSSs, thereby bringing new op-
portunities for precise point positioning (PPP). However, they also introduce new challenges, such
as inter-frequency clock bias (IFCB) between the new frequencies and the original dual-frequency
observations due to triple-frequency observations, which severely impact the PPP. In this paper, we
studied the estimation and correction methods of uncombined inter-frequency clock bias of GPS,
BDS-3, and Galileo, analyzed the time-varying characteristics and short-term stability of IFCB, and
analyzed the influence of IFCB on the positioning of the GPS, BDS-3, and Galileo, based on a triple-
frequency un-differential non-combined PPP model. The obtained results show that the amplitude of
Block IIF satellites of the GPS can reach up to 10–20 cm, and the IFCB in BDS-3, Galileo, and GPS
Block III satellites can be neglected. After correction by IFCB, the 3D positioning accuracy of the GPS
triple-frequency PPP was 1.73 cm and 4.75 cm in the static and kinematic modes, respectively, while
the convergence time was 21.64 min and 39.61 min. Compared with the triple-frequency GPS PPP
without any correction with IFCB, the static and kinematic 3D positioning accuracy in this work was
improved by 27.39% and 17.34%, and the corresponding convergence time was improved by 10.55%
and 15.22%, respectively. Furthermore, the delayed IFCB was also used for positioning processing,
and it was found that a positioning performance comparable to that of the same day can be obtained.
The standard deviation of IFCB for a single satellite was found to be no more than 1 cm, when the
IFCB value of a neighboring day was subtracted from the IFCB value of same day, which proves the
short-term stability of IFCB.

Keywords: inter-frequency clock bias (IFCB); precise point positioning (PPP); time-varying character-
istics; short-term stability; positioning performance

1. Introduction

With the development and application of Global Navigation Satellite Systems (GNSSs),
GNSSs are now gradually moving from dual-frequency to multi-frequency, modes and
likewise, multi-frequency precise point positioning (PPP) is widely studied by many
scholars [1–4]. Among them, the MEO and ISGO satellites of the BeiDou-3 (BDS-3) can
provide data in five frequencies (B1C, B1I, B2a, B3I, and B2b), GPS Block IIF and Block III
satellites can provide triple-frequency observation data, and the Galileo system currently
has 26 satellites providing five-frequency data [5–7]. Information on the available multi-
frequency GPS, Galileo, and BDS-3 satellites is provided in Table 1. It is well-known that
accurate satellite orbits and clocks are important prerequisites for PPP. Zhou et al. [8].
performed PPP analysis using the orbit and clock products of iGMAS and obtained GNSS
kinematic PPPs of 1.4, 1.2, and 2.9 cm in the E, N, and U directions, respectively, along with
orbit/clock agreement of 1.5 cm and 60 s, respectively, compared to the orbit/clock of the
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IGS. Yang et al. [9] used a triple-frequency ambiguity solution based on undifferentiated
observations for satellite clock estimation and compared it with ambiguity floating-point
clock and found that the ambiguity-fixed clock was solution improved by 32% and 42.9%
in the horizontal and vertical directions. However, with the widespread use of triple-
frequency observations, the impact of periodic variation in satellite phase hardware delay
on the triple-frequency data is becoming significant [10,11]. Montenbruck et al. [12] found
that the carrier phase observations of L1, L2, and L5 of the GPS have an inconsistency of
20 cm, which was labeled as the inter-frequency clock bias (IFCB).

Table 1. Information on the available multi-frequency GPS, Galileo, and BDS-3 satellites.

System Remark PRN

GPS
Block IIF (12) G01, G03, G06, G08, G09, G10, G24, G25, G26, G27, G30, G32
Block III (5) G04, G11, G14, G18, G23

BDS-3
MEO (24) C19~C30, C32~C37, C41~C46
IGSO (3) C38, C39, C40

Galileo (26) E1~E5, E7~E15, E18, E19, E21, E24~E27, E30, E31, E33, E34, E36

In order to make better use of the multi-frequency observations, numerous scholars
have investigated the IFCB. Montenbruck et al. [13] employed prior correction of the
satellite IFCB to weaken the impact of IFCB on PPP. Pan et al. [14] found that the east,
north, and up accuracy improved from 3.1 cm, 1.1 cm, and 3.3 cm to 2.1 cm, 0.7 cm,
and 2.3 cm, respectively, after taking into account the triple-frequency PPP with IFCB
compared to the PPP localization with uncorrected IFCB. In another work, Li et al. [15]
observed that correcting the IFCB while performing the triple-frequency uncalibrated
phase delay (UPD) estimation can significantly improve the quality of extra-wide-line
UPD. Fan et al. [16] analyzed the IFCB of the GPS Block IIF satellite via eight months of
observations, and concluded that the inter-peak amplitude could reach up to 10–40 cm and
that the IFCB varied more during the eclipse than during the other periods. Furthermore,
Zhao and Montenbruck et al. [17,18] analyzed the IFCB of BDS-2 satellites, which are
affected by 2–4 cm of IFCB. In contrast, Steigenberger and Zhao [19,20] showed good
consistency among the triple frequencies of Galileo and QZSS. In addition to these works,
a better understanding of the characteristics of the BDS-3 IFCB is needed. Furthermore, the
compatibility of ionosphere-free combination with non-combination estimated IFCB was
also focused on in one of the reported studies [21].

Additionally, some scholars further analyzed the cycle variation in IFCB. In this regard,
Gong [22] pointed out that due to solar illumination variations, such as the relative Sun–
satellite–Earth geometry changes, the internal temperature of the satellite also changes,
leading to periodic changes in the satellite phase delay, thereby resulting in the periodic
changes in IFCB. Therefore, Li et al. [23] modeled the estimated IFCB using linear and
fourth-order harmonic functions and reported more than 89% correction of the IFCB, with
an average fitted RMS of 1.35 cm for the GPS IFCB. Moreover, Zhang [24] found that the
periodic variation in IFCB is to some extent related to the orbital plane in which the satellite
is located, and for the two satellites distributed in same orbital plane, IFCB shows similar
amplitudes and waveforms.

Considering the current status of the existing research on IFCB, this paper utilized
117 MGXE (muti-GNSS experiment) stations worldwide for IFCB estimation, and analyzed
the intra-day and inter-day time-varying characteristics of IFCB. Furthermore, this work
analyzed the impact of IFCB on the GPS, BDS-3, and Galileo multi-frequency precise point
positioning in terms of IFCB amplitude, PPP positioning accuracy, and post-test residuals,
and investigated the short-term stability of IFCB.
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2. Methods

2.1. Triple-Frequency Uncombined PPP Model with IFCB

The pseudorange Ps
r,i and carrier phase Ls

r,i observation equations of GNSSs are given
as [15]:

Ps
r,i = ρs

r + dtr − dts + Ts
r + μi Is

r,1 + dr,i + ds
i + εs

r,i
Ls

r,i = ρs
r + dtr − dts + Ts

r − μi Is
r,1 + λi Ns

r,i + br,i + bs
i + ζs

r,i
(1)

where s is the satellite and r is the receiver; i (i = 1, 2, 3) is the carrier frequency; ρs
r is the

geometric distance between satellite and receiver; dtr and dts are the receiver and satellite
clock errors, respectively; Ts

r is the tropospheric delay; Is
r,1 is the slant ionospheric delay

at frequency f1; μi = f 2
1
/

f 2
i

is the frequency-dependent ionospheric delay amplification
factor; f is the frequency; λi is the carrier wavelength; Ns

r,i is the carrier phase ambiguity;
dr,i and ds

i are the code hardware delays at the receiver and satellite, respectively; br,i and
bs

i are the phase hardware delays from the receiver and satellite, respectively; and εs
r,i

and ζs
r,i are the unmodeled error and the observation noise of the code and carrier phase

observations for each frequency.
The phase hardware deviation has obvious time-varying characteristics, and accord-

ingly, it can be decomposed into a constant part and a time-varying part [7,13], as elaborated
in Equation (2). {

br,i = br,i + δbr,i
bs

i = b
s
i + δbs

i
(2)

where br,i and b
s
i are the constant parts of the receiver and satellite phase hardware delays,

respectively, while δbr,i and δbs
i are the time-varying parts of the receiver and satellite

phase hardware delays. Moreover, the following variables are defined herein for the ease
of expression: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

α12 =
f 2
1

f 2
1 − f 2

2

β12 = − f 2
2

f 2
1 − f 2

2
DCBs

12 = ds
1 − ds

2
DCBr,12 = dr,1 − dr,2
δDPBs

12 = δbs
1 − δbs

2
δDPBr,12 = δbr,1 − δbr,2
δbs

IF12 = α12δbs
1 + β12δbs

2
δbr,IF12 = α12δbr,1 + β12δbr,2
ds

IF12 = α12ds
1 + β12ds

2
dr,IF12 = α12dr,1 + β12dr,2

(3)

where α12 and β12 are the frequency factors’ ionosphere-free combinations; DCBs
12 and

DCBr,12 are the satellite and receiver differential code bias values, respectively; δDPBs
12

and δDPBr,12 are the satellite and receiver time-variant parts of differential phase bias,
respectively; δbs

IF12 and δbr,IF12 are the ionosphere-free combination time-variant parts of
receiver and satellite phase hardware delays, respectively; and ds

IF12 and dr,IF12 are the IF
pseudorange hardware delays at the receiver and satellite, respectively.

After applying the precise satellite clock, track, and DCB product corrections, a triple-
frequency uncombined PPP model with IFCB is expressed as:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ps
r,1 = us

rx + dtr + ms
rZr + Is

r,1 + δbs
r,1 + εs

r,1
Ps

r,2 = us
rx + dtr + ms

rZr + μ2 Is
r,1 + δbs

r,2 + εs
r,2

Ps
r,3 = us

rx + dtr + ms
rZr + μ3 Is

r,1 + IFBr + δbs
r,3 + εs

r,3
Ls

r,1 = us
rx + dtr + ms

rZr − Is
r,1 + λ1Ns

r,1 + ζs
r,1

Ls
r,2 = us

rx + dtr + ms
rZr − μ2 Is

r,1 + λ2Ns
r,2 + ζs

r,2
Ls

r,3 = us
rx + dtr + ms

rZr − μ3 Is
r,1 + λ3Ns

r,3 + IFCB + ζs
r,3

(4)
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with⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

dtr = dtr + dr,IF12 + δbr,IF12
Is

r,1 = Is
r,1 + β12DCBr,12 − β12(δDPBs

12 + δDPBr,12)

IFBr = dr,3 − dr,IF12 − μ3β12DCBr,12
δbs

r,j = μjβ12(δDPBs
12 + δDPBr,12)− (δbs

IF12 + δbr,IF12)

IFCB = (δbs
3 − δbs

IF12 − μ3β12δDPBs
12) + (δbr,3 − δbr,IF12 − μ3β12δDPBr,12)

λi N
s
r,i = λi Ns

r,i + br,i + b
s
i − ds

IF12 − dr,IF12 + μiβ12DCBr,12

(5)

where us
r is the directional cosine of the receiver–satellite linkage and x is the 3D coordinate

correction value; Zr is the wet troposphere delay at the zenith path with a mapping
function ms

r; IFBr is the inter-frequency bias; and δbs
r,j is the combined time-varying part

of the unparameterized satellite and receiver-side phase hardware deviations, the effect
of which can be ignored owing to its small magnitude [7]. Moreover, dtr is the estimated
receiver clock error; Is

r,1 is the estimated slant ionospheric delay at frequency f1; and Ns
r,i is

the estimated carrier phase ambiguity. ALL estimated parameters in our PPP models with
IFCB are listed as:

X =
[

x, dtr, Zr, Is
r,1, IFBr, Ns

r,1, Ns
r,2, Ns

r,3

]
(6)

2.2. IFCB Estimation Method

In this work, IFCB was estimated by using a difference for two ionosphere-free combi-
nations, where the ionosphere-free combined carrier observations of L1 and L2, and L1 and
L5 for Ls

r,IF12 and Ls
r,IF13, respectively, are

Ls
r,IF12 = ρs

r + dtr − dts + Ts
r + λIF12Ns

r,IF12 + br,IF12 + bs
IF12 + ζs

r,IF12
Ls

r,IF13 = ρs
r + dtr − dts + Ts

r + λIF13Ns
r,IF13 + br,IF13 + bs

IF13 + ζs
r,IF13

(7)

Note that the errors in the above equation between the receiver and the satellite
antenna, phase winding, etc., have been corrected by the proposed model. Essentially, the
difference between Ls

r,IF12 and Ls
r,IF13 yields a combination of triple-frequency geometry-

free and ionosphere-free phase observations (GFIF).

GFIF ≡ Ls
r,IF12 − Ls

r,IF13
= NGFIF + Bs

r,GFIF + δB
(8)

where NGFIF is the carrier phase ambiguity of the GFIF combination, and Bs
r,GFIF is the

combination of the constant parts of pseudorange and phase hardware delays for GFIF
combination. Meanwhile, δB is the IFCB value of the ionosphere-free combination, and its
relationship with the non-combined IFCB is given as:

δB =
f 2
3

f 2
1 − f 2

3
IFCB (9)

In order to eliminate the ambiguity NGFIF and the constant term Bs
r,GFIF of phase

hardware delay, the difference between epoch elements is calculated in the continuous
observation arc without cycle slip:

ΔδB(t,t−1) = GFIFt − GFIFt−1 (10)

where ΔδB(t,t−1) is the variation between the epochs at time t and t − 1. A weighted average
of ΔδB(t,t−1) is usually calculated for the multiple stations of same epoch to improve the
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data stability and avoid the occasionality of the solution. For n stations, the following
expression can be written:

ΔδB(t,t−1) =

n
∑

r=1
ΔδB(t,t−1)·ωr,(t,t−1)

n
∑

r=1
ωr,(t,t−1)

(11)

where ΔδB(t,t−1) is the weighted average of the variation, and ωr,(t,t−1) is the corresponding
weight of each station, as expressed in Equation (12).

ωr,(t,t−1) =

⎧⎪⎪⎨⎪⎪⎩
0 Es

r(t,t−1) < 10
◦

sin Es
r(t,t−1) 10

◦ ≤ Es
r(t,t−1) < 30

◦

1 30
◦ ≤ Es

r(t,t−1)

(12)

where Es
r(t,t−1) = Es

r(t)+Es
r(t−1)

2 and Es
r(t) are the elevation angles formed by the station

r and the satellite s at moment t. It is worthwhile to note that the use of a segmented
elevation angle weighting method also reduces the impact of errors caused by the low
elevation angles, while avoiding the chance of high elevation angles caused by the fewer
moments of measuring stations. Therefore, the value of δBt at moment t is:

δBt = δB0 +
k=t

∑
k=1

ΔδB(k,k−1) (13)

In this study, δB0 was set to 0 to introduce a common deviation for all epoch elements,
which has no effect on the PPP floating solution, and the common deviation will be absorbed
into the fuzziness parameter. Nevertheless, while conducting PPP-AR, the same benchmark
needs to be added to the deviation products of the third frequency to avoid δB0 effect [14].

3. Experiment and Analysis

3.1. Data Introduction and Processing Strategy

To ensure the continuity of IFCB series and to avoid the influence of IFCB calculation
occasionality, 117 globally distributed MGXE stations for 43–71 days in 2022 were selected
for the IFCB estimation, whereas 21 stations for 65–71 days in 2022 were selected for the
experimental validation, and the distribution of stations is shown in Figure 1. To analyze
the impact of IFCB on the positioning accuracy, two schemes were selected to evaluate the
positioning performance of PPP following the IFCB correction, where scheme-1 “PPP” repre-
sents triple-frequency PPP positioning without IFCB correction and scheme-2 “PPP + IFCB”
represents triple-frequency PPP positioning with IFCB correction. Meanwhile, in order
to analyze the short-term stability of IFCB, the PPP accuracy with IFCB correction was
analyzed using one-day-delayed and two-day-delayed IFCB products, where the difference
in the IFCB of adjacent days was analyzed. In such scenarios, “PPP + IFCB1” means IFCB
was delayed by one day and “PPP + IFCB2” means IFCB was delayed by two days. For
other data processing strategies, see Table 2. In this work, the PCO and PCV of the GPS
Block IIF satellite were corrected with the PCO and PCV of only L2, because the PCO and
PCV of the L5 frequency were not available. GPS L1 and L2 were corrected using PCO and
PCV information on their respective frequency, and GPS Block III satellite L5 was corrected
using PCO and PCV information on L5 frequency. BDS and Galileo satellites were corrected
by PCO and PCV at their respective frequencies. In addition, since the frequencies between
L2 and L5 are closer, the receiver PCO and PCV of L2 were used to correct the L5. The
coordinates in the SINEX file of the IGS were used as the reference coordinates of each
station, and the filtering was considered to be converged when the positioning deviations
in the three directions of east (E), north (N), and up (U) of the coordinates were less than
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10 cm in 30 consecutive epochs. Next, the positioning deviations after the solution filtering
were selected for the statistical positioning accuracy.

Figure 1. MGEX stations used in the experiment. The blue dots represent the stations used to estimate
IFCB, and the red dots represent the stations used for PPP validation.

Table 2. Triple-frequency PPP positioning processing strategy.

Type Processing Strategies

Observation data
GPS: L1, L2, L5

BDS-3: B1I, B3I, B2a
Galileo: E1, E5a, E5b

Sampling interval 30s
Cutoff elevation 10◦

Clock and orbital products CODE
Satellite antenna correction igs14.atx
Receiver antenna correction igs14.atx

Weight for observations Elevation-dependent weight

Receiver coordinates Static mode: estimated as constant
Kinematic mode: estimated as white noise

Receiver clock Estimated as white noise
Inter-frequency bias Estimated as white noise
Ionospheric delay Estimated as white noise

Tropospheric delay Dry component corrected by Saastamoinen mode;
wet component estimated as a random walk

Phase ambiguity Float

3.2. Time-Varying Feature Analysis of IFCB
3.2.1. Intraday Time-Varying Characteristics Analysis of IFCB

Figures 2 and 3 show the IFCB time series and the IFCB amplitude for each satellite,
respectively. It can be seen that the single-day amplitude of GPS Block IIF satellites was
large among all, and the amplitude size was between 10 and 20 cm, which is evidently
a non-negligible error for PPP. Alternatively, the single-day amplitudes of GPS Block III
and BDS-3 satellites were in the range of 1 to 3 cm, and those of the Galileo satellites were
below 2 cm. Meanwhile, the standard deviation of IFCB for Block III satellites of the BDS-3,
Galileo, and GPS was about 1.5 mm for a single epoch, which was almost unaffected by the
IFCB. Therefore, it was necessary to focus on the variation in IFCB of only GPS Block IIF
satellites, and analyze the corresponding impact of IFCB on multi-frequency positioning in
terms of both positioning performance and residuals; see Sections 3.3 and 3.4. Since IFCB is
considered as a temperature-dependent inter-frequency hardware bias, the different IFCB
characteristics of the GPS, BDS-3, and Galileo may be caused by the different designs and
payloads of the satellites. However, the IFCBs for GPS Block III and Block IIF satellites
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express different characteristics and require more information from inside and outside the
GPS satellites, for their comprehensive analysis and determination.

Figure 2. IFCB time series plot for GPS, BDS-3, and Galileo, where each color represents a satellite
(DOY 65, 2022).

Figure 3. IFCB amplitudes of GPS, BDS-3, and Galileo satellites (DOY 65, 2022).

3.2.2. Inter-Day Variation Characteristics of IFCB

Figure 4 shows the IFCB time series plot for DOY 43 to 71 in 2022. The IFCB of the GPS
Block IIF satellite varied between −15 cm and 15 cm, and exhibited a clear repetitive feature.
Meanwhile, the IFCB of Galileo satellites still exhibited relatively small magnitudes, and
the large errors in the IFCB of the BDS-3 in some periods were caused by the small number
of observable BDS-3 B2a frequency stations present, which indicates that although the IFCB
can maintain a good stability and periodicity in most cases, there still exist serious errors in
some periods that need further improvement. Montenbruck and Li et al. [13,25,26] found
that the IFCB of the GPS Block IIF satellite had 12 and 6 h periods, where the 12 h period is
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due to the satellite receiving the same amount of sunlight and the 6 h period is due to the
satellite having the same amount of heat at two orbital positions around 6 h. Since IFCB
has a 6 h and 12 h periodicity expression, it can be further expressed that the IFCB exhibits
a 24 h periodicity, and Figure 4 also shows a characteristic single-day periodicity of IFCB.
The single-day periodicity of IFCB further assisted in the analysis of the short-term stability
of IFCB provided in Section 3.5.

Figure 4. IFCB time series plot consisting of G01, G24, G30, C21, and E01 (DOY 43–71, 2022).

3.3. Triple-Frequency PPP Positioning Performance Analysis
3.3.1. Static Mode

First, the static results of the ASCG station for 2022 DOY 65, from 00:00 UTC to
4:00 UTC, were compared for 1 of the 21 stations. The static PPP positioning error curves
under the two solutions of the GPS, BDS-3, and Galileo are shown in Figure 5. During
this period, the number of triple-frequency satellites for the ASCG stations of GPS, BDS-3,
and Galileo systems was 4.8, 7.6, and 6.6, respectively, indicating that the triple-frequency
satellites were involved in the triple-frequency PPP solution.

From Figure 5, it can be observed that the GPS positioning accuracy for the ASCG
station was more stable after correcting the IFCB. Meanwhile, for the BDS-3 and Galileo,
the change in single-day positioning accuracy was less than 0.1 mm after the IFCB correc-
tion, i.e., the positioning accuracy was basically unchanged, which further verifies that the
influence of IFCB on the positioning of the BDS-3 and Galileo can simply be ignored. Fur-
thermore, to further analyze the impact of IFCB on GPS positioning, the static PPP accuracy
and convergence time under the two scenarios of the GPS at 21 stations for 7 days were
recorded, as shown in Table 3. Without correcting the IFCB, the E, N, U, and 3D positioning
accuracy of the GPS system was 1.56 cm, 0.6 cm, 1.69 cm, and 2.38 cm, respectively. On the
other hand, following the IFCB correction, the positioning accuracy of the GPS improved
to 0.99 cm, 0.48 cm, 1.34 cm, and 1.73 cm, respectively, among which the 3D positioning
accuracy was improved by 27.39%. The convergence times for the GPS with corrected
and uncorrected IFCB were 21.64 min and 24.19 min, respectively, illustrating a 10.55%
improvement in the convergence time. It can be clearly seen that IFCB had a serious impact
on the GPS static positioning, and the multi-frequency PPP performance of the GPS was
improved by adding the IFCB.
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Figure 5. ASCG station static mode PPP positioning error curve (DOY 65, 2022; UTC: 00:00 to 4:00).

Table 3. Statistics of PPP positioning accuracy and convergence time under 7-day GPS static mode
for 21 stations (RMS, unit: cm; convergence time, unit: min).

Static E N U 3D Convergence Time

PPP 1.56 0.60 1.69 2.38 24.19
PPP + IFCB 0.99 0.48 1.34 1.73 21.64

Improvement 36.89% 19.18% 21.16% 27.39% 10.55%

3.3.2. Imitation Kinetic Mode

Regarding the kinematic mode, the results of the ASCG measurement station for
2022 DOY 65 are compared as an example. The positioning error curves under the two
schemes of GPS, BDS-3, and Galileo satellites are plotted in Figure 6. During this period,
the number of triple-frequency satellites in the GPS, BDS-3, and Galileo systems was 5.2,
7.6, and 6.5, respectively.

As evident from Figure 6, the kinematic and static modes followed a similar pattern,
and likewise, the positioning accuracy of the ASCG station GPS was more stable after the
IFCB correction, while for the BDS-3 and Galileo, the single-day 3D positioning accuracy
was improved from 6.21 cm and 6.30 cm to 6.20 cm and 6.29 cm, respectively, and the change
in positioning accuracy was less than 0.1 mm. The statistics related to PPP positioning
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accuracy and convergence time in the kinematic mode under the two solutions of the GPS
at 21 stations for 7 days are provided in Table 4. Without correcting the IFCB, the E, N,
U, and 3D positioning accuracy of the GPS was 2.59 cm, 1.77 cm, 4.81 cm, and 5.74 cm,
respectively, whereas after the IFCB correction, the GPS positioning accuracy was enhanced
to 2 cm, 1.43 cm, 4.06 cm, and 4.75 cm, respectively, where the 3D positioning accuracy
was improved by 17.34%. Furthermore, the convergence times for the GPS with corrected
and uncorrected IFCB were 21.64 min and 24.19 min, respectively, indicating a 15.22%
improvement. Similar to the static mode, the impact of IFCB on the multi-frequency precise
point positioning in the GPS kinematic mode was also significant, and the multi-frequency
precise point positioning performance of the GPS was further improved by the addition
of IFCB.

Figure 6. ASCG station kinematic mode PPP positioning error curve (DOY 65, 2022; UTC: 00:00 to 24:00).

Table 4. Statistics of PPP positioning accuracy and convergence time under 7-day GPS kinematic
mode for 21 stations (RMS, unit: cm; convergence time, unit: min).

Kinematic E N U 3D Convergence Time

PPP 2.59 1.77 4.81 5.74 46.72
PPP + IFCB 2.00 1.43 4.06 4.75 39.61

Promote 22.86% 19.45% 15.53% 17.34% 15.22%

3.4. Model Deviation and Residual Analysis

In addition to the observation noise, some non-modeled errors (e.g., IFCB) were
reflected in the post-test residuals of the observation equations, and the time series of the
post-test residuals of corrected IFCB and uncorrected IFCB third-frequency phases for the
ASCG stations of the GPS, BDS-3, and Galileo are presented in Figure 7. As expected,
the GPS without the corrected IFCB exhibited a significant systematic bias effect in the
L5 phase residuals, while the IFCB-corrected L5 eliminated this bias effect. Contrary to the
GPS, for the BDS-3 and Galileo, the residuals did not show any influence of IFCB, further
demonstrating that the IFCB can be neglected for the BDS-3 and Galileo. Meanwhile, to
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further analyze the effect of IFCB on the GPS L5 phase residuals, the root mean square
error of the L5 phase residuals of the GPS at 21 stations for 7 days is given in Table 5.
The standard deviation of the L5 phase residuals of the GPS before and after the IFCB
correction was 1.18 cm and 0.41 cm, respectively, with a 65.12% reduction. Accordingly,
it was concluded that after correcting the IFCB, the effect of apparent systematic bias in
the L5 residuals of the GPS can be eliminated, and thus, the rejection in the positioning
solution process due to excessive residuals can be avoided.

Figure 7. Post-check residual time series of GPS, BDS-3, and Galileo (corrected and uncorrected IFCB)
third-frequency phase for ASCG stations (DOY 65, 2022).

Table 5. Root mean square error of GPS L5 phase residuals for 21 stations in 7 days (RMS, unit: cm).

Stations PPP PPP + IFCB Promote Stations PPP PPP + IFCB Promote

ABPO 1.09 0.43 60.05% BRUX 1.33 0.23 82.74%
ALIC 1.20 0.35 70.97% BSHM 1.37 0.30 78.46%
ASCG 1.14 0.55 52.07% DAV1 0.82 0.36 56.46%
CRO1 1.29 0.46 64.79% DGAR 1.12 0.48 57.16%
CUSV 1.05 0.35 66.12% MBAR 1.34 0.44 66.81%
FAA1 1.35 0.55 59.49% MDO1 1.18 0.33 71.57%
FFMJ 1.34 0.22 83.88% MET3 1.26 0.30 76.27%

KRGG 1.03 0.43 58.59% QAQ1 1.13 0.38 66.67%
MAYG 1.19 0.55 53.61% QUIN 1.25 0.35 71.56%
TOW2 1.17 0.42 63.82% SUTM 1.19 0.51 57.28%
ULAB 0.98 0.53 45.84%

3.5. Short-Term Stability of IFCB

To investigate the short-term stability of IFCB, Figure 8 provides the average STD of
IFCB with a one-day delay versus a two-day delay in 2022 for 65 to 71 days. From Figure 8,
the average STD of the one-day-delayed and two-day-delayed IFCB was 0.6 and 0.7 cm,
respectively. Essentially, the average STD of IFCB of a single satellite did not exceed 1 cm.
The statistics for 7-day positioning of 21 stations were recorded using both one-day-delayed
and two-day-delayed IFCB, as shown in Table 6. It can be seen that IFCB products with a
one-day delay and a two-day delay could both obtain the same positioning performance as
that of the same-day IFCB products to a certain extent, thereby validating the short-term
stability of IFCB.

63



Remote Sens. 2022, 14, 3991

Figure 8. IFCB-STD statistics; blue is the STD of the difference between one-day delay and same day,
and red is the STD of two-day delay and same day (DOY 65–71, 2022).

Table 6. Statistics of 7-day positioning accuracy and convergence time for 21 stations (RMS, unit: cm;
convergence time, unit: min).

Mode E N U 3D Convergence Time

Static
PPP + IFCB 0.99 0.48 1.34 1.73 21.64
PPP + IFCB1 0.98 0.48 1.34 1.73 22.16
PPP + IFCB2 0.99 0.49 1.36 1.76 21.96

Kinematic
PPP + IFCB 2.00 1.43 4.06 4.75 39.61
PPP + IFCB1 2.01 1.44 4.06 4.76 39.66
PPP + IFCB2 2.04 1.46 4.09 4.79 39.70

4. Conclusions

IFCB is crucial for high-precision triple-frequency PPP. In this paper, the time-varying
characteristics of IFCB for the GPS, BDS-3, and Galileo were analyzed using 117 MGEX
station observations, and it was found that the amplitude of GPS Block IIF satellites could
reach 10–20 cm, the amplitude of Block III and BDS-3 satellites of the GPS was around
1–3 cm, and the amplitude of Galileo satellites was below 2 cm.

Then, the positioning performance of triple-frequency PPP before and after the IFCB
correction was analyzed using the 7-day data from 21 MGEX stations. After the IFCB
correction, the positioning performance of BDS-3 and Galileo systems changed negligibly,
whereas for the GPS, the 3D positioning accuracies of triple-frequency PPP in static and
kinematic modes were improved to 1.73 cm and 4.75 cm, respectively. Compared with
the GPS triple-frequency PPP without any IFCB correction, the 3D accuracy post-IFCB-
correction improved by 27.39% and 17.34% (static mode and dynamic mode), and the
convergence time improved by 10.55% and 15.22% (static mode and dynamic mode),
respectively. In addition, the L5 phase post-check residuals of the GPS showed obvious
systematic errors. However, the influence of bias could be eliminated by L5 after the
IFCB correction. That is to say, the implementation of IFCB estimation can effectively
solve the systematic bias problem arising from the multi-frequency positioning results,
and realize the unification of traditional clock-difference products and multi-frequency
precision positioning.

Since IFCB exhibits obvious periodic characteristics, the short-term stability of IFCB
was also investigated in this paper, and the same positioning performance as that of the
same day was obtained by using the IFCB products with a one-day delay and a two-
day delay.
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Abstract: Precise point positioning (PPP) has received much attention in recent years for its low cost,
high accuracy, and global coverage. Nowadays, PPP with ambiguity resolution and atmospheric
augmentation is widely regarded as PPP-RTK (real-time kinematic), which weakens the influence of
the long convergence time in PPP and regional service coverage in RTK. However, PPP-RTK cannot
work well in urban areas due to limitations of non-line-of-sight (NLOS) conditions. Inertial navigation
systems (INS) and vision can realize continuous navigation but suffer from error accumulation.
Accordingly, the integration model of multi-GNSS (global navigation satellite system) and PPP-
RTK/INS/vision with a cascading Kalman filter and dynamic object removal model was proposed to
improve the performance of vehicle navigation in urban areas. Two vehicular tests denoted T01 and
T02 were conducted in urban areas to evaluate the navigation performance of the proposed model.
T01 was conducted in a relatively open-sky environment and T02 was collected in a GNSS-challenged
environment with many obstacles blocking the GNSS signals. The positioning results show that
the dynamic object removal model can work well in T02. The results indicate that multi-GNSS
PPP-RTK/INS/vision with a cascading Kalman filter can achieve a positioning accuracy of 0.08 m
and 0.09 m for T01 in the horizontal and vertical directions and 0.83 m and 0.91 m for T02 in the
horizontal and vertical directions, respectively. The accuracy of the velocity and attitude estimations
is greatly improved by the introduction of vision.

Keywords: PPP; multi-GNSS; PPP-RTK/INS/vision integration; cascading Kalman filter; urban
vehicle navigation; dynamic object removal

1. Introduction

Autonomous driving, unmanned aerial vehicles (UAVs), and the Internet of Things
(IoT) are technologies that have developed rapidly in recent years. Precise navigation and
positioning in complex environments are receiving increasing attention. However, any
one sensor alone is not able to provide position solutions with high accuracy, availability,
reliability, and continuity at any time and in all environments [1]. The integration of
different sensors, for example, the integration of GNSS, INS, and vision, has become a
trend [2–4].

GNSS (global navigation satellite system) is an efficient tool for providing precise posi-
tioning regardless of time and location and it is widely used in transportation. Zumberge
et al. [5] proposed the precise point positioning (PPP) technique, which has received much
attention in recent years for its low costs, global coverage, and high accuracy [6,7]. Though
PPP can provide centimeter-level positioning for real-time kinematic applications, a nearly
30 min convergence time has limited its applications in UAVs and other technologies.
Thus, great efforts have been focused on improving the PPP performance, especially to
accelerate its convergence, and promoting various methods, e.g., multi-GNSS combination,
ambiguity resolution, and atmospheric augmentation. Lou et al. [8] presented a compre-
hensive analysis of quad-constellations with PPP. The results showed that in comparison
with the GPS-only solution, the four-system combined PPP can reduce the convergence
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time by more than 60% on average in kinematic mode. For ambiguity resolution, Ge
et al. [9] proposed the uncalibrated phase delay (UPD) method. Then, Laurichesse et al. [10]
proposed the integer phase clock method, and Collins et al. [11] proposed the decoupled
clock model to facilitate PPP ambiguity resolution (PPP-AR). It was proved that these three
PPP-AR methods can dramatically accelerate the convergence and improve the positioning
accuracy of PPP [9–12]. The undifferenced and uncombined data processing strategy has
received increasing interest [13–18]. First proposed by Gerhard Wübbena et al. [19], PPP
with ambiguity resolution and atmospheric augmentation is nowadays widely regarded as
PPP-RTK (real-time kinematic). As PPP-RTK weakens the influence of the long convergence
time in PPP and regional service coverage in RTK, it is regarded as a promising technique
for high-precision navigation in mass market applications, including vehicle platforms.
As a result, some regional authorities have developed their own PPP-RTK augmentation
services, e.g., QZSS centimeter-level accuracy service (QZSS CLAS) began offering PPP-
RTK services in 2018 [20]. Chinese BDS also intends to provide its satellite-based PPP-RTK
service in the future.

However, the performance of GNSS is limited by non-line-of-sight (NLOS) condi-
tions, which means PPP-RTK cannot work very well in challenging environments such as
urban areas [21]. When the satellite signals are blocked by buildings or other structures,
PPP-RTK fails to provide positioning results if there are less than four satellites available
and the performance is terrible due to frequent re-convergence and gross errors. Inertial
navigation systems (INS) are immune to interference and can output navigation states
continuously without external information. However, the accuracy degrades fast over
time due to the accumulated errors. Integrating GNSS with INS can minimize their re-
spective drawbacks and improve the performance of GNSS or INS alone. There are two
common integration strategies for PPP with INS, tightly coupled integration and loosely
coupled integration [22]. Moreover, it has been proved that the tightly coupled integration
of PPP/INS performs better than loosely coupled integration, especially under GNSS-
challenged environments [23]. Furthermore, Rabbou M A [24] studied the integration of
GPS PPP and MEMS (micro-electro-mechanical System)-based inertial system, the results of
which suggested that decimeter-level positioning accuracy was achievable for GPS outages
within 30 s. Gao et al. [23] analyzed the integration of multi-GNSS PPP with MEMS IMU.
The results showed that the position RMS improved from 23.3 cm, 19.8 cm, and 14.9 cm
for the GPS PPP/INS tightly coupled integration to 7.9 cm, 3.3 cm, and 5.1 cm for the
multi-GNSS PPP/INS in the north, east, and up components, respectively. PPP-AR/INS
tightly coupled integration is able to realize stable centimeter-level positioning after the
first AR and achieve fast re-convergence and re-resolving after a short period of GNSS
outage [25]. Han et al. [26] analyzed the performance of the tightly coupled integration of
RTK/INS constrained with the ionospheric and tropospheric models. Gu et al. [27] realized
the tightly coupled integration of multi-GNSS PPP/INS with atmospheric augmentation.
Taking the advantages of PPP-RTK over PPP and RTK into consideration, the integration of
multi-GNSS PPP-RTK and MEMS IMU still needs further research.

The performance of GNSS/INS tightly coupled integration could deteriorate even
if there were short periods of GNSS signal outages and the positioning accuracy was
terrible during long periods of GNSS signal outages, as the drift of INS accumulates
rapidly. Therefore, other aiding sensors are required to limit the drift errors of INS when
the GNSS signals are blocked. On the one hand, a camera is suitable for solving this
problem since visual odometry (VO) can estimate the motion of a vehicle with a slow
drift. On the other hand, the model of the monocular camera is relatively simple, but
it lacks the metric scale, which can be recovered by IMU. Consequently, a monocular
camera is usually integrated with IMU to achieve accurate pose estimations. The fusion
algorithms of IMU and vision are usually based on an extended Kalman filter (EKF) [28–30]
or nonlinear optimization [31,32]. The former method usually carries out linearization
only once, so there may be obvious linearization errors for vision data processing. The
latter method utilizes iterative linearization, which can achieve higher estimation accuracy

68



Remote Sens. 2022, 14, 4337

but is subject to an increased computational burden. The multi-state constraint Kalman
filter (MSCKF) is a popular EKF-based visual–inertial odometry (VIO) approach, which
is capable of high-precision pose estimations in large-scale real-world environments [28].
MSCKF maintains several previous camera poses in the state vector by a sliding window
and forms the constraints among multiple camera poses by using visual measurements
of the same feature point across multiple camera views. Accordingly, the computational
complexity is linear with the number of feature points.

On the one hand, VIO can provide accurate pose estimations when GNSS is unavail-
able. On the other hand, VIO or VI-SLAM (simultaneous localization and mapping) can
only achieve an estimation of motion and provide the relative position and attitude and
there are unavoidable accumulated drifts over time. Consequently, the integration of GNSS,
INS, and vision is receiving increasing interest [33–36]. Kim et al., 2005 used a six-degrees-
of-freedom (DOF) SLAM to aid GNSS/INS navigation by providing reliable navigation
solutions in denied and unknown environments GNSS. Then, Won et al. integrated GNSS
with vision for low GNSS visibility [34], and proposed the selective integration of GNSS,
INS, and vision under GNSS-challenged environments [2], which was able to improve
the positioning accuracy compared with nonselective integration. However, in most of
these studies, only the position provided by the GNSS or pseudo-range measurements
were utilized in the fusion of GNSS, INS, and vision. The application of the carrier phase
in multi-sensor fusion is less studied. More recently, Liu [35] proposed the tightly cou-
pled integration of a GNSS/INS/stereo vision/map matching system for land vehicle
navigation, but only the positioning results of PPP were integrated with the INS, stereo
vision, and map matching system. Li et al. [36] further conducted the tightly coupled
integration of RTK, MEMS-IMU, and monocular cameras. Obviously, more efforts should
be focused on PPP-RTK/INS/vision integration to fully explore the potential of GNSS for
further research.

There are many dynamic objects in urban areas which interfere with VIO. Dynamic
objects can provide dynamic feature points, but mainstream SLAM uses static feature
points to recover the motion. There are a lot of researches about dynamic object removal in
VIO or SLAM, but most of them mainly focus on vision [37,38]. Thus, a simple dynamic
feature points removal model based on position is proposed in this paper with the help
of GNSS. As VIO has accumulation errors, a model based on position does not work well
without GNSS.

This paper aims to evaluate the navigation performance of the integration of multi-
GNSS PPP-RTK, MEMS-IMU, and monocular cameras with a cascading filter and the
dynamic object removal algorithm in urban areas. The remainder of this paper is organized
as follows: first, Section 2 presents the mathematical models of PPP-RTK, the MEMS-
IMU, and monocular camera integration based on the MSCKF, integration of multi-GNSS
PPP-RTK, INS, and vision as well as the dynamic object removal model, and introduces
the structure of the proposed model. Then, the details of the test are demonstrated in
Section 3 and the efficiency of different techniques in urban vehicle navigation is analyzed
in Section 4. Finally, Section 5 presents the conclusions.

2. Methods

The undifferenced and uncombined PPP-RTK, INS model, PPP-RTK/INS tightly
coupled integration model, as well as the vision model, are presented in this section in
order to derive the integration model of multi-GNSS PPP-RTK/INS/vision with a cascading
filter. According to the suggestion in RINEX 3.02 (https://kb.igs.org/hc/en-us/articles/
115003980628-RINEX-3-02 (accessed on 12 August 2022)), the GPS and BDS systems are
denoted as G and C, respectively.
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2.1. PPP-RTK Model

The raw observations of the GNSS pseudo-range and carrier phase can be expressed
as follows [39]:

Ps
r, f = ρs

r + tr,sys + αs
rTZ + 40.3

f 2 γs
r Is

r − bs, f + br, f + εp

Φs
r, f = ρs

r + tr,sys + αs
rTZ − 40.3

f 2 γs
r Is

r + λNs
r, f + εΦ

}
(1)

in which Ps
r, f and Φs

r, f are the pseudo-range and carrier phase at frequency f corresponding
to receiver r and satellite s in length units, respectively; ρs

r is the geometric distance be-
tween receiver r and satellite s; tr,sys is the receiver clock error corresponding to the system
sys ∈ (G C) in the length units, respectively; αs

r and γs
r are the mapping functions of the tro-

pospheric and ionospheric delays, respectively; TZ and Is
r stand for the zenith tropospheric

delay and the zenith total electron content (TEC); bs, f and br, f denote the hardware delay
for satellite s and receiver r, respectively; λ and Ns

r, f are the carrier phase wavelength and
float ambiguity; εp and εΦ represent the measurement noise of pseudo-range and carrier
phase including the unmodeled multipath error, respectively. Additionally, it is assumed
that other errors, such as satellite orbit and clock errors and relativistic effects, are corrected
in advance.

After correcting the hardware delay for the satellite and linearization, Equation (1) can
be written as

ΔPs
r, f = hr

sδxe
GNSS + tr,sys + αs

rδTw + 40.3
f 2 γs

r Is
r + br, f + εp

ΔΦs
r, f = hr

sδxe
GNSS + tr,sys + αs

rδTw − 40.3
f 2 γs

r Is
r + λNs

r, f + εΦ

}
(2)

where ΔPs
r, f and ΔΦs

r, f are the OMC (observed-minus-computed) of the pseudo-range
and carrier phase, respectively; superscript ·e represents the e-frame (earth-centered earth-
fixed frame); δxe

GNSS and hs
r are the correction vectors of the receiver position and the

corresponding direction cosine vector; δTw denotes the residual of the zenith tropospheric
wet delay. Additionally, the DESIGN (deterministic plus stochastic ionosphere model for
GNSS) model is adopted in this study as [39,40]

Is
r = a0 + a1dL + a2dB + a3dL2 + a4dB2 + rs

r
Ĩs
r = a0 + a1dL + a2dB + a3dL2 + a4dB2 + rs

r + ε Ĩs
r

}
(3)

in which Ĩs
r is the virtual observation of ionospheric delay and can be obtained from the

ionospheric delay prior models of high-precision ionospheric products; ai (i = 0, 1, 2, 3,
4) describes the spatial distribution of the ionospheric delay; and dL and dB represent
the difference in longitude and latitude between the approximate location of the station
and the ionospheric pierce point (IPP), respectively. rs

r describes the stochastic behavior
of the ionospheric delay in the time domain and ε Ĩs

r
is the corresponding noise of the

virtual observation.
Then, the state vector xPPP−RTK can be written as

xPPP−RTK =
(
δxe

GNSS tr δTw br Nr arrr
)T (4)

where Nr =
(
Nr,1 Nr,2

)T denotes the float ambiguity on frequency f1 and f2; ar = (a0 a1

a2 a3 a4)T and rr =
(

r1
r . . . rj

r

)T
means the deterministic and stochastic parameters of the

DESIGN, respectively.
The float ambiguity Ns

r, f should be further formulated for the PPP ambiguity resolu-
tion. It can be expressed as

Ns
r, f = n − dr + ds (5)
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in which n means the integer ambiguity and dr and ds are the UPD for the receiver and
satellite. After the float ambiguity is obtained by Equation (2), the UPD can be removed and
then the integer property of the ambiguity can be recovered. Moreover, the LAMBDA (least-
squares ambiguity decorrelation adjustment) method is applied to search for the optimal
fixed value of the ambiguity [41]. Finally, the integer ambiguity is used as constraints to
obtain the PPP solution with fixed ambiguity.

2.2. INS Model

In this paper, the mechanization is conducted in the e-frame (earth-centered earth-fixed
frame) for easily integrating the state of INS with the GNSS observables. Then, the dynamic
equation of INS can be described as⎛⎜⎝

.
xe

INS.
ve

INS.
C

e
b

⎞⎟⎠ =

⎛⎝ ve
INS

Ce
bfb − 2ωe

ie × ve
INS + ge

Ce
b
[
ωb

eb×
]

⎞⎠ (6)

where xe
INS is the position vector in the e-frame, respectively; ve

INS is the velocity vector in
the e-frame; Ce

b represents the rotation matrix from the b-frame (body frame) to the e-frame;
fb is the specific force vector generated by the accelerometers in the b-frame; ωe

ie is the earth
rotation vector of the e-frame against the i-frame (inertial frame) in the e-frame; ge denotes
the local gravity vector in the e-frame; ωb

eb denotes the rotation rate vector of the b-frame
against the e-frame projected to the b-frame; and [·×] denotes the skew-symmetric matrix.

By using the Phi-angle error model, the INS error model can be written as [42]⎛⎝δ
.
xe

INS
δ

.
ve

INS.
φ

⎞⎠ =

⎛⎝ δve
INS

−2ωe
ie × δve

INS + Ce
bfb × φ + Ce

bδfb + δge

−ωe
ie × φ − Ce

bδωb
ib

⎞⎠ (7)

in which φ indicates the correction vector of attitude; δge represents the gravity error in
the e-frame; and δfb and δωb

ib are the sensor errors of the accelerometer and gyroscope,
respectively. Bias and scale factor errors along with white noise can be used to model the
sensor error [42], which can be expressed as{

δfb = Ba + diag
(

fb
)

Sa + wv

δωb
ib = Bg + diag

(
ωb

ib
)
Sg + wφ

(8)

in which, Ba and Sa indicate the bias and scale factor errors of the accelerometer, respec-
tively; diag denotes the diagonal matrix; Bg and Sg indicate the bias and scale factor errors
of the gyroscope, respectively; and wv and wφ indicate the corresponding random white
noise. Bias and scale factor errors can be modeled as first-order Gauss–Markov processes
and expressed as [42] ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

( .
Ba.
Bg

)
=

(−1
τba

Ba
−1
τbg

Bg

)
+

(
wba
wbg

)
( .

Sa.
Sg

)
=

(−1
τsa

Sa
−1
τsg

Sg

)
+

(
wsa
wsg

) (9)

where τ(•) and w(•) (denotes the subscript ba, bg, sa, or sg) denote the corresponding
correlation time and driving white noise, respectively.

Finally, the INS error state can be modeled as

xINS =
(
δxe

INS δve
INS φ Ba Bg SaSg

)T (10)
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2.3. PPP-RTK/INS Tightly Coupled Integration Model

In the error state of PPP-RTK and INS, xe
GNSS and xe

INS denote the position of the
GNSS receiver antenna reference point (ARP) and IMU center, respectively. They do not
represent the same position and their spatial relationship in the e-frame can be expressed
as [42]

xe
GNSS = xe

INS + Ce
blb (11)

in which lb means the lever-arm correction vector in the b-frame. As for the approximate
coordinates x̃e

GNSS and x̃e
INS, their relationship can be described as

x̃e
GNSS = x̃e

INS + C̃
e
blb (12)

where C̃
e
b is the approximation of Ce

b, and satisfies

C̃
e
b = (I − φ×)Ce

b (13)

Then, the following equation of δxe
GNSS and δxe

INS can be derived from Equations (11)
to (13):

δxe
GNSS = δxe

INS + Ce
blb × φ (14)

The state error in the integrated navigation is defined as the observation minus the
true value, whereas the state error in the GNSS is defined as the true value minus the
observation. Thus, the signs of δxe

GNSS and δxe
INS are opposite. After adding a minus

sign to Equation (14) and substituting it into Equation (2), the observation equation of the
PPP-RTK/INS can be further expressed as

ΔPs
r, f = −hs

rδxe
INS − hs

rCe
blb × φ + tr,sys + αs

rδTw + br, f + εp

+ 40.3
f 2 γs

r(a0 + a1dL + a2dB + a3dL2 + a4dB2 + rs
r + ε Ĩs

r
)

ΔΦs
r, f = −hs

rδxe
INS − hs

rCe
blb × φ + tr,sys + αs

rδTw + λNs
r, f + εΦ

− 40.3
f 2 γs

r(a0 + a1dL + a2dB + a3dL2 + a4dB2 + rs
r + ε Ĩs

r
)

Ĩs
r = a0 + a1dL + a2dB + a3dL2 + a4dB2 + rs

r + ε Ĩs
r

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
(15)

Combining the state vector xPPP−RTK in Equation (4) and xINS in Equation (10), the
state vector of the PPP-RTK/INS can be described as

x =
(

δxe
INS δve

INS φ B S tr δTw br Nr ar rr)
T (16)

2.4. INS/Vision Tightly Coupled Integration Model

By denoting the error state of the camera as
(

δpe
ci

φci

)
for the ith image, the error state

vector of INS/vision tightly coupled integration with the MSCKF at the time when the kth
image is captured is expressed as

xi,c =
(

xINS | δpe
cj

φcj . . . δpe
ck φck

)T
(17)

in which δpe
ci

and φci (i = j, j + 1, . . . , k) indicate the error states of the camera position
and attitude for epoch i. The above error state vector is augmented when new camera data
is introduced.

Visual measurements of the same feature point from multiple camera views are used
to construct the geometric constraints. At the time of taking the ith (i < k + 1) image, the
transformation of the static feature point Pk can be expressed as

pci
Pk ,i = Rci

e

(
pe

Pk
− pe

ci

)
(18)
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in which, pci
Pk ,i =

(
xci

Pk ,i yci
Pk ,i zci

Pk ,i

)
indicates the position of Pk in the camera frame;

Rci
e and pe

ci
are the attitude rotation matrix and position vector against the global frame

(e-frame), respectively; pe
Pk

is the estimated position of Pk in the e-frame, which can be
calculated by triangulation. By differentiating Equation (18), the equation of the camera
state can be obtained as follows:

δpci
Pk ,i = −Rci

e

[(
pe

Pk
− pe

ci

)
×
]
φci − Rci

e δpe
ci
+ Rci

e δpe
Pk

(19)

in which δpe
Pk

indicates the error of the approximate position of the feature point.
Concerning the camera measurement residual vector, it can be written as

zPk ,i =

(
u0

Pk ,i − ũPk ,i

v0
Pk ,i − ṽPk ,i

)
, εPk ,i =

(
ε ũPk ,i
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)
(20)

where (u0
Pk ,i, v0

Pk ,i)
T is the estimated pixel coordinate of Pk by back projection and (ũPk ,i, ṽPk ,i)

T

is the observation of Pk in the ith image and εPk ,i is the measurement noise. Then, based on
the chain rule, the residual formula can be expressed as [27]
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in which ( fx, fy) means the focal length and

(
xci

Pk ,i yci
Pk ,i zci

Pk ,i

)
means the position of a

feature point in the camera frame.
Because δpe

Pk
is not the state that needs to be estimated and H f ,i is known, we can

calculate the left null space A, which satisfies the equation as follows:

ATH f ,i = 0 (22)

Then, multiplying AT at both sides of Equation (21), the measurement model can be
described as

za,i = ATzPk ,i = ATHx,ixi,c + ATεPk ,i = Ha,x,ixi,c + εa,i (23)

where za,i = ATzPk ,i, Ha,x,i = ATHx,i and εa,i = ATεPk ,i, respectively.
The pixel coordinate of Pk can be described as follows:⎛⎝ũPk ,i

ṽPk ,i
1

⎞⎠ =
1

zci
Pk ,i

Kpci
Pk ,i (24)

in which K denotes the camera intrinsic parameter.
Substituting Equation (18) into (25), we have:⎛⎝ũPk ,i

ṽPk ,i
1

⎞⎠ =
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e
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)
(25)
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Thus, ⎛⎝ΔũPk
ΔṽPk

0

⎞⎠= K
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where ΔũPk = ũPk ,i+1 − ũPk ,i, ΔṽPk = ṽPk ,i+1 − ṽPk ,i. ´pe
Pk

is the position of Pk for the epoch

i + 1. (ũPk ,i+1, ṽPk ,i+1)
T is the observation of Pk in the i+1th image.

Considering that the time interval is relatively small, we assume that the pose and
position of the camera have no obvious changes. Because zci+1

Pk ,i+1 is relatively large, we can

make assumptions: Rci+1
e ≈ Rci

e , 1
z

ci+1
Pk ,i+1

≈ 1
z

ci
Pk ,i

. For the static feature point, pe
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− ´pe
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= 0,

thus we can obtain
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As we know, pe
ci+1

and pe
ci

can be obtained by PPP-RTK/INS. For dynamic objects on

the road, [
(

pe
Pk
− pe

ci+1

)
−
(

´pe
Pk
− pe

ci

)
] <

(
pe

ci+1
− pe

ci

)
. By setting a threshold for zci+1

Pk ,i+1,
the dynamic objects can be removed.

2.5. PPP-RTK/INS/Vision Integration Model with a Cascading Filter

The PPP-RTK/INS/vision integration model with a cascading filter is realized by
integrating the output of the tightly coupled integration of PPP-RTK/INS with the tightly
coupled integration of INS/vision. The difference between the position provided by the
PPP-RTK/INS and the position predicted by INS/vision constitutes the observation of posi-
tion. Based on Equations (14) and (23), the measurement model of the PPP-RTK/INS/Vision
integration model can be expressed as

x̂e
GNSS − x̃e

GNSS = δxe
INS + Ce

blb × φ + εx
za,i = Ha,x,ixi,c + εa,i

}
(28)

in which x̂e
GNSS is the position predicted by INS/vision and x̃e

GNSS is the positioning results
of PPP-RTK/INS. εx is the measurement noise.

The integration model of multi-GNSS PPP-RTK/INS/vision with a cascading filter
is derived from the description above. An overview of the proposed model is shown in
Figure 1. First, the position is obtained by the GNSS to assist the navigation initialization,
e.g., IMU alignment with GNSS. Then, the INS begins to provide high-rate navigation.
When the INS synchronizes with the GNSS, tightly coupled integration is performed
based on either PPP/INS or PPP-RTK/INS. As for the latter, high-precision atmospheric
correction is applied and AR is carried out with the UPD products. Furthermore, feature
points are extracted and tracked in each image. When the time of the camera synchronizes
with the INS, the state vector is augmented and the MSCKF is adopted to calculate the
relative position of the vehicle platform. The positioning results of the GNSS/INS are then
integrated with the MSCKF to produce the final navigation information. There are two
Kalman filters: the filter of PPP-RTK/INS and the filter of INS/Vision. The positioning
results of PPP-RTK/INS are added into the filter of the INS/vision so it becomes a cascading
Kalman filter. All the IMU sensor errors are fed back in time in the process.
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Figure 1. The algorithm structure of PPP-RTK/INS/VISION with a cascading filter.

3. Experiment

To evaluate the positioning accuracy and performance of the proposed integration
model of multi-GNSS PPP-RTK/INS/vision with a cascading filter in urban areas, based on
the FUSING (FUSing IN Gnss) software [7,40,41], this algorithm was further developed by
us. At present, FUSING has been developed into an integrated software platform that can
deal with real-time multi-GNSS precise orbit determination, atmospheric delay modeling
and monitoring, satellite clock estimation, as well as multi-sensor fusion navigation.

Two datasets were collected based on a vehicle platform as shown in Figure 2. One is
in the suburban area of Wuhan City on 1 January 2020, and the other is on the Second Ring
Road of Wuhan city on 2 January 2020. For simplicity, according to the DOY (day of the
year), the two-vehicle tests are denoted as T01 and T02, respectively.

Figure 2. GNSS/INS/vision data collection platform.

As shown in Figure 2, the raw data was collected by the IMU of two different grades.
A MEMS-grade IMU was used to integrate with PPP-RTK and vision to evaluate the
performance of the proposed model. The navigation-grade IMU is of high accuracy and is
integrated with RTK to calculate the reference solution, which was regarded as the true
value. Both IMUs collected the data at a sampling rate of 200 Hz and their performance
parameters are listed in Table 1. The grayscale Basler acA640-90gm camera was equipped
to collect the raw images at a sampling rate of 10 Hz with a resolution of 659 × 494.
The UBLOX-M8T was used for generating the pulses per second (PPS) to trigger the
camera exposure and it also recorded the time of the pulse at the same time. GNSS
data were collected by Trimble Net R9 at a sampling rate of 1 Hz. The camera-IMU
extrinsic parameters were calibrated offline by utilizing the Kalibr tool (https://github.
com/ethz-asl/kalibr/ (accessed on 3 January 2020)). The lever-arm correction vector was
measured manually.
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Table 1. Performance parameters of the IMU sensors.

IMU Sensors

Random Walk Bias

Velocity
(m/s/

√
h)

Angular
(◦/

√
h)

Gyro. (◦/h) Acce. (mGal)

MEMS-grade 0.03 0.17 8 200
Navigation-grade 0.03 0.003 0.027 15

The test trajectory and the true scenarios for these two tests are shown in the left and
right panels of Figure 3, respectively. It can be seen that dataset T01 was collected in a
relatively open sky and only a few obstacles were blocking the GNSS signals. T02 was
collected in a GNSS-challenged environment and there were many tall buildings on both
sides of the narrow road, including some viaducts and tunnels, which could have totally
blocked the GNSS signals. The vehicle speeds of T01 and T02 were about 10 m/s and
15 m/s, respectively, which is shown in Figure 4. It can be seen that there were significant
changes in velocity and direction. The number of visible satellites and the PDOP (precision
dilution of positioning) with a cutoff angle of 10◦ are shown in Figure 5. Taking, for instance,
the GPS, the average number of tracking satellites of T01 and T02 were 9 and 7, respectively,
and the average PDOP values were 1.8 and 10.9, respectively, which demonstrates the
difference in the observation environment between T01 and T02.

Figure 3. The test trajectory and typical scenarios of T01 (left panel) and T02 (right panel).

Figure 4. Velocity of the vehicle for T01 (left panel) and T02 (right panel), respectively.
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Figure 5. Satellite number of GPS/BDS and PDOP for T01 (left panel) and T02 (right panel), respectively.

Considering the high-precision ionospheric and tropospheric delay augmentation
and ambiguity resolution to support PPP-RTK, the measurement data of seven reference
stations as distributed in Figure 6 were also collected. They were processed to generate
high-precision atmospheric delay corrections and UPD products. The average distance
between the seven reference stations is 40 km and the green trajectories are the trajectories
of the two tests as shown in Figure 3.

 
Figure 6. Distribution of seven reference stations for generating the atmospheric and UPD products.
The green lines denote the trajectories of the two experiments.

The details of the GNSS data processing strategy are presented in Table 2. The po-
sitioning performance was evaluated by RMS (root mean square). The reference solu-
tion was calculated by a loosely coupled RTK/INS solution with a bi-directional smooth-
ing algorithm, in which navigation-grade IMU and GNSS data collected by Trimble R9
were adopted. The ground truth was calculated using commercial software named GINS
(http://www.whmpst.com/cn/ (accessed on 15 April 2021)). The nominal positioning
accuracy of the RTK/INS loosely coupled solution provided by GINS was at the level of
2 cm for horizontal and 3 cm for vertical.
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Table 2. GNSS data processing strategy of PPP and PPP-RTK.

Items PPP PPP-RTK

Ambiguity float fixed

Troposphere GPT2w model and VMF1_HT [43] and the
residuals are estimated as random walk regional model

Ionosphere DESIGN-5 model [44] with GIM served as a
prior constraint regional model

Observation model undifferenced and uncombined
Frequency band GPS: L1/L2; BDS: B1/B2

Cutoff angle 10◦
PCO/PCV igs14.atx

Solid earth tides IERS 2010
Receiver clock estimated as white noise

Ephemeris precise products provided by GFZ
Code bias receiver: estimated as random walk; satellite: corrected with IGS product

Sigma of code 0.3 m
Sigma of phase 0.003 m

4. Results

All results were output at a frequency of 1 Hz. In the following analysis, PPP-RTK/INS
means the tightly coupled integration of PPP-RTK and INS. PPP-RTK/INS/vision means
the integration of PPP-RTK, INS, and vision with a cascading filter. Before analyzing
the performance of our proposed integration system in urban areas, the effects of the
dynamic feature point removal algorithm aided by position are presented in Figure 7.
It can be seen that the feature points on the car (in the red box) were removed. Some
points that were extracted from unobvious places were also removed and the most static
obvious feature points were saved, which can be used for visual localization. Figure 8
shows the positioning results of PPP-RTK/INS/vision for T02 before and after dynamic
feature point removal. The positioning accuracy was improved by dynamic feature point
removal, which is demonstrated in the green box in Figure 8. When PPP-RTK/INS provided
stable, high-accuracy position information, the error caused by the dynamic feature points
was constrained. However, the positioning performance was obviously influenced by
the dynamic feature points when the GNSS signals were interfered with. Combining
Figures 5 and 8, the GNSS observation conditions were poor and PPP-RTK/INS performed
poorly in positioning around time 362,900 s, 364,000 s, and 364,600 s, thus PPP-RTK/INS
was not able to restrain the interference of the dynamic feature points. Therefore, the
dynamic feature points removal algorithm based on position improved the positioning
accuracy when the GNSS signals were severely disturbed. The statistics of the positioning
results show that the positioning accuracy was improved by 3 cm and 1 cm in the horizontal
and vertical directions, respectively.

 
Figure 7. The effect of dynamic feature points removal.
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Figure 8. The effects of dynamic feature points removal on positioning accuracy.

The comparison of the performance of different positioning solutions is presented in
Figures 9 and 10 for T01 and T02, respectively. It can be seen in the left section in Figure 9
that PPP-RTK converged much faster than PPP, though the ambiguity sometimes failed to
fix. It took about 30 s to converge for PPP-RTK and more than 10 min for PPP. Moreover,
PPP-RTK had higher accuracy than PPP after convergence. The inclusion of BDS made the
series more stable, especially for the vertical direction. Although the contribution of the INS
was rather limited in the horizontal direction as shown in the GC-PPP-RTK/INS solution,
the outliers may have been inhibited, e.g., around the time 28,400 s. As for the vertical
direction, the INS significantly contributed to the improvement of the positioning accuracy.
The INS helped the GNSS to converge to and maintain a higher level of positioning accuracy.
Additionally, the introduction of vision reduced the fluctuation, although overall, there
was no big difference. As for T02, there was no obvious convergence in Figure 10 as the
observation environment was complicated and the positioning accuracy was relatively
low. However, it still can be seen in the left section in Figure 10 that PPP-RTK performed
better than PPP. In order to further demonstrate the convergence and reconvergence effects
of PPP and PPP-RTK, enlarged images of parts of Figure 10 are shown in Figure 11 and
the correspondence can be seen from the time of the week. PPP-RTK converged and
reconverged much faster than PPP and achieved higher positioning accuracy, though the
observational environment was challenging. Figure 10 shows that the series of G-PPP
and G-PPP-RTK were interrupted many times because the GNSS signals were blocked
out, which is embodied in the tracking number of the visible satellites in Figure 5. Both
the continuity and accuracy of the positioning were improved with the BDS included.
However, the GNSS was still unable to provide positioning results from 362,906 s to
362,965 s because the vehicle was in the tunnel at that time and there was no GNSS signal at
all. GC-PPP-RTK/INS provided continuous and more stable positioning information with
the integration with the INS, but there was also obvious fluctuation and the existence of
epochs with large positioning errors. The positioning errors diverged to 21.74 m, 15.82 m,
and 3.82 m in the north, east, and down directions, respectively. The three-dimensional
positioning error at 362,965 s was 27.16 m, which is not suitable for vehicle navigation.
Furthermore, the positioning error was obviously reduced when vision was included,
especially around the time of the week at 362,900 s, 363,600 s, and 364,000 s. The cumulative
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errors of the INS were effectively constrained by vision. Thus, in the period from 362,906 s
to 362,965 s, the maximum errors of the INS/vision were −1.43 m, −3.94 m, and 2.50 m in
the north, east, and down directions, respectively. The corresponding three-dimensional
error was 4.88 m, which was 0.49% of the traveled distance. It can be concluded that the
integration of multi-GNSS PPP-RTK/INS/vision with a cascading filter performed best in
comparison with the other four solutions.

Figure 9. Position difference series of T01 in north, east, and down directions, respectively.

Figure 10. Position difference series of T02 in north, east, and down directions, respectively.
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Figure 11. Convergence (left panel) and reconvergence (middle panel and right panel) of T02 in
north, east, and down directions, respectively.

The statistics of the position difference between T01 and T02 are presented in
Tables 3 and 4 to further verify the conclusion. Additionally, the number of epochs at
which the position information can be obtained is denoted as A and the number of total
epochs is denoted as B. Then the positioning availability can be defined as A/B, which is
also included in the tables. The improvement statistics are derived in comparison with
the G-PPP solution. The statistics show that the PPP-RTK performed better than PPP in
both tests. The ambiguity could not be fixed in many epochs for the frequent GPS signal
interruptions and disturbances in T02. Thus, the improvement brought by PPP-RTK for
T02 was not as obvious as for T01. The horizontal and vertical positioning RMS of the GC-
PPP-RTK/INS/vision solution for the test T01 were 0.08 m and 0.09 m, respectively. As for
T02, the horizontal and vertical RMS of the GC-PPP-RTK/INS/vision solution were 0.83 m
and 0.91 m, respectively. It can be seen that GC-PPP-RTK/INS/vision made significant
improvements compared with the other four solutions. The improvements should have
been more obvious because of the interruption in G-PPP and G-PPP-RTK. The positioning
availabilities of G-PPP and G-PPP-RTK were both 90.5%. The availability increased to
95.1% with the inclusion of BDS, which means that more epochs of worse positioning were
taken into consideration. Because of the accumulation errors of the INS, the statistics of
GC-PPP-RTK/INS were worse than all the other solutions in the horizontal direction. The
statistics of GC-PPP-RTK, GC-PPP-RTK/INS, and GC-PPP-RTK/INS/vision are shown
in Table 5, in which the positioning results derived by the INS and vision are excluded, in
order to better show the improvements brought by the INS and vision to the positioning
performance of GC-PPP-RTK. The improvement statistics were derived in comparison
with the GC-PPP-RTK solution. It can be seen that the INS improved the performance of
GC-PPP-RTK by 31.4% and 37.1% in the horizontal and vertical directions, respectively.
Eventually, the inclusion of vision increased the improvements to 37.1% and 42.2% in the
horizontal and vertical directions, respectively.
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Table 3. RMS of the positioning error of T01 in horizontal and vertical directions, respectively.

Solution Horizontal [m] Improvement Vertical [m] Improvement Availability

G-PPP 0.37 0.35 100%
G-PPP-RTK 0.09 75.7% 0.26 25.7% 100%

GC-PPP-RTK 0.09 75.7% 0.22 37.1% 100%
GC-PPP-RTK/INS 0.08 78.4% 0.09 74.3% 100%

GC-PPP-RTK/INS/Vision 0.08 78.4% 0.09 74.3% 100%

Table 4. RMS of the positioning error of T02 in horizontal and vertical directions, respectively.

Solution Horizontal [m] Improvement Vertical [m] Improvement Availability

G-PPP 1.61 2.40 90.5%
G-PPP-RTK 1.55 3.7% 2.30 4.2% 90.5%

GC-PPP-RTK 0.70 56.5% 1.16 51.7% 95.1%
GC-PPP-RTK/INS 1.84 −14.3% 0.98 59.2% 100%

GC-PPP-RTK/INS/Vision 0.83 48.4% 0.91 62.1% 100%

Table 5. RMS of the position difference of T02 with part of the epoch excluded in horizontal and
vertical directions, respectively.

Solution Horizontal [m] Improvement Vertical [m] Improvement

GC-PPP-RTK 0.70 1.16
GC-PPP-RTK/INS 0.48 31.4% 0.73 37.1%

GC-PPP-RTK/INS/Vision 0.44 37.1% 0.67 42.2%

Position, velocity, and attitude are of great importance for vehicle navigation in urban
areas. The velocity error series of GC-PPP-RTK/INS and GC-PPP-RTK/INS/vision for
T01 and T02 are shown in Figures 12 and 13, respectively. As dataset T01 was collected
in a relatively open-sky environment, the error series was very stable. There was no
obvious difference between GC-PPP-RTK/INS and GC-PPP-RTK/INS/vision. Because
T02 was collected in a GNSS-challenged environment, there were obvious divergences
in the velocity estimation around 362,900 s, 363,600 s, and 364,000 s. The inclusion of
vision weakened the impact and improved the accuracy of the velocity estimation in three
directions. It can be seen from the statistics in Tables 6 and 7 that vision could not bring
about obvious improvements in an open-sky environment but greatly improved the velocity
estimation accuracy in a GNSS-challenged environment. The error of velocity estimation
in T02 was reduced by the inclusion of vision from 0.12 m/s, 0.07 m/s, and 0.07 m/s to
0.03 m/s, 0.05 m/s, and 0.05 m/s in the north, east, and down directions, respectively. The
improvement in all three directions was more than 20%.

Table 6. RMS of the velocity error of T01 in north, east, and down directions, respectively.

Solution North [m/s] East [m/s] Down [m/s] Improvement

GC-PPP-RTK/INS 0.01 0.01 0.02
GC-PPP-RTK/INS/Vision 0.01 0.01 0.01 0% 0% 50.0%

Table 7. RMS of the velocity error of T02 in north, east, and down directions, respectively.

Solution North [m/s] East [m/s] Down [m/s] Improvement

GC-PPP-RTK/INS 0.12 0.07 0.07
GC-PPP-RTK/INS/Vision 0.03 0.05 0.05 75.0% 28.6% 28.6%
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Figure 12. Velocity error series of GC-PPP-RTK/INS and GC-PPP-RTK/INS/vision for T01.

Figure 13. Velocity error series of GC-PPP-RTK/INS and GC-PPP-RTK/INS/vision for T02.

The attitude error series of GC-PPP-RTK/INS and GC-PPP-RTK/INS/vision for T01
and T02 are shown in Figures 14 and 15, respectively. It can be seen that there was no
obvious difference between GC-PPP-RTK/INS and GC-PPP-RTK/INS/vision in the roll
and pitch angles in T01. As for T02, the error of pitch and yaw angle of GC-PPP-RTK/INS
accumulated when GNSS signals were blocked or interfered with. Figure 15 shows that
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vision helped to constrain the error divergence around 363,000 s when the GNSS signals
were blocked, but there was no obvious difference in the roll and pitch angles at other parts
in T02. However, the estimation accuracy of the yaw angle was significantly improved with
vision aiding in both tests. The statistics of the attitude error are listed in Tables 8 and 9.
The inclusion of vision reduced the error of the yaw angle from 0.24◦ to 0.11◦ and from
0.39◦ to 0.26◦ for T01 and T02, respectively. The improvement rates were more than 30% in
both tests.

Figure 14. Attitude error series of GC-PPP-RTK/INS and GC-PPP-RTK/INS/vision for T01.

Figure 15. Attitude error series of GC-PPP-RTK/INS and GC-PPP-RTK/INS/vision for T02.
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Table 8. RMS of the attitude error of T01 for GC-PPP-RTK/INS and GC-PPP-RTK/INS/vision.

Solution Roll [◦] Pitch [◦] Yaw [◦] Improvement

GC-PPP-RTK/INS 0.05 0.04 0.24
GC-PPP-RTK/INS/Vision 0.05 0.04 0.11 0% 0% 54.2%

Table 9. RMS of the attitude error of T02 for GC-PPP-RTK/INS and GC-PPP-RTK/INS/vision.

Solution Roll [◦] Pitch [◦] Yaw [◦] Improvement

GC-PPP-RTK/INS 0.07 0.06 0.39
GC-PPP-RTK/INS/Vision 0.05 0.06 0.26 28.6% 0% 33.3%

5. Discussion

GC-PPP-RTK/INS/vision integration with a cascading filter can provide continuous
positioning information with high precision. The improvements brought about by vision
are more significant in challenging environments. Vision reduces the error divergence of
PPP-RTK/INS when the GNSS signals are blocked. The positioning error of PPP-RTK/INS
reaches 27.16 m after the GNSS signals were lost for 60 s. The inclusion of vision reduces
the positioning error to 4.88 m. Vision also helps to improve the estimation accuracy of
velocity and attitude. Although the improvements are significant, the positioning accuracy
still needs to be improved for vehicle navigation.

Dynamic objects can seriously affect the positioning performance of vision, so it
is important to weaken the influence of dynamic objects. The dynamic object removal
algorithm proposed in this paper can remove most fast-moving objects and can improve
the positioning accuracy of vision. However, it is difficult to deal with slow-moving objects,
which is worth further research.

Only GPS and BDS-2 were used in our test so the inclusion of BDS-3 and other systems
will be the subject of further research. The integration model of PPP-RTK/INS/vision
proposed in this paper is realized by a cascading filter, which can still work when one
subsystem is seriously disturbed. The tightly coupled integration of PPP-RTK/INS/vision
is another integration method that is worth studying. Because the update frequency
of vision is higher, the tightly coupled integration of PPP-RTK/INS/vision may face a
heavier computing burden. Therefore, there are still many problems worthy of study in the
integration of PPP-RTK/INS/vision.

6. Conclusions

To improve the position, velocity, and attitude estimation performance in urban
areas for vehicle navigation, a multi-GNSS PPP-RTK/INS/vision integration model with
a cascading filter was developed and validated using two vehicular tests, T01 and T02,
in urban areas. T01 was conducted in the suburban area of Wuhan City and T02 on
the Second Ring Road of Wuhan city. The T02 test can be regarded as a typical GNSS-
challenged environment. To obtain the atmospheric corrections and UPD products for
PPP-RTK, observations from seven reference stations were also collected for generating
those products.

A dynamic object removal model was also proposed and validated with T02. A
dynamic object removal model based on position can work well in a GNSS-challenged en-
vironment and improve the positioning performance of multi-GNSS PPP-RTK/INS/vision.

PPP-RTK achieved centimeter-level positioning in the horizontal direction and decimeter-
level positioning in the vertical direction under a relatively open sky environment such
as T01. The performance in the vertical direction was obviously improved when BDS
was included with respect to G-PPP-RTK. Moreover, it took only about 30 s for PPP-RTK
convergence due to the atmospheric augmentation and ambiguity resolution. However,
incorrect ambiguity resolution remained and the position performance became significantly
worse in this case. The introduction of the INS weakened the influence of the incorrect
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ambiguity resolution and improved the positioning accuracy. The positioning error of
GC-PPP-RTK/INS was 0.08 m and 0.09 m, with an improvement of 11.1% and 59.1% in the
horizontal and vertical directions, respectively, in comparison with GC-PPP-RTK.

The performance of PPP-RTK degraded fast when the GNSS observation environments
became complicated and challenging such as T02. G-PPP-RTK could only achieve meter-
level positioning in a GNSS-challenged environment. Compared with G-PPP-RTK, the
positioning availability was improved from 90.5% to 95.1% for GC PPP-RTK. The GC-PPP-
RTK/INS solution, in comparison with the GC-PPP-RTK solution, contributed significantly
to the improvement of the positioning accuracy in the horizontal and vertical directions and
the positioning availability. The positioning availability of GC-PPP-RTK/INS increased to
100%. The positioning error of GC-PPP-RTK/INS was 0.48 m and 0.73 m in the horizontal
and vertical directions, respectively, after excluding the positioning results derived by the
INS. The improvements were 31.4% and 37.1% in the horizontal and vertical directions,
respectively, in comparison with GC-PPP-RTK.

The two-vehicle tests showed that GC-PPP-RTK/INS could realize high-precision
continuous positioning in a relatively open-sky environment but the positioning errors di-
verged to more than 20 m in a GNSS-challenged environment. Thus, it needed other sensors
such as vision to help restrict the error divergence. Vision did not improve the positioning
accuracy statistically but further reduced the fluctuation slightly in the vertical direction
for T01. The results indicated that the position RMS of the GC-PPP-RTK/INS/vision
tightly coupled integration were 0.08 m and 0.09 m in the horizontal and vertical directions,
respectively, which could fully meet the demands of vehicle navigation in urban areas.
However, the introduction of vision significantly improved the positioning performance in
both the horizontal and vertical directions for T02. The RMS of GC-PPP-RTK/INS/vision
reached 0.83 m and 0.91 m in the horizontal and vertical directions, respectively. It im-
proved the positioning accuracy by 54.9% and 7.1% in the horizontal and vertical directions,
respectively, compared with GC-PPP-RTK/INS. Additionally, the velocity and attitude
estimation performance were also analyzed in this paper. The inclusion of vision improved
the velocity performance by more than 25% in the north, east, and down directions in
a GNSS-challenged environment. As for attitude, there was no obvious difference with
vision in the roll and pitch angles, but GC-PPP-RTK/INS/vision performed much better in
the estimation of the yaw angle. The improvements brought about by vision were more
than 30% in both tests.

The results show that GC-PPP-RTK/INS/vision integration with a cascading fil-
ter performs best in the position, velocity, and attitude estimations compared with the
other solutions. Multi-GNSS, INS, and vision can play their respective roles and achieve
complementary advantages in vehicle navigation in urban areas. However, navigation
performance in real-time still deserves further study.
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Abstract: Due to the virtues of low-cost and high positioning accuracy, Single-Frequency Precise
Point Positioning (SF-PPP) is becoming a prospective technique. However, SF-PPP is not as widely
used as dual-frequency and triple-frequency PPP at present, owing to the effect of ionospheric delay
residuals after model rectification. In recent years, with the evolution of multi-constellation Global
Navigation Satellite Systems (multi-GNSS, i.e., GPS, BDS-2, and BDS-3), it has become possible to
obtain credible and continuous positioning results using SF-PPP. However, such performance would
be significantly degraded in challenging environments (i.e., boulevards, tunnels, and tall buildings).
Under these circumstances, GNSS signals are obstructed, and it is difficult to provide sufficient
observations for SF-PPP. Therefore, the Inertial Navigation System (INS) is employed to promote the
positioning performance of SF-PPP. The PPP/INS integration is regarded as one of the most efficient
approaches in GNSS-denied environments. To satisfy the request of supplying real-time positioning
information, the Real-Time Services (RTS) of the International GNSS Service (IGS) provide real-time
precise orbit and clock products for globally distributed users through the internet. In this paper, a
real-time GPS/BDS-2/BDS-3 SF-PPP and INS tight integration model is proposed, and it is assessed
using the data gathered by vehicle and real-time products afforded by CAS (Chinese Academy of
Sciences), GFZ (Deutsche GeoForschungsZentrum), and WHU (Wuhan University). The outcomes
illustrate the following: (1) GPS + BDS SF-PPP/INS can provide more accurate and continuous
positioning solutions compared with those of GPS + BDS SF-PPP, with improvements of 52.8%, 31.1%,
and 42.8% in the north, east, and vertical components, respectively. (2) In general, the orbit and
clock products’ accuracies in terms of GPS afforded by the three analysis centers are consistent with
each other. For BDS, the orbit product from WHU is more accurate compared to those of CAS and
GFZ. However, the accuracy of the clock product afforded by WHU is lower compared with those
provided by the other two centers, especially for BDS-2 satellites. (3) The positioning accuracy in
terms of Root Mean Square (RMS) values based on GFZ products are much higher than the results
based on CAS and WHU products in the three directions.

Keywords: Single-Frequency Precise Point Positioning (SF-PPP); Inertial Navigation System (INS);
multi-constellation Global Navigation Satellite Systems (multi-GNSS); real-time tight integration

1. Introduction

Since Precise Point Positioning (PPP) was first introduced [1,2], it has been a popular
tool in numerous applications, for instance, GNSS (Global Navigation Satellite System)
seismology [3,4], GNSS meteorology [5,6], deformation monitoring [7,8], etc. PPP utilizes
only single-station GNSS data and orbit/clock products with high precision supplied
via the International GNSS Service (IGS) centers to provide users with centimeter-level
positioning solutions, and the errors contained in observations are remedied by appointed
models, treated as unknown parameters, or parameterized after model correction. The
research presented in [9–11] has proved the advantages of PPP, especially after applying
the ambiguity fixing model [12,13] and the slant ionospheric delay and receiver Differential
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Code Bias (DCB) constraint models [14,15]. However, most of the works conducted thus far
mainly consider conditions of dual-frequency observations. In contrast, Single-Frequency
PPP (SF-PPP) is not as widely applied as dual-/triple-frequency PPP [16]. This is chiefly
owing to the fact that no effective model can be utilized in SF-PPP to decrease or eliminate
the effect of the ionospheric delay. Hence, this may directly lead to low positioning accuracy
and long convergence time, especially in kinematic conditions.

Recently, GNSS satellite availability has significantly improved, along with the evolu-
tion of multi-constellation GNSS, and obtaining reliable and continuous positioning solu-
tions using SF-PPP has become possible. The performance of three SF-PPP models, namely
the GRoup And PHase Ionosphere Correction (GRAPHIC) model, GRAPHIC with code ob-
servation model, and an ionosphere-constrained model were analyzed in [17]. The contribu-
tion of the QZSS (Quasi-Zenith Satellite System) to GPS/BDS/GLONASS/Galileo SF-PPP
was also presented. The outcomes proved that QZSS significantly increased the positioning
accuracy of BDS and GLONASS when using simulated dynamic data. Such improvement
was invisible while using the GPS-only, Galileo-only, and GPS/BDS/GLONASS/Galileo
data. Furthermore, in the work of [17], the SF-PPP with ionosphere constraints presented a
superior convergence performance, while the positioning accuracies supplied by the three
SF-PPP models were close to each other. Moreover, with the completion of the BDS-3 con-
stellation [18] on 23 June 2020, the modeling and performance provided by BDS-2/BDS-3
SF-PPP have become a new topic. Based on data from global distribution stations, Shi
et al. [18] presented a BDS-2/BDS-3 SF-PPP model and studied the improvement of the
combination based on BDS-2 and BDS-3 in precise positioning. The results indicated that
the positioning accuracy was relevant to the receiver type adopted in different GNSS net-
works. The positioning performance based on the B1I signal is superior to that based on
the B1C signal from the stations of the international GNSS Monitoring and Assessment
System (iGMAS), while it is opposite at the stations of the Multi-GNSS EXperiment (MGEX).
Contrasted with BDS-2 SF-PPP and BDS-3 SF-PPP, the convergence performance of BDS-2
+ BDS-3 SF-PPP is significantly increased. As a major error in SF-PPP, ionospheric delay
must be considered carefully. For ionospheric studies, Su et al. [19] proposed a novel
single-frequency ionospheric-free-half PPP technique. To validate the reliability of the
method, the performances of two conventional PPP models, and the proposed method,
were evaluated. Results showed that slant ionospheric observables can be extracted with
submeter-level accuracy towards the proposed novel method.

However, the continuous satellite availability will decrease in most dynamic applica-
tions when the receiver passes through overbridges, tunnels, and near towering construc-
tions. Under these circumstances, the availability of GNSS satellites will be obstructed,
and it is difficult to provide sufficient observations for PPP calculation. Therefore, high
positioning accuracy with SF-PPP is difficult to achieve. Fortunately, according to [20],
GPS positioning performance can be improved by fusing GPS with an Inertial Navigation
System (INS), especially in challenging environments. In the last few years, profiting from
the rapid development of PPP, PPP/INS integration has been regarded as one of the most
efficient approaches to provide positions and attitudes. However, there are just a small
number of works on SF-PPP/INS tight integration. Gao et al. [21] presented a multi-GNSS
tight integration technique for single-frequency measurements and IMU outputs, by which
the performance supplied by the ionospheric-delay- and receiver-DCB-constrained model
was ameliorated significantly. The results indicated that the proposed model can obtain
more accurate, continuous, and credible solutions in open-sky and GNSS-denied environ-
ments compared with traditional SF-PPP. The work in [22] presented a GNSS/INS tight
integration with augmentations on ionospheric delay and tropospheric delay. Results illus-
trated that tight integration has a great effect in urban environments. Regional atmospheric
augmentation increases the positioning accuracy of SF-PPP significantly on account of the
sensibility of single-frequency signals to the ionospheric delay.

With the development of society, the requirement for real-time positioning is be-
coming urgent. To satisfy this demand, the Real-Time Services (RTS) of the IGS afford
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precise orbit and clock products to global users through the internet. The work in [23]
verified that the RTS products are, with high accuracy, comparing with the final products
of the ESA (European Space Agency, Paris, France). Subsequently, the work in [24] ap-
praised the positioning performance of BDS-2-only real-time PPP based on RTS products
(CLK93) and MGEX stations. Results showed that the positioning accuracy acquired can
be centimeter-/decimeter-level in static/kinematic environments. Kazmierski et al. [25]
further investigated the quality of real-time products of CNES (Centre National d’Etudes
Spatiales) for GPS, GLONASS, Galileo, and BDS-2. Results illustrated that the orbits and
clocks of the GPS are the most accurate currently. Based on these backgrounds, this paper in-
troduces a real-time GPS/BDS-2/BDS-3 SF-PPP/INS tight integration model. It is assessed
via a set of vehicle-borne data and real-time orbit and clock products afforded by the IGS
centers of CAS (Chinese Academy of Sciences), GFZ (Deutsche GeoForschungsZentrum),
and WHU (Wuhan University). The paper is organized as follows: The methodology of the
GPS/BDS-2/BDS-3 SF-PPP/INS tight integration model is described in Section 2. Then,
the evaluations and the conclusions are presented in Sections 3 and 4.

2. Methodology

In this section, the methods of undifferenced and uncombined GPS/BDS-2/BDS-3
SF-PPP, recovery of real-time orbit and clock products, GPS/BDS-2/BDS-3 SF-PPP/INS
tight integration, and parameter adjustments are described in detail.

2.1. Real-Time SF-PPP Model

The linearized observation functions for the undifferenced and uncombined pseudor-
ange and carrier phase are expressed as [21]

Ps
r,j = us

r · x + ctr + Mws
r · ZWDr + γj · Is

r,1 + cdr,j + es
r,j (1)

Ls
r,j = us

r · x + ctr + Mws
r · ZWDr − γj · Is

r,1 − λjNs
r,j + εs

r,j (2)

where Ps
r,j and Ls

r,j refer to observed minus computed values of the original pseudorange
and carrier phase observations; s represents satellite, r is the receiver, and j is signal
frequency; x is the receiver position increments vector; us

r is the direction cosine between
receiver and satellite; tr is the receiver clock offset; ZWDr and Mws

r are the residual of
tropospheric delay and the relevant mapping function; Is

r,1 is the ionospheric delay at
frequency 1 when the signal is passing through the propagation path; γj is the multiplier
factor dependent on signal frequency; dr,j represents receiver hardware time delay; c is the
velocity of light; λj is the wavelength and Ns

r,j is integer ambiguity; es
r,j and εs

r,j represent
multipath biases, which are unmodeled, and the observation noise from the pseudorange
and carrier phase, respectively.

The ionospheric delay is a key section that influences the performance of SF-PPP.
Therefore, several models, for instance, the GIM (Global Ionosphere Map) data correc-
tion model [26], the single-frequency GRAPHIC model [27], and the single-frequency
ZIDE (Zenith Ionospheric Delay Estimation) PPP model [28], have been proposed to limit
such influence. For example, Øvstedal [26] recommended using the GIM to amend the
ionospheric delay of the pseudorange and carrier phase. However, the drawback of the
GIM-correction-based SF-PPP is that the residual of each satellite’s ionospheric delay and
the undisposed receiver DCB will degrade the performance of SF-PPP. To overcome this
drawback, Montenbruck [29] tried to use the GRAPHIC model [27] instead of GIM data to
eliminate the ionospheric delay in the carrier phase. In the GRAPHIC model, the character-
istic that the ionospheric delays on pseudorange and carrier phase are equal in magnitude
and opposite in sign for the same satellite is utilized. Hence, a linear ionospheric-free com-
bination between pseudorange and carrier phase is adopted to form a new ionospheric-free
carrier phase observation. Even so, the SF-PPP positioning accuracy still cannot satisfy the
accuracy requirement because of the large noise of the new carrier phase [30]. Therefore,
based on the GRAPHIC model, Beran et al. [28,31] proposed the ZIDE model to estimate
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the zenith ionospheric delay of each satellite as a parameter, which has been verified to be
effective to increase the performance of SF-PPP [30]. According to the works of [32–34], the
position accuracy and convergence time of ZIDE SF-PPP can be ameliorated by adopting
precise global and regional ionospheric models. However, the receiver DCB on pseudor-
ange is ignored in the ZIDE model. Hence, the SF-PPP model based on Ionospheric delay
and Receiver DCB Constraint (IRC) [21] is applied in this contribution. Here, to separate
the receiver DCB from the ionospheric delay [14], the real-time ionospheric product pro-
vided by Wuhan University is utilized to generate a virtual external observation for each
ionospheric delay. The basic observation equation can be written as

PG
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= uG
r · x + δtr + MwG

r · ZWDr + IG
r, f1

+ dG
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PB
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+ dB
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(3)
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where VTEC and Zθ stand for vertical total electron content acquired from the WHU’s
real-time ionospheric product and the zenith angle at the Ionospheric Punctuation Point
(IPP); ε Is

r, f1
is the accuracy of the real-time ionospheric product with prior variance of σ2

ε Is
r, f1

;

dDCB is the DCB between pseudoranges P1 and P2 in the same GNSS system; f1 and f2 are
signal frequencies; d1 and d2 are hardware time delays in frequencies 1 and 2; the meanings
of other parameters are the same as those in Equations (1) and (2).

In real-time data processing, products from IGS are transmitted into the RTCM-SSR
(Radio Technical Commission for Maritime Services State Space Representation) form. The
real-time corrections are the differences between precise products and broadcast products.
The real-time products cannot be applied in positioning directly. Therefore, the products
must be recovered to satisfy the requirement of PPP. SSR corrections for real-time orbit at
the present epoch t can be calculated by corrections at the reference epoch t0 using [35]

⎡⎣Δr
Δa
Δc

⎤⎦
t

=

⎡⎣Δr
Δa
Δc

⎤⎦
t0

+

⎡⎢⎣
.
Δr.
Δa.
Δc

⎤⎥⎦(t − t0) (7)

where Δr, Δa, and Δc are satellite position corrections in radial, along, and cross directions;
.
Δr,

.
Δa, and

.
Δc are the corresponding velocities.

The rotation matrix R between the orbital coordinate system and Earth-Centered
Earth-Fixed (ECEF) frame can be expressed as

R =
[ .

r
| .
r| ×

r× .
r

|r× .
r|

.
r
| .
r|

r× .
r

|r× .
r|
]

(8)

where r and
.
r stand for position and velocity vector for satellites calculated from the

broadcast ephemeris, respectively.
The orbit corrections can be transferred from the orbital coordinate system to the ECEF

frame via ⎡⎣Δx
Δy
Δz

⎤⎦
t

= R ·
⎡⎣Δr

Δa
Δc

⎤⎦
t

(9)
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where Δx, Δy, and Δz are satellite orbit corrections in the ECEF frame.
Then, the precise products can be recovered by combining orbit corrections with

satellite positions calculated by broadcast ephemeris⎡⎣Xpre
Ypre
Zpre

⎤⎦
t

=

⎡⎣Xbrd
Ybrd
Zbrd

⎤⎦
t

−
⎡⎣Δx

Δy
Δz

⎤⎦
t

(10)

where Xpre, Ypre, and Zpre are satellite coordinates in ECEF frame at the time t after SSR cor-
rections; Xbrd, Ybrd, and Zbrd are satellite coordinates calculated from broadcast ephemeris.

For real-time clock offset, the SSR corrections at the present epoch t can be calculated
by corrections at the reference epoch t0 by [35]

ΔtC = C0 + C1(t − t0) + C2(t − t0)
2 (11)

where ΔtC is the real-time clock correction in distance form calculated from SSR clock
offsets. Then, the real-time precise clock can be obtained by

tsat
pre = tsat

brd −
ΔtC

c
(12)

where tsat
pre is the satellite offset at epoch t after SSR corrections.

The signal–noise ratio, GNSS satellite elevation, as well as GNSS measurement envi-
ronment are chiefly factors to influence the observation quality. Considering these terms,
the conventional satellite elevation-dependent weight function is utilized here to figure out
the prior variance [36]

σ2 =

{
σ2

0 E ≥ 30◦

σ2
0 /(2 · sin(E))2 else

(13)

where E and σ2
0 are the elevation of satellites and the corresponding prior variance.

2.2. GPS/BDS-2/BDS-3 SF-PPP/INS Tight Integration Model

In the GPS/BDS-2/BDS-3 SF-PPP/INS tight integration model, the theoretical ge-
ometrical distance in SF-PPP can be replaced by the INS-predicted values. Meanwhile,
the doppler observation was proved to be effective to estimate the INS sensor errors [21].
Hence, the corresponding functions can be expressed as:⎡⎢⎢⎢⎢⎢⎣

PGNSS, f1 − PINS, f1 − ls
p

LGNSS, f1 − LINS, f1 − ls
p

DGNSS, f1 − DINS, f1 − ls
ν

Is
r, f1

− Is
INS,r, f1

ds
r, f1

− ds
INS,r, f1

⎤⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎣
us

r · x + δtr + Mws
r · δZWDr + δIs

r, f1
+ δds

r, f1

us
r · x + δtr + Mws

r · δZWDr − δIs
r, f1

− λs
f1

δNs
r, f1

us
rδνr + δ

.
tr

δIs
r, f1

δds
r, f1

⎤⎥⎥⎥⎥⎥⎥⎦ (14)

where ls
p and ls

ν are the lever arms on position and velocity; D stands for the doppler
observations with the unit of m/s.

In general, the mathematical model of INS mechanization can be written as [21]⎡⎢⎣νn
INS,tk

pn
INS,tk
Cn

b,tk

⎤⎥⎦ =
∫ tk

tk−1

⎡⎢⎣f n − (ωn
ie + ωn

in
)× νn

INS,tk−1
+ gn

νn
INS,tk−1(

ωn
ib×
)− (ωn

in×
)
Cn

b,tk−1

⎤⎥⎦dt (15)

where ωn
ib and f n are the angular rate and specific force that measured by accelerometer

and gyroscope; pn
INS,tk

and νn
INS,tk

represent the position and velocity, computed via INS;
Cn

b,tk
is the transform matrix for attitude from body frame (b) to navigation frame (n); Cn

b is
the direction cosine matrix of attitude, which can be described based on the Euler angle;
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∫ tk
tk−1

()dt is the integral operation from epoch tk−1 to tk; ωn
in and ωn

ie are the rotation angular
rate of the n frame and ECEF frame in terms of inertial frame (i) projected in the n frame;
gn is the gravity in the n frame. Then, the basic observational functions for SF-PPP/INS
tight integration can be expressed as
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INS,r, f1

Ds
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nCn
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+ ΔLs
f1∥∥∥νs − νe

INSCe
n

((
ωn

in×
)
Cn

b lb
INS−GNSS + Cn

b

(
lb
INS−GNSS×

)
ωb

ib

)∥∥∥+ ΔDs
f 1

⎤⎥⎥⎥⎦ (16)

where ps and νs refer to position and velocity of a satellite in the e frame computed by
the real-time satellite orbit and clock products; pe

INS and νe
INS stand for the position at the

IMU center in the geodetic coordinate system and velocity at the IMU center in e frame,
which can be obtained from pn

INS and νn
INS; Ce

n is the transform matrix from the n frame
to the e frame; lb

INS−GNSS is the lever arm measured from the IMU center to the GNSS
receiver antenna phase center in b frame; ΔPs

f1
, ΔLs

f1
, and ΔDs

f1
represent the sum of the

error corrections of the pseudorange, carrier phase, and doppler.
As illustrated above, the INS solutions and GNSS observations are in different frames

(n frame for INS and e frame for GNSS). Therefore, to utilize the information on the same
foundation, the following corrections on position and velocity can be introduced:

[
δpr
δνr

]
=

⎡⎣ C1δpn
INS + C1

(
Cn

b lb
INS−GNSS×

)
δθ

C2δpn
INS + Ce

nδνn
INS − Ce

nγ1δθ + Ce
nCn

b

(
lb
INS−GNSS×

)
δωb

ib

⎤⎦ (17)

where C1 is the transform matrix between the geodetic coordinate frame and the e frame
of the position increments; C2 stands for the coefficient relevant to position derived from
δ(Ce

nνn
r ) [21]; γ1 is the coefficient related to attitude; δωb

ib denotes the gyroscope errors (bias
and scale factor). In general, this parameter can be expressed as [37][

δωb
ib

δf b

]
=

[
Sg 0
0 Sa

][
ωb

ib
f b

]
+ Δt

[
Bg
Ba

]
(18)

where Δt indicates the IMU observations interval.
The state vector of the multi-GNSS SF-PPP/INS model can be described as

X =

[
δpn

INS δνn
INS δθ Bg Ba Sg Sa δtr ZWDr δds

r, f1
δNs

r, f1
δIs

r, f1

]
(19)

where δtr and δds
r, f1

refer to the parameters related to receiver clock error and receiver
DCB errors; δNs

r, f1
and δIs

r, f1
denote the ambiguities and ionospheric delays in the slant

propagation path.
The PSI angle model [21] is adopted to describe the variations of position, velocity,

and attitude in the temporal domain, which can be described as⎡⎢⎣δ
.
pn

INS
δ

.
vn

INS.
θ

⎤⎥⎦ =

⎡⎣ ωn
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INS
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b δfb − (2ωn
ie + ωn
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)× δvn

INS + δgn

−(ωn
ie + ωn

en
)× θ − Cn

b δωb
ib

⎤⎦ (20)

where the meanings of the parameters are the same as those mentioned above. The variation
of IMU errors can be described by the first-order Gauss–Markov process. Meanwhile,
the random constant process is adopted to express the variation of float ambiguities.
The random walk process is chosen as the dynamic model for the receiver-clock-related
parameters and the atmosphere-related parameters.
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Finally, the parameterized elements can be estimated by the Extended Kalman Filter
(EKF) [38] [

Xk
Pk

]
=

[
Φk,k−1Xk−1 + Kk(Zk − HkΦk,k−1Xk−1)

(I − Kk)
(

Φk,k−1Pk−1ΦT
k,k−1 + Qk−1

)
(I − Kk)

T + KkRkKT
k

]
(21)

where I is the unit matrix. The elements in Φk,k−1 can be acquired from the state models
mentioned above; K refers to the gain matrix; Q is the state noise variance.

2.3. Implementation of SF-PPP/INS Tight Integration Model

Based on the descriptions above, the structure of the proposed real-time multi-GNSS
SF-PPP/INS tight integration model is presented in Figure 1. Velocity and angular incre-
ments are provided by IMU sensors. After initializing the system, the compensated IMU
outputs are processed in the INS mechanization to supply position, velocity, and attitude
information. Then, the information, along with real-time GNSS products, is utilized to
obtain the GNSS observation predictions (pseudorange, carrier phase, and doppler). After
this, the INS-predicted observations are fused with the original observations provided by
GNSS in the EKF. Finally, the estimated IMU errors are fed back to the IMU outputs before
INS mechanization. Meanwhile, the navigation information is corrected.

Figure 1. Implementation of real-time multi-GNSS SF-PPP/INS tight integration model.

3. Tests, Results, and Discussions

To validate the performance of the presented real-time GPS/BDS-2/BDS-3 SF-PPP/INS
tight integration, the data of the GNSS original observations and IMU outputs were pro-
cessed and analyzed. The first subsection demonstrates the positioning performance of
GPS + BDS (G + B) SF-PPP and SF-PPP/INS tight integration based on IGS’ final precise
products under kinematic conditions. The second subsection is to evaluate the performance
while using real-time orbit and clock products from CAS, GFZ, and WHU.

3.1. Data Collection

The original test data for GPS (L1) and BDS-2/BDS-3 (B1I) were gathered on 21
December 2021, at China University of Geosciences Beijing. Figure 2 (top left and top
right) shows the typical scenery in data collection areas, which were mainly around large
buildings and boulevards. In these environments, the GNSS signal is heavily blocked.
Figure 2 (bottom left) shows the test platform and equipment. Figure 2 (bottom right)
presents the mission route. The multi-GNSS multi-frequency PANDA PD318 receiver was
adopted in this mission, the sampling rate of which was 1 Hz. IMU outputs were provided
by POS320, and the output rate was 200 Hz. Table 1 presents the details of POS320.
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Figure 2. Mission details of vehicle test on 21 December 2021, in Beijing, China. Typical scenery in
data collection areas (top left and top right); test platform and equipment (bottom left); and mission
trajectory (bottom right).

Table 1. Technical parameters of POS320.

IMU Sensor
Bias Random Walk

Gyro. (◦/h) Acce. (mGal) Angular (◦/
√

h) Velocity (m/s/
√

h)

POS320 0.5 25 0.05 0.10

For data processing, the final precise orbit and clock products were afforded by Wuhan
University, and the real-time products were provided by CAS, GFZ, and WHU. The DCB
product was from CAS. The satellite cutoff elevation was intercalated as 10◦. The satellite
antenna phase center offsets were rectified by adopting igs14_2076_plus.atx. The slant
ionospheric delay was corrected first using WHU’s GIM data. Afterward, the residuals
were parameterized as random walks. Receiver DCB, drifts and offsets of the receiver
clock, and ISB were also modeled as random walk processes. Moreover, float ambiguities
were parameterized as random constants. In INS data processing, coning offsets, rotational,
and sculling effect engendered from inertial axes motion were rectified using the INS
mechanization [39]. According to the research in [40], to reduce the impact of receiver Time
Delay Bias (TDB) between BDS-2 and BDS-3, the weight ratio of BDS-2 and BDS-3 MEOs
was set to 1:3. The weight ratio of BDS-2 GEOs and MEOs/IGSOs was set to 1:10. In the
validation stage, the results provided by the smoothed RTK/INS tight integration were
utilized as reference values.

Figure 3 describes the numbers of available satellites and relevant Position Dilution
of Precision (PDOP) of GPS-only, BDS-only, and G + B modes. The numbers of satellites
on average were 5.1, 12.4, and 16.2, respectively. The corresponding PDOPs on average
were 3.35, 4.27, and 2.99, respectively. These results illustrate that frequent signal blocks
occurred under the GPS-only mode. BDS satellites could remedy the loss of GPS satellites
in most of these periods, but there was still a GNSS outage for the partially obstructed
observation environment. According to the statistics, about 24 s satellite outages (from 2048
s to 2072 s) occurred during the test (the black rectangle in Figure 3); therefore, the effect of
INS is mainly focused on this section.
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Figure 3. Satellite number and PDOP of GPS-only, BDS-only, and G + B (the start time is 195,453 s
(GPS time)); the black rectangle represents the GNSS outage period under G + B mode.

3.2. Positioning Performance of PPP and PPP/INS Tight Integration

Figure 4 presents the position differences of G + B SF-PPP and G + B SF-PPP/INS
in terms of the reference solutions, and the relevant RMS (Root Mean Square) values of
the position differences are shown in Table 2. According to Figure 4, the performance
of SF-PPP/INS was obviously higher than that of SF-PPP in both horizontal and vertical
directions. The position RMS in the three directions is enhanced from 0.642 m, 0.649
m, and 1.331 m with SF-PPP to 0.303 m, 0.447 m, and 0.761 m with SF-PPP/INS tight
integration, with improvements of 52.8%, 31.1%, and 42.8%, respectively. Figure 5 portrays
the distributions of position differences of SF-PPP and SF-PPP/INS tight integration in the
horizontal direction and vertical direction. Relevant statistics indicate that the horizontal
position differences percentages within 0.3 m were 18.22% and 2.05% for SF-PPP/INS and
SF-PPP, respectively. The vertical position differences percentages within 0.3 m were 12.90%
and 2.08% for SF-PPP/INS tight integration and SF-PPP, respectively. The results also
indicate that the percentage of the horizontal position differences from the SF-PPP/INS
tight integration within 0.6 m reached 86.11%. However, for SF-PPP only, this percentage
was 59.19%. After about 1800 s, the position accuracy of SF-PPP was strongly influenced
by the surrounding observation environment. Nevertheless, the position accuracy of
SF-PPP/INS tight integration was hardly influenced. Moreover, the SF-PPP/INS tight
integration could still provide navigation solutions during GNSS outage periods. Therefore,
INS can significantly increase position accuracy and continuity.

Table 2. RMS of position differences in the three directions of SF-PPP and SF-PPP/INS tight
integration.

Positioning Mode
RMS (m)

North East Down

SF-PPP 0.642 0.649 1.331
SF-PPP/INS 0.303 0.447 0.761
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Figure 4. Position differences provided by G + B SF-PPP (left) and G + B SF-PPP/INS tight integration
(right) in the three directions, in terms of the reference solution provided by RTK/INS tight integration
(the start time is 195,453 s).

  

Figure 5. Distribution of position differences of G + B SF-PPP and G + B SF-PPP/INS tight integration
in the horizontal direction (left) and vertical direction (right).

3.3. Evaluation of Real-Time Orbit and Clock Products

In this section, the accuracy of the real-time orbit and clock products provided by CAS,
GFZ, and WHU are evaluated. Firstly, to validate the performance of each IGS center’s
products, the final orbit and clock products supplied by Wuhan University were adopted
as reference values. Figure 6 presents the RMS of real-time orbit products compared to
reference values. Relevant mean RMS values are enumerated in Table 3. According to the
statistics, the accuracy of GPS real-time orbits provided by the three analysis centers were
generally consistent with each other. For the products from WHU, the orbit accuracies of
GPS satellites were 1.7 cm, 4.6 cm, and 3.6 cm, with improvements of 81.3%, 65.7%, and
78.7% compared to those of BDS satellites in the three directions. For BDS satellites, the
orbit accuracy of WHU was higher than that of CAS and GFZ, with improvements of 32.1%,
51.8%, and 31.9% compared to that of CAS, respectively. Such improvements were up to
78.3%, 71.1%, and 73.1% compared to that of GFZ in radial, along, and cross directions.
The orbit accuracies of the BDS MEO satellites were significantly higher than those of the
GEO and IGSO satellites. When the GEO and IGSO satellites were detached, the RMSs
of MEO-only in the three directions obtained about 45.1%, 31.3%, and 62.1% accuracy
upgradation for the products from WHU. According to the work in [35], the accuracy of
final precise orbits is 2.5 cm. Therefore, the orbit accuracies of the GPS real-time products
were comparable, but those of the BDS MEO orbits were marginally lower.
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Figure 6. Orbit RMS of real-time products of GPS satellites (top) and BDS satellites (bottom) from
the three IGS analysis centers.

Table 3. Mean orbit RMS of GPS and BDS satellites in radial, along, and cross directions of each
analysis center.

Analysis
Center

GPS (cm) BDS (GEO + IGSO + MEO) (cm) BDS (MEO) (cm)

Radial Along Cross Radial Along Cross Radial Along Cross

CAS 2.0 5.5 3.6 13.4 27.8 24.8 6.6 9.0 5.5
GFZ 1.9 6.7 4.4 42.0 46.4 62.8 5.2 11.7 7.6

WHU 1.7 4.6 3.6 9.1 13.4 16.9 5.0 9.2 6.4

Figure 7 presents the RMS and STD of the real-time clock offsets from three IGS
analysis centers with respect to the reference products. Table 4 illustrates the average
values of RMS and STD for GPS and BDS satellite clock offsets. The results shows that the
accuracies of the GPS clock offset products supported via the three centers were basically
consistent with each other. The accuracies of the products provided by WHU were slightly
higher than those for the other analysis centers. For the BDS satellites, the accuracy of WHU
was lower compared to the others, especially for the BDS-2 satellites. The maximum clock
offset RMS achieved 46.10 ns, which directly led to a larger RMS value, on average, for
WHU. For the CAS and GFZ products, the accuracies of the BDS GEO and IGSO satellite
clock offsets were significantly lower than those of BDS MEO satellites. When GEO and
IGSO satellites were detached, the RMS of MEO-only was improved by 12.6% for the
products from CAS, whereas such improvement was 43.1% for the products from GFZ.
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Table 4. Average values of clock offset RMS and STD of GPS and BDS satellites of each analysis
center.

Analysis
Center

GPS (ns) BDS (GEO + IGSO + MEO) (ns) BDS (MEO) (ns)

RMS STD RMS STD RMS STD

CAS 0.85 0.13 2.22 0.64 1.94 0.30
GFZ 0.84 0.15 2.83 1.69 1.61 0.26

WHU 0.49 0.10 14.94 0.59 6.65 0.26

Figure 7. Clock offset RMS and STD of real-time products of GPS satellites (top) and BDS satellites
(bottom) from each analysis center.

3.4. Performance of Real-Time PPP/INS Tight Integration

To analyze the positioning and navigation performance of the presented real-time SF-
PPP/INS tight integration, in addition to the real-time orbit/clock products, the real-time
ionospheric data provided by Wuhan University (ftp address: igs.gnsswhu.cn), with an
interval of 5 min, were also used.

Figure 8 reveals the position differences of real-time G + B PPP/INS tight integration
in terms of the reference solutions provided by the smoothed RTK/INS tight integration.
The RMS and STD are illustrated in Table 5. According to the results of STD, the real-
time SF-PPP/INS tight integration could also provide stable and continuous positioning
solutions. The position accuracies based on the real-time products from GFZ were higher
in the horizontal and vertical directions compared with the results based on the products
of CAS and WHU. The position RMSs of the GFZ-product-based solutions were 0.206 m,
0.542 m, and 0.368 m, which is about 65.5%, 14.9%, and 68.7% more accurate than those
based on CAS products in the three directions. Compared to the solutions based on WHU
products, the position improvements were more obvious, at about 50.1% and 73.1% in east
and vertical directions. This is chiefly owing to the lower accuracies of the clock products
from WHU, especially for BDS-2. Moreover, compared with the results based on WHU final
products, the accuracies of the results based on GFZ’s real-time products still present about
32.0% and 51.6% improvements in the north and vertical directions. This may be on account
of a high rate of real-time products (orbit, clock offset, and ionospheric data). Figure 9
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illustrates the distributions of position differences for G + B SF-PPP/INS tight integration
adopting real-time products from CAS, GFZ, and WHU in horizontal and vertical directions.
The statistics indicate that the horizontal position differences percentages within 0.3 m were
0.61%, 57.48%, and 0.15% for the results based on the products of CAS, GFZ, and WHU,
respectively. The corresponding percentages of the vertical position differences within
0.3 m were 0.00%, 52.62%, and 3.36%, respectively. Accordingly, the positioning accuracy
was principally affected by the real-time product quality of BDS MEO. The analysis of
positioning performance and the accuracies of real-time products infer that the positioning
accuracy is greatly impacted by the quality of the clock products under the premise of
consistent orbit accuracy. When using higher-accuracy clock products, it will be easier to
obtain positioning solutions with high accuracy.

Table 5. Position RMS and STD in the three directions of SF-PPP/INS tight integration using real-time
products from CAS, GFZ, and WHU.

Analysis
Center

RMS (m) STD (m)

North East Down North East Down

CAS 0.597 0.637 1.177 0.209 0.463 0.319
GFZ 0.206 0.542 0.368 0.205 0.471 0.367

WHU 0.296 1.086 1.369 0.275 0.460 0.458

Figure 8. Position differences of G + B SF-PPP/INS tight integration in the three directions using the
real-time products from CAS, GFZ, and WHU (the start time is 195,453 s).
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Figure 9. Distribution of position differences of G + B SF-PPP/INS tight integration in the horizontal
direction (left) and vertical direction (right) using real-time products from CAS, GFZ, and WHU.

Other than the positioning solutions, the G + B SF-PPP/INS tight integration can
also support real-time attitudes with regard to roll, pitch, and heading. The attitude
offsets via comparing the attitude solutions with the reference values are portrayed
in Figure 10. In the light of the RMSs enumerated in Table 6, attitude accuracy also
illustrates a certain relationship to the accuracy of orbit/clock products. The attitude
RMSs based on WHU’s real-time products were 0.020◦, 0.019◦, and 0.523◦ in roll, pitch,
and heading, with improvements of 37.5%, 40.6%, and 46.4% compared to the solutions
based on CAS’s products. Similarly, there were about 25.9% and 29.6% enhancements in
roll and pitch compared to the results supplied by GFZ’s products. Figure 11 presents the
distributions of attitude offsets of the G + B SF-PPP/INS tight integration using the real-
time products from CAS, GFZ, and WHU in roll, pitch, and heading. Relevant statistics
indicate that the percentages of roll attitude offsets within 0.03◦ were 65.98%, 69.42%,
and 91.20% for the results based on the products of CAS, GFZ, and WHU, respectively.
The percentages of pitch attitude offsets within 0.03◦ were 62.23%, 66.93%, and 92.34%,
respectively. In general, the offset distribution in roll and pitch was consistent for
solutions based on CAS and GFZ. Additionally the percentages of heading attitude
offsets within 0.5◦ were 32.99%, 66.32%, and 83.16%, respectively.

Figure 10. Attitude offsets of G + B SF-PPP/INS tight integration in roll, pitch, and heading directions
using the real-time products from CAS, GFZ, and WHU, in terms of reference solutions (the start
time is 195,453 s).

102



Remote Sens. 2022, 14, 4367

 

 

Figure 11. Distribution of the offsets in roll (top), pitch (middle), and heading (bottom) of the G + B
SF-PPP/INS tight integration using the real-time products from CAS, GFZ, and WHU.

Table 6. RMS of attitude and velocity offsets of SF-PPP/INS tight integration using the real-time
products from CAS, GFZ, and WHU.

Analysis
Center

Attitude (◦) Velocity (m/s)

Roll Pitch Heading North East Down

CAS 0.032 0.032 0.975 0.033 0.033 0.010
GFZ 0.027 0.027 0.489 0.033 0.033 0.008

WHU 0.020 0.019 0.523 0.033 0.032 0.007

Theoretically, in GNSS/INS tight integration, attitudes are discernible when the vehicle
makes maneuvers. In this condition, the accuracy of attitude estimation will be marginally
affected by the positioning information change. In addition, the estimation accuracy of other
parameters in the Kalman filtering could also slightly influence the estimation accuracy
of attitude [21]. Therefore, the GNSS/INS tight integration based on different real-time
products will make the attitude solutions a little different. Figure 12 illustrates the velocity
differences of G + B SF-PPP/INS tight integration. The distributions of velocity offsets
of the G + B SF-PPP/INS tight integration using real-time products from CAS, GFZ, and
WHU in horizontal and vertical directions are presented in Figure 13. The statistics indicate
that percentages of the horizontal velocity offsets within 0.03 m/s were 61.23%, 62.04%,
and 62.11% for the results based on the products of CAS, GFZ, and WHU, respectively.
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The corresponding percentages of the vertical velocity differences within 0.03 m/s were
98.09%, 99.89%, and 99.85%, respectively. In general, the distribution of velocity offsets
based on the real-time products from three centers were consistent in horizontal and
vertical directions. In terms of the statistics in Table 6, the velocity offset RMS was almost
equivalent when adopting the real-time products from different centers (CAS, GFZ, and
WHU). This is because (1) the velocity accuracy of GNSS/INS tight integration chiefly
relies on the quality of doppler observations and the performance of IMU sensors, and (2)
it has a weak relationship with positioning accuracy. Plotted in Figure 14 are the estimated
biases and scale factors of the accelerometer and gyroscope of POS320 in the body frame.
Additionally, the estimations present a visible relationship with the quality of real-time
satellite orbit/clock products.

Figure 12. Velocity offsets of G + B SF-PPP/INS tight integration in the three directions using the
real-time products from CAS, GFZ, and WHU, in terms of reference solutions (the start time is
195,453 s).
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Figure 13. Distribution of velocity offsets in horizontal (left) and vertical (right) directions of G + B
SF-PPP/INS tight integration using the real-time products from CAS, GFZ, and WHU.

 

Figure 14. Accelerometer (left) and gyroscope (right) biases and scale factors in the body frame
(Forward–Right–Down) by utilizing real-time products from CAS, GFZ, and WHU (the start time is
195,453 s).

4. Conclusions

In this contribution, a real-time GPS/BDS-2/BDS-3 SF-PPP/INS tight integration
model is introduced. To assess its performance, we firstly dissect the positioning per-
formance of SF-PPP and SF-PPP/INS tight integration. Then, the accuracy of real-time
products afforded by CAS, GFZ, and WHU are evaluated. To present the performance
using orbit and clock products from different analysis centers, a set of vehicle-borne data
was processed using the same strategy. According to the results, it can be concluded that:
(1) GPS + BDS SF-PPP/INS tight integration can obtain more accurate and continuous
positioning solutions, especially during GNSS outage, compared to the solutions of the
GPS + BDS SF-PPP. (2) The accuracy of GPS orbit and clock products provided by the three
analysis centers are consistent with each other. For BDS satellites, the accuracy of orbits pro-
vided by WHU is higher, but the accuracy of the clocks is lower than the others, especially
for BDS-2 satellites. The accuracy of BDS MEO satellite products is significantly superior to
that of GEO and IGSO satellites. (3) The positioning RMS values based on GFZ’s real-time
products are better than those based on the products of CAS and WHU. (4) Owing to the
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high rate of real-time products, the positioning accuracies in north and vertical directions
based on GFZ real-time products are even higher compared to the solutions based on the
IGS final products. In addition, the accuracy of attitude and the convergence of IMU sensor
errors also present a visible relationship with the real-time orbit/clock products’ accuracy.

With the development of multi-sensor fusion, other sensors such as LiDAR, camera,
odometer, and Ultra Wide Band (UWB) can be utilized for positioning and navigation in a
GNSS challenging environment.
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Abstract: The Chinese BeiDou global satellite system (BDS-3) and regional system (BDS-2) are
predicted to coexist over the next decade. Intersystem biases (ISBs) in BDS-2/BDS-3 play a key
role in maintaining the consistency and continuity from the BDS-2 to BDS-3 time transfer. Here,
we discuss the temporal characteristics, parameter composition, generation mechanism, and the
effect of ISBs in BDS-2/BDS-3 on time and frequency transfer. The satellite orbits and clock products
from three international GNSS service analysis centers, namely Wuhan University (WUM, China),
GeoForschungsZentrum Potsdam (GFZ, Germany), and the Center for Orbit Determination in Europe
(CODE), were employed to investigate the time-transfer stability of ISBs when BDS-2 and BDS-3 were
used in combination. We analyzed the intrinsic characteristics of ISBs, the receiver types, antennas,
and frequency standards. Our first results showed that ISBs are stable for different analysis center
products, although the mean values of daily results differed markedly for the three analysis centers.
With respect to the relationship between station attribution and ISB difference for a time link, the
receiver type, antenna, and frequency standard influence the ISB differences in time and frequency
transfer. The effect of three ISB stochastic models was evaluated with respect to time and frequency
transfer. The “walk” and “constant” schemes were slightly superior to “noise”, with the improvement
in their frequency stability being approximately 5% compared with that of “noise”.

Keywords: time and frequency transfer; precise point positioning; BDS-2; BDS-3; intersystem biases

1. Introduction

The BeiDou Navigation Satellite System (BDS) provides positioning, navigation, and
timing (PNT) information to global users. The system was developed in three phases. The
first is the demonstration system (BDS-1), developed in 2003 and mainly providing services
through two first-generation experimental geostationary Earth orbit (GEO) satellites. The
second phase is a regional system (BDS-2) for the Asia–Pacific region, operational since 25
October 2012. This phase comprises five GEO, five inclined geosynchronous orbit (IGSO),
and four medium-altitude Earth orbit (MEO) satellites. The third phase is the global
system (BDS-3), operational since July 2020, which comprises 30 satellites, including 3 GEO
satellites, 3 IGSO satellites, and 24 MEO satellites [1,2]. The BDS-2 is expected to remain
in service for at least another decade [3,4], although BDS-3 is already fully operational. In
combination, the system provides exceptional potential for PNT users as it employs more
BDS satellite resources.

Multi-GNSS constellations have known benefits of time and frequency transfer with
respect to precision, integrity, and availability, because of the increased number of available
satellites [5–10]. In particular, the multi-GNSS carrier phase technique (CP) has been
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proven to outperform a single GNSS with respect to remote time and frequency transfer
with precision at the nanosecond level [11,12]. Accordingly, this technique is applied
widely by international time laboratories for the campaign of time and frequency transfer.
However, multi-GNSS precise time and frequency transfer is not free of challenges. In
this regard, the unification of coordinate frames and time benchmarks and the differences
in receiver hardware delays related to using signals from different systems should be
considered [13–15]. Such biases are called intersystem biases (ISBs) and they affect data
processing when combined multi-GNSS are employed for time and frequency transfer [16].

Abundant satellite sources are provided by BDS-3 and BDS-2, with common coordinate
frames and time benchmarks, namely Geodetic Coordinate System 2000 (CGCS2000) and
BDS Time (BDT). The combination of BDS-3 and BDS-2 signals has aroused the interest
of numerous scholars. For instance, Li et al. analyzed the ISB between the BDS-2 and
BDS-3 experimental systems using the International GNSS Monitoring and Assessment
System (iGMAS) and the Multi-GNSS Experiment (MGEX) observations [17]. These authors
point out that there a systematic bias between BDS3 and BDS2, and the systematic biases
are different for stations in different networks. Pan et al. evaluated the multi-GNSS
positioning performance with a priori ISB constraint. According to these authors, the ISBs
in BDS-2/BDS-3 could not be ignored [18]. Zhao et al. showed that the ISB values of
stations with the same type of receiver were similar, while a substantial difference existed
for different receiver types [19]. Fu et al. introduced the ISB parameter between BDS-2
and BDS-3 and improved the standard deviation (STD) of all satellite clocks, even using
overlapping B1I/B3I measurements [20]. Although the performance of BDS-2/BDS-3 time
and frequency transfer has been investigated thoroughly [21–25], few studies have focused
on the characteristics and mechanism of ISBs in BDS-2/BDS-3.

It is well-known that the GNSS CP technique relies heavily on precise satellite products
for time and frequency transfer. However, it is not clear whether ISB characteristics also
depend on satellite clock products. Accordingly, estimating the ISBs in BDS-2/BDS-3 and
determining their influence on the performance would facilitate optimal utilization of the
BDS system.

In this study, we discuss the temporal characteristics, parameter composition, gener-
ation mechanism, and the effect of ISBs in BDS-2/BDS-3 on time and frequency transfer.
This study starts with a brief description of mathematical models of BDS-2/BDS-3 time and
frequency transfer with the CP technique, after which ISB estimation methods are discussed.
Subsequently, the data sources with several types of receivers, antennas, external time
and frequency references, and data-processing strategies are introduced. In addition, the
temporal characteristics of ISB based on satellite products from different analysis centers
and the reasons for changes are analyzed. Furthermore, the influence of different ISB
estimation methods on the time and frequency transfer results is evaluated. Finally, we
present our summary and conclusions.

2. Materials and Methods of Multi-GNSS CP Technique

The classical CP time transfer comprises two components for the pseudorange with
time information and carrier phase measurements with millimeter-scale noise levels. The
ionosphere-free (IF) linear combination with dual-frequency observation is used to elimi-
nate the effect of the first-order ionosphere. The observation model can be expressed as
follows, taking the single BDS as an example [12]:⎧⎪⎨⎪⎩

Pi
IF = ρi

r + c·(dti
r − dts,i)+ Ttrop + bi

r,IF − bs,i
IF + ei

IF

Li
IF = ρi

r + c·(dti
r − dts,i)+ Ttrop + λIF·

(
Ni

IF + Bi
r,IF − Bs,i

IF

)
+εi

IF

(1)

where the superscript i denotes the BDS system (i.e., BDS-2, BDS-3). Pi
IF and Li

IF are the IF
combination of pseudorange and carrier phase observation, respectively; ρi

r is the geometric
distance between the phase center of the satellite and receiver antenna; c is the speed of light
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in vacuum; dti
r and dts,i represent the receiver and satellite clock offsets, respectively. Ttrop

is the tropospheric delay; bi
r,IF and Bi

r,IF are the IF combination of reciever pseudorange

and phase hardware delay, respectively; bs,i
IF and Bs,i

IF are the IF combination of satellite
pseudorange and phase hardware delay. λIF is the wavelength of the IF combination;
Ni

IF is the phase ambiguity of the IF combination; and ei
IF and εi

IF are measurement noise
for the pseudorange and carrier phase observation, respectively. The GNSS satellite and
receiver phase center offset and variation, phase wind-up, solid tide, ocean load, pole tide,
and relativistic delay should also be considered, although these terms are not listed in
Equation (1).

In precise time and frequency transfer employing the CP technique, the satellite orbit
and clock products provided by the International GNSS Service (IGS) are used to reduce
the orbit and clock errors. The IF combination is used in the data processing of the IGS
to determine the satellite orbit and clock parameter. The satellite hardware delay bs,i

IF is
absorbed in the satellite clock offset, providing a reference for the receiver clock offset.
Therefore, the receiver IF combination pseudorange hardware delay bi

r,IF is assimilated

into the receiver clock offset. The CP delays Bi
r,IF and Bs,i

IF at the receiver and satellite are
related closely to the ambiguity parameter Ni

IF and lumped with the estimated ambiguity
parameter. Therefore, Equation (1) can be written further as:{

Pi
IF = ρi

r + c·dt
i
r + Ttrop + ei

IF

Li
IF = ρi

r + c·dt
i
r + Ttrop + λIF·Ni

IF + εi
IF

(2)

where Pi
IF and Li

IF are the actual pseudorange and CP observations when using the IGS
precise satellite orbit and clock products. Therefore,

Pi
IF = Pi

IF + c·dts,i + bs,i
IF (3)

Li
IF = Li

IF + c·dts,i + bs,i
IF (4)

dt
i
r = dti

r + bi
r,IF (5)

Ni
IF = Ni

IF + Bi
r,IF −

bi
r,IF

λIF
− Bs,i

IF +
bs,i

IF
λIF

(6)

where dt
i
r and Ni

IF are the new receiver clock offset and ambiguity parameter, lumped with
the corresponding hardware delays.

When BDS-2 and BDS-3 are combined for precise time and frequency transfer, an
additional ISB parameter (ISBC3,C2) between the two systems is introduced to obtain a
common receiver clock offset that references a unique system time scale [26–28]. Therefore,
the BDS-2/BDS-3 time and frequency transfer model can be written as:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

PC2
IF = ρC2

r + c·dt
C2
r + Ttrop + eC2

IF

LC2
IF = ρC2

r + c·dt
C2
r + Ttrop + λIF·NC2

IF + εC2
IF

PC3
IF = ρC3

r + c·dt
C2
r + ISBC3,C2 + Ttrop + eC3

IF

LC3
IF = ρC3

r + c·dt
C2
r + ISBC3,C2 + Ttrop + λIF·NC3

IF + εC3
IF

(7)

where superscript C2 and C3 denote the BDS-2 and BDS-3 system. Among the parameters,

the unique receiver clock offset dt
C2
r is the most interesting parameter for precise time

transfer, which is determined jointly by the BDS-2 and BDS-3 observations, although it is
denoted simply as the BDS-2 system. Two stations, A and B, located at different places on
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Earth, are equipped with their corresponding time and frequency references. The operation
of time transfer between the two references can be obtained using the following expression:

ΔTA,B = dt
C2
r (A)− dt

C2
r (B)

=
(

tC2
A − BDT + bC2

r,IF(A)
)
−
(

tC2
B − BDT + bC2

r,IF(B)
)

= tC2
A − tC2

B + bC2
r,IF(A)− bC2

r,IF(B) = ΔtC2
A,B + ΔbC2

r,IF(AB)

(8)

where tC2 is the external time and frequency reference when BDS-2 observation is used.
The term BDT is the BeiDou time scale, which uses the international system of units (SI)
second without leap seconds, connects with universal time coordinated (UTC) through
UTC (NTSC, national time service center), and the deviation of BDT to UTC is maintained
within 50 nanoseconds. The initial epoch of BDT is 00:00:00 on January 1, 2006, of UTC
(BeiDou Navigation Satellite System Open Service Performance Standard, Version 3.0, May
2021). The ΔtC2

A,B is the clock difference between two external time and frequency references
at stations A and B; ΔbC2

r,IF(AB) is the delay difference of receiver pseudorange between
stations A and B, usually calibrated using the time-transfer link calibration or receiver
calibration approaches [29,30]. After the combined observation equation (Equation (7)) has
been transformed and linearized, the unknown parameter vector X can be summarized as:

X =
[

x, y, z, dt
C2
r , ISBC3,C2, Ttrop, NC2

IF , NC3
IF

]
(9)

where (x, y, z) is the station coordinate parameter.
In order to further clarify the origin of ISB, referring to Equations (5), (7), and (8), the

ISB can be written further as:

ISBC3,C2 = c·dt
C3
r − c·dt

C2
r = c·dtC3

r − c·dtC2
r + bC3

r,IF − bC2
r,IF

= c·ΔdtC3,C2
r + ΔbC3,C2

r,IF
(10)

The ISB theoretically comprises two components, namely the time difference of two
receiver clock offsets with different GNSS observations, and the difference in the receiver
hardware delays for two GNSS systems [31]. For the former, ΔdtC3,C2

r is a function of the
receiver clock offset, which is the difference between the external time and frequency refer-
ence and GNSST (GNSS time, GNSST), as discussed previously. Unlike the combination of
different GNSSs, such as BDS, GPS, Galileo, and GLONASS, with their individual system
time scales, BDT (BeiDou system time, BDT), GPST (GPS system scale, GPST), GST (Galileo
time scale, GST), and UTC (SU) include the component of time deviation between different
GNSSTs for the term. If ΔdtC3,C2

r does not contain this term, the formula can be expressed
as follows:

ΔdtC3,C2
r = (tC3 − BDT)−

(
tC2 − BDT

)
= tC3 − tC2 (11)

where tC3 is the external time and frequency references when using BDS-3 observation and
is equivalent to tC2 when using a multimode BDS receiver. Considering the occurrence of
unknown errors and unmodeled deviation in ISB estimation, we introduced parameter
τISB to represent these errors. Equation (10) can be written further as:

ISBC3,C2 = ΔbC3,C2
r,IF + τISB (12)

As shown by Equations (7)–(9) and (12), the ISB parameter is important when deter-
mining the receiver clock and further carrying out the time and frequency transfer.

3. ISB Stochastic Models in Multi-GNSS Time Transfer

With respect to the ISB parameter, it usually performs three stochastic models, namely
white noise, random constant, and random walk process. Although the previous research
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shows that the stochastic model is closely related to the ISB performance in the multi-GNSS
positioning and time transfer [32,33], the performance in BDS-2/BDS-3 is still unclear.

Regarding the white noise process, the ISB is assumed to be uncorrelated between the
different epochs. The white noise process is applied widely when the characteristics of a
parameter are not known. The model is expressed as

QISB(k) ∼ N
(

0, σ2
)

(13)

where Q denotes a covariance; k is the epoch index.
For the random constant process, it is estimated as a piecewise mode. As for the entire

data block, it is usually divided into sub-blocks; the mathematical model in the sub-blocks
is expressed as

QISB(k + 1) = QISB(k) (14)

where k is the epoch index.
The random walk process can be formulated as follows:

QISB(k + 1) = QISB(k) + ωISB, ωISB ∼ N
(

0, σ2
ωISB

)
(15)

where ω is the process noise of a random walk.

4. Results

To explicitly investigate the temporal characteristics of ISBs in BDS-2/BDS-3 time
transfer, we collected data from the Multi-GNSS Experiment (MGEX), which is piloted by
the IGS to collect all available GNSS observations of new signals since 2013. The MGEX net-
work has expanded to more than 300 stations, providing an excellent opportunity to track
multi-GNSS constellations and to conduct tracking data analysis. More than 200 stations
are tracking BDS satellites. However, most stations only track the dual-frequency BDS-2
signals, but single-frequency BDS-3 observations or the data received are only for a short
period during a day. Moreover, the external time and frequency of atomic clocks are not
equipped in most stations. Consequently, a limited number of available BDS-2 and BDS-3
stations are available for analyzing ISB variation. Ten stations that track common dual-
frequency (B1I and B3I) signals for BDS-2 and BDS-2, equipped with atomic clocks, and
that have a relatively complete receiver period in a day, are collected. The geographical
distribution of collected stations is shown in Figure 1. The experiment was conducted
from day of year (DOY) 100–120, 2021. Detailed information on these stations, e.g., type of
receiver, antenna, and frequency standard, is presented in Table 1.

Table 1. Information of utilized BDS stations in the experiment.

Site Receiver Type Antenna Frequency Standard Country Location

GOP6 SEPT POLARX5 SEPCHOKE_B3E6 PASSIVE HYD Czechia 49.9◦N, 14.8◦E
HOB2 SEPT POLARX5 AOAD/M_T H-MASER Australia 42.8◦S, 147.4◦E
KIRU SEPT POLARX5 SEPCHOKE_B3E6 CESIUM Sweden 67.9◦N, 20.9◦E
TID1 SEPT POLARX5 AOAD/M_T H-MASER Australia 35.4◦S, 148.9◦E

ONSA SEPT POLARX5TR AOAD/M_B H-MASER Sweden 57.4◦N, 11.9◦E
PARK SEPT POLARX5TR ASH701945C_M H-MASER Australia 33.0◦S, 148.3◦E
SPT0 SEPT POLARX5TR TRM59800.00 H-MASER Sweden 57.7◦N, 12.9◦E
BOR1 TRIMBLE NETR9 TRM59800.00 H-MASER Poland 52.3◦N, 17.1◦E
NYAL TRIMBLE NETR9 AOAD/M_B H-MASER Norway 78.9◦N, 11.9◦E
TRO1 TRIMBLE NETR9 TRM59800.00 RUBIDIUM Norway 69.7◦N, 18.9◦E
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Figure 1. Geographical distribution of collected stations in the experiment.

During the data processing, the precise time-transfer solution (PTTSol) was used [34].
The BDS satellite orbit and clock products from three IGS analysis centers, WUM, GFZ, and
CODE, were employed for further research of the stability of ISBs when combining BDS-2
and BDS-3 for time transfer. The Wuhan University analysis center has provided BDS-3
satellite orbit and clock products since GPS week 2034, with 15 min and 5 min updates,
using “wum” ID. GeoForschungsZentrum Potsdam has provided them since GPS week
2081, with 5 min and 30 s intervals, using “gbm” ID. Fortunately, starting from GPS week
2148, the CODE satellite solution has included BDS-3 (apart from GEO satellites), with a
5 min orbit and 30 s clock, using “com” ID. The pseudorange and CP measurements for B1,
B3 of BDS-2, and BDS-3 dual-frequency observations are used to alleviate the ionosphere
effect. In preprocessing, both the geometry-free combination and the Melbourne–Wübbena
combination were used for cycle slip detection. Tropospheric wet delay is typically modeled
as the sum of the Saastamoinen model and a random walk process. The receiver clock
offset parameter was estimated as a white stochastic noise process. We also considered the
wind-up effects on phase measurements. The data-processing strategies in this study are
summarized in Table 2.

Table 2. Data-processing strategies in this study.

Item Models and Strategies

Observation Pseudorange and carrier phase measurement
Signal Frequency B1I (1561.098 MHz), B3I (1268.52 MHz)

Sampling rate 30 s
Elevation cut-off 7◦

Satellite orbit and clock Using precise satellite products from three analysis centers
Satellite antenna phase center Corrected, using MGEX value

Ionosphere Eliminated by ionosphere-free combination
Tropospheric delay Saastamoinen + random walk process
Mapping function Neill mapping function (NMF)

Estimator Least-squares solution in sequential mode
Receiver clock offset Estimated with white noise
Phase wind-up effect Model corrected
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4.1. Characterization of ISB over Different Time Periods

As the research was conducted over numerous days, we randomly selected the result
on DOY 100, 110, and 120 of 2021 to analyze ISB variation. Figure 2 shows that the ISBs are
stable with the different analysis center products on the three days. The average variation
over the experimental period is within 0.08m for ISB_com and 0.07 m for ISB_gbm and
ISB_wum. The variations on DOY 100 and 120 are within 0.06 m; however, the range on
DOY 110 at 0.09 m is much larger than that for the other days. The difference between
the minimum and maximum values is approximately 0.28 m for the ISB_com solution,
0.26 m for ISB_wum, and 0.25 m for ISB_gbm. Notably, the mean values of the results
from three analysis centers differ markedly for one daily result. Figure 3 shows the mean
value character of the results of different analysis centers of 10 stations. Although obvious
systematic bias does exist among the com, gbm, and wum results, it is relatively stable
among the ten stations. The systematic bias values between the com and wum results
are −0.46 m, −0.50 m, and −0.33 m for DOY 100, 110, and 120, respectively, whereas for
com and gbm the values are −1.65 m, −1.75 m, and −0.78 m, respectively, i.e., larger than
the former. Systematic bias is caused mainly by the different data-processing strategies
of the three analysis centers when determining the BDS-2 and BDS-3 satellite orbit and
clock products. Figures 2 and 3 show that the ISB trend is generally stable. The stability of
ISB_gbm and ISB_wum is slightly superior to that of ISB_com. Remarkably, the mean value
of the former four stations equipped with SEPT POLARX5 receivers is not more stable than
that of the middle three stations (SEPT POLARX5TR) or the latter three stations (TRIMBLE
NETR9). Relevant details on this aspect are presented in the following sections.

 
Figure 2. Daily variations in ISB between BDS-3 and BDS-2 for 10 stations. The panels from top to
bottom show the results of the com, wum, and gbm precise products.
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Figure 3. Average of ISB between BDS-3 and BDS-2 for 10 stations for the com, wum, and gbm solutions.

4.2. Analysis of ISB for Different Station Attributes

From the Equation (10), we know that the ISB contains two components, the time
difference of two receiver clock offsets with different GNSS observations, and the difference
in the receiver hardware delays for two GNSS systems. For the latter, the receiver type,
antenna, and frequency standard are the important factors to affect the receiver hardware
delays. For further analyses of the relationship between the station attribute and ISB
stability, the stations shown in Table 3 were regrouped into five comparative schemes
according to three indicators, namely receiver type, antenna, and frequency standard.
Table 3 shows the comparative strategies and corresponding stations, where • means the
same, and means different. Further, to alleviate the effect of systematic bias in the results
from different stations of three analysis centers on ISB stability analysis, the ISB difference
of stations is more focused, which is also related to the calibration of the time-transfer links.

Table 3. Comparative schemes and corresponding stations.

ID Receiver Type Antenna Frequency Standard Stations

Scheme 1 • • • HOB2, TID1

Scheme 2 • • NYAL, ONSA,
SPT0, BOR1

Scheme 3 • • PARK, SPT0,

Scheme 4 • • BOR1, TRO1,
KIRU, GOP6

Scheme 5 HOB2, TRO1

As 10 stations were involved in the 20 d experimental period, we randomly used the
results of DOY 101, 106, 111, 115, and 119 of 2021 in the five comparison schemes, as shown
in Figures 3–7. To clearly plot and compare the receiver type, antennas, and frequency
standards in the figures, we used abbreviations, namely “Rec”, “Ant”, and “Fre”.
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Figure 4. ISB difference series for scheme 1 on DOY 101, 2021.

 

Figure 5. ISB difference series for scheme 2 on DOY 106, 2021.

Figure 4 shows the ISB difference series for scheme 1, using the same receiver type,
antenna, and frequency standard for SEPT POLARX5, AOAD/M_T, and H-MASER, re-
spectively. One can see that the variation trends of ISB_com, ISB_wum, and ISB_gbm agree
very well. The standard deviation (STD) values are all 0.05 m for the three analysis center
products. The ranges between the minimum and maximum are 0.2 m.

Figure 5 shows the ISB difference series for scheme 2, which uses the same type of
antenna and frequency standard, but different receiver types for one time-transfer link.
The left panel shows the time link of station NYAL-ONSA, with the same type of antenna
AOAD/M_B and frequency standard H-MASER. The right panel shows station BOR1-SPT0,
with the same type of antenna TRM59800.00 and frequency standard H-MASER. The ISB
difference series of ISBcom and ISBwum agree relatively well, whereas the ISBgbm difference
series shows obvious bias compared with that of ISBcom and ISBwum for the two time-
transfer links. The bias for NYAL-ONSA is approximately 0.07 m and that for BOR1-SPT0
is approximately 0.12 m. The standard deviation of divergence is approximately 0.014 m
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and 0.013 m, respectively. The above analyses show that the ISB difference series has a
close relationship with the type of receiver of the different analysis center products.

 
Figure 6. ISB difference series for scheme 3 on DOY 111, 2021.

 

Figure 7. ISB difference series for scheme 4 on DOY 115, 2021.

Figure 6 shows the ISB difference series for scheme 3, which uses the same type of
receiver and frequency standard, but a different antenna type. This scheme is similar to
scheme 2, and the difference series of ISBcom and ISBwum show good agreement, although
the antenna type differs. Obvious bias exists between ISBgbm, ISBcom, and ISBwum, with
the corresponding values ranging from 0.1 m to 0.25 m. This finding indicates that the
ISB difference series has a certain relationship with the antenna type for the three analysis
centers’ satellite orbits and clock products. Compared with ISBcom, the mean value of
divergence is 0.010 m for ISBwum and 0.167 m for ISBgbm, and the standard deviations are
0.013 m and 0.050 m.

Figure 7 shows the ISB difference series for scheme 4, which uses the same type of
receiver and antenna, but a different frequency standard. The left panel is the time link
of station BOR1-TRO1, with the same type of receiver TRIMBLE NETR9 and antenna

118



Remote Sens. 2022, 14, 4594

TRM59800.00. The right panel is station KIRU-GOP6, with the same type of receiver
SEPT POLARX5 and antenna SEPCHOKE_B3E6. The variations in the ISB difference
series for the ISBcom and ISBwum solutions are in extremely good agreement. Although
the general trend of ISBgbm is somewhat similar, the divergence between ISBwum and the
former two solutions does not show constant bias, but indicates significant variation for
the two time-transfer links.

Figure 8 shows the ISB difference series for scheme 5, which uses different receivers,
antennas, and frequency standards. Although the general trend is somewhat similar, the
divergence among ISB_com, ISB_wum, and ISB_gbm shows not only obvious bias but also
the variation term. As indicated by the analyses and discussions of the five schemes, the
ISB difference of ISB_com and ISB_wum agrees well. The mean value of divergence is
0.023 m for ISB_wum and 0.030 m for ISB_gbm, and the standard deviations are 0.030 m
and 0.036 m compared with those of ISB_com.

 
Figure 8. ISB difference series for scheme 5 on DOY 119, 2021.

4.3. Influence of Different ISB Stochastic Models on Time and Frequency Transfer

To assess the characteristics of different ISB stochastic models in the time and frequency
transfer, the previous three modes are applied in the experiment. Then, the ISB were
modeled as constants for one hour in a model of random constant process, marked as
“constant.” For the random walk process, it was defined as “walk” and the power density
was 1 mm/s0.5, whereas the white noise process was marked as “noise.” Figure 9 shows
the results of time and frequency with three ISB stochastic models on the time link PTBB–
WTZZ, using GFZ precise products. The variations in the clock difference agree well for
the three ISB stochastic models. Figure 10 shows a comparison of Allan deviations of
time-transfer results for the three ISB stochastic models at the PTBB–WTZZ time link. It
is clear that the “constant” and “walk” schemes show slightly superior performances for
frequency stability compared with that of “noise” at different time intervals. The average
values within 10,000 s among the solutions of the three models are 1.08 × 10−13 for “noise”,
1.00 × 10−13 for “constant,” and 9.95 × 10−13 for “walk,” with the improvements being
5.08% and 5.67%, respectively.
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Figure 9. Result of time and frequency transfer with three ISB stochastic models on time link PTBB–
WTZZ. For plotting purposes, the overall values for “walk” results were translated up to 5 ns, whereas
those for results using the constant were translated down to 5 ns.

 

Figure 10. Comparison of Allan deviations in time-transfer results for the three ISB stochastic models
at the PTBB–WTZZ time link.

5. Discussion

The multi-GNSS time and frequency transfer is essential for UTC comparison and
traceability services, particularly for the existing BDS-2 regional and BDS-3 global system.
However, the character of intersystem biases in the BDS-2/BDS-3 GNSS time and frequency
transfer is still unclear. Therefore, the spatiotemporal characterization, different station
attributes, and stochastic models of ISB were focused.

One can note that the daily ISB in BDS-2/BDS-3 is relatively stable, but exhibits
obvious discrepancies among the three IGS analysis centers. Considering that the current
BDS daily products have an obvious day-boundary jump, the daily stability of ISB helps
to precisely estimate parameters. From the results of ISB for different station attributes, it
can be see that common receiver type, antenna, and frequency standard can contribute to
improving consistency for the three different analysis centers, these mainly being caused by
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the relationship between the attribute of the station (receiver DCB [35], receiver calibration,
type of frequency standard) and the strategies of satellite products (i.e., sample interval,
data-processing strategy, used stations, and so on). In addition, the three ISB stochastic
models are compared in the time and frequency transfer, which agree with the results in
previous research [32].

Of course, this study proposes only the first step of this research, and several topics still
require further investigation in our near future work; for example, how to use a functional
model to improve the estimation precision of ISB, and how to calibrate the ISB delay in the
time link based on multisystem time and frequency transfer.

6. Conclusions

To maintain the consistency and continuity from BDS-2 to BDS-3 time transfer for one
time link, we analyzed the ISBs in BDS-2/BDS-3. We deduced the mathematical model of
BDS-2/BDS-3 time and frequency transfer, including observation and stochastic models.
The temporal characteristics of ISB for different types of receivers, antennas, and frequency
standards, with different IGS analysis center products were discussed. The three stochastic
models of ISB were evaluated using one time link.

Our results indicated that the ISB series exhibit obvious discrepancies among the
three analysis centers, but relatively stable characteristics. The mean values of the daily
results of differ markedly for the three analysis centers. The receiver type, antenna, and
frequency standard have a certain influence on the ISB difference in time and frequency
transfer. The receiver type, antenna, and frequency standard are different for the two ends
of the time link; the obvious system bias exists among the com, gbm, and wum analysis
centers. As the only different receiver type scheme, the ISB difference series of ISB_com and
ISB_wum agree relatively well, whereas the ISB_gbm series shows obvious bias compared
with ISB_com and ISB_wum for the two time-transfer links. The bias differs for the two
time links. The bias for station NYAL-ONSA is approximately 0.07 m, and that for station
BOR1-SPT0 is approximately 0.12 m. The ISB difference series of ISB_com and ISB_wum
agree relatively well for the only different antenna type scheme, whereas the ISB_gbm
series shows obvious bias compared with ISB_com and ISB_wum for the two time-transfer
links. It should be noted that the bias is not a constant but varies with time. As the only
different-frequency-standard scheme, the general trend of ISB_gbm is somewhat similar;
the divergence between ISB_wum and the other two solutions is not constant but shows
significant variations for the two time-transfer links. The effect of the three different ISB
stochastic models was assessed with respect to time and frequency transfer. The “walk”
and “constant” schemes were slightly superior to the “noise”, with the improvements in
frequency stability being approximately 5.08% and 5.67%, respectively, compared with that
of “noise”.

This study proposes only the first step of this research, and several topics still require
further investigation in our near-future work; for example, how to use a functional model
to improve the estimation precision of ISB, and how to calibrate the ISB delay in the time
link based on multisystem time and frequency transfer.
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Abstract: The orbital inclination angle of the GLONASS constellation is about 10◦ larger than that
of GPS, Galileo, and BDS. Theoretically, the higher orbital inclination angle could provide better
observation geometry in high latitude regions. A wealth of research has investigated the positioning
accuracy of GLONASS and its impact on multi-GNSS, but rarely considered the contribution of the
GLONASS constellation’s large orbit inclination angle. The performance of GLONASS in different
latitude regions is evaluated in both stand-alone mode and integration with GPS in this paper.
The performance of GPS is also presented for comparison. Three international GNSS service (IGS)
networks located in high, middle, and low latitudes are selected for the current study. Multi-GNSS
data between January 2021 and June 2021 are used for the assessment. The data quality check
shows that the GLONASS data integrity is significantly lower than that of GPS. The constellation
visibility analysis indicates that GLONASS has a much better elevation distribution than GPS in
high latitude regions. Both daily double-difference network solutions and daily static Precise Point
Positioning (PPP) solutions are evaluated. The statistical analysis of coordinate estimates indicates
that, in high latitude regions, GLONASS has a comparable or even better accuracy than that of
GPS, and GPS+GLONASS presents the best estimate accuracy; in middle latitude regions, GPS
stand-alone constellation provides the best positioning accuracy; in low latitude regions, GLONASS
offers the worst accuracy, but the positioning accuracy of GPS+GLONASS is better than that of
GPS. The tropospheric estimates of GLONASS do not present a resemblance regional advantage as
coordinate estimates, which is worse than that of GPS in all three networks. The PPP processing with
combined GPS and GLONASS observations reduces the convergence time and improves the accuracy
of tropospheric estimates in all three networks.

Keywords: GLONASS; GPS; double-differenced; static PPP

1. Introduction

Currently, four satellite navigation systems with global coverage have been developed:
GPS, GLONASS, BDS, and Galileo. A notable design difference among the different
constellations is the satellite orbital inclination angle. The inclination angle is 55◦ for GPS,
56◦ for Galileo, 55◦ for BDS, and 64.8◦ for GLONASS. Among the four constellations, the
GLONASS has the largest orbit inclination angle, which is about 10◦ larger than other
systems, to provide the availability of the high-latitude of the Soviet Union.

The first Final Operational Capability (FOC) of GLONASS was achieved in 1995.
However, due to the short satellite service life and the budget decrease, the GLONASS
constellation dropped to 7 satellites by 2002 [1]. During 2001–2011, the GLONASS program
progressed steadily, and by late 2011, GLONASS declared FOC again.

During the period of several satellites, many studies have been performed to inves-
tigate the advantages and disadvantages of combining GPS and GLONASS [2,3]. Bruyn-
inx [4] concluded that using the GLONASS constellation of 13 satellites does not signifi-
cantly improve the precision of the double-difference (DD) network solutions, and similar
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results have been obtained with IGS and CODE (Center of Orbit Determination in Europe)
orbits. Habrich [5] obtained similar results with 16 GLONASS satellites. Additionally,
Cai and Gao [6] indicated that adding GLONASS satellites in Precise Point Positioning
(PPP) would reduce the convergence time and improve the positioning accuracy.

As GLONASS was gradually restored, in terms of DD network processing, Alcay
et al. [7] illustrated that the GLONASS stand-alone baseline solutions are inconsistent
compared to that of GPS and that solutions using the combined GPS and GLONASS con-
stellations do not provide any superiority over stand-alone GPS. Nardo et al. [8] presented
that the additional GLONASS observations add little improvement to the estimates of the
coordinates when compared to GPS-only processing. Zheng et al. [9] concluded that the
repeatability of GLONASS coordinates is slightly worse than that of GPS. The research
on GLONASS PPP increased as the usage of PPP increased. Cai and Gao [10] indicated
that integrating the GLONASS with GPS could not significantly improve the PPP accuracy
if the stand-alone GPS has adequate visible satellites with good observation geometry.
Yigit et al. [11] also revealed that the static PPP performance among GPS, GLONASS,
and GPS+GLONASS with long observation periods was similar. Choy et al. [12] further
demonstrated that the benefits of combining GLONASS with GPS in daily static PPP are
negligible. Mohammed et al. [13] assessed the static PPP performance of GPS, GLONASS,
and GPS+GLONASS, and concluded that the GLONASS PPP could achieve similar coordi-
nate estimate accuracy as GPS and GPS+GLONASS in daily solutions. However, Malik [14]
provided a different conclusion that the accuracy of undifferenced ionosphere-free dual-
frequency PPP with GPS and GLONASS observations is better than that of GPS. Hamed
et al. [15] obtained similar results with single-frequency PPP. The analysis of PPP conver-
gence time indicates that the combination of GPS and GLONASS significantly shortened the
convergence time of static PPP solutions [10,16]. Li and Zhang [17] studied the combination
of GPS and GLONASS and illustrated that the convergence time of ambiguity-float static
PPP could be reduced by 45.9% compared to GPS.

There are also many studies concerning the contribution of GLONASS to three or more
GNSS systems’ combined constellations [18–20]. However, the previous research rarely
considers the constellation characteristics of GLONASS, especially the effect of the large
orbit inclination angle of the GLONASS constellation, which benefits the positioning perfor-
mance in high latitude regions. Therefore, this paper aims to evaluate the performance of
GLONASS and its contribution to GPS+GLONASS processing in different latitude regions
in terms of satellite visibility and positioning performance. Three networks located in high,
middle, and low latitude regions are employed. The performance of both daily DD network
solutions and daily static PPP solutions is used for the study.

The structure of this article is arranged as follows. Section 2 describes the methods of
data quality evaluation, the positioning strategies, and the evaluation indicators. Section 3
describes the data and data selection factors. Section 4 presents the data quality results,
the constellation visibility of different systems, as well as the analysis and discussion of
the performance of the DD network and PPP solutions. Finally, the main conclusions and
findings are shown in Section 5.

2. Evaluation Methods

This section describes the methods and metrics of data quality check, the analysis
indicators for satellite visibility of different systems, and the positioning strategies of DD
network and PPP processing, as well as the evaluation indicator for DD network solutions
and PPP solutions.

2.1. Data Quality Check

The measurement quality assessment aimed to detect the GLONASS and GPS poor
observations, which further affect the positioning performance of different combinations.
TEQC [21] toolkit was employed to perform the quality assessment of GLONASS and GPS
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L1 and L2 signals, which are used for performance assessment. The quality check was
conducted using the following indicators:

1. Data Integrity (DI). Data integrity rate is the recorded valid observation data divided
by the receivable observation data calculated by ephemeris and the station location.

2. Signal-to-Noise Ratio (SNR). SNR is the ratio of signal power to noise power within a
given bandwidth. It is usually expressed in the unit of decibels.

3. Pseudorange Multipath (MP). Pseudorange multipath indicators are computed using
the linear combination of pseudorange and carrier phase observations:

MP1 = P1 −
(

1 +
2

α− 1

)
∅1 +

(
1 +

2
α− 1

)
∅1 (1)

MP2 = P2 −
(

2α
α− 1

)
∅1 +

(
2α

α− 1
− 1
)
∅2 (2)

where MP1 denotes the multipath effect on L1 frequency and MP2 indicates the multipath
effect on L2 frequency; P1 and P2 denote the pseudorange observations at L1 and L2
frequencies, respectively; ∅1 and ∅2 denote the carrier phase observations of L1 and L2

frequencies, respectively; α =
(

f1
f2

)2
, where f1 denotes the L1 frequency, and f2 denotes the

L2 frequency.

2.2. Constellation Visibility Analysis

The visibility of GPS, GLONASS, and GPS+GLONASS in different latitude networks
was analyzed and evaluated using the following criteria:

1. The number of visible satellites. The mean number of visible satellites in each network
at each epoch is computed, and the observed probability of different positioning
combinations is also analyzed.

2. The elevation angle of visible satellites. The mean elevation angle of visible satel-
lites in each network at each epoch is computed, and the occurrence probability
corresponding to different degrees is evaluated.

3. The Position Dilution of Precision (PDOP). The mean PDOP of each network at each
epoch is calculated.

As the GLONASS constellation geometry repeats about every 8 sidereal days, we used
observation data from 28 March 2021 (day of year (DOY) 087) to 4 April 2021 (DOY 094)
to evaluate the observation quality. The elevation cutoff angle was set to 3◦. The study
employed the same data set as the data quality check for visibility assessment.

2.3. DD Network Processing Strategy

The DD network processing was conducted using the Bernese GNSS Software, Version
5.2. The software is developed at the Astronomical Institute of the University of Bern
(AIUB), Bern, Switzerland. A daily batch processing scheme is used for the data processing.
The final precise orbits from CODE were adopted, containing consistent orbits for GPS and
GLONASS. The different code biases (DCB) files and the Earth Rotation Parameters (ERP)
of CODE were also used for consistency. The PCC model used was igs14.atx. The ocean
tides model used was FES2004 (Finite Element Solutions). The elevation mask for data
preprocessing was set to 3◦. The baselines were defined with the OBS-MAX strategy. An
attempt to fix the GPS and GLONASS integer value ambiguities was attempted with the
Quasi Ionospheric Free (QIF) strategy [22]. The VMF1 (Vienna Mapping Function) [23] grid
file [24] and NET WET model were used for the tropospheric estimate. Zenith Tropospheric
Delay (ZTD) parameter was estimated per hour. The datum definition was realized with
the minimum-constraint solution by a set of reference stations of IGS14. The processing
scheme is displayed in Figure 1.
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Figure 1. DD network processing scheme.

2.4. Static PPP Processing Strategy

The static PPP processing was carried out by FUSING (FUSing IN GNSS) software [25],
Version 2.0, developed by Wuhan University, Wuhan, China. The Ionosphere-free (IF) linear
combination with L1 and L2 was employed. The elevation mask, the precise products, and
the ocean tides model, as well as the PCC model, were the same as the DD processing
strategy. The GPT2 (Global Pressure and Temperature) [26] model and VMF1 [23] model
were used for the tropospheric estimate. PPP static in 24 h window was processed with
a forward extended Kalman filter. The processing strategies of PPP are summarized
in Table 1.

Table 1. The processing strategies of PPP.

Item Processing Strategies

Signal selection L1 and L2
Sampling rate 30 s

Elevation mask 3◦
Precise products CODE final precise products

Weight for observations Elevation-dependent weighting
Receiver clock Estimated as white noise

Ionosphere IF combination
Troposphere GPT2, VMF1

Ocean tidal loading FES2004
DCB CODE DCB monthly files

Antenna center offset and variation IGS14.atx
Processing mode PPP static in 24 h window

Strategy Forward extended Kalman filter

DD network and static PPP processing were carried out for different positioning com-
bination modes: GPS stand-alone positioning mode, GLONASS stand-alone positioning
mode, and GPS+GLONASS combined positioning mode.

2.5. Accuracy Assessment

The station coordinates and ZTDs provided by the IGS were used as references to
assess the accuracy of DD network solutions and PPP solutions. The Root Mean Square
Error (RMSE) of daily coordinate estimates was used as the accuracy assessment indicator,
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RMSECOORDINATE =

√
(COORDINATEestimated − COORDINATEIGS)

2

n
(3)

where n is the total number of daily coordinate estimates.
The tropospheric products from IGS are sampled every 300 s, while, in this paper, the

ZTDs estimated interval by DD strategy was one hour, and 30 s by PPP strategy. Thus, the
tropospheric estimates or the IGS products needed to be resampled to match the sampling
intervals. The current study resampled the IGS tropospheric products to 1 h and the PPP
tropospheric to 300 s to coincide with IGS products. The RMSE of ZTD estimates is,

RMSEZTD =

√
(ZTDestimated − ZTDIGS)

2

n
(4)

where n is the total number of available ZTD estimates after resampling.

3. Data Selection

To comprehensively study the GLONASS performance, three networks located in
high, middle, and low latitude regions were employed. In addition to the differences in
latitude, the following three factors were also considered in the selection of the IGS station:

1. To comprehensively evaluate and compare the performance of GLONASS stand-alone
mode, GPS stand-alone mode, and GPS+GLONASS combined mode, the station’s re-
ceiver should receive both GPS and GLONASS observations. The receivers employed
in the three networks are listed in Tables 2–4, respectively.

2. Using the GPS antenna PCC model for GLONASS will introduce systematic bias [9,27,28].
To avoid this bias, the station’s antenna and radome types should have GPS and
GLONASS-specific PCC models in the IGS antenna files. The antenna and radome
types used in the three networks are also given in Tables 2–4, respectively.

3. The baseline accuracies are related to the length of the baseline [29]. To precisely assess
the performance of GLONASS in terms of DD network processing, the mean baseline
lengths of the networks should be similar.

Table 2. The GNSS receivers and the antenna + radome types of the high latitude stations.

Station Name Receiver Type Antenna + Radome Type

KIRU SEPT POLARX5 SEPCHOKE_B3E6 SPKE
MAR7 TRIMBLE ALLOY LEIAR25.R3 LEIT
METG SEPT POLARX5 TRM59800.00 SCIS
NYA1 TRIMBLE NETR8 ASH701073.1 SNOW
SOD3 JAVAD TRE_3 DELTA JAVRINGANT_DM SCIS
SVTL JAVAD TRE_3 DELTA JAVRINGANT_DM JVDM
TRO1 TRIMBLE NETR9 TRM59800.00 SCIS

Table 3. The GNSS receivers and the antenna + radome types of the middle latitude stations.

Station Name Receiver Type Antenna + Radome Type

AJAC SEPT POLARX5 TRM115000.00 NONE
HERT LEICA GRX1200GGPRO LEIAT504GG NONE
JOZE SEPT POLARX5 SEPCHOKE_B3E6 NONE
MATG LEICA GR10 LEIAR25 NONE
TLSG SEPT POLARX5TR TRM59800.00 NONE
WARN JAVAD TRE_3 DELTA LEIAR25.R4 LEIT
WTZR LEICA GR50 LEIAR25.R3 LEIT
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Table 4. The GNSS receivers and the antenna + radome types of the low latitude stations.

Station Name Receiver Type Antenna + Radome Type

BRAZ TRIMBLE NETR9 TRM57971.00 NONE
CHPI SEPT POLARX5 TPSCR.G3 NONE
SALU TRIMBLE NETR9 TRM115000.00 NONE
SAVO TRIMBLE NETR9 TRM115000.00 NONE
SPTU TRIMBLE NETR9 TRM57971.00 NONE
TOPL TRIMBLE NETR9 TRM115000.00 NONE
UFPR TRIMBLE NETR9 TRM115000.00 NONE

According to the above station select criterion, 21 IGS stations were selected and
formed 3 networks, distributed in high, middle, and low latitude regions, as shown in
Figure 2. The high latitude network locates between 60◦N and the North Pole, the middle
latitude network lies between 30◦N and 60◦N, and the low latitude network situates
between the equator and 30◦S. The baseline lengths of the three networks are approximately
660 km, 880 km, and 778 km, respectively. The performance evaluation period was from
1 January 2021 (DOY 001) to 30 June 2021 (DOY 181). The GPS and GLONASS observations
were downloaded from NASA CDDIS [30].

 

Figure 2. The IGS tracking stations of the high (red triangle), middle (green triangle), and low latitude
networks (blue triangle).

4. Results and Discussion

The data quality of GPS and GLONASS, the constellation visibility of GPS, GLONASS,
and GPS+GLONASS, and the performance of the DD network solutions and PPP solutions,
are shown and discussed in this section.

4.1. Data Quality

The DI rate, MP1, MP2, SN1 (the SNR of L1), and SN2 (the SNR of L2) of GPS
and GLONASS observations for each station are calculated and presented in Figure 3.
The mean value of each indicator is listed in Table 5, where G and R denote GPS and
GLONASS, respectively.
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Figure 3. The results of the data quality check.

Table 5. The mean value of each data quality indicator in the three networks.

Region

Indicator DI (%) MP1 (m) MP2 (m) SN1 (dB) SN2 (dB)

G R G R G R G R G R

High latitude
network 94.33 82.37 0.47 0.48 0.45 0.39 6.56 7.12 5.33 6.88

Middle latitude
network 96.11 83.46 0.39 0.46 0.39 0.43 7.02 7.20 6.35 6.76

Low latitude
network 94.81 81.33 0.72 0.53 0.48 0.44 6.72 6.59 4.92 6.32

The data integrity rate of GLONASS in 21 stations of the 3 networks is lower than that
of GPS, as is evident in Figure 3. As shown in Table 5, the calculated average data integrity
rates of GLONASS in the three networks are 82.37%, 83.46%, and 81.33%, respectively,
significantly lower than those of GPS with 94.33%, 96.11%, and 94.81%, respectively.

The MP1 and MP2 of GPS presented similar performance to that of GLONASS in the
high latitude network. However, the MP1 and MP2 of GPS in the middle latitude network
are smaller than those of GLONASS in most stations, except station HERT. By contrast, the
MP1 and MP2 of GLONASS in the low latitude network are smaller than those of GPS.
The calculated average value of MP1 and MP2 in Table 5 indicates similar results, but the
differences in MP1 and MP2 between GPS and GLONASS are insignificant.

The difference in SN1 between GPS and GLONASS is minor in the three networks,
except SOD3 and SVTL in the high latitude network and WARN in the middle latitude
network. The SN2 of GLONASS is significantly better than that of GPS in the high and low
latitude networks and similar to that of GPS in the middle latitude network.

Among the 21 tracking stations, however, the data quality of SALU in the low latitude
network is significantly worse than other stations. The DI rate of SALU is 84.3% for GPS
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and 71.6% for GLONASS. The MP1 of SALU is up to 0.99 m and 0.89 m for GPS and
GLONASS observations, respectively, much larger than those calculated average values,
0.39 m and 0.46 m for GPS and GLONASS. The MP2 of SALU presented similar results as
that of MP1.

4.2. Constellation Visibility

The average number of visible satellites, the average PDOP value, and the satellite
elevation distribution of the three tracking networks were analyzed with numerical com-
parison and statistical study. The number of visible satellites and their statistical property
is shown in Figures 4 and 5, respectively.

 

Figure 4. The average number of visible satellites of GPS, GLONASS, and GPS+GLONASS in the
high (red), middle (green), and low (blue) latitude networks.

From Figure 5, during the 8 days test period, both constellations have the largest
average number of visible satellites in the high latitude network among the three networks.
The average visible number of GPS in high latitude regions is significantly larger than in
the middle and low latitude regions. The average number of visible satellites of GLONASS
in the high and the middle latitude regions is similar but significantly larger than that of
the low latitude region.

From the statistical point of view, the GLONASS visible satellites have the smallest
standard deviation in the high and middle latitude networks. The percentages of most
observed 9 and 8 GLONASS satellites in the high latitude network are 52.37% and 27.63%,
respectively. The percentages of most observed 9 and 8 GLONASS satellites in the middle
latitude network are 34.20% and 33.64%, respectively. However, the number of GLONASS
visible satellites reduces significantly, and the standard deviation increases significantly in
the low latitude network. Moreover, the standard deviation of GPS+GLONASS is relatively
larger than GPS or GLONASS, and the average number of visible satellites is also larger
than those of GPS and GLONASS. The probability of observing satellites less than 12
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in three networks of combined GPS and GLONASS is almost zeros, indicating that the
combined constellations provide more than 12 visible satellites in most cases.

 

Figure 5. The histogram of visible satellites in the high (red), middle (green), and low (blue) latitude
networks. The position of the dashed line and the value x− indicate the average number of visible
satellites. The σ2 represents the variance of the visible satellites’ distribution. Please note that the
horizontal axis of GPS and GLONASS visible satellites differs from that of GPS+GLONASS.

The histogram of the elevation distribution related to GLONASS, GPS, and GLONASS+GPS
is also presented in Figure 6 to further evaluate the quality of the observed satellites.

From Figure 6, GLONASS has a much better elevation distribution than GPS in the
high latitude network. The most observed GLONASS satellites’ elevation angles in the high
latitude network are between 13–33 degrees, while those of GPS are between 6–26 degrees,
which are obviously lower than that of GLONASS. In addition, the mean elevation angle
of GLONASS is 35.01◦, which is 3.97◦ higher than that of GPS. In the middle latitude
network, the elevation angle distribution and average elevation angle between GPS and
GLONASS have inconspicuous disparity. In the low latitude network, the percentage peak
of GLONASS corresponds to an obviously lower elevation angle than GPS. The elevation
distribution of GPS+GLONASS lies between GPS and GLONASS.

The PDOP of GPS, GLONASS, and GPS+GLONASS during the testing period is
illustrated in Figure 7.
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Figure 6. The histogram of elevation distribution of the high (red), middle (green), and low (blue)
latitude networks, the position of the dashed line and the value x− indicate the mean elevation.

 

Figure 7. The PDOP of GPS, GLONASS, and GPS+GLONASS in the high (red), middle (green),
and low (blue) latitude networks (The GLONASS PDOP for the low latitude network exceed the
coordinate threshold, and the small picture in the upper right corner with the rose thread shows the
full view of the PDOP).
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Figure 7 shows that the PDOP values of GPS are less than 3.0 in all three regions,
and the most stable PDOP values appear in middle latitude regions, indicating that the
observation geometry of GPS in that region is the best among the three regions. Moreover,
the PDOP values of GPS exist daily period in all three regions. GLONASS has the most
stable PDOP in high latitude regions, which is more stable than GPS in the same region.
However, the PDOP values of GLONASS increase obviously as the latitude decreases. In
addition, the PDOP values of GLONASS at low latitude regions show some abnormally
large values, up to 92.68, as shown in the upper right corner of the subfigure for low
latitude GLONASS PDOP. The PDOP values of GPS+GLONASS exhibit better performance
than both GLONASS and GPS stand-alone systems. Although some periods exist in high
latitude regions where the PDOP of GPS is up to 2.80, the PDOP values of GPS+GLONASS
are quite stable and less than 1.55. Although the PDOP of GPS is up to 2.75 in some
periods in low latitudes and the PDOP of GLONASS is very large at certain epochs,
the PDOP of GPS+GLONASS remains stable and below 1.44. The combined GPS and
GLONASS constellations have the most obvious improvement in observation geometry at
low latitudes.

4.3. DD Network Solutions

The accuracy of coordinates, the ambiguity fixing rate, and the accuracy of ZTD
estimates with the DD network processing strategy were analyzed.

4.3.1. Accuracy of Coordinates

Taking IGS daily coordinates as the reference value, the differences between the
estimated coordinates and the IGS daily coordinates were calculated. The stations SOD3
(in the high latitude network), WTZR (in the middle latitude network), and SPTU (in the
low latitude network) were employed to illustrate the positioning performance of GPS,
GLONASS, and GPS+GLONASS. The other stations present results similar to these three
stations. The coordinate error in the North (N), East (E), and Up (U) components of the
three selected stations are presented in Figure 8.

 

Figure 8. The coordinate error series of station SOD3, WTZR, and SPTU estimated with DD processing.
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As shown in Figure 8, the GLONASS coordinate error components of station SOD3
and WTZR, located in the high and middle latitude networks, respectively, are as steady as
GPS and GPS+GLONASS results. The GLONASS error components are more fluctuated
than that of GPS and GPS+GLONASS results for the low latitude station SPTU.

The RMSE of N, E, and U components, together with the three-dimensions (3D) RMSE
for all the stations, were calculated and are presented in Figure 9. Figure 9 shows that in the
low latitude network, the GLONASS positioning accuracy is obviously worse than that of
GPS and GPS+GLONASS. The coordinates of the SALU station exhibit the worst accuracy,
and the station also has poor data quality, as shown in Figure 3. Similar results can be
found from the mean RMSE of coordinate estimates of each network, as shown in Table 6.

 

Figure 9. The RMSE of coordinates estimated with DD processing.
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Table 6. The mean RMSE of coordinates of each network estimated with DD processing and their
comparison among different processing modes (where R/G indicates the accuracy comparison of
GLONASS and GPS results, (G + R)/G indicates the accuracy comparison of GPS+GLONASS results
and GPS estimates. The positive red and negative green values indicate the percentage increment
and reduction of accuracy, respectively).

Component

System
G (mm) R (mm) G + R (mm) R/G (%) (G + R)/G (%)

N 2.99 2.58 2.27 +13.79 +24.29
E 1.38 1.60 1.38 −16.17 +0.00
U 9.87 9.24 9.41 +6.35 +4.66
3D 10.40 9.73 9.77 +6.50 +6.05

N 2.91 2.88 2.78 +1.14 +4.48
E 1.90 2.47 2.12 −30.17 −11.77
U 7.89 9.14 8.25 −15.79 −4.59
3D 8.62 9.89 8.96 −14.74 −3.96

N 2.60 3.18 2.57 −22.13 +1.37
E 2.94 4.79 2.87 −62.86 +2.39
U 7.77 10.74 6.93 −38.24 +10.89
3D 8.71 12.18 7.92 −39.93 +9.00

The RMSE results clearly show that the accuracies of coordinates estimated with
GLONASS are 13.79% and 6.35% better than that of GPS on N and U components in the
high latitude network. On the E components, however, the GLONASS positioning accuracy
decreased by 16.17% compared to GPS. Therefore, the 3D accuracy of GLONASS is 6.50%
better than that of GPS. In addition, the GPS+GLONASS combined mode presents the best
results among the three constellations, the accuracy improvements on N and U components
are 24.29% and 4.66% compared to GPS, respectively, and the 3D accuracy is 6.05% better
than that of GPS. The positioning performance is consistent with the analysis of PDOP in
Section 4.2. The stable and good PDOP enables the high positioning accuracy of GLONASS.
The PDOP of the combined constellations significantly improved over GPS; therefore,
GPS+GLONASS shows the highest accuracy in the high latitude network.

The positioning accuracy of the middle latitude network reveals that GPS presents
the best positioning results in E and U, as well as 3D components. GLONASS and
GPS+GLONASS exhibit a slightly better positioning accuracy of 1.14% and 4.48% than GPS
on the N component, respectively. The positioning accuracies of GLONASS on E and U
components are 30.17% and 15.79% worse than that of GPS. In addition, the positioning
accuracies of GPS+GLONASS on E and U components are 11.77% and 4.59% worse than
that of GPS. Furthermore, the 3D positioning accuracy of GLONASS and GPS+GLONASS
is reduced by 14.74% and 3.96% than that of GPS, respectively. As can be seen from Figure 7,
GPS has the best and the most stable PDOP values in the middle latitudes when compared
with the PDOP of high and low latitudes. The improvement of the GPS+GLONASS com-
bined constellations’ PDOP over GPS is weaker when compared to high and low latitudes.
Besides, currently, the accuracy of GLONASS satellite ephemerides is about 3 cm, a bit
lower than that of GPS, with a 2.5 cm accuracy. Hence, it can be inferred that when the
stand-alone GPS has adequate visible satellites with good observation geometry, the ad-
dition of GLONASS observations shows no positive contribution to the accuracy of the
coordinates. This is consistent with the conclusion of Cai and Gao [10].

The positioning accuracy of the middle latitude network shows that GLONASS pre-
sented the worst positioning accuracy among the three modes. The positioning accuracies
of GLONASS on N, E, and U components are 22.13%, 62.86%, and 38.24% worse than that
of GPS, and the 3D positioning accuracy is 39.93% lower than that of GPS. The positioning
accuracy of GPS+GLONASS, however, is better than that of GPS, which is 1.37%, 2.39%,
and 10.89% on N, E, and U components, respectively, and the 3D accuracy increases by
9.00%. The poor positioning results of GLONASS and the improvement of GPS+GLONASS
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positioning performance by introducing GLONASS observations are consistent with the
analysis of PDOP.

4.3.2. Ambiguity Fixing Rate

The ambiguity fixing rate of GPS, GLONASS, and GPS+GLONASS modes of the three
networks is listed in Table 7. GPS has the lowest ambiguity fixing rate in the middle latitude
network but the highest ambiguity fixing rate in the low latitude network. As there is no
obvious difference in the GPS positioning accuracy of the three networks, we analyzed
the types of receivers used. The receivers of the high latitude network were of 3 brands
and 5 models, the receivers of the middle latitude network were of 3 brands and 6 types,
while in the low latitude network, there were only 2 brands and 2 models receivers. This
suggests that the different levels of ambiguity fixing rate could be related to the number of
receiver types used in different networks. The different signal distortion biases between
inhomogeneous receivers affect the GNSS data processing [31,32]. Despite having the best
receiver homogeneity, the ambiguity fixing rate of GLONASS in the low latitude network
was only 26.4%, but 74.7% for GPS.

Table 7. The ambiguity fixing rate of DD processing (G, R, and G + R in black body denote the
data processing mode, respectively. No bold G, R, and G + R represent the ambiguity fixing rate of
GPS+GLONASS processing mode, respectively).

Region

System
G (%) R (%)

G + R

G (%) R (%) G + R (%)

High latitude network 70.3 63.9 69 62.8 66.5

Middle latitude network 53.1 56 51.5 54.8 53.0

Low latitude network 74.7 26.4 74.6 33.9 57.5

4.3.3. Tropospheric Estimates

Taking IGS tropospheric products as the reference value, the differences between the
estimated ZTDs and the IGS products were calculated. The stations SOD3, WTZR, and
SPTU were also used to illustrate the estimation accuracy of three different positioning
modes. The ZTD errors are presented in Figure 10. The data gaps in Figure 10 were caused
by missing observations or the reference data. It can be seen that the ZTD estimates present
wider discrepancies as the latitude decreases.

 

Figure 10. The ZTD error series of station SOD3, WTZR, and SPTU estimated with DD processing.
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The RMSE of all the stations is shown in Figure 11. The mean RMSE of each network
and their comparison between different processing modes are shown in Table 8.

 

Figure 11. The RMSE of ZTDs estimated with DD processing.

Table 8. The mean RMSE of ZTDs estimated with DD processing for each network and their
comparison between different processing modes (The positive red and negative green values indicate
the percentage increment and reduction of accuracy, respectively).

Region

System
G (mm) R (mm) G + R (mm) R/G (%) G + R/G (%)

High latitude network 4.70 5.45 4.80 −15.85 −2.08

Middle latitude network 5.63 6.32 5.57 −12.26 +1.06

Low latitude network 7.81 10.33 7.50 −32.24 +4.00

The statistical results show that, in all the three networks, the ZTD estimates of
GLONASS are obviously worse than that of GPS, which are 15.85%, 12.26%, and 32.24%
lower in the high, middle, and low latitude networks, respectively. The accuracy of
GPS+GLONASS in the high latitude network is 2.08% worse than that of GPS but slightly
better in the middle and low latitude networks, about 1.06% and 4.00%, respectively. The
consistency between the estimated results and the IGS products decreases as the latitude
decreases for GPS, GLONASS, and GPS+GLONASS.

4.4. Static PPP Results

The positioning accuracy, the convergence time, and the accuracy of ZTD estimates
with the PPP processing strategy are analyzed.

4.4.1. Positioning Accuracy

Taking IGS daily coordinates as the reference value, the coordinate difference between
the estimated coordinates with PPP and the IGS daily coordinates was calculated. The
coordinate error series of GPS, GLONASS, and GPS+GLONASS modes on N, E, and U
components of SOD3, WTZR, and SPTU are shown in Figure 12.
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Figure 12. The coordinate error series of station SOD3, WTZR, and SPTU estimated with PPP.

As shown in Figure 12, the GLONASS coordinate error series of SOD3 is as steady as
that of GPS, while the coordinate error of WTZR and SPTU estimated with GLONASS ob-
servations is much more dispersed than other estimate modes. In addition, the magnitude
of the error series on U components of three positioning modes at the SPTU station is larger
than at the other stations.

The RMSE of N, E, and U components, together with the 3D RMSE for all the stations,
are shown in Figure 13. The mean RMSE of N, E, and U components, together with the 3D
RMSE for each network, are calculated and listed in Table 9.

Table 9. The mean RMSE of coordinates for each network estimated with PPP and their compari-
son between different processing modes (The positive red and negative green values indicate the
percentage increment and reduction of accuracy, respectively).

Component

System
G (mm) R (mm) G + R (mm) R/G (%) G + R/G (%)

N 2.66 2.30 2.16 +13.62 +18.78
E 3.16 3.13 2.83 +0.87 +10.37
U 6.67 6.86 6.15 −2.83 +7.87
3D 7.92 8.03 7.18 −1.37 +9.35

N 2.97 3.56 3.14 −19.83 −5.63
E 2.64 3.21 2.56 −21.77 +2.99
U 7.54 9.08 7.62 −20.40 −1.03
3D 8.56 10.39 8.69 −21.43 −1.52

N 3.44 3.86 3.48 −12.06 −0.96
E 3.91 4.09 3.14 −4.54 +19.73
U 8.19 8.87 7.23 −8.30 +11.79
3D 9.78 10.52 8.66 −7.58 +11.40
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Figure 13. The RMSE of coordinates of all the stations estimated with PPP.

Figure 13 and Table 9 illustrate the RMSE of coordinates estimated with PPP. The
GLONASS estimated coordinates have comparable accuracy with GPS in the high latitude
network. The accuracies on N and E components are 13.62% and 0.87% better than that of
GPS, but the accuracies on U and 3D components are 2.83% and 1.37% worse than that of
GPS. GPS+GLONASS presents the best coordinate estimates in the high latitude network.
The percentages of improvement over GPS on N, E, and U components are 18.78%, 10.37%
and 7.87%, respectively, and the 3D positioning accuracy is 9.35% better than that of GPS.
GPS stand-alone mode presents the best coordinate estimates except for the E component
in the middle latitude network. The coordinate accuracy on the E component of combined
GPS+GLONASS constellations has an advantage of 2.99% over GPS. The accuracies of
GLONASS on N, E, and U components are worse than that of GPS, at 19.83%, 21.77%, and
20.40%, respectively. The 3D positioning accuracy of GPS+GLONASS is 1.52% lower than
that of GPS. GLONASS shows the worst coordinate estimates among the three positioning
modes in the low latitude network. The 3D positioning accuracy is 7.58% lower than that
of GPS; however, the 3D positioning accuracy improvement of GPS+GLONASS is 11.40%
over GPS. The positioning performance of PPP with different modes in different latitudes
is basically consistent with that of the DD network solutions.

4.4.2. Convergence Time

The convergence time performance of GPS, GLONASS, and GPS+GLONASS process-
ing modes was studied. The criterion of convergence is achieving a positioning error of
less than 1 decimeter on N, E, and U components. The mean convergence time for each
station is shown in Figure 14. The mean convergence time for each network is listed in
Table 10. The results clearly show that the convergence time of GLONASS PPP is distinctly
longer than that of GPS, and the increased percentages are 51.90%, 45.28%, and 105.30%
in the high, middle, and low latitude networks, respectively. Compared with GPS PPP,
GPS+GLONASS processing reduces the convergence time, and the shortened percentages
are 6.11%, 16.57%, and 14.60% in the high, middle, and low latitude networks, respec-
tively. The convergence time gets longer as the latitude decreases for GPS, GLONASS, and

141



Remote Sens. 2022, 14, 4640

GPS+GLONASS positioning modes, and the convergence time of GLONASS in the low
latitude network is obviously longer, up to 49.83 minutes.

 

Figure 14. The convergence time of PPP.

Table 10. The mean convergence time of PPP for each network and their comparison between
different processing modes (The red values indicate the percentage reduction of convergence time
and the green values indicate the percentage increment of convergence time).

Region

System
G (min) R (min) G + R (min) R/G (%) G + R/G (%)

High latitude network 14.26 21.66 13.39 51.90 6.11

Middle latitude network 16.81 24.43 14.03 45.28 16.57

Low latitude network 24.27 49.83 20.73 105.30 14.60

4.4.3. Tropospheric Estimates

The differences between the estimated ZTDs with PPP after convergence and the IGS
products were calculated to obtain the time series and the RMSE of ZTDs. Figure 15 shows
the ZTD error series of station SOD3, WTZR, and SPTU. The RMSE of all the stations is
shown in Figure 16. The mean RMSE of ZTDs for each network and their comparison
between different processing modes are shown in Table 11.

 

Figure 15. The ZTD error series of station SOD3, WTZR, and SPTU estimated with PPP.
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Figure 16. The RMSE of ZTDs estimated with PPP.

Table 11. The mean RMSE of ZTDs estimated with the PPP of each network and their comparison be-
tween different processing modes (The positive red and negative green values indicate the percentage
increment and reduction of accuracy, respectively).

Region

System
G (mm) R (mm) G + R (mm) R/G (%) G + R/G (%)

High latitude network 4.84 5.33 4.59 −10.10 +5.19

Middle latitude network 6.00 6.41 5.58 −6.82 +6.98

Low latitude network 8.23 9.39 7.59 −14.08 +7.79

Figure 15 shows that the ZTD estimates are dispersed as the latitude decreases. From
Figure 16 and Table 11, we can see that the ZTD estimates of GLONASS are less accurate
than that of GPS in all three networks, which are 10.10%, 6.82%, and 14.08% lower in
the high, middle, and low latitude networks, respectively. The addition of GLONASS
will improve the accuracy of tropospheric estimates, and the accuracy improvements are
5.19%, 6.98%, and 7.79% in the high, middle, and low latitude networks, respectively. The
accuracy of estimated ZTDs decreases as the latitude decreases for GPS, GLONASS, and
GPS+GLONASS.

5. Conclusions

It has been more than 10 years since GLONASS restored its full constellation. A solid
understanding of the positioning performance of GLONASS and its contribution to the
multi-GNSS is important in muti-GNSS positioning applications. This paper presents the
performance of GPS, GLONASS, and GPS+GLONASS with both DD network and PPP
processing strategies in different latitude regions. According to the statistical analysis
results of the current study, the following conclusions can be drawn:

1. The data integrity rate of GLONASS is lower than that of GPS;
2. Both GPS and GLONASS have the mean maximum number of visible satellites in

high latitudes; however, the mean elevation angle of GLONASS is higher than that
of GPS;

3. GLONASS has a comparable or even better positioning accuracy than GPS in high
latitude regions, and the coordinates of GPS+GLONASS show the best accuracy;

4. GPS stand-alone mode gets the best positioning accuracy in middle latitude regions, and the
additional GLONASS observations show no positive impact on GPS+GLONASS processing;

5. GLONASS shows the worst accuracy in low latitude regions, but the adding of
GLONASS can improve the positioning accuracy of GPS+GLONASS processing mode
when compared to GPS-only processing mode;

6. The addition of GLONASS will reduce the convergence time and improve the accuracy
of ZTDs for PPP processing in high, medium, and low latitude regions.
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Overall, for high-precision positioning users, GLONASS can be used as a stand-
alone solution in high latitude regions. The inclusion of GLONASS as a combined multi-
GNSS component in high and low latitude areas is advised. The addition of GLONASS
observations is always recommended for PPP users of meteorology information.
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Abstract: Ambiguity resolution (AR) is a core technology that helps to speed up convergence time
and increase positioning accuracy for precise point positioning (PPP), and the performance of PPP-AR
is based on the quality of ambiguity resolution products. Real-time PPP-AR becomes a reality as users
can now obtain publicly accessible real-time observable-specific signal bias (OSB) products from the
Centre National d’Etudes Spatiales (CNES). Therefore, an analysis of the quality of OSB products
and an evaluation of the performance of PPP-AR are required to promote the application of real-time
positioning. For a total of 31 days between day of year (DOY) 121 and 151 in 2021, observation data
were collected from 90 stations, and the OSB products were used to assess the experiments. As for
the quality of the OSB products, the data availability (DA) of the GPS and Galileo satellites was
greater than 97%, whereas that of BDS was less than 60%; the maximum fluctuation value (MAX) and
standard deviation (STD) of the GPS, Galileo, and BDS satellites were 0.045 and 0.012; 0.081 and 0.028;
and 0.292 and 0.085 cycles, respectively. In terms of ambiguity residuals using the OSB products,
the wide-lane (WL) residual percentages within ±0.25 cycles for the GPS, Galileo, BDS-2, and BDS-3
systems were more than 92%, and the narrow-lane (NL) residual percentages within ±0.25 cycles
for the four systems were 92%, 89%, 79%, and 60%, respectively. With regard to the performance
of PPP-AR, the GPS+Galileo solution showed the best performance in the kinematic positioning
mode, in which the mean root mean square (RMS) of positioning accuracy was 1.06, 1.27, and 2.85 cm
for the east (E), north (N), and up (U) components, respectively, and the mean convergence time
reached 9.6 min. In the static positioning mode, the mean convergence times of the GPS-only and
GPS+Galileo solutions were 11.4 min and 8.0 min, respectively, and both of their mean RMS for
positioning accuracy reached 0.79, 0.95, and 1.48 cm for the E, N, and U components, respectively.
However, the addition of BDS did not further enhance the performance of multi-GNSS PPP-AR in
either the kinematic or static positioning mode due to the poor quality of the real-time BDS products.
More importantly, a prediction method was proposed to avoid re-convergence and to enhance the
reliability of PPP-AR in the event of short-time missing real-time OSB products and to improve the
positioning accuracy and the ambiguity fixed rate.

Keywords: real-time; precise point positioning; ambiguity resolution; OSB products

1. Introduction

One method utilized by the global navigation satellite system (GNSS) to accomplish
high-precision positioning is known as precise point positioning (PPP) [1], which has many
advantages, including the need for only one receiver configuration as well as its flexible
operation and wide-area application. To achieve centimeter-level positioning, PPP requires
a convergence time of around 30 min, which makes it challenging to meet user demands in
real time and severely restricts the marketing of PPP technology applications. Therefore,
PPP ambiguity resolution (AR) technology has been suggested as a solution to the PPP
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convergence problem. The single-difference (SD) between satellites approach was first
suggested by Ge et al. in 2008. The main idea was to estimate uncalibrated phase delay
(UPD) products using the fractional portions of the float wide-lane (WL) and narrow-lane
(NL) ambiguities. According to their experimental findings, more than 80% of the SD
ambiguities from 450 stations over 14 days were fixed under the data test, and the posi-
tioning accuracy was increased by 30% in comparison to the float solution [2]. Meanwhile,
the integer recovery clocks method and the decoupled clock model were proposed by
Laurichese et al. [3,4] and Collins et al. [5,6], respectively, from the perspective of satellite
clocks. Using the products provided by these methods, PPP-AR can also be implemented at
the user end. Through theoretical derivation and a large amount of data analysis, Geng et al.
and Shi et al. verified the equivalence of the three ambiguity resolution processes and the
positioning performance [7,8]. The above and related studies enabled the implementation
of PPP-AR, effectively shortening the convergence time and enhancing the positioning
accuracy [9,10]. As a result, different forms of post-ambiguity resolution products have
been released to users by several analysis centers. Chen et al. conducted an analysis of
the performance of PPP-AR based on various ambiguity resolution products and demon-
strated that these products could significantly increase positioning accuracy and reduce
convergence times; however, the positioning performance varied, which suggests that the
usefulness of ambiguity resolution products plays a role in PPP-AR performance [11].

The abovementioned research results indicate that PPP-AR technology can, to a certain
extent, address the shortcomings of traditional PPP; however, these analyses were based
on the post-processing mode. Various academics have conducted extensive studies on
real-time PPP, including studies on the accuracy of real-time satellite orbit and clock offset
products, the positioning performance of real-time PPP, real-time PPP for time transfer
or tropospheric delay retrieval, and more [12–19]. Their findings have shown that real-
time satellite orbit and clock offset products can be accurate enough to satisfy user needs,
and real-time PPP positioning performance can achieve centimeter-level accuracy after
convergence [13,16–19]. However, for the kinematic mode, the four-system positioning still
requires longer than 15 min to converge to 0.1, 0.1, and 0.2 m for the east (E), north (N), and
up (U) components, respectively [19]. Moreover, El-Mowafy presented a method that can
guarantee real-time PPP with a 3D accuracy of less than a decimeter while real-time satellite
orbit and clock offset products are unavailable [20]. With the demand for real-time AR
products from users, CNES currently broadcasts real-time observable-specific signal bias
(OSB) products to the world with open access, which allows for the user implementation
of PPP-AR. However, there are a number of issues with real-time PPP-AR technology,
including the inferior precision of real-time products compared to post-products, missing
or outage real-time OSB corrections, etc. Thus, it is important to evaluate the quality of
real-time OSB products and their performance in PPP-AR positioning in order to promote
the application of real-time PPP.

In this contribution, the data quality of real-time multi-GNSS OSB products from CNES
and the performance of the real-time PPP-AR were evaluated. In Section 2 of this paper,
a dual-frequency mathematical model for PPP-AR based on OSB products is introduced.
Then, in Section 3, the quality of the OSB products are analyzed using three metrics, the
positioning accuracy and convergence time of the real-time PPP-AR are evaluated using
various system combinations and positioning modes, and a method that can effectively
avoid the interruption of short-term OSB products is validated. Finally, the conclusions
are summarized.

2. Methodology

The dual-frequency ionosphere-free PPP model is first introduced in this section. Then,
a method for recovering the integer features of ambiguities using OSB products is described.
Finally, an AR method for an ionosphere-free combination is given.
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2.1. Dual-frequency Ionosphere-Free PPP Model

The effects of first-order ionospheric delay can be removed using the dual-frequency
ionosphere-free (IF) observation. The following are expressions for the code and carrier
phase IF observations (Ps

r,IF and Ls
r,IF, respectively) at a specific epoch:{

Ps
r,IF = ρs

r + tr − ts + Tr + (α12br,1 + β12br,2)−
(
α12bs

1 + β12bs
2
)
+ es

r,IF
Ls

r,IF = ρs
r + tr − ts + Tr + (α12Br,1 + β12Br,2)−

(
α12Bs

1 + β12Bs
2
)
+ λIF Ns

r,IF + εs
r,IF

(1)⎧⎨⎩ λIF Ns
r,IF = α12λ1Ns

r,1 + β12λ2Ns
r,2

α12 =
f 2
1

f 2
1 − f 2

2
, β12 = − f 2

2
f 2
1 − f 2

2

(2)

where s and r denote the satellite and receiver, respectively; ρs
r is the geometric distance

between the satellite and the receiver (m); tr and ts are the receiver and satellite clock (m),
respectively; Tr is the slant tropospheric delay (m); br,i and bs

i are the code hardware delay
of the receiver and the satellite (m), respectively; Br,i and Bs

i are the phase hardware delay of
the receiver and the satellite (m), respectively; fi is the frequency; λIF is the IF wavelength;
Ns

r,IF is the IF ambiguity (cycle); es
r,12 and εs

r,12 represent the sum of the measurement noises
and the multipath effects for the code and carrier phase IF observations (m), respectively.

The satellite clock (ts) in the PPP model is corrected using the clock offset products.
Currently, the clock offset products are estimated via the IF combination, which causes the
code IF hardware delay to be absorbed by the generated clock offset [21–23]. Therefore,
the relationship between the clock offset products (ts

IF) and the satellite clock (ts) can be
expressed as follows:

ts
IF = ts + (α12bs

1 + β12bs
2) (3)

By combining Equations (1) and (3), the linearized IF combined function model can be
obtained as follows:{

ps
r,IF = μs

r·x + tr,IF − ts
IF + Tr + es

r,IF
ls
r,IF = μs

r·x + tr,IF − ts
IF + Tr + λIF N̂s

r,IF + εs
r,IF

(4)

where ps
r,IF and ls

r,IF denote the observed minus computed (OMC) IF observations of the
code and carrier phase, respectively; μs

r is the unit vector from the receiver to the satellite,
and x is the coordinate of the estimated parameter. The receiver clock will absorb the code
hardware delay of the receiver, which can be represented by the following expression:

tr,IF = tr + (α12br,1 + β12br,2) (5)

Since the code and carrier phase observations in the PPP model share the same receiver
clock parameter, where the parameter is based on the code observation, the code hardware
delay will be added to the carrier phase observation [24,25]. Thus, the estimated ambiguity
absorbs both the code and phase hardware delays, which can be written as follows:

N̂s
r,IF = Ns

r,IF + [α12(Br,1 − Bs
1 + bs

1 − br,1) + β12(Br,2 − Bs
2 + bs

2 − br,2)]/λIF (6)

where N̂s
r,IF and Ns

r,IF represent the float and integer ambiguities, respectively. The integer
feature of the IF ambiguity (Ns

r,IF) is destroyed, as can be seen from the equation above.
Therefore, the integer feature for the IF ambiguity should first be recovered before PPP-AR.

2.2. Method for Recovering the Integer Feature of Ambiguity

The same function model between the server and the user is required for traditional
AR products, which significantly limits the application of the AR products. With the
development of AR technology, Laurichesse et al. proposed the use of undifferenced and
uncombined OSB products, which comprise both code bias and phase bias [26]. Based
on these OSB products, a variety of function models can be used by users to conduct
single-frequency or multi-frequency PPP-AR, which helps to meet the current demand for
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multi-frequency, multi-system, and multi-model PPP-AR. By directly utilizing the OSB
products in the code and phase observations, the satellite’s code and phase hardware delays
can be corrected. The following is an expression for the dual-frequency code bias (b

s
1 and

b
s
2) and phase bias (Bs

1 and Bs
2) products [27]:(

b
s
1

b
s
2

)
=

(
β12
(
bs

1 − bs
2
)

−α12
(
bs

1 − bs
2
)),

(
Bs

1
Bs

2

)
=

(
α12bs

1 + β12bs
2 − Bs

1
α12bs

1 + β12bs
2 − Bs

2

)
(7)

Since there is one code and phase bias for every code and phase observation, respec-
tively, it is only necessary to add the OSB products directly to the raw observations when
they are being employed. Additionally, the IF code and phase biases are formed, which can
be expressed as follows:{

b
s
IF = α12b

s
1 + β12b

s
2 = 0

Bs
IF = α12Bs

1 + β12Bs
2 = α12bs

1 + β12bs
2 − α12Bs

1 − β12Bs
2

(8)

When b
s
IF and Bs

IF are combined with Equation (1), the new IF ambiguity can be stated
as follows:

N̂s
r,IF = Ns

r,IF + [α12(Br,1 − br,1) + β12(Br,2 − br,2)]/λIF (9)

Because of the negative impact of the code and phase hardware delays on the receiver,
the IF ambiguity still does not have the integer feature. Usually, the SD between satellites
can be used to eliminate the negative impact of the receiver, and the IF-SD ambiguity will
recover the integer feature.

2.3. PPP-AR Process

The integer wide-lane (WL) and float narrow-lane (NL) ambiguities can be used to
decompose the IF ambiguity in the IF combination, which translates as follows:

N̂s
r,IF =

(
f2

f1 + f2
λWLNs

r,WL + λNLN̂s
r,NL

)
/λIF (10)

where Ns
r,WL is the integer WL ambiguity; N̂s

r,NL is the float NL ambiguity; and λWL and λNL
are the wavelengths of the WL and NL ambiguities, respectively, which can be formulated
as follows: {

λWL = C
f1− f2

λNL = C
f1+ f2

(11)

where c denotes the speed of light.
The float NL ambiguity can be derived from Equation (10) when the float WL ambi-

guity is correctly fixed; the float WL ambiguity can be calculated through the Melbourne–
Wübbena (MW) combination and fixed using the rounding method [2]. Then, the float WL
and NL ambiguities can be summarized as follows:⎧⎨⎩ N̂s

r,WL =
( Ls

r,1
λ1

− Ls
r,2

λ2
− λ2Ps

r,1+λ1Ps
r,2

λWL(λ2+λ1)

)
N̂s

r,NL =
λIF N̂s

r, IF
λNL

− λ1 Ns
r, WL

λ2−λ1

(12)

The WL ambiguity is affected by measurement noise and observation errors to a lesser
extent due to its long wavelength, and it can be calculated with high accuracy using multi-
epoch smoothing [28]. As a result, the rounding method can be used to fix it directly [2].
On the contrary, the float NL ambiguities from different satellites in the PPP model are
highly correlated; hence, the LAMBDA method should be used for fixing. After inserting
the fixed WL and NL ambiguities into (10), the fixed IF ambiguities are obtained. Then,
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a virtual observation is employed to constrain the filtering state, and the fixed solution
is obtained.

It is important to note that when using the MW combination to obtain the float WL
ambiguity, the antenna phase center correction of the receiver and satellite must be taken
into account [29,30]. The formula is as follows:

N̂s
r,WL =

(
Ls

r,1 + zs
r,1

λ1
− Ls

r,2 + zs
r,2

λ2
− λ2·(Ps

r,1 + zs
r,1) + λ1·(Ps

r,2 + zs
r,2)

(λ2 + λ1)·λWL

)
(13)

{
zs

r,1 = zr,1· sin θs
r − zs

1
zs

r,2 = zr,2· sin θs
r − zs

2
(14)

where zr,1 and zr,2 are the vertical phase center offsets of the receiver antenna for the two
frequencies, and similarly, zs

1 and zs
2 are those of the satellite antenna. θs

r denotes the
elevation angle of the satellite s with respect to the receiver r.

3. Real-Time PPP-AR Performance

In this section, we will first introduce the experimental data and processing strategies.
Then, the quality of the real-time OSB products is analyzed. In addition, the performance of
various PPP-AR combinations and modes based on the OSB products is assessed. Finally,
a prediction method is proposed to effectively avoid the influence of short-term missing
OSB products.

3.1. Data and Strategy

The post-store OSB products from day of year (DOY) 121 to 151 in 2021 were down-
loaded from http://www.ppp-wizard.net/products/REALTIME/ (accessed on 2 August
2022) to make it easier to analyze the real-time OSB products and PPP-AR.

The details of the dual-frequency and multi-GNSS real-time OSB products from CNES
as of DOY 151 in 2021 are displayed in Table 1. It should be noted that the code bias was
stable during the day [31]; therefore, the code bias was not analyzed.

Table 1. OSB product information provided by CNES.

System Frequency Number Frequency Type Code Bias Phase Bias

GPS
1 L1 C1C C1P C1W L1C
2 L2 C2C C2S C2L C2X C2W L2W

GLONASS
1 G1 C1C C1P
2 G2 C2C C2P

Galileo
1 E1 C1C L1C
2 E5a C5Q L5Q

BDS
1 B1I C2I L2I
2 B3I C6I L6I

Note: The sampling interval of post-store OSB products was 30 s. The “Frequency Number” only represents the
index of the frequency for each system, which is convenient for the description below.

Figure 1 depicts the distribution of the 90 Multi-GNSS Experiment (MGEX) stations
used to perform the PPP float solution and PPP-AR around the globe. These stations can
receive GPS, Galileo, and BDS dual-frequency signals. The experiment time was from
DOY 121 to 151 in 2021, which is a total of 31 days. To fully evaluate the real-time PPP-AR
performance with different satellite systems, several combinations of static and kinematic
positioning experiments were carried out. The combinations were as follows: 1) GPS-only;
2) GPS+Galileo; 3) GPS+Galileo+BDS. In the experimental analysis, incomplete observa-
tional data or data that did not pass quality checks (including detection, identification, and
adaption (DIA) [32,33] and the Inter Quartile Range (IQR) method [34]) were excluded,
where the excluded data were about 4% of the total data.
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Figure 1. The 90 globally distributed MEGX stations used for the PPP-AR experiment.

All the PPP and PPP-AR experiments were performed with in-house software based
on the secondary development of GAMP [35]. The phase windup was applied by the phase
polarization effects. For the GPS L1/L2, Galileo E1/E5a, and BDS B1I/B3I frequencies, the
igs14.atx file was utilized to correct the satellite phase center offset (PCO) and phase center
variation (PCV); the receiver PCO and PCV of GPS were used for Galileo and BDS because
those of Galileo and BDS were unavailable. It should be noted that the satellite orbit, clock
offset, and OSB products from CNES were used in PPP-AR. The elevation and observable
arc were used to define which ambiguity subsets should be employed, and the ratio test
and bootstrapping success rate were used to validate whether the fixed subsets could be
trusted. The detailed strategy for positioning is summarized in Table 2.

Table 2. Parameters for PPP configurations.

Parameter Configurations

Estimator Extended Kalman filter
Observations model Ionosphere-free combinations

Frequency GPS: L1/L2 Galileo: E1/E5a BDS: B1I/B3I

Observation weighting 0.3 m and 0.003 m for GPS/Galileo/BDS code and
phase, respectively

Sampling rate and cutoff angle 30 s and 7◦
Orbits and clocks Real-time products from CNES

Code and phase biases Corrected with the OSB products from CNES

Station coordinate Kinematic mode: white noise
Static mode: constant

Receiver clock Estimated as white noise for each system

Tropospheric delay A priori troposphere delay: Saastamoinen model [36]
Zenith wet tropospheric delay: estimated as a random walk

AR validation Bootstrapping success rate threshold: 95%
Ratio test threshold: 2.0

3.2. Quality Analysis of Phase Bias

The two key metrics for analyzing the quality of real-time OSB products are data
availability (DA) and stability, where DA can be defined as the ratio of available epochs to

152



Remote Sens. 2022, 14, 4970

all epochs in a day. Figure 2 displays the DA results for the GPS, Galileo, and BDS satellites
based on the mean DA of each satellite at two frequencies during a period of 31 days. As
can be observed, all GPS and Galileo satellites had a DA of more than 90%, whereas the
majority of BDS satellites had DAs of less than 60%. The major reason for the inferior DAs
of BDS satellites can be inferred as the subpar quality of the real-time satellite orbit and the
offset products for BDS [37,38], which hinder the generation of the phase bias products in
real time.

Figure 2. Mean DA of GPS (left), Galileo (middle), and BDS (right) satellites.

The mean DA of each satellite for each system is displayed in Table 3, which numeri-
cally reflects the DA of each system. Since frequency 1 and frequency 2 are two frequencies
that are utilized to estimate the clock offset products of each system [39], the DAs of fre-
quency 1 and frequency 2 are almostsame for each system. The overall DAs of the GPS
and Galileo satellites were greater than 97%, while that of the BDS satellites was smaller
than 50%. In conclusion, although real-time PPP-AR can be implemented using the OSB
products, a consistent and reliable real-time PPP-AR service cannot be guaranteed due to its
unstable DA, particularly in the case of BDS satellites. Therefore, a critical issue for real-time
PPP-AR is how to avoid or weaken the influence of the absent phase bias products.

Table 3. Overall DA of GPS, Galileo, and BDS satellites.

System Frequency 1 Frequency 2

GPS 97.6% 97.6%
Galileo 98.8% 98.8%

BDS 49.5% 49.5%
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The maximum fluctuation value (MAX) and standard deviation (STD), where MAX
is the absolute value of the difference between the maximum and minimum phase biases
within one day, can be applied to evaluate the stability of real-time OSB products. Given
that the results for the two frequencies were nearly identical, the 31-day data were counted
to obtain the mean MAX and STD of frequency 1 for each satellite; the results are shown in
Figure 3. With the exception of G01 and G21, all other GPS satellites had MAX and STD
values that were better than 0.08 and 0.025 cycles, respectively. The MAX and STD of Galileo
were only marginally inferior to those of GPS, with values at around 0.12 and 0.05 cycles,
respectively. Apart from C07, C13, and C24, the MAX and STD of the remaining BSD
MEO and IGSO satellites were approximately 0.15 and 0.05 cycles, respectively, whereas
the MAX and STD of the GEO satellites were noticeably greater than those of the other
satellites, exceeding 0.5 and 0.2 cycles, respectively. This was due to the fact that the quality
of the satellite orbit and clock offset products for GEO satellites is poorer than that for MEO
and IGSO satellites, leading to more satellite orbit and clock offset errors being absorbed
by the phase bias. It is worth mentioning that the MAX and STD trends for each satellite
were consistent, indicating that fewer outliers were included in the phase bias, which is
beneficial to achieving a more robust PPP-AR performance.

Figure 3. Mean MAX and STD of GPS (top), Galileo (middle), and BDS (bottom) satellites for
frequency 1.

Similarly, the mean MAX and STD values of each system were calculated in order to
depict the overall stability of each system numerically; the results are displayed in Table 4.
The MAX and STD of the GPS, Galileo, and BDS systems were 0.045 and 0.012; 0.081 and
0.028; and 0.292 and 0.085 cycles, respectively, among which the BDS system was obviously
inferior to the GPS and Galileo systems.
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Table 4. Overall MAX and STD of GPS, Galileo, and BDS satellites.

System
(Units: Cycles)

Frequency 1 Frequency 2

MAX STD MAX STD

GPS 0.045 0.012 0.045 0.012
Galileo 0.081 0.028 0.083 0.028

BDS 0.292 0.085 0.293 0.085

3.3. Distribution of Ambiguity Residuals Using OSB Products

One of the criterion indices for evaluating the quality of AR products is the distribution
of ambiguity residuals [40,41]. The ambiguity should be close to an integer after applying
the OSB product to conduct the SD between satellites; the rounding method can be utilized
to determine the closest integers. The residuals denote the difference between the float
values and the closest integers for the SD ambiguities, and these are specifically expressed
as follows:

Residual = ΔN̂s
r − rounding

(
ΔN̂s

r
)

(15)

where ΔN̂s
r denotes the SD float ambiguity. The converged float ambiguities were used in

these statistics to reduce the negative effects of other errors. Furthermore, the BDS system
was separated into BDS-2 and BDS-3 for statistical analysis in this subsection.

The WL and NL residual distributions for GPS, Galileo, BDS-2, and BDS-3 were
plotted using the same 31-day data; they are illustrated in Figure 4, while the specific
values are shown in Table 5. It can be seen from the figure that besides the NL residual
distribution of the BDS-3, the WL and NL residual distributions for the four systems
followed a normal distribution. Regarding the WL residuals for the four systems, the
residual percentages within ±0.15 cycles were 83%, 84%, 86%, and 90%, respectively, and
those within ±0.25 cycles were greater than 92%. As for the NL residuals, the residual
percentages within ±0.25 for the GPS and Galileo systems were 92% and 89%, which were
considerably better than those of 79% and 60% for BDS-2 and BDS-3, respectively. Inferior
satellite orbit and clock offset products, model residuals, and other factors can be blamed
for the poor NL residuals of BDS-2 and BDS-3. It is evident that the ambiguity residuals of
GPS showed the best performance, while those of Galileo were slightly worse than those
of GPS; those of BDS-2 and BDS-3 were the worst, which is consistent with the quality
analysis of the OSB products. Considering the DA, MAX, STD, and ambiguity residuals, it
can be concluded that the positioning accuracy and convergence time will be impacted by
BDS when performing multi-GNSS PPP-AR based on the OSB products.

Figure 4. WL (top row) and NL (bottom row) residual distributions for GPS (red left column),
Galileo (green left column), BDS-2 (light blue right column), and BDS-3 (navy blue right column).

155



Remote Sens. 2022, 14, 4970

Table 5. WL and NL residual statistic results for the four systems.

System
WL NL

With ± 0.15 With ± 0.25 With ± 0.15 With ± 0.25

GPS 82.8% 95.8% 80.4% 92.1%
Galileo 84.3% 92.3% 74.3% 88.7%
BDS-2 85.7% 95.9% 61.5% 79.0%
BDS-3 89.3% 97.2% 39.8% 60.1%

3.4. Performance Analysis of PPP-AR

The convergence of real-time positioning is defined as having positioning errors in the
east (E), north (N), and up (U) components smaller than 10 cm for 10 consecutive epochs.
After convergence, the root mean square (RMS) of the ENU components represents the
positioning accuracy, where the reference coordinates for each station are obtained from
the IGS weekly solutions.

The average kinematic positioning accuracy results for the three combinations at
14 typical stations during the 31-day period are shown in Figure 5, where the float and fixed
solutions are represented in the figure by the white diagonal and solid lines, respectively.
The positioning accuracy of PPP-AR, especially for GPS-only solutions, is greatly increased
when compared to that of float solutions, as can be seen in the figure. The mean positioning
accuracy results of the kinematic and static PPP solutions for the three combinations were
calculated using data from the 90 stations over 31 days to further reflect the improvement
of PPP-AR in positioning accuracy; the results are given in Table 6.

Figure 5. Statistical diagram of mean 31-day kinematic results from 14 stations for the GPS-only
(top), GPS+Galileo (middle), and GPS+Galileo+BDS (bottom) solutions (white diagonal line—float
solution; solid line—fixed solution).
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Table 6. Statistical results for the kinematic and static position accuracy of the three combinations.

Mode System
Float (cm) Fixed (cm)

Fixed Rate
E N U E N U

Kinematic
G 2.44 2.03 4.13 1.15 (53%) 1.38 (32%) 3.14 (24%) 97.8%

GE 1.90 1.64 3.46 1.06 (44%) 1.27 (23%) 2.85 (17%) 98.5%
GEC 1.89 1.64 3.43 1.06 (44%) 1.27 (22%) 2.85 (17%) 98.3%

Static
G 1.42 1.14 1.73 0.79 (44%) 0.95 (16%) 1.48 (15%) 98.8%

GE 1.18 1.09 1.61 0.78 (34%) 0.94 (14%) 1.42 (12%) 98.7%
GEC 1.18 1.09 1.59 0.77 (34%) 0.94 (14%) 1.41 (11%) 98.3%

When comparing the float solution in the GPS-only, the kinematic positioning accuracy
of PPP-AR improved by 53%, 32%, and 24% (from 2.44, 2.03, and 4.13 cm to 1.15, 1.38, and
3.14 cm) for the E, N, and U components, respectively; on the other hand, it improved by
44%, 16%, and 15% (from 1.42, 1.14, and 1.73 cm to 0.79, 0.95, and 1.48 cm) for the E, N, and
U components, respectively, in the static mode. With respect to the GPS+Galileo solution,
the kinematic and static fixed solutions for the E, N, and U components improved from
1.90 to 1.06, 1.64 to 1.27, and 3.46 to 2.85 cm, and from 1.18 to 0.78, 1.09 to 0.94, and 1.61 to
1.42 cm, respectively. As demonstrated above, PPP-AR enhanced the positioning accuracy,
most notably for the E component, while the GPS+Galileo solution improved both the float
and fixed solutions to a certain extent in comparison to the GPS-only solution, particularly
in the kinematic mode. However, the improvement in positioning accuracy was limited
after the BDS satellites were involved in the PPP solutions; this can be attributed to the
inferior quality of the DA of the BDS OSB products, which resulted in the participation of
only a few BDS satellites in positioning. Meanwhile, the real-time satellite orbit and clock
offset products for the BDS satellites were inaccurate, and the positioning accuracy could
not be effectively improved under equal weight processing for all systems in this study.
To summarize, in kinematic mode, the positioning accuracy of the float solutions after
convergence reached about 2, 2, and 4 cm for the E, N, and U components, respectively,
while the fixed solutions further improved the positioning accuracy to 1, 1, and 3 cm for the
E, N, and U components, respectively. In static mode, the fixed solution improved the float
solution from 1~2 cm to 7~9 mm for the E and N components, while the U component was
greater than 1.5 cm. The mean ambiguity fixed rates for the kinematic and static modes of
the three combinations were more than 97%.

Using the same data from 90 stations over 31 days, the kinematic and static conver-
gence time results for the three combinations were counted using a frequency histogram,
where the white diagonal and solid lines represent the convergence times for the float
and fixed solutions, respectively. Each panel in Figure 6 represents the convergence time
of the float solutions after promotion to fixed solutions; they are divided into the mean
convergence time, the 10 min convergence ratio, the 20 min convergence ratio, and the
30 min convergence ratio. Since 10 epochs were used for MW smoothing in this study, the
statistical analysis of convergence time was started after 5 min.

The mean convergence time of the kinematic and static float solutions for the GPS-only,
GPS+Galileo, and GPS+Galileo+BDS solutions were 28.8, 19.7, and 20.4 min and 18.9,
14.7, and 15.0 min, respectively, while the results of the fixed solutions were 16.8, 9.6, and
9.89 min and 11.4, 8.0, and 8.1 min, respectively. The figure shows that the portion of each
convergence period for the GPS+Galileo solution was higher than that of the GPS-only
solution, especially at 10 min. This is because the satellite space geometry configuration is
improved when more satellites are involved in PPP-AR. However, the convergence time of
the GPS+Galileo and GPS+Galileo+BDS solutions was almost the same because the BDS
real-time products were of poor accuracy and were frequently missing. To summarize, the
convergence time of the fixed solution was much faster than that of the float solution for
each convergence period, which demonstrates the effectiveness of PPP-AR in increasing
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the speed of convergence; in addition, the multi-GNSS PPP-AR further hastened the
convergence time.

Figure 6. Mean convergence time of the kinematic (top row) and static (bottom row) solutions for
the GPS-only (red left column), GPS+Galileo (green middle column), and GPS+Galileo+BDS (blue

right column) systems (white diagonal line—float solution; solid line—fixed solution).

3.5. Dealing with the Missing Phase Bias

It should be pointed out that during the statistical analysis of positioning accuracy and
convergence time, we found a problem where all stations re-converged in some periods—as
shown in Figure 7, where the float and fixed solutions are represented in black and red,
respectively—which greatly reduced the reliability of real-time PPP-AR services.

After the data analysis, it was found that this was mainly due to the missing real-time
OSB products. Therefore, a polynomial fitting method was proposed to compensate for
the temporary absence of the OSB products, which utilized the previous data in order to
guarantee that the positioning result was reliable. The polynomial fitting method can be
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applied to fit an n-order polynomial based on k known values, allowing for the value at the
next epoch to be predicted, which can be expressed as follows:

ϕi = a0 + a1(ti − t0) + a2(ti − t0)
2 + . . . + an(ti − t0)

n, (i = 1, 2, 3, . . . , k; k > n + 1) (16)

where n represents the fitting order (second-order fitting was adopted in this study); ai
denotes the i-order fitting coefficient; t0 and ti represent the time of fitting and interpolated
values, respectively; and ϕi represents the interpolated values.

Figure 7. The kinematic positioning errors at the same 14 stations in Figure 5 for the GPS-only system
from DOY 121 to 151 in 2021 (black—float solution; red—fixed solution).

By substituting the k values into Equation (16) to perform polynomial fitting and using
the least square method to obtain the coefficient of the polynomial, the polynomial can be
employed to predict the missing value. It should be noted that the principle of the OSB and
UPD is the same, and they can be converted into each other [42,43]. The missing phase bias
products were only predicted within 15 min in this study because it has been demonstrated
that the NL UPD products are stable within 15 min [2].

For instance, on DOY 138 in 2021, the phase bias products of all satellites were missing
from 4:00:30 to 4:01:30 and from 11:43:00 to 11:44:30; the positioning errors at ALIC are
plotted in Figure 8, where the upper figure represents the original results, and the lower
figure represents the results using the proposed method. In comparison to the original
positioning results, the compensated positioning results showed restored reliability while
simultaneously avoiding re-convergence. Of course, the positioning accuracy and ambigu-
ity fixed rate were also improved. It should be mentioned that the performance analysis in
Section 3.4 was based on the method in Section 3.5.
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Figure 8. Kinematic positioning errors at ALIC for GPS-only on DOY 138 in 2021.

4. Discussion

In this study, it can be seen that the BDS system still plays an auxiliary role in multi-
GNSS PPP, although the visible BDS satellite number is very considerable. The main factors
affecting the PPP performance are the accuracy and stability of precise orbit, clock, and OSB
products. In fact, the quality of the OSB products depends on the upstream orbit and clock
products. The average influence of GFZ real-time orbit error on NL UPD was from 0.06 to
0.78 cycles for four different GNSS systems [44]. In terms of CNES real-time orbit products,
the 3D orbit RMS error is typically 5, 10, 18, 18, and 36 cm for GPS, GLONASS, Galileo, BDS
MEO, and IGSO satellites, respectively [45]; the BDS orbit error was obviously higher than
that of GPS. As a result, the effective solution for improving the BDS PPP ambiguity fixed
rate is to reduce the effects of orbital errors. Estimating OSB products that can compensate
for the BDS real-time orbit error may be a feasible solution in our future work.

Moreover, the stochastic model setting is also a vital point for multi-GNSS positioning
as the errors of precise products vary in different GNSS systems or in different satellites
ofthe same system. The errors of the CNES real-time orbit, clock, and OSB products were
unknown, and equal weight was thus set for all satellite systems in this study. Therefore,
due to the low quality of the BDS real-time products currently provided by CNES, the
positioning accuracy became even worse after jointing the BDS into GPS PPP. Consequently,
the integrity monitoring of satellite precise products is very important for a reliable real-
time PPP service [46,47]. In addition, the post-store real-time precise products from CNES
were used in this study, which prevented the possible communication delay in real-time
applications. The extrapolated orbit and clock offset should be used when a communication
delay occurs, which would allow the performance of PPP to drop rapidly. However, the
extrapolation error will be different for different GNSS systems and different satellites [48].
This should also be considered in the stochastic model setting for multi-GNSS real-time
PPP applications.

5. Conclusions

As a key product for real-time PPP-AR, real-time OSB products are currently broad-
casted by CNES. Based on the dual-frequency ionospheric-free observation model, the
integer feature of ambiguity was recovered by using the OSB products and PPP-AR could
be performed. The quality of the OSB products was analyzed, and the performance of the
dual-frequency PPP-AR was evaluated. The experimental results showed that:

(1) The mean DA of the GPS and Galileo satellites was above 97% according to the
31-day statistical analysis of the OSB products, whereas that of BDS was less than 60%. The
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mean MAX and STD of the GPS, Galileo, and BDS satellites were 0.045 and 0.012; 0.081 and
0.028; and 0.292 and 0.085 cycles, respectively. By analyzing the residual distribution of the
OSB products, the WL residual percentages within ±0.25 cycles for the GPS, Galileo, BDS-2,
and BDS-3 satellites were found to be more than 92%, while the NL residual percentages
within ±0.25 cycles for the four systems were 92%, 89%, 79%, and 60%, respectively.
Considering the DA, MAX, STD, and ambiguity residuals, we concluded that the reliability
of PPP-AR, including the BDS system, may not be guaranteed using the OSB products from
CNES, especially for BDS-3. In fact, the experiment described in this paper also confirmed
that the advancement of positioning accuracy was constrained after BDS satellites had been
incorporated into multi-GNSS PPP-AR.

(2) Due to the accuracy restrictions of real-time products, real-time PPP-AR cannot
greatly increase positioning accuracy; however, it can dramatically speed up convergence
time. In the kinematic mode, the GPS+Galileo fixed solution reduced the mean convergence
time from 19.7 to 9.6 min and increased the convergence ratio within 10 min from 22.2% to
70.2% when compared to the float solution. After convergence, the positioning accuracy of
the GPS+Galileo float solution reached about 2, 2, and 4 cm for the E, N, and U components,
respectively, while that of the GPS+Galileo fixed solution was further enhanced to 1, 1, and
3 cm for the E, N, and U components, respectively. In the static mode, the overall fixed
solution improved the float solution from 1~2 cm to 7~9 mm for the E and N components,
and the U component was better than 1.5 cm. The mean convergence times of the GPS-only
and GPS+Galileo solutions were 11.4 min and 8.0 min, respectively. The mean ambiguity
fixed rates for the kinematic and static modes for the three combinations were more than
97%. In conclusion, the GPS+Galileo solution showed the best performance in the kinematic
mode when using the OSB products from CNES, while the GPS-only solution can achieve
almost the same performance as the GPS+Galileo solution in the static mode.

(3) A prediction method was proposed to compensate for the short-term missing OSB
products, and our experiment showed that the positioning results were more reliable and
avoided re-convergence.
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Abstract: With the continuous development of the Global Navigation Satellite System (GNSS), the
calculation theory and strategy of the global Satellite Clock Bias (SCB) tends to be mature. However,
in some eventualities with restricted conditions, the calculation and application of the global SCB
are limited; hence, the application of regional SCB is derived. This paper focuses on the quality of
regional SCB products in different regions, calculates three groups of regional SCB products, and
analyzes their properties and application effects. We expand the double-differenced assessment
method for SCB and extend satellite clock accuracy assessment to regional satellite clock products.
Additionally, the Regional Effect Bias (REB) is introduced to analyze the influence of the relative
position of satellite geometry on the SCB products due to the regional effects. The conclusions are as
follows: (1) In low-latitude regions, SCB products have a high degree of completeness and a large
number of satellite observations, which is conducive to expanding the positioning application range
of regional SCB; (2) the low-latitude regions SCB will be affected by ionospheric activity, and the
accuracy will be slightly lower than that of satellite clocks deviation in mid-latitudes; (3) in this paper,
the REB in this area is in the level of 10−7. The experiment displays the result that the values of REB
in low-latitude areas are larger, leading to fluctuated Precise Point Position (PPP) results. However,
there are fewer stations in the mid-latitude regions, which will also affect the accuracy of PPP; (4) the
accuracy of the positioning results of the regional satellite clock deviation in the Chinese region is
higher than that of the global clock.

Keywords: precise point positioning; clock estimation; station network

1. Introduction

After the great success of the Global Positing System (GPS) and Russian Global’naya
Navigatsionnaya Sputnikova Sistema (GLONASS), Europe and China have established
the Galileo Satellite Navigation System (Galileo) and BeiDou Navigation Satellite System
(BDS) separately. In addition to the above four Global Navigation Satellite Systems (GNSS),
India and Japan have also established their regional satellite systems, namely, the Indian
Regional Navigation Satellite System (IRNSS) and Quasi-Zenith Satellite System (QZSS).
The construction of China’s BeiDou satellite navigation system is based on a three-step
strategy. The BeiDou-1 system (BDS-1) was completed at the end of 2000 to provide services
to the east Asia region; the BeiDou-2 system (BDS-2) was completed at the end of 2012 to
provide services to the Asia-Pacific region, and the BeiDou-3 system (BDS-3) was completed
in 2020 to provide services to the globe.

The compensation of Satellite Clock Biases (SCB) is an important part of GNSS high-
precision data processing. Currently, several Analysis Centers (ACs) around the world
provide a variety of GNSS clock bias products, e.g., post-processing SCB products, which
play a key role in Positioning, Navigation, and Timing (PNT) [1]. The application of post-
processing PPP in scientific research includes geodesy, atmospheric monitoring [2], and
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plate drift monitoring [3]. In recent years, with the improvement of ultra-rapid satellite
orbit accuracy, orbit determination accuracy has met the need for real-time positioning [4].
With the expanded real-time application scenario, the real-time precise point positioning
(RT-PPP) technology based on the real-time clock [5–8] has been applied in vehicle navi-
gation [9], autonomous driving, aerial triangulation [10], time transfer [11], deformation
monitoring [12], and other fields. Therefore, real-time SCB has become an important
research area.

The International GNSS Service (IGS) usually uses fixed orbits and known station
coordinates to calculate the post-processing SCB, and the posterior SCB accuracy can
reach 0.1 ns [13]. Some ACs use Orbit Determination and Time Synchronization (ODTS)
method, for which the orbit product and the SCB product are calculated simultaneously [14].
However, the resulting post-processing SCB product contains the assimilated orbit error [15].
Common methods of studying real-time SCB include the undifferenced method (UD),
epoch-differenced method (ED), undifferenced range, and epoch-differenced phase mixed-
difference model (MD). The mixed-difference model can eliminate a large number of
ambiguity parameters, and the dimension of the obtained equation matrix is small, which
can meet the calculation efficiency requirement of real-time estimation [16]. However, the
MD method requires additional clock deviation reference. The UD method is to estimate the
satellite clock bias, receiver clock bias, atmospheric delay error, and ambiguity parameters
simultaneously, and the accuracy of the SCB obtained in this way has higher accuracy, but
the ambiguity parameters need to be computed for each epoch and the data calculating
efficiency is inefficient [17]. Li implemented a real-time precision clock correction estimation
algorithm based on undifferenced carrier phase observations and introduced clock error
reference while improving the calculation speed of SCB [18].

To provide RT-PPP services, it is necessary to estimate the precise satellite clocks and
orbits quickly and publish them to users [19–21]. Yan et al. applied a regional Continuous
Operational Reference System (CORS) service method for SCB estimation [22]. The method
is based on ground-tracking station networks covering a region. The system control center
receives the real-time observation data from each station and calculates the SCB products
precisely. In regional CORS networks using low-cost receivers, PPP using uncombined
GNSS observations with ionospheric delay parameters obtained from CORS has good
results [8]. However, with the system expansion of the CORS network, the parameters,
including phase ambiguity, receiver clock bias, and station Zenith Tropospheric Delay
(ZTD), additionally increase. This will reduce computational efficiency. Pan et al. used
the broadcast ephemeris to estimate the SCB together with the orbit through the regional
CORS station, to realize the regional PPP completely autonomously [23].

In summary, the current research on regional clocks focuses on calculating regional SCB
based on regionally distributed CORS to expand the calculation and application scenarios
of PPP under regional conditions. However, there are few studies on the characteristics
of regional SCB in different regions. In this paper, we fix the orbit products and calculate
different regional SCB products by different regional stations in China. The real-time SCB
between the global and regional networks in China is computed by the mixed-differenced
method (MD). Firstly, this paper counts the epoch which can calculate the SCB of each
satellite in different regions within a day to determine whether the data of the SCB of each
region can approach the application requirements of PPP. Secondly, the calculated regional
SCB and global SCB products are used to evaluate the accuracy of each regional satellite
clock. Then, the quadratic fitting coefficient of global SCB is used to study the influence of
station region distribution on satellite clock products. Finally, this paper selects stations in
different regions and uses PPP to verify the SCB products’ quality in each region.

This paper studies the calculation of real-time BeiDou satellite clock deviation in re-
gional networks and analyzes the characteristics of SCB products in the regional network. It
expands the application of the BeiDou system and compensates for the previous deficiency
of only using the global station net to estimate the SCB products. We study the regional
SCB products and their PPP performance. This article is organized as follows. The Section 1
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is the introduction, which briefly describes the research status of SCB and the research
content of this paper. In Section 2, we briefly introduce the mixed-difference method of
SCB calculation and the evaluation strategy of the regional SCB. In Section 3, we calculate
the completeness of three different regional SCB products and evaluate their accuracy. In
Section 4, we conduct PPP experiments with regional SCB and draw experimental results,
and the relevant discussions and conclusions are presented in Sections 5 and 6 separately.

2. Data Process

2.1. SCB Calculation

The regional SCB in our paper is estimated by mixing undifferenced range and epoch-
differential phase, which is usually used for global rapid SCB calculation of GPS satellites [8].
The epoch-difference method is used to remove the ambiguity parameters, and the clock
deviation can be corrected by the initial clock deviation estimated by the range. The
combination of the two steps can improve the efficiency of the solution on the premise of
maintaining accuracy.

The definition equation of the MD model is:

δt(i) = δt(i0) +
i

∑
j=i0+1

Δδt(j) (1)

The clock changes and therefore the accumulated clock corrections δt(i) at the epoch
number i can be estimated rather precisely; they are biased by the initial clock offset δt(i0) at
the starting epoch i0; Δδt(j) is the cumulative value of the clock bias; the Δ is the difference
operator two adjacent epochs; and the epoch-difference clock Δδt(i) can be expressed as:

Δδt(i) = δt(i)− δt(i − 1) (2)

In order to make the formula concise, we remove the true value of the satellite-receiver
distance as the observation value from both sides of the equations of Equations (3) and (4).
The observation equations of undifferenced range and epoch-difference phase are:

vPc(i) = δtr (i)− δts(i) + m(i)δT(i) + εPc(i) (3)

vΔLc(i) = Δδtr (i)− Δδts(i) + Δm(i)δT(i) + ΔεΔLc(i) (4)

Since the phase observation value in Equation (4) adopts the epoch-difference phase,
the phase observation value and other parameters related to the epoch-difference are
denoted by Δ. Where vPc, εPc are the range observation and the residual of the range
observation, respectively; vΔLc, ΔεLc are, respectively, the observation of phase and the
phase residual of the observation; δT and m represent Zenith Total Delay (ZTD) and its
mapping function, respectively; δtr and δts are receiver and satellite clock biases.

Substituting the receiver clock bias δtr (i) and satellite clock bias δts(i) in Equation (3)
by Equation (1), accumulated from epoch ir0 and is0, we have:

vPc(i) = Δδtr (i)− Δδts(i) + m(i)δT(i) + δtr (ir0)− δts(is0) + εPc(i)

+
i−1
∑

j=ir0+1
Δδtr(j)− i−1

∑
j=is0+1

Δδts(j) (5)

The last two terms of the above equation can be replaced by the clock deviation
estimated at the previous epochs; the sum of the last three terms of the distance observation
equation is expressed as εpc(i). The Equation (5) can be expressed as:

vPc(i) = Δδtr (i)− Δδts(i) + m(i)δT(i) + δtr (ir0)− δts(is0) + εpc(i) (6)

In this paper, Equations (4) and (6) are used to estimate the initial clock deviation of
each station and satellite.
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The epoch-difference method can be used to accurately estimate the clock bias variation
and the ZTD [15,24,25]. Therefore, when the mixed algorithm computes the clock bias,
Equation (4) is first used to estimate the clock biases and ZTDs of each epoch, and then
these estimates will be used to correct the range observations so that only the initial clock
deviations remain in the range observations. The corresponding observation equations can
be obtained from Equation (5) by putting the clock offset parameters at epoch i into the
accumulated clocks as follows:

vPc(i) = δtr (ir0)− δts(is0) + m(i)δT(i) + εPc(i) +
i

∑
j=ir0+1

Δδtr(j)−
i

∑
j=is0+1

Δδts(j) (7)

When calculating the initial value, there are no accumulated terms in Equation (7), so
we remove the last two terms. The third and fourth terms of Equation (7) are represented
by ε̃Pc (i); then, Equation (7) can be expressed as:

vPc(i) = δtr(ir0)− δts(is0) + ε̃Pc (i) (8)

Through the observation equations established by Equations (4) and (8), the least
squares method is used to estimate the SCB of the observed data. The differenced clock
and ZTD parameters are estimated using the epoch-differenced phases with Equation (4),
and the initial clock biases are estimated using the undifferenced ranges with Equation (8).

2.2. SCB Evaluation

Due to the curvature of the earth and the restrictions of regional location, it is difficult
for the regional network stations to completely receive the observation signals of the global
satellites as the global network. When the satellite’s trajectory vanishes from the network’s
sky, that can result in the interruption and also the absence of the estimation of the satellite
clock error product during this period. Therefore, the estimation of most satellite clock
products is incomplete, and only some periods’ SCB products exist. Therefore, this paper
first evaluates whether the completeness of the BeiDou satellite clock product will meet the
requirements of PPP.

After the evaluation of the completeness, we compare the product accuracy of the
BeiDou SCB. When evaluating the accuracy of the clock product, it is necessary to eliminate
the time-scale differences; that is, the deviation of the system from the reference clock
product [26,27]. The time scale difference comes from the base clock selected by the system.
The SCB product model can be expressed as [15]:

CS
a = Oa + OS

a + TS + RS
a + εS

a (9)

In Equation (9), the superscript S and the subscript a represent the satellite and the
analysis center, respectively; CS

a is the clock product; Oa is the time scale differences
introduced by the reference clock when calculating the clock bias. OS

a is the initial clock
bias; it is involved in the across-time clock correction between epochs. To restore the
satellite clock correction, we must introduce an initial clock. With the limited accuracy of
the initial clock, there is a systematic bias between the introduced and theoretical initial
clock. The systematic bias is called the initial clock bias OS

a . TS is the phase estimation
clock correction [15]; RS

a is the effect caused by the assimilated orbital error [28]. Due to the
correlation of the orbit and clock offset, most of radial orbital errors can be absorbed by the
clock offset. These radial orbit errors are denoted as RS

a in the clock product; εS
a represents

the noise.
In this paper, we use the Single Satellite method (SSM); that is, a satellite is selected to

construct inter-satellite differences (SD) to eliminate the time scale differences [29]. S0 is
selected as the reference star for inter-satellite difference:
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CΔS
a1

= CS
a1
− CS0

a1 =
(
Oa1 + OS

a1
+ TS + RS

a1
+ εS

a1

)− (Oa1 + OS0
a1 + TS0 + RS0

a1 + εS0
a1

)
=
(

OS
a1
− OS0

a1

)
+
(
TS − TS0

)
+
(

RS
a1
− RS0

a1

)
+
(

εS
a1
− εS0

a1

)
= OΔS

a1
+ TΔS + RΔS

a1
+ εΔS

a1

(10)

In Equation (10), Δ is the difference operator, S is the satellite to be evaluated, S0
is the reference satellite, ΔS represents the difference between satellites and reference
satellite, and Oa is the time scale differences. After time scale differences are eliminated,
the product-differenced (PD) between different analysis centers is:

CΔS
Δa = CΔS

a2
− CΔS

a1
=
(
OΔS

a2
+ TΔS + RΔS

a2
+ εΔS

a2

)− (OΔS
a1

+ TΔS + RΔS
a1

+ εΔS
a1

)
=
(
OΔS

a2
− OΔS

a1

)
+
(

RΔS
a2

− RΔS
a1

)
+
(
εΔS

a2
− εΔS

a1

)
= OΔS

Δa + RΔS
Δa + εΔS

Δa
(11)

In Equation (10), Δa represents the difference between products of different analysis
centers, (·)ΔS

Δa is the second difference operator. The initial clock deviation OS
a is a constant

offset in the continuous arc, which only affects the convergence time of PPP [22]. The
assimilated orbit error RS

a is periodic and the effect can be eliminated by combining with the
corresponding orbit products in PPP processing. It can be seen from the above formulas that
the SCB product can be decomposed into the constant item, initial deviation, assimilated
orbital period item, and noise in the form after double difference.

All SCB products in this paper are calculated by GFZ orbit; therefore, the influence
of assimilation orbit error acting on SCB is the same, and the second difference RΔS

Δa is 0.
The initial clock offset is a constant, and so is its second difference OΔS

Δa . Therefore, the
Standard Deviation (STD) can be used to measure the noise level and evaluate the accuracy
of BeiDou satellite clock in this paper.

After accurately estimating BeiDou clock products, the phase, frequency, clock drift,
and noise parameters of the BeiDou satellite clock can be obtained by quadratic term fitting
of the global SCB, as shown in Equation (12):

ΔCi = a0 + a1(ti − t0) + a2(ti − t0)
2 + εi , i = 1, 2, 3 . . . , n (12)

where ΔCi is the SCB data in the epoch i; a0, a1, and a2 are the clock offset, frequency offset,
and frequency drift separately; εi is the noise fitting residual; n is the number of epochs
of the clock difference of the fitting period. Combined with Equation (12) and the least
squares method to process the global clock deviation sequence of the fitting period, the
clock error, frequency offset, and frequency drift parameters of the satellite clock in this
period can be obtained. Substitute these parameters of the corresponding fitting period to
ΔTCi = a0 + a1(ti − t0) + a2(ti − t0)

2 to obtain the theoretical clock deviation ΔTCi at each
epoch; by comparing the SCB products in different regions with the theoretical value of the
SCB, the influence of the regional station network on the SCB calculation can be studied.

3. Product Analysis

The original observation data of 120 MGEX stations that can receive BeiDou observa-
tion data from all around the world are selected in this paper to calculate the global SCB.
The specific SCB estimation strategy is shown in Table 1.

In this paper, we calculate global SCB in the strategy shown in Table 1. To verify the
clock product, we compare the consistency between our global product and the global
products of CODE, WHU, and GFZ. The consistency between products is shown in Figure 1.
It can be seen from this figure that the consistency level of the SCB products calculated
in this paper differs from other analysis centers at about 0.1 ns, which can verify the
correctness of the programs and algorithms in this paper.
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Table 1. Processing strategy and parameter model of SCB.

Items Parameters Models for SCB Determination

Observation
information

Observation UD ionosphere-free range and ED ionosphere-free carrier-phase
observation

Prior information P1: 1.0 m; L1: 0.01 cycle

Elevation mask 7◦

Observation weight p = 1, elev > 30◦, p = 2 sin(elev), elev ≤ 30◦

Correction

Phase rotation correction Model Correct [30]

PCO
Satellite

GPS PCO: IGS08.atx [31];
BeiDou GEO PCO:IGS08.atx;

BeiDou IGSO/MEO PCO:ESA Mode [32]

Receiver GPS, BeiDou PCO: IGS08.atx

PCV
Satellite GPS PCV: IGS08.atx; BeiDou PCV: corrected

Receiver GPS, BeiDou PCV:IGS08.atx

Tides Ocean tides; solid earth tides; solid earth pole tides: IERS conventions 2010

Parameters
estimation

Relativistic effects IERS conventions 2003

Reference clock One satellite clock

Satellite orbit Fixed

Station coordinate Fixed

Tropospheric delay Saastamoinen model + GMF mapping function random-walk process for
each epoch

Satellite/receiver clock Estimated as white noise

Ambiguity Estimated in un-differenced, eliminated by phase
epoch-differenced/estimated if exit cycle slips
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Figure 1. The consistency verification.

Three research regions are selected for calculation and SCB, namely, the China regional
network, the North China regional network, and the South China regional network. Among
210 national stations distributed nationwide, 50 stations are selected by region to calculate
the regional SCB of the BeiDou satellite in each region. The distribution of national stations
in the three selected regions is shown in Figures 2–4.
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Figure 2. Station distribution in China.

 

Figure 3. Station distribution in North China.
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Figure 4. Station distribution in South China.

3.1. Completeness of Regional Clock Products

Global satellites can be tracked by globally networked stations as they are rotating
around the earth, but our application scenario is limited to regionally networked stations.
When a satellite is far from the study area, it cannot be tracked by any ground station in
that area due to the curvature of the Earth and elevation angle. This phenomenon will
result in the satellite clock bias sequence not being able to be obtained completely when
only using the observation value of the regional station to calculate the satellite clock
bias, causing the satellite clock bias product incompleteness. The most intuitive impact of
this incompleteness on the user is the reduction of the number of observations. Too few
observations may let users cannot make PPP processing.

Therefore, it is necessary to analyze the completeness of the satellite clock product to
study whether it is close to the requirements of PPP. The Geosynchronous Earth Orbit (GEO)
and Inclined Geosynchronous Orbit (IGSO) of the BeiDou system’s period is 23h56min and
the Middle Earth Orbit (MEO)’s period is 12h56min; hence, the satellite-receiver geometry
is almost the same every day. The discontinuous situation of regional BeiDou SCB is
statistically analyzed by using the SCB product on the day of year 214 in 2021. The results
are shown in Tables 2–4. The coverage period diagram is drawn and the results are shown
in Figures 5–7 (blue for GEO, yellow for MEO, and red for IGSO).

Table 2. Daily coverage of regional SCB data in China.

GEO IGSO MEO

C01 0.00% C06, C39 0.00% C11 51.53% C25 38.19% C35 32.01%
C02 100.00% C07 95.80% C12 50.21% C26 51.08% C36 26.49%
C03 100.00% C08 81.94% C14 41.94% C27 27.81% C37 25.38%
C04 100.00% C09 87.67% C19 39.93% C28 39.83% C41 28.09%
C05 100.00% C10 94.03% C20 44.06% C29 29.31% C42 33.02%
C59 100.00% C13 84.55% C21 38.26% C30 27.60% C43 39.90%
C60 100.00% C16 89.65% C22 36.42% C32 32.05% C44 36.56%

C38 77.74% C23 38.47% C33 29.48% C45 36.46%
C40 76.49% C24 46.63% C34 40.17% C46 17.43%
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Table 3. Daily coverage of regional SCB data in North China.

GEO IGSO MEO

C01 0.00% C06 0.00% C11 41.01% C24 31.60%
C02 100.00% C07 78.30% C12 40.17% C25 33.78%
C03 100.00% C08 73.26% C14 34.24% C26 39.48%
C04 100.00% C09 73.89% C19 28.44% C27 21.01%
C05 41.74% C10 76.15% C20 32.29% C28 27.92%
C59 0.00% C13 73.09% C21 33.96% C29 27.71%
C60 0.00% C16 76.08% C22 32.53% C30 22.67%

C38–C40 0.00% C23 32.88% C32–C37 0.00%
C41–C46 0.00%

Table 4. Comparison of daily SCB coverage between china and the North China region.

MEO IGSO

C11 10.52% C24 15.03% C07 17.50%
C12 10.03% C25 4.41% C08 8.68%
C14 7.71% C26 11.60% C09 13.78%
C19 11.49% C27 6.81% C10 17.88%
C20 11.77% C28 11.91% C13 11.46%
C21 4.31% C29 1.60% C16 13.58%
C22 3.89% C30 4.93%
C23 5.59%
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Figure 5. China regional SCB data coverage period.

As can be seen from Figure 5 and Table 2, most of the SCB products of BDS satellites
have been computed in China. The relative position of the GEO satellites to the ground
station hardly changes, so the daily SCB is completely calculated. There are some defects in
the IGSO satellite clock deviation; according to the statistical data in Table 2, the defects are
about 5–25%. All MEO satellites can be observed in China and about 17–51% of clock bias in
the epoch can be calculated every day. Most of satellites signals can be received about 40%
epochs of a day. BDS-2 satellites have less vacancy than BDS-3 satellites. This is because
the BDS-2 satellite positioning system was originally designed to serve the Asia-Pacific
region and the trajectory of its sub-satellite points covered mostly in China, with relatively
complete station observations.
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Figure 6. North China regional SCB data coverage period.
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Figure 7. South China regional SCB data coverage period.

Figure 4 shows that the stations in the North China region are distributed in the
mid-latitude area north of 34 ◦N. However, the GEO satellites are above the equator,
causing the poor signal intensity of some GEO satellites with low altitudes, resulting in
the discontinuous observation of C05 in Figure 6. Due to the western position of the
projection point of the satellite on the ground of C59 and C60, the observation stations are
concentrated in the east of China, which also leads to the lack of observation of the C59
and C60 satellites. Some IGSO satellites (C38–C40) and MEO satellites (C32–C37, C41–C46)
of BDS-3 provide services to the Western Hemisphere. These satellites cannot be observed
by stations in North China, so the SCB data is missing. It can be seen from Table 3 that
about 21–41% of the observed satellites can be used for SCB calculation every day. Table 4
shows that the SCB calculated every day in this region is smaller than that in China. The
missing epoch of MEO satellites accounts for about 2–15% of the total epoch per day, and
the reason for the lack is mainly due to the smaller distribution area of survey stations. The
missing epoch of IGSO satellites accounts for about 9–18% of the total epoch per day; the
main reason for the lacking is the higher latitude.

It can be seen from Figure 4 that the stations in South China are distributed in low-
latitude areas south of 28 ◦N and the GEO satellite is above the equator, with good obser-
vation conditions. The longitude range of the station is similar to that of the North China
region in Figure 3, and the solution of C59 and C60 is also lacking. The lack of calculation
data for IGSO and MEO satellites is similar to that of the North China region, indicating
that whether the calculation of clock products of IGSO and MEO satellites in China is null
is closely related to longitude. For the IGSO and MEO satellites whose solution results are
not null, it can be seen from Tables 5 and 6 that the daily coverage rate of clock products
in South China is higher than that in North China. The daily coverage rate and period of
clock products of some stations in South China are the same as the clock product of the
China region, which can also be seen in Figure 7.
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Table 5. Daily coverage of regional SCB data in South China.

GEO IGSO MEO

C01 0.00% C06 0.00% C11 42.71% C24 33.61%
C02 100.00% C07 95.73% C12 41.01% C25 38.19%
C03 100.00% C08 81.94% C14 35.80% C26 42.50%
C04 100.00% C09 87.67% C19 29.83% C27 22.60%
C05 100.00% C10 93.75% C20 32.64% C28 26.28%
C59 0.00% C13 84.55% C21 38.26% C29 29.31%
C60 0.00% C16 89.65% C22 35.94% C30 27.50%

C38–C40 0.00% C23 38.47% C32–C37 0.00%
C41–C46 0.00%

Table 6. Comparison of daily coverage of SCB data in each region.

China Clock Minus South China Clock North China Clock Minus South China Clock

MEO IGSO MEO IGSO

C11 8.82% C25 0.00% C06 0.00% C11 −1.70% C25 −4.41% C06 0.00%
C12 9.20% C26 8.58% C07 0.07% C12 −0.83% C26 −3.02% C07 −17.43%
C14 6.15% C27 5.21% C08 0.00% C14 −1.56% C27 −1.60% C08 −8.68%
C19 10.10% C28 13.54% C09 0.00% C19 −1.39% C28 1.63% C09 −13.79%
C20 11.42% C29 0.00% C10 0.28% C20 −0.35% C29 −1.60% C10 −17.60%
C21 0.00% C30 0.10% C13 0.00% C21 −4.31% C30 −4.83% C13 −11.46%
C22 0.49% C32–C37 32.05% C16 0.00% C22 −3.40% C16 −13.58%
C23 0.00% C41–C46 29.48% C23 −5.59%
C24 13.02% C24 −2.01%

In this section, we make statistics on the number of satellites that can be calculated for
SCB products in each region (hereafter referred to as the number of observable satellites);
the results are shown in Figure 8. As can be seen from Figure 8, in the North China region
(middle-latitude region), the number of observable satellites is less than the South China
region (low-latitude region). This confirms the conclusion in Table 6 that the stations in the
low-latitude region contribute more to the calculation of SCB, and more visible satellites
can be observed. More than 10 satellites in the three regions can be calculated to reach the
requirements of precise point positioning.
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Figure 8. Regional SCB data’s solvable satellites.
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3.2. Accuracy of Regional Clock Products

In this paper, the global and regional SCB are calculated by the fixed orbit. The study
time is 214–243 days in 2021. The global SCB product is used as the reference, and the
standard deviation (STD) of the double-difference SCB of each satellite within the study
time is calculated to evaluate the accuracy level of satellite clocks in each region. In the
calculation of the double difference, C14 is used as the reference satellite.

It can be seen from Figure 9 that the accuracy level of SCB products is affected by the
satellite orbit; the order from high to low is MEO, IGSO, and GEO. The accuracy level of
SCB products is also affected by the station region. The accuracy of China regional SCB
products in each region is less than 0.7 ns for the GEO satellite, 0.3 ns for the IGSO satellite,
and 0.2 ns for the MEO satellite. The accuracy of SCB products in the North China region is
lower than that in China. The STD of the GEO satellite is within 0.7 ns, the IGSO satellite
is within 0.3 ns, and the MEO satellite is within 0.2 ns. In the regional SCB, the accuracy
of clock products in South China is lower than that in the North China region. The STD
of GEO satellite clock products calculated in the South China region is within 0.7 ns and
that of IGSO and MEO satellite clock products is within 0.3 ns. The stations in South China
have lower latitudes and are greatly affected by the ionosphere. Although the ionospheric
elimination algorithm is used in this experiment, the active ionospheric variation will still
affect the float ambiguity resolution, cycle slip detection, and the quality of ionospheric
elimination, resulting in the instability of SCB observation data in the South China region,
and the accuracy is worse than that in the North China region.
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]

Figure 9. The accuracy of SCB in different regions.

3.3. Regional Influence Deviation of Clock Product

The phase, frequency, and frequency drift of the satellite clocks are obtained by
quadratic term fitting to the global clock products calculated in this paper. The theoretical
value of the satellite clock is calculated by Equation (12), and the difference is made with
the calculated regional satellite clock product, obtaining the mix value of noise and regional
influence. Figures 10–12, respectively, show the influence of the China region, North China
region, and South China region on SCB calculation (cyan for GEO, red for IGSO, green for
MEO). It can be seen from the figure that the level of the mixed value of noise and regional
influence is 10−7 s. In Section 3.2, we have made statistics on the accuracy of regional clock
products and know that the accuracy of regional clock products is within 10−9 s. Based
on the above result, it can be seen that noise accounts for a relatively small proportion
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of the mixed value. We believe that the influence of noise on the region can be ignored
for analysis. The regional influence is reflected in the phase offset of the satellite clock
calculation. It absorbs some atmospheric parameters, and the influence on the satellite
clock bias of all satellites has obviously similar regional characteristics, so it is named as the
Region Effect Bias (REB) below. Different from the global SCB product, the regional SCB
product with REB can reflect the sudden change of atmospheric delay parameters over the
studied area and has a good enhancement effect on the regional PPP.
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Figure 10. China region REB (10−7 s).

It can be seen from Figures 10–12 that the time series curves of regional influence bias
in the same region are similar. Figure 10 clearly shows that the REB of all solvable SCB
products has the same time series characteristics. Although there are many missing epochs
in Figures 11 and 12, this situation can also be observed. This indicates that the REB in
SCB calculation is related to the distribution region of the station, the REB of the same
group of regional networks has the same fluctuation trend on all satellites. Observed in the
time series, all satellites in the same area have similar trends in the REB variation, which
is irrelevant to the orbits of the satellites. This shows that the REB value of the satellite
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clock has a strong relationship with the region. The influence factors, such as atmospheric
parameters over the region, lead to the rapid change of the REB value in the entire region,
and the overall variation range is at the level of 10−7 s. In the same area, there are slight
differences between satellites. It can be seen that the MEO satellites, which are shown
as green, are obviously sparser than the IGSO satellites in red, indicating that there are
more missing epochs in the clock error calculation of the MEO satellites. Additionally,
BDS-2 satellites are denser than BDS-3 satellites, indicating that BDS-3 satellites are missing
more epochs. The above two conclusions confirm the discussion of the completeness of
satellite clocks in different orbits in Section 3.1. Moreover, in the same area, the fluctuation
range of MEO satellites is smaller than that of IGSO and GEO orbiting satellites, and its
number of the outliers are less, which is also due to the better orbit determination effect of
MEO satellites.

During the study period, the regional influence bias and the range of change in the
whole area of China are small. The REB value in the North China region is larger than that
in the whole of China, and some values fluctuate significantly. The REB values of China
and the North China region are mostly in the range of ±0.5 × 10−7 s, whereas the REB
values of the South China region fluctuate sharply in the range of ±1 × 10−7 s. This shows
that the area with a larger range or with a higher latitude has less influence, and the result
of this REB value is the SCB parameter absorbing the regional systematic error. However,
the ionospheric activity in the lower latitude regions is more active, and it has a greater
impact on the regional SCB. The above results provide a reference for station selection in
the application of regional clock products; that is to say, when the distribution range of
the stations is small, in order to reduce the regional influence, it is appropriate to consider
selecting the higher latitude stations to calculate the SCB.
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Figure 11. North China region REB (10−7 s).
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Figure 12. South China region REB (10−7 s).

4. PPP Analysis of Regional Clock Product

We selected IGS stations in the Asia-Pacific region and national stations which had
not participated in the calculation in each region to verify the PPP performance of the
regional satellite clock product, and the selected stations can receive BDS-2 and BDS-3
signals and use the B1B3 signal for PPP processing. The distribution of IGS stations and
national stations is as Figure 13.

 

Figure 13. PPP station distribution.
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The satellite clocks calculated by the global, Chinese, Northern, and Southern China
regional stations are used to conduct PPP experiments for the selected stations on days
214–220 of 2021. The first epoch of 20 consecutive epochs when the error is less than 10 cm
is used as the convergence time to count the post-convergence accuracy. The seven-day
averages of Root Mean Square Error (RMS) after convergence at different IGS stations are
counted in Figure 14; the RMS in E, N, and U directions are combined, i.e.,

δ =
√

δE2 + δN2 + δU2 (13)

In Equation (13), δ represents the three-dimensional (3D) RMS in the space; δE, δN , and
δU represent the RMS error in the direction of E, N, and U. It should be noted that in the
RMS calculated by the Equation (13), due to the large value of RMS in the U direction, small
values in the E and N directions will be submerged, making the overall RMS statistical data
seems large.

Figure 14. Effects of Different Regional Clocks on Different IGS Stations.

From Figure 14, it can be seen that the PPP results of the stations near China solved by
the global SCB product have the same accuracy, and the 3D accuracy is at the level of 10 cm.
The RMS error of the PPP calculated by the small size regional clock product is higher than
that of the global product, which indicates that the reduction of the calculation range of the
regional clock has a negative impact on the PPP. The difference between the accuracy of the
Chinese regional clock solution and the global solution is insignificant, and they are both at
the same level. This indicates that the accuracy of PPP experiments is very close to that of
the global clock products if only the SCB products calculated by the national stations in the
Chinese region are used. When comparing within the Chinese region, the PPP accuracy of
CUSV using the regional clocks in South China in the figure is much higher than that in
North China. This phenomenon combined with Figure 8 shows that when performing PPP,
the accuracy level of the regional stations calculated far from the clock product increases
rapidly with the number of observable satellites. However, the stations closer to the center
of the study area, such as PTGG, ULAB, and WUH2, have a larger base of observation
satellites, and the continued increase in the number of observation satellites will reduce the
contribution to the improvement of PPP accuracy. However, the low-latitude regional SCB
product has poor accuracy, as shown in Figure 9, and a large deviation from its regional
influence, which prevents further improvement of the accuracy. It will even reduce the PPP
accuracy of some stations such as JFNG.
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The combination of Figures 14 and 15 shows that the accuracy has reached the level
of global clock accuracy when the corresponding satellite clocks are used for PPP in the
regional range calculated by the same regional SCB. The stations QHZD, XJAK, YNML,
and NXLW in the western region have larger errors, whereas the errors in the southern
region are smaller. This phenomenon is similar to the CUSV in Figure 14. This is because
the number of satellite observations in the northern region is smaller and the number of
satellite observations of the stations far from the satellite clock solution area decrease, and
the PPP result accuracy becomes worse. The 3D accuracy of other stations in the North and
South China clock calculation regions is at the same level as the global clock, indicating
that the SCB products in the smaller mid-latitude range are not suitable for extending the
positioning area excessively due to the low number of satellite clock calculations.

 
Figure 15. Effects of Different Regional Clocks on Different National Stations.

Figures 16 and 17 show the time series of the jump in the PPP results. From the
regional clocks of China and North China in Figure 16, in kinematic mode, it can be seen
that the PPP results by the regional SCB of China and the global SCB are at the same level,
i.e., centimeter level. As shown in kinematic mode, the PPP accuracy of the regional clocks
in South China and North China is at the centimeter level in most of the epochs, and there
are jumps in the kinematic PPP result sequences of CUSV and URM stations, which shows
that some periods after convergence diverge again, and the regional clocks in mid-latitude
regions have more jumps and large fluctuations in PPP of stations in low-latitude regions.
The regional clock in South China has the same effect on the PPP results of FJZA and
CUSV stations, both of which are in the southeast corner of the Chinese region, indicating
that the effect here comes from the REB, whereas the jump in the same region using the
regional clock in North China has the same obvious consistency as that of the regional
clock in South China, and the REB of the regional clock in North China has no obvious
effect on the PPP. In the North China region, the low number of observations leads to a
decrease in the number of satellite observations in the region of some stations far from the
calculation region affecting the accuracy, which leads to the jump in the positioning results
of the North China regional clock and affects the positioning accuracy of the regional clock
products. In the kinematic mode, the PPP results of the previous epoch are not transferred
to the next epoch for iteration to improve the convergence results, whereas in the static
PPP mode, the process noise in the state transfer matrix is 0. From the results of static
mode positioning, it can be seen that the positioning accuracy of the regional clock reaches
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the level of the global clock, but the convergence time is significantly longer. From the
comparison between Figures 16 and 17, it can be seen that the static mode can effectively
eliminate the jump caused by the steep drop in the number of observation satellites in one
day, but from the positioning results of the South China clock for FJZA on CUSV, the effect
of REB cannot be eliminated completely. Moreover, the convergence time generally reaches
more than 2h, which is obviously inferior to the convergence time of the global clock.

 South China Clock

North China Clock

Global clock

China regional clock

Figure 16. Kinematic PPP Time Series Plots of Different Regional Stations on Day 216 of 2021.
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North China clock

South China clock

China regional clock

Global clock

Figure 17. Static PPP Time Series Plots of Different Regional Stations on Day 216 of 2021.

5. Discussion

We have mentioned the problems of accuracy and regional influence caused by station
area and latitude in Sections 3 and 4, and we introduce the concept of regional effect bias
(REB). It is found in Section 4 that the stations distributed in the same area have the same
fluctuations in the kinematic mode. We believe that the influence of these regional station
selections on the BeiDou SCB products comes from the spatial correlation errors such as
atmospheric parameters absorbed over the small regional stations. If the research scope is
larger, as shown in Figure 2, the difference in spatial correlation error between global and
region is small, so the deviation of regional influence is reduced. In Section 3.1, we know
that the regional clock has many breakpoints. The calculation after each breakpoint needs to
be initialized with the pseudo-range. Therefore, in theory, the regional clock must have a lot
of errors due to initialization, and the positioning results should not be as good as the global
SCB. However, the positioning accuracy of the regional clock is higher than that of the global
SCB; this phenomenon is due to the effect of the SCB parameters absorbing regional system
deviation. When the regional SCB calculating, the corresponding range fluctuates when
the atmospheric environment changes abruptly and will be absorbed by the regional SCB.
These mutations are the main factor leading to the loss of precision in PPP. The atmospheric
parameters absorbed by the regional SCB products can offset the effects of these sudden
changes during PPP, thereby improving positioning accuracy. Otherwise, some papers
also provide another hypothesis that when using globally distributed stations, satellites
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are always directly above the visible station [33]. Therefore, the clock estimated from the
global network cannot compensate for the orbital error of the tangential component, which
may also lead to the degradation of the positioning performance of the global network.

Another important question is whether REB will affect the precision statistics of SCB;
because Equation (9) of the regional clock should include the regional effect bias REB, it may
affect the statistics and analysis of the SCB accuracy after the double-difference. However,
according to the conclusions obtained from Figures 10–12 in Section 3.3, the fluctuations
of the REBs of each satellite clock calculated in the same area are the same, and the trend
term of REB will be greatly weakened after the difference between satellites. The STD level
of the final obtained SCB statistics in Figure 9 is consistent with the normal situation, so
the SCB products calculated by the inter-satellite difference method adopted in this paper
are effective.

6. Conclusions

In this paper, the MD method is used to solve the SCB of three regions, China, North
China, and South China. The characteristics of the regional clocks are analyzed by using
the global clock as the reference. The regional effect bias REB is introduced to measure the
deviation of the calculated regional clock from the true value, the accuracy of the regional
satellite clock is evaluated, and the PPP is used to verify the regional clock positioning
results. The conclusions are as follows:

1. Due to the different designs of the systems, the data completeness of the BDS-2 satellite
over the China region is better than that of the BDS-3 satellite. The observation number
of the regional BeiDou clocks is ranked from highest to lowest in the Chinese region,
the South China region, and the North China region. The decrease of station area
has a great influence on the observation of the MEO satellite, whereas the increase of
latitude has a great influence on the observation of the GEO and IGSO satellite, which
leads to the loss of these regional SCB products, respectively. The contribution of
low-latitude stations to regional SCB calculation is higher than that of the mid-latitude
stations, which indicates that to increase the number and duration of observation
satellites, it is necessary to increase the number of observation stations in the low-
latitude region. The available satellite number of SCB in each region satisfies the
requirements of the PPP experiment.

2. From the STD of regional clock products, it can be seen that the accuracy of the BeiDou
satellite regional clock is from high to low in the China region, North China region, and
South China region from high to low. The STD of GEO satellites in all regions are less
than 0.7 ns, and that of IGSO and MEO satellites are less than 0.3 ns. The accuracy of
SCB products in South China is worse than that in North China, which is due to the low
latitude of the stations and the influence of more serious ionospheric errors. Although
the ionospheric-free algorithm is used in this experiment, the ionospheric scintillation
caused by the active ionosphere will still affect the ambiguity float solutions and the
quality of ionospheric elimination, resulting in the instability of SCB observation data
in the South China region, and the accuracy is worse than that in the North China
region. Therefore, the influence of the ionospheric layer on the accuracy of SCB can
be weakened by appropriately choosing the station with higher latitude.

3. In this paper, the regional effect bias REB is introduced to analyze the influence of
different regions on the clock error product. For the BeiDou system, the regional
influence bias of the same group of regional networks will lead to a similar offset
sequence for all satellite clock errors calculated by this group of regional networks,
and the REB value is at the level of 10−7. Among them, the fluctuation range of MEO’s
offset series is smaller, and there are fewer outliers. During the study period, the
larger regional REB deviations and changes are smaller. The regional influence of
South China with lower latitude is stronger when the area is similar and leads to
worse PPP accuracy. This shows that the regional influence between the larger area
and the higher latitude area station-satellite is small. When the distribution range of
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the station is small, for weakened regional influence, the higher latitude station can
be appropriately considered to calculate the SCB.

4. When using the different regional SCB products calculated in this paper for PPP,
the amount of data for SCB-computing using stations in the mid-latitude region is
maintained at a low level, resulting in a more serious decrease in the accuracy level of
the stations at slightly distant locations near the clock product solving area. When
using mid-latitude for regional positioning, the working area for positioning should
be controlled as much as possible.

5. The PPP results of the Chinese regional clock and the global clock are at the same
level, but the convergence speed of the regional clock is generally inferior to that of
the global clock. In the regional mode, the low-latitude clocks are affected by the
region, and the mid-latitude clocks are affected by the regional influence, whereas the
mid-latitude clocks have a jump in accuracy due to the low amount of observed data.
The static mode can improve the fluctuation due to the small amount of data, but it
does not completely eliminate the effect of REB.
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